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Preface

“What a difference a year makes – 52 little weeks”

This variation of the first line from Dinah Washington’s famous song, which
originally reads, “What a difference a day makes - 24 little hours,” brings it to
the point:

According to all experts, the press, and most people’s impression we are today
in a serious economic recession. Less than one year ago, we practically lived on
the “island of the blessed” (namely, at Networking 2008 that was held on the
island of Singapore), or in the famous country where “milk and honey flow” (or
“where wine and liquor flow”). This convenient situation has changed abruptly
within less than 52 weeks. It looks like the same kind of problems has emerged
in all areas – and the “Networking” area has, of course, been affected, too.

Looking into the 2009 proceedings, however, you will immediately notice
that the manuscripts are largely unaffected by any aspect of the economic cri-
sis (which should be a bit of a consolation). Apparently, research directions are
dictated by a process that is all too sluggish in order to be quickly and radically
changed by a “tsunami.” Likewise, the conference itself was prepared in spite of
such a crisis.

Some comments about the conference venue and some statistics appear to be
in order:

A. Aachen is the westernmost major city in Germany, located on the borders
with The Netherlands and Belgium. Other names of the town include Aix-la-
Chapelle, Aken, Aquisgran, Aquisgrana, Cachy and many more – indicating
its very international atmosphere. Despite its ‘borderline’ location, Aachen
is situated in the very center of Western Europe. And more than 1200 years
ago, it was the capital of Charlemagne’s empire that comprised Germany,
the Benelux, France, Switzerland and a large part of Italy.

B. Perhaps influenced by this international location, the conference received 232
submissions from 47 countries from all continents (except for Antarctica).
Only 48 submissions survived the review process (i.e., just 20%) and were ac-
cepted as full papers. Another 28 more manuscripts (i.e., 12%) were selected
as work-in-progress papers. This rather low acceptance rate should guar-
antee timely and high-quality papers. I would once again like to highlight
the fact that six out of seven continents are represented in the conference
program.



VI Preface

Some words of appreciation:

– To IFIP TC6 (Communication Systems) who entrusted us with the organi-
sation of Networking 2009 despite three very strong competitors.

– To the local organisers in Aachen who did an excellent, efficient and time-
consuming job despite sometimes having to suffer from the strange and unre-
alistic ideas that came spontaneously to the mind of the General Chairman
of the conference.

– To the Chairpersons of the Technical Program Committee, namely (in al-
phabetical order): Luigi Fratta, Henning Schulzrinne, and Yutaka Takahashi,
who did a fantastic and extremely efficient and constructive job.

– To the keynote speakers (once again in alphabetical order) Paul Francis,
Mario Gerla, and Paul Kühn, for presenting up-to-date information con-
cerning today’s most important networking questions.

– To the invaluable work of the TPC members and the other reviewers who
did a perfect serious and (in most cases) timely job under very heavy time
pressure.

– To the IFIP TC6 delegates and other experts who were prepared to serve as
Session Chairpersons.

– To all the (yet largely unknown) attendees who made the conference possible
in difficult financial times.

– To all those who may have been forgotten in this list but who also deserve
a “thank you.”
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Phuoc Tran-Gia University of Würzburg, Germany
Piet Van Mieghem TU Delft, The Netherlands
Ning Wang University of Surrey, Guildford, UK
Klaus Wehrle RWTH Aachen University, Germany
Lars Wolf TU Braunschweig, Germany
Adam Wolisz TU Berlin, Germany
Krzysztof Walkowiak Wroclaw University of Technology, Poland
Martina Zitterbart University of Karlsruhe, Germany

Additional Reviewers

Issam Aib
Emilio Ancillotti
Steinar Hidle Andresen
Markus Anwander
Pere Barlet-Ros
Lee Begg
Bastian Blywis
Eleonora Borgia
Fatma Bouabdallah
Nizar Bouabdallah
Raffaele Bruno
Albert Cabellos-Aparicio
Davide Careglio
Marcel Castro
Baozhi Chen
Chao Chen
Florin Ciucu
Lucia Cloth
Peter De Cleyn
Franca Delmastro
Nicolas Diez
Lei Ding
Christian Doerr
Jeroen Doumen
Michael Duelli
Norman Dziengel
Juan M. Espinosa C.
Jabed Faruque
Markus Fidler
Stefan Götz
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Maarten Weyn
Joachim Wilke
N. Wisitpongphan
Christos Xenakis
Jin Xiao
Ou Yang
Bo Yu
Fan Yu
Alexander Zimmermann
Thomas Zinner

Sponsoring Institutions (in alphabetical order)

CISCO Germany
Ericsson Eurolab, Herzogenrath
Euro-NF
Gesellschaft für Informatik (GI)
NEC Europe, Heidelberg
REGINA e.V.
RWTH Aachen University
Software AG, Darmstadt
T-Mobile, Bonn
UMIC Excellence Cluster



Table of Contents

Ad-Hoc Networks: Sensor Networks

Calibrating Wireless Sensor Network Simulation Models with
Real-World Experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

Philipp Hurni and Torsten Braun

Experimental Study: Link Quality and Deployment Issues in Wireless
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

Monique Becker, Andre-Luc Beylot, Riadh Dhaou, Ashish Gupta,
Rahim Kacimi, and Michel Marot

Aggregation Protocols for High Rate, Low Delay Data Collection in
Sensor Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

Jie Feng, Derek L. Eager, and Dwight Makaroff

Event Based Fairness for Video Surveillance Sensor Networks (Work in
Progress) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

Yunus Durmus, Bahri Atay Ozgovde, and Cem Ersoy

Modelling: Routing and Queuing

Humpty Dumpty: Putting iBGP Back Together Again . . . . . . . . . . . . . . . . 52
Ashley Flavel, Jeremy McMahon, Aman Shaikh,
Matthew Roughan, and Nigel Bean

Performance Evaluation of Weighted Fair Queuing System Using
Matrix Geometric Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Amina Al-Sawaai, Irfan Awan, and Rod Fretwell

Counting Flows over Sliding Windows in High Speed Networks . . . . . . . . 79
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Models with Real-World Experiments
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Abstract. This paper studies the energy-efficiency and service charac-
teristics of a recently developed energy-efficient MAC protocol for wire-
less sensor networks in simulation and on a real sensor hardware testbed.
This opportunity is seized to illustrate how simulation models can be ver-
ified by cross-comparing simulation results with real-world experiment
results. The paper demonstrates that by careful calibration of simula-
tion model parameters, the inevitable gap between simulation models
and real-world conditions can be reduced. It concludes with guidelines
for a methodology for model calibration and validation of sensor network
simulation models.

Keywords: Wireless Sensor Networks, Energy Efficient Medium Access
Control, Model Validation, Model Calibration, Networking 2009.

1 Introduction

In the past years, many energy efficient medium access and routing protocols
for wireless sensor and actor networks have been proposed. Although few pro-
tocols have been implemented and evaluated on real sensor hardware testbeds,
countless papers rely on network simulation results. Simulation tools are a valu-
able, manageable and yet cheap test environment for evaluating wireless sensor
network mechanisms. Investigations on scalability issues, e.g studies on the be-
havior of network characteristics in large-scale ad hoc or wireless sensor networks,
would simply be unfeasible without simulation tools. Simulations provide essen-
tial insights when developing and evaluating protocol mechanisms. Regrettably,
evaluations on real-world systems are often neglected. Simulating performance
improvements in protocols for wireless ad-hoc or sensor networks undoubtedly
is easier and more convenient than realizing and proving them on real-world
prototypes.

Simulation studies inevitably take assumptions and apply simplified models,
e.g. 2-dimensional topologies and perfectly circular transmission ranges. The
properties of the wireless channel, such as signal dispersion, environmental noise,
multipath propagation, scattering and fading effects are often not incorporated
at all. Model verification using real-world implementations is often omitted. The
credibility of simulation studies has therefore frequently been questioned. Several
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recent studies underlined the lack of rigor in the application of simulation tools.
Inadequate simulation models and improper data analysis have been shown to
produce inconsistent or misleading results. Kurkowski et al. [1] lately surveyed
papers published in the MobiHoc conference [2] between 2000 and 2005 and
found severe flaws and inconsistencies in the simulation methodology. The survey
concludes that the large majority of the research papers are not independently
repeatable because of lack of documentation, omitted simulation input parame-
ters, lacked statistical validity, inappropriate radio models and unrealistic traffic
and/or mobility models. They emphasize that in any case of communication
protocol study, researchers must validate the simulation model as a baseline to
start any experimentation. Andel et al. similarly criticise the lack of realism of
simulation studies in [3]. They emphasize that “properly validating simulation
models against the intended or real-world implementation and environment can
mitigate many of the problems of simulation”, such as incorrect and unrealistic
parameter settings and improper level of detail.

In this paper we analyze the energy-efficiency and service characteristics of a
recently developed energy-efficient MAC protocol. By conducting the same ex-
periments in simulation and on real sensor hardware and reasoning over anoma-
lies in the results, we outline a methodology to calibrate and validate wireless
sensor network simulation models. We show that model validation and calibra-
tion is feasible with reasonable effort. By cross-comparing and simulation and
real-world implementation of the energy-efficient MAC protocol, we show that
careful investigations on parameter settings play a major role.

The paper first portrays the mechanism of the power saving protocol WiseMAC
[4] in section 2.1. Section 2.2 describe the simulation model of WiseMAC, and
2.3 the WiseMAC prototype on real-world sensor hardware. Section 3 evaluates
the protocol in a simple test scenario, and illustrates how we carried out our
proposed model validation and parameter calibration process on the WiseMAC
simulation and real-world implementation. Section 4 concludes the paper.

2 WiseMAC

2.1 WiseMAC Protocol Operation

WiseMAC [4] is an unscheduled, contention-based sensor MAC protocol. It is
very energy-efficient in scenarios with low or variable traffic. WiseMAC’s wake-
up scheme consists of periodic duty cycles of only a few percents in order to
sense the carrier for a preamble signal, as depicted in Figure 1. All nodes in
the network sample the medium with a common basic cycle interval T, but
their wake-up patterns are independent and left unsynchronized. A preamble of
variable length is prepended to each frame in order to alert the receiving node.
When the receiver’s wake-up pattern is yet unknown, the duration of the pream-
ble equals the full basic cycle interval duration T, as illustrated in Figure 1 in
the first transmission. The own schedule offset is then piggybacked to the frame
and transmitted to the receiver. After successful frame reception, the receiver
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Fig. 1. WiseMAC

node piggybacks its own schedule to the respective frame acknowledgment. Re-
ceived schedule offsets of all neighbor nodes are subsequently kept in a table and
are periodically updated. Based on this table, a node can determine the wake-
up patterns of all its neighbors, which in turn allows minimizing the preamble
length for the upcoming transmissions. As the sender node is aware of the re-
ceiver’s wake-up pattern, it only prepends a preamble that compensates for the
maximum clock drift that the two involved node’s clocks may have developed
during the time since the last schedule exchange, as illustrated in Figure 1 in
the second transmission.

2.2 WiseMAC in the OMNeT++ Simulator

We implemented the WiseMAC protocol [4] in the OMNeT++ Network Simula-
tor [5] using the Mobility Framework [6], which supports simulations of wireless
ad hoc and mobile networks on top of OMNeT++. It calculates SNR (Signal-
to-Noise) ratios according to a free space propagation model.

The energy consumption model calculates and sums up the amount of en-
ergy that is used by the transceiver unit. [7] models the energy consumption
of a IEEE 802.11 wireless device with a transceiver state model with the three
states sleep, idle, receive and transmit. Experimental results in [7] confirm the
adequateness of the state model with three different energy consumption levels.
As many low-power and low-bandwidth transceivers used in sensor networks are
of very low complexity, the energy consumption in idle and receive mode is of-
ten almost equal and do not need to be treated differently. Pursuing the same
methodology as [7], we modelled the energy consumption of the sensor nodes
with a state transition model with respect to the time spent in three operation

Table 1. OMNeT++ parameters

path loss coefficient α 3.5
carrier frequency 868 MHz
transmitter power 0.1 mW
SNR threshold 4 dB
sensitivity -101.2 dBm
carrier sense sensitivity -112 dBm
communication range 50 m
carrier sensing range 100 m

Table 2. Transceiver parameters

supply voltage 3 V
transmit current 12 mA
recv current 4.5 mA
sleep current 5 μA
recv to transmit 12 μs
transmit to recv 12 μs
recv to transmit 518 μs
recv to sleep 10 μs
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Table 3. WiseMAC parameters

basic interval duration T 500 ms
duty cycle 1%
bit rate 19’200 bps
minimum preamble 1 ms
medium reservation preamble u(0,2) ms
MAC header 104 bit
payload 96 bit

modes sleep, receive and transmit, weighted with the respective energetic costs.
In a first step we applied the transceiver parameters of the TR1001 low-power
radio transceiver module [8] (transmission rate, state transition delays, power
consumption in sleep/recv/transmit states). The TR1001 is the radio chip of
quite a few sensor nodes, including our own sensor hardware testbed. The pa-
rameters of the simulation environment and the energy consumption model are
listed in Tables 1 and 2. WiseMAC-specific parameters are listed in Table 3.

2.3 WiseMAC on Embedded Sensor Boards

The simulation environment described in section 2.2 is an attempt to model a
wireless sensor network, with respect to effects of signal dispersion, environmen-
tal noise, bandwidth limitation, energy constraints and clock drifts. Yet many
other aspects that may play a role for wireless sensor networks are still left
aside. Only measurements on real hardware make sure that all influences and
side effects are taken into account. We therefore ported the original WiseMAC
mechanism to the Embedded Sensor Boards (ESB) [9], a sensor node platform
along with its own operating system, ScatterWeb OS [10]. WiseMAC requires a
very accurate timing in order to keep track of and reach nodes in their particular
wake-ups. In the presence of several sources of imprecisenesses (e.g. clocks drifts,
software-based timers), this proved to be a challenging task. Yet the main fea-
tures of WiseMAC outlined in [4] could be realized. We chose the same essential
parameters of the WiseMAC simulation model as listed in Table 3.

Frame Transmission. When a packet has to be sent, the network handler
determines whether the frame receiver is already known and its schedule offset
is already stored in the WiseMAC neighbor table. If the medium is free, the
node calculates the necessary preamble duration, contends for medium access,
switches to the transmit state and transmits preamble and frame subsequently.
If the medium is not free, the node turns to the sleep state again and schedules
the next transmission attempt for the next wake-up of the receiver. In case
the receiver is unknown yet, the preamble duration is set to the basic interval
duration T and the transmission attempt is initiated immediately.

Preamble Sampling and Frame Reception. As the transceiver switches
need a certain turnaround time, and carrier detection is bound to the recognition
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of a sequence of predefined start bytes, nodes need a certain minimum duty cycle
to actually recognize whether a preamble is being sent. The duration of the wake
duty cycle calculates as �t = T · dutycycle = 5ms. In fact, 5ms is only the time
between the instants when the transceiver switches are initiated. The transition
delay for changing from sleep state to the wake state has to be subtracted from
the duty cycle. The net duty cycle therefore is in the range of only 3 − 4ms
in each interval T . If a node does not recognize the start byte sequence within
its duty cycle �t, it immediately returns to the sleep state until the next wake
interval. If it recognizes the start byte sequence, it stays in the receive state until
preamble and frame are correctly received. After reception, the node checks the
type of the frame. In case of a broadcast frame, the node immediately returns to
the sleep state. In case of a unicast frame, it returns a 10-byte acknowledgement
and goes back to the sleep state.

3 Comparing Simulation and Real-World Experiments

3.1 Measurement Methodology on the ESB

We investigated the energy consumption of ESB nodes via measurements on the
node lifetime. This methodology is widely accepted and has been used in [11],
[12]. It consists in charging so-called GoldCap capacitors and measuring the
time a node can live on this given charge. When two nodes are charged with the
same initial amount of energy, the node with a lower overall energy consumption
can live longer. This allows evaluating the energy consumption of sensor MAC
protocols in small-scale test scenarios.

Applying the GoldCap methodology, we obtained robust results with low vari-
ance. The following results form an entry point to the lifetime measurements on
the ESB. In a first step, we compared the node’s energy consumption in the
three different states of the transceiver (sleep, receive, transmit). Figure 2 de-
picts the lifetimes of nodes in the particular states. The first bar illustrates the
lifetime of an ESB node with a permanently turned-off transceiver. The second
bar illustrates the lifetime of an ESB node running ScatterWeb CSMA, which
keeps the transceiver permanently in the receive state. The third bar corresponds

Fig. 2. Lifetimes of ESB nodes in different states
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to a node in the most costly transmit state. As ESB nodes apply on-off keyed
(OOK) modulation, the signal is simply turned on and off for bits ’1’ and ’0’,
respectively. We therefore measured the transmit state (third bar) when send-
ing a strictly alternating sequence of ’1’ and ’0’. In regard of Figure 2, we can
conclude that the energy consumption of the entire ESB node is highest in the
transmit state. Receiving is almost equally expensive, and approximately twice
as costly as the sleep state.

The fourth bar in Figure 2 illustrates the lifetime of WiseMAC nodes in the
absence of traffic. It becomes obvious that the WiseMAC implementation on the
ESB with only 1% duty cycle leads to a very low idle energy consumption. Its
lifetime is almost equal to the lifetime of a node with the permanently turned-off
transceiver. We measured a mean lifetime reduction of 0.47% with a standard
deviation of 1.19% in respect to the average lifetime in the sleep state.

Comparing the lifetime of the WiseMAC node to the lifetime of simple Scatter-
Web CSMA, the lifetime could be increased by approximately 120%. To the best of
our knowledge, this WiseMAC prototype is the most energy-efficient implementa-
tion of a sensor MAC protocol implemented on the ESB nodes research platform.

3.2 Evaluation Scenario

We evaluated the energy consumption and basic properties of the ESB WiseMAC
prototype with increasing traffic load. We have chosen a linear chain topology
with six nodes forwarding traffic from one source to one sink, as depicted in
Figure 3. The nodes are all in the transmission range of each other. They build
up a full mesh topology, but only the bold links are used. In the measurements on
the simulator and the real-world implementation on the ESB nodes, we measured
the one-way delay and the time until intermediate node 5 depleted.

An external node synchronizes the nodes by emitting a SYNC packet, upon
reception all the nodes set back their internal clocks. Node 1 starts generating
traffic and addresses all frames to node 2. The application layer in node 1 generates
a packet and logs the exact time. It then passes the packet to the MAC layer, which
buffers it and sends it at the next appropriate instant. Node 2 receives the frame
and subsequently forwards all frames to node 3, until the packets reach node 6.
When node 6 receives the frame, it passes it to the application layer, where it is
decapsulated and the transmission time of node 1 is extracted. Like this, the one-
way delay is calculated as the time between the instant when the application layer
in node 1 passes the packet to the MAC and the instant when the application layer

Fig. 3. 6 nodes chain topology
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Fig. 4. WiseMAC & CSMA on ESB Fig. 5. OMNeT - initial parameters

in node 6 decapsulates the frame. The resulting inaccuracies of the one-way delay
due to synchronization and packet processing are, given a 16 MHz processing unit
on the ESB, in the range of some μs and can be considered negligible.

3.3 Node Lifetime in Simulation and Real-World Experiment

Many wireless sensor network simulation studies investigate on node lifetimes in
the context of energy-balanced routing protocols, in most cases by assuming a
linear battery model without self-discharge (e.g. [13]). We accordingly emulated
the GoldCap lifetime methodology in the simulation model in OMNeT++, and
measured the time until the intermediate node 5 depleted of an initial energy
endowment of 20 Joules.

Figure 4 depicts the lifetime of node 5 applying WiseMAC on the ESB mea-
sured with the GoldCap capacitors. Figure 5 depict the lifetime of the same node
in the same simulation experiment in OMNeT++. The y-axis corresponds to the
traffic rate r being generated by the source node 1. In Figure 4 the lifetime is
measured as the time the intermediate node 5 can live of its initial GoldCap
charge (tcharge = 120s). We focus on the slope of the lifetime curves in Figures
4 and 5. With traffic increasing linearly, a linear decrease of the lifetime could
be observed in both the real-world and the simulation experiment. We applied
OLS regression analysis to measure intercept, slope (measured as the relative
change per measurement interval in respect to the intercept) and the correlation
coefficient R2 to assess the goodness of fit of the linear model. Notice that the
absolute values of the lifetimes are of no particular importance. As we could not
assess the absolute value of the charge of the GoldCap capacitor, the absolute
values of the lifetime curves can not be put into relation.

3.4 Impact of Inappropriate Simulation Parameters

Figure 5 displays the lifetime curve when applying the initially chosen parameters
(c.f. Table 2) to the WiseMAC simulation in OMNeT++. As one can clearly see
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by comparing Figure 5 to Figure 4, the impact of the traffic applied to the chain
is much stronger in the simulation model than in the real-world implementation
of WiseMAC. The WiseMAC ESB lifetime curve decreases with −2.41% of the
intercept per measurement interval (Δr = 0.05). The high correlation coefficient
R2 approves the appropriateness of the linear model. Applying the same linear
OLS regression model, we measured a slope of −8.26% with the curve of the
simulation model and a similarly high correlation of the linear model.

We investigated on the reason for the much higher negative slope in the simula-
tion experiment and found that some of the initial assumptions of the simulation
model had been too simplistic: as we had relied the choice of the parameters only
on the technical specification of the transceiver module (see Table 2), as done in
many other simulation studies of wireless sensor MAC protocols, we had omit-
ted the energy consumption of the CPU and board circuitry. With the initial
parameter set listed on Table 2 in Section 2.2, receive and transmit states are
approximately 1000 times more costly than the sleep state. These parameters
only account for the energy spent by the transceiver unit, and neglect the energy
consumed by CPU and board circuitry.

The sad truth is that the major portion of nowadays wireless simulation stud-
ies base on such inappropriate simulation parameters and assumptions. Relying
on the scarce information of the wireless transceiver manufacturer’s datasheets
and feeding those parameters into simulators has become the de-facto standard
procedure of most wireless sensor MAC protocol studies. When comparing the
slopes of lifetime curves of the real world experiment in Figure 4 with Figure 5,
one must admit that the simulation model basing solely on the datasheet pa-
rameters of the transceiver chip does not yet deliver a reasonable energy model
for sensor network simulations.

3.5 Simulation Model Calibration

As we measured the ratio between sleep and receive and transmit on the ESB
nodes with the GoldCap capacitor methodology in Section 2 to be merely in the
range of 1:2.25:2.5, we went on to calibrate the energy parameters of the simula-
tion model accordingly. We find that the cross-comparisons between real-world

Table 4. Calibrated OMNeT++ simulation parameter set

supply voltage 3 V recv to transmit 4 ms
transmit current 5.0 mA transmit to recv 2 ms
recv current 4.5 mA sleep to recv 1 ms
sleep current 2.0 mA recv to sleep 1 ms

WiseMAC parameters:
basic interval duration T 500 ms
duty cycle 1%
minimum preamble 5 ms
medium reservation preamble u(0,6) ms
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Fig. 6. WiseMAC & CSMA on ESB Fig. 7. OMNeT - calibrated parameters

implementation results of the WiseMAC ESB prototype and the OMNeT++
simulation results of Section 3.3 were of enormous value and helped to find suit-
able and realistic simulation parameters. We adjusted the energy consumption
parameters of Table 2 to reflect the measurement results of the experimental
evaluation of the nodes lifetimes in the different operation modes with the Gold-
Cap methodology. Measuring the currents in receive and transmit modes with
a customary multimeter is almost impossible because of high variation during
signal (de)modulation. With the GoldCap methodology, we obtained stable av-
erage values for the energy consumption of the entire node in each state of
the transceiver. We measured the node’s energy consumption in sleep state to
roughly 2 mA, and accordingly estimated transmit and receive currents with
4.5 mA and 5 mA.

In a next step, we calibrated the state transition delays to realistically re-
flect the properties of the medium access mechanism of the ESB nodes. Switches
generally require more time than indicated by the technical datasheet of the
transceiver manufacturer [8]. To switch from receive to transmit, the network
interface driver of the ESB nodes needs to go through different implementation-
specific steps (e.g. disable certain interrupts, initialize and tune the radio in-
terface). This procedure requires roughly 4 ms, whereas the datasheet of the
transceiver only accounts for 12 μs. Similarly, switches from transmit to receive
and from sleep to receive need more time. The calibrated parameter set contain-
ing all adjusted values is listed in Table 4.

3.6 Simulation Model Validation

For the ease of illustration, Figure 6 again depicts the measurements on the
ESB nodes. One can clearly see the astonishing impact of the adaptation of
the simulation parameters in Figure 7. The figure depicts the simulation results
when applying the calibrated parameter set. The lifetime decreases only slowly
with a slope of −0.91% per measurement interval, and reflects the real-world
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measurements of Figure 6 far better than the curve obtained with the initial
datasheet-based parameter set in Figure 5. Both Figures 6 and 7 illustrate a
similarly low lifetime decrease with increasing traffic along the chain, as well as
a similarly high correlation coefficient R2. As transmitting and receiving is only
twice as expensive as the sleep state, the increasing traffic has a lower impact on
the curve, unlike with the initial datasheet parameters of Table 2. The difference
between the slopes of the real-world curve of −0.91% and the calibrated param-
eter set in Figure 7 of −2.41% can be explained by the retransmissions which
occur in the real-world experiment due to the inherently unreliable channel, and
the absence of retransmissions in the small-scale simulation, as well as the slight
self-discharge of the GoldCap capacitors in the real-world experiment.

We underline that the investigations on the energy-consumption and tran-
sition delays of the real-world testbed noticeably paid off, as calibration and
validation of the simulation model led to simulation results which come very
close to the real-world experiment results. The ratio between the energy con-
sumption of the transceiver states proved to be the decisive parameters for the
slope of the lifetime curve. With the calibrated parameter set, we definitely ob-
tained a more realistic energy consumption model for WiseMAC on the ESB
nodes than with the initial datasheet-based parameter set.

3.7 One-Way Delay

Figure 8 depicts the one-way delay of the packets sent along the six nodes chain,
measured both on the ESB prototype and in the OMNeT++ simulation. As
expected, the delay proved to be independent from the examined traffic rates,
as no congestion effects yet occur. Obviously, the results of simulation and the
ESB implementation fit quite well. The per-hop delay of roughly 300ms could
be obtained both in simulation and on the ESB nodes, and can be explained as
follows: If a packet has to be sent, the sender node first waits for the next wake-
up of the receiver. The expected time to wait for the next instant of the next

Fig. 8. One-way delays of WiseMAC in simulation and the ESB prototype
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node is E(twait) = T
2 = 250ms. The expected delay per hop E(dhop) therefore

consists of twait and the delays caused by the actual frame transmission and
acknowledgement, i.e. the time for the medium reservation preamble tMRP , the
minimum preamble tMP , the transmission delay of the frame tf , the transceiver
switches trxtx and ttxrx and transmission delay of the acknowledgement tack.
With the examined traffic rates and a clock drift of θ = 30ppm, the preamble
does not yet exceed the minimal preamble tMP of 5ms.

We analytically obtain an expected per-hop delay E(dhop) of
E(dhop) ∼= E(twait) + E(tMRP ) + tMP + tf + trxtx + ttxrx + tack

∼= 250ms + 3ms + 5ms + 20ms + 4ms + 2ms + 10ms ∼= 294ms

This results in a 5-hop delay of 1470ms, which is the latency that was actually
measured in simulation using the calibrated parameter set. The gap between the
delays of simulation and real-world experiment has been slightly reduced by
applying the calibrated parameter set in Figure 8.

The measurements of the one-way delays on the ESB are between 1501ms
and 1665ms, and differ from the simulation results by 2-13%. The reasons for
the slightly higher values in the one-way delay of the ESB WiseMAC prototype
are manifold. First, transmissions on the ESB still take longer as the calibrated
parameters model it. There is an additional delay between frame transmission
and acknowledgement reception, as ESB nodes first prepare and buffer the ac-
knowledgement frame and then pass it to the network interface driver. Other
implementation-specific issues may also play a role, i.e. the packet scheduling
was implemented to include a safety margin of some milliseconds, such that the
sender can carefully check the carrier before accessing it. In addition, retransmis-
sions in the real-world implementation increase the average one-way delay. As
nodes have to wait for T = 500ms for the next duty cycle after each transmission
attempt, retransmissions inevitably increase the one-way delay. We intend to in-
tegrate an error and packet loss model in future investigations, which however
will require additional investigations on channel behavior and parameters (e.g.
error model, packet error rate).

4 Conclusions

This paper illustrates by case study how cross-comparisons of real-world exper-
imental results gained in small-scale experiments can to help to calibrate and
validate wireless sensor network simulation models. We propose the following five
steps as a baseline for simulation experiments with sensor network protocols:

1. Development and implementation of a simulation model with respect to the
most important physical real-world and hardware constraints (e.g. signal
dispersion, transceiver transition delays, energy consumption, etc).

2. Implementation of a prototype on real sensor hardware with the basic func-
tionality of the proposed protocol mechanism.



12 P. Hurni and T. Braun

3. Definition of small-scale experiment scenarios. Measurement and estimation
of the prototype parameters (e.g. energy consumption, transition delays,
bandwidth, packet error rate, etc) by analyzing the protocol behavior in
small scale.

4. Calibration of the simulation model by reintegration of the measured or
estimated real-world parameters.

5. Validation of the calibrated simulation model by cross-comparison with the
real-world results of the small-scale experiments.

Careful investigations on realistic models for wireless ad-hoc and sensor network
simulations are valuable and inevitable when confronting the legitimate scepti-
cism against simulation studies. In order to achieve and provide confidence in own
simulation studies’ results, resarchers should exert themselves to cross-compare
their proposed ideas and mechanisms with at least small-scale real-world ex-
periments. Although this might be more costly, time-consuming and exhausting
than relying on pure simulation results, it leads to more valuable and more solid
research results.

Mechanisms that only pay off and that can only be reproduced in simulation
are of no particular value. Without any validation, simulations of wireless sensor
networks mechanisms only produce unverifiable and possibly even misleading
results. Anchoring the simulation model to real-world experiments undoubtedly
increases trust and confidence into simulation results, although scalability effects
might still be unaccounted for. The methodology applied in this case study shall
therefore be a guideline for model calibration and validation of sensor network
simulation models.
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Abstract. In this paper, we highlight the extent of the effects of topo-
logical specificities on the deployed solutions, which can be useful to
refine already proposed models as well as to carry out protocol tuning
or adjustments. We present, an intensive experimental study on wireless
Link Quality Indicator (LQI). Using Moteiv’s Tmote Sky sensors, we de-
ployed multiHopLQI algorithm of TinyOS in various network configura-
tions: homogeneous and heterogeneous; straight-line and grid topologies
with various transmission power levels and distances.

Initially, we study LQI time-varying and try to understand the re-
lationship between transmission power level, distance and link quality
and present how some random disturbances due to external (physical
changes) or internal phenomena (node movement,power variation) may
affect the dynamics of the network. Later, we address impacts and side
effects of position and power transmission level of some important nodes
in the network like the Base Station in such LQI based algorithms.

Keywords: Wireless Sensor Networks, CC2420 Radio, Link Quality In-
dicator, Transmission power.

1 Introduction

Most of the sensor applications are designed to use simple, cheap, tiny devices
with limited battery power. Furthermore, when real sensors are deployed, usually
they do not have access to GPS (which is high energy consuming as well as expen-
sive). Therefore, they flood the network with messages like ROUTE REQUEST
and then wait for the replies from the neighboring sensors to identify their exact
location in the network. Based on the replies, they also construct their neighbor
table or routing table to build the network as well as topology.

The sensors do not know the exact physical locations of the other sensor
nodes, the decision which sensor is near or far is dependent upon the received
signal quality or in case of our experiments Link Quality Indicator (LQI). For
� The authors name appear in alphabetical order and the experimental work has been
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L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 14–25, 2009.
c© IFIP International Federation for Information Processing 2009



Link Quality and Deployment Issues in Wireless Sensor Networks 15

each received packet, this value is obtained through Chipcon CC2420 [1] radio
module provided in the Moteiv’s Tmote Sky sensor [2]. As per the matrix of
Chipcon, the higher the LQI value is, the better the link quality between the
two nodes is. Therefore, in these sensors, if the LQI between two sensors is
above a given threshold, they can communicate directly, taking into account the
overall network topology. In this paper, we consider scenarios (presented in the
following section) where the sensors calculate the LQI between them and the top
3 neighbors and construct the neighbor table accordingly, with number of hops
(distance) from the Base Station (BS). The choice of the next hop is based on
the link cost estimation, in order to connect with the BS. The link cost depends
jointly on the LQI and on the minimum number of hops algorithm. The most
interesting aspect in any sensor network is the transmission power of the sensor,
a major component of energy consumption in any sensor. Higher transmission
power leads to better signal quality over a large area, nonetheless resulting in
higher energy consumption and vice-versa.

The remainder of the paper is organized as follows. Section 2 introduces
prior works and problems. Then, we discuss our experimental methodology in
Section 3. In Section 4, we present and analyze the experimental results. And
finally, Section 5 concludes the paper.

2 Problem and Background

Last few years have witnessed the tremendous leap in sensor network domain.
Indeed, researchers try to exploit all the parameters that this domain provides
to improve the performance criteria of the proposed solutions, protocols, and
algorithms. In [3], authors present a resource-aware and link quality based rout-
ing metric for wireless sensor and actor networks in order to adapt to variable
wireless channel conditions in such heterogeneous networks. In the field of local-
ization, Blumenthal et al. use the LQI to estimate a distance from a node to some
reference points [4]. More currently, the experimental/deployment analysis be-
come one of the forefront subject in WSN field. Recent experimental studies [5],
[6], [7], [8] and [9] have shown that in real sensor network deployments, wireless
link quality varies over space and time. In [6], authors investigated performance
issues related to node placement, packet rate and distance. In [5], Wahba et al.
used two motes and evaluated link quality over distance and various power lev-
els. Polastre et al. [10] presented preliminary evaluation results for Telos motes
(based on CC2420) and suggested that the average LQI was a better indicator
of packet reception rate (PRR). In all the work, authors have taken into account
the homogeneous nature of the network, where all the nodes have equal trans-
mission power. Higher energy emission leads to better signal over a large area,
resulting in higher energy consumption or vice-versa.

The most interesting aspect in any sensor network is the transmission power of
the sensor, a major component of energy consumption in any sensor. This paper
compares the various homogeneous and heterogeneous scenarios (described in
next section) and their effect on Link Quality and hence on the connectivity of
the network.
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Thus, a sufficient reason for our interest in the link quality is to answer the
following questions. Is this parameter time-varying? What are the factors of this
variation? How LQI depends on transmission power and distances between the
nodes? And finally, what is its impacts on routing and network topology?

3 Experimental Set-Up

In order to experience and understand how few fundamental aspects of deploy-
ment can influence the sensor network as a whole, let us analyze some real time
deployment issues. We have conducted 40 different scenarios and have recorded
observations for more than 800 minutes (grand total of all scenarios) per sensor.
All these scenarios are different either in terms of number of nodes, distance be-
tween the nodes, transmission power level of nodes, transmission power level of
Base Station (BS) or finally, in terms of topology i.e. straight-line/grid (Fig. 1).
All the scenarios are conducted in indoor conditions. The experiments are per-
formed at several power levels.

In fact, all these scenarios helped us to compare several as well as relevant
configurations for a given sensor network. We started with simple straight line
topology, observed the network with time, node displacement, positioning, con-
nectivity, etc. Then applied those observations by adding node redundancy (grid-
topology) to the network.

Tmote Sky is a small platform including a microcontroller operating at 8MHz,
48K of ROM, 10K of RAM, a 2.4GHz ZigBee wireless transceiver, and a USB inter-
face for device programming and logging. Each device operates on 2 AA batteries.
Tmote Sky node provides an interface to parameterize its transmission power. The
parameter varies from 1 (-25 dBm, minimum Transmission Power Level (TPL))
to 31 (0 dBm, the maximum TPL). Therefore, just by varying the TPL parame-
ter transmission power can be increased or decreased. Additionally, in all the sce-
narios only printed antenna on the sensor has been used (no additional external
antenna). Furthermore, all the sensors are placed on the floor.

All scenarios, as described in Table 1 later are based on following assumptions:

– Sensors usually have low quality of radio antenna.
– Deployment in an area with steady environment is not possible.

(a) (b)

Fig. 1. Straight-line (a) and Grid (b) deployment



Link Quality and Deployment Issues in Wireless Sensor Networks 17

Table 1. Scenario Description

Scenario Nodes count BS-TPL Node-TPL Distance
1 12 31 25 3
2 7 31 25 6
3 7 25 25 6
4 5 25 25 9
5 5 31 25 9
6 12 31 20 3
7 12 20 20 3
8 7 31 20 6
9 7 20 20 6
10 5 20 20 9
11 5 31 20 9
12 12 31 15 3
13 12 15 15 3
14 7 15 15 6
15 5 15 15 9
16 5 31 15 9
17 7 31 15 6
18 12 31 10 3
19 12 10 10 3
20 7 31 10 6
21 7 10 10 6
22 5 31 10 9
23 5 10 10 9
24 12 31 5 3
25 12 5 5 3
26 7 31 5 6
27 7 5 5 6
28 5 31 5 9
29 5 5 5 9

4 Analysis and Observation

In Scenarios 1 to 29 (Tab. 1), nodes are placed in 2m (approx.) wide indoor
corridor (in straight line, direct visibility) along the wall. Further, the area is
open to public and have experienced frequent movements of people during the
measurements.

In these scenarios, we varied the number of nodes (respectively, 12, 7 then
5, including BS), separated by 3, 6, and 9 meters respectively. For each set of
above parameters, we have used two different sets of Transmission Power Level
(TPL), namely SetMax{31} and SetLow{25,20,15,10,5}.

4.1 Real Time Evolution

The channel quality of a given sensor network is dynamic i.e., not only it is
being affected by the limited battery of sensors but also by the periodic/random
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Fig. 2. Real time evolution of LQI

change in the physical properties of the channel, e.g. a group of people passing
around the sensors can easily change the dynamics of the network. In Fig. 2, we
plan to summarize this effect and will discuss the Scenario 1. Whenever, there
has been a movement of group of people, in and around the network, we have
experienced connectivity problems. The troughs which are being presented in
Fig. 2, represent the deterioration of communication channel. Furthermore, the
sharper curves leads to change in the connectivity and topology in the network.
Let us remember, only the LQI readings between the sensor nodes and the BS
are being discussed. In fact, it shows network instability and its vulnerability to
physical medium, even as in Scenario 1, considering connectivity range, nodes
are very powerful and more are or less are very near.

4.2 Impact of the Position of the Base Station

In most of the sensor networks, the role of a BS is to collect data and send it to
a remote server or end-user. The BS can be selected statically or dynamically.
The LQI usually determines the connectivity between the various nodes. Here,
we will discuss Scenario 24. In this scenario, we have 12 nodes including BS.
Each node is separated by 3 meters and all the nodes are in straight line (direct
visibility). Fig. 3 presents the LQI values between various sensors and the BS.
We have observed that troughs deal with the discontinuity in the network and
shaper troughs in LQI reading lead to disruption of communication channel/link.
Furthermore, positioning of the BS can have a subtle effect on the performance
of BS. Also, all the nodes are placed on the floor next to wall. We have run this
scenario for over 1200 seconds. Even though, there are another 6 nodes (excluding
BS) in the network. For Clarity reasons, we present the relevant results only for
few nodes. Initially, we have observed that, the node which is 33 meters away
from the BS, is not connected directly with BS. Thereafter, (from time 50-500
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Fig. 3. Impact of position of Base Station

seconds) we raise the position of the BS by about 0.5 meter from the floor. Again,
we can see from Fig. 3, merely, by raising the position of BS with respect to
other sensors, we observe the major shift in LQI values. Later on, we play with
BS with intermittingly raising and lowering the position of BS and finally, at
around time = 800 seconds we end this procedure. Between these periods, we
can easily distinguish the various LQI troughs being made repeatedly. And once,
we are over with this process, farthest node is connected via multiple hops with
BS i.e. no more direct connectivity with BS. The fluctuation in LQI values due
to these random movements is obvious in Fig. 2.

4.3 Impact of the High Power of the Base Station

Another important aspect of any sensor network is the transmission power of its
nodes. Transmission power limits the range of any given sensor. Sensor network
relies upon neighbor discovery and route discovery mechanism to communicate
with BS. Therefore, it is interesting to see, how different level of BS energy may
affect sensor network. Scenarios 26 and 27 are different only in terms of TPL
level of BS. In both the scenarios, we have 7 sensor nodes, separated by 6 meters
in the straight line. Fig. 4 presents the LQI readings of each sensor with BS, in
a two different networks (for ease of clarity, again only few nodes are depicted).
As, we compare LQI values, we can observe, that just by increasing the TPL of
the BS, the LQI between the nodes and the BS improves tremendously. Also,
the lower the TPL of BS the lower is the LQI (apart from sensor which is
nearest to BS). Further, we can clearly observe the difference of LQI readings
of sensor which is being placed at a distance of 18 meters from the BS. Due
to difference in LQI values of these sensors, sensor with BS (31 points, scenario
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26) remains connected continuously with BS, the other sensor in Scenario 27 is
rather connected via its neighbours.

Higher power level for a given node leads to a natural single hop cluster,
since each node sees the BS as being close (even if it is far) and consumes lot of
energy because of its high transmission power level. And then, each node tries to
communicate directly with the BS instead of communicating to BS via a set of
hops. This raises some more issues for example in terms of traffic where a traffic
can be captured by a single high power node. In fact, in the next subsection,
we will magnify this effect in the grid topology and the ramification of this
phenomenon.

4.4 Impact of Different Power Level i.e Heterogeneous Sensor
Network

Table 2 presents another set of tests (Scenarios 30-40). These tests are executed
in an indoor room but in an area cut-off from the public. We have used two dif-
ferent grids of size 4x4 and 3x6. In both cases, sensors are separated by 3 meters.
In these scenarios, two TPL sets are defined as SetMax{31} and SetLow{10,5,3}.

Link Quality with Distance

Here, the link quality variations are not completely due to the change in the
physical properties of the channel because of the closed environment (a class-
room) without any presence of people. Generally (Fig. 5), all the collected values
for every combination of distance and transmission power vary between 103 to
108. Furthermore, if we refer to other kind of experiments [5],[6],[11] these values
remain interesting because the packet received rate for such LQI values is high.
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Table 2. Grid Scenario Description

Scenario Nodes count BS-TPL Node-TPL Distance
30 4x4 31 10 3
31 4x4 10 10 3
32 4x4 3 10 3
33 4x4 31 5 3
34 4x4 5 5 3
35 3x6 31 10 3
36 3x6 10 10 3
37 3x6 3 10 3
38 3x6 31 5 3
39 3x6 5 5 3
40 3x6 3 5 3
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Fig. 5. LQI variation with time, scenario 33

For a given transmission power level, the LQI values are slightly different (i.e
they decrease when distance from the Base Station increases); and for a given
distance, these values decrease slightly when we reduce the transmission power.
When the distance from BS is higher than 3 or 6 meters, we notice some dra-
matical decreases in the LQI variations. We also observe that the variations of
LQI are more frequent with the nodes placed along the wall, than when they are
placed in diagonally.

Influence of BS Transmission Power on Topology

To conduct our experiments, we have used multiHop LQI routing algorithm [12]
in TinyOS, because the code for the Tmote Sky platform was available.
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(a) (b) (c)

Fig. 6. BS transmission power effects

According to this algorithm, we noticed that the transmission power of the
Base Station is a crucial parameter. Moreover, the BS has an important role
in the network topology and the route changing. Indeed, in order to allow the
nodes to choose their routes to reach the Base Station, the Base Station required
to send beacon packets regularly.

As shown in Fig. 4.4, we analyze the results of these tests according to three
distinct cases. The first case, when the Base Station transmits with a higher
power than the power of the nodes. In this case, all the nodes note that the
link quality with the BS is sufficiently high to choose direct connections (Fig.
6(a)). The second case, when the Base Station transmits with the same power
than the nodes, we observed some multi-hop routes especially for the furthest
nodes. The third case when the Base Station transmits with a lower power than
the power of the nodes, several multi-hop connections appear with an important
traffic overload on the nodes closer to the BS. (Fig. 6(b)). Indeed, the routing
algorithm issues that getting through these nodes constitutes the most optimal
way (number of hops) and the most effective (link quality). We proved that by
adding another node with a high transmission power beside the Base Station
and all the traffics are transmitted via this node (Fig. 6(c)).

Influence of Nodes Transmission Power on LQI and Multi-hopping

While the routing algorithm is mainly based on the link quality, thus, varying the
nodes TPL implies certainly changes in the network topology. Here, we consider
the scenarios 30 to 40 to analyze these changes according to the nodes- and
BS-TPL.

Fig. 7 plots the average number of hops as a function of the BS- and node-
TPL, observed in a grid of 3x6 nodes. We can note that the number of hops
increases with the reduction in BS-TPL. This result endorses the observations
of the preceding paragraph on BS-TPL impact. The number of hops remains
reasonable (3) even with the lowest BS-TPL because the area is relatively small
(6x15m).

On the other hand, Fig. 8 illustrates the difference between two sets of sce-
narios Set{35,36,37} and set{38,39,40}. In these two sets we used two distinct
Node-TPL (respectively 10 and 5). In this figure we can clearly note that the
number of multi-hop paths is always higher when the node-TPL is lower.
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5 Conclusion

Focusing on using a commercial hardware platform in sensor systems, we carried
out in this work, an experimental study on the link quality in wireless sensor
networks. In the first set of experiments, we studied the LQI evolution over time
and observed the dynamics of transmission channel. Very briefly, we discussed
the significance of positioning of the Base Station in any given sensor network.
We saw, how network is sensitive to small node displacements. With these expe-
riences, we presented LQI time-varying and some random disturbances due to
external phenomena and physical changes. It is very important to study these
issues, as sensors may not be subjected to steady state deployment. Finally, we
studied the impact of transmission power of BS and observed, how sensors in
networks with high TPL of BS can miss-construct network topology and the ef-
fects on the connectivity between nodes and BS. We saw, how a high power node
creates a natural single hop cluster. We used these observations and experiences
to conduct further experiments.
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In the second set of experiments, we have also investigated the impact of nodes
transmission power on the LQI which affects consequently the network topology.
Indeed, with high BS-TPL and Node-TPL, often we observed only one cluster
(BS as a cluster-head). When we varied the TPL between nodes (heterogeneous
nodes), several clusters appeared (cluster-head with high TPL). So, it may be a
possible solution to organize the network on clusters. However, such heterogene-
ity may affect the lifespan of these nodes and the network connectivity.

We also proved in this study that the Base Station TPL may have a misleading
effect for the furthest nodes. Indeed, these nodes notice that the link quality with
the BS is sufficiently high to choose direct connections. But the distance is large
and the risk of packet loss might increase. Indeed, the link quality on the another
direction (node to BS) is not necessarily the same because of the distance or
the weak Node-TPL. As a concluding remark, routing protocols should not be
entirely based on LQI.

Considering our measurement results, it seems that it may be interesting to
reduce the transmission power in order to save energy, or to deploy heterogeneous
nodes for topology issues. As future work, we plan to endorse these conclusions
by an evaluation of the network performance such as energy-efficiency, fairness,
transmission delay, etc.
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Abstract. Sensor network applications commonly require sensor data
to be periodically collected. Aggregation protocols can make this process
considerably more efficient. This paper considers the problem of devising
aggregation protocols for applications that must achieve as “real-time” a
view of the monitored area as possible, entailing a high sampling rate and
a low data collection delay, at the possible cost of some modest amount of
data loss. We examine in particular broadcast-based protocols that min-
imize the number of packet transmissions, relying on multipath delivery
rather than ARQ for reliability, and consider the question of whether such
protocols can achieve lower collection delays and support higher sampling
rates than conventional aggregation protocols. Our results suggest that
broadcast-based protocols can yield significantly improved performance
in some scenarios, when sensor data can be aggregated into packets of
size that is independent (or largely independent) of the number of values
being aggregated.

Keywords: sensor networks, aggregation protocols, performance
evaluation.

1 Introduction

Sensor networks consist of a potentially large number of sensor nodes capable
of capturing measurements of their immediate environment, together with one
or more “sink” nodes at which sensor data can be collected. Data collection
may be either periodic [1][2][3][4], as in environmental monitoring applications
for example, or as needed (aperiodic) [5][6][7] in response to exceptional events.
We consider here the case of monitoring applications that must achieve as “real-
time” a view of the monitored area, at a single sink node, as is possible. For this
purpose, periodic data collection is required, with a high sampling/collection
rate and a low data collection delay.

The efficiency of data collection can be vastly improved by aggregating the sen-
sor data received at intermediate nodes into fewer numbers of packets, as this data

� This work was supported by the Natural Sciences and Engineering Research Council
of Canada.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 26–39, 2009.
c© IFIP International Federation for Information Processing 2009



Aggregation Protocols for High Rate, Low Delay Data Collection 27

is being forwarded to the sink [1] [2][3][4][5][6]. By reducing the number of trans-
mitted packets, aggregation can reduce energy usage, increase the achievable data
collection rate, and (owing to reduced network contention) decrease the data col-
lection delay. Aggregation may be achieved in an application-independent manner
by simply concatenating (possibly in compressed form) the sensor values received
from multiple sensors in one packet [8]. Alternatively, aggregation may make use
of application semantics, such as when only the maximum sensor reading is re-
quired; in this case, only the largest value need be forwarded [1].

Existing protocols for data collection using aggregation (“aggregation proto-
cols”) may be classified as either asynchronous or synchronous and according
to whether they use unicast or broadcast communication [1][2][3][9][10][11]. The
former distinction concerns how a node determines when to wait for additional
data from upstream nodes, and when to send downstream an aggregate packet
containing whatever data it has received up until then. In TAG, for example, a
synchronous approach is used, in which all nodes i network hops from the sink
forward their (aggregated) data to their parent nodes in the aggregation tree
during interval d− i of each “round” of communication, where one set of sensor
readings is collected each round, and where d is the maximum number of hops
from the sink [1]. In contrast, with asynchronous protocols, each node adaptively
determines when to send versus when to wait based on its local history of past
packet receptions from upstream nodes.

Most prior aggregation protocols use unicast transmission, with reliability
achieved using an acknowledgement/retransmission (ARQ) facility, as provided
by the link layer for example. The prior work concerning aggregation protocols
using broadcast transmission has focused on protocol mechanisms for “duplicate
sensitive” aggregation [9][10], in which the sink must never receive multiple ag-
gregates including the same sensor value (or the same share of a sensor value, if
“value splitting” [1] is employed).

We focus on protocol mechanisms that broadcast-based protocols can employ
to maximize the achievable sampling/collection rate and minimize the collection
delay with some modest amount of data loss, and the question of whether such
protocols can achieve better performance in these respects than unicast-based
protocols. It is assumed acceptable for the sink (and intermediate nodes) to re-
ceive multiple aggregates including the same sensor value, either because aggre-
gation is duplicate insensitive (e.g., only the maximum sensor value is needed),
or duplicates can be filtered (each aggregate is a concatenation of sensor values).

Both synchronous and asynchronous broadcast-based aggregation protocols
are developed. They take advantage of the fact that multiple downstream nodes
may be potential receivers of a single broadcast transmission, and of the ability
of a node to listen to transmissions from neighbouring nodes so as to determine
which (if any) have included that node’s broadcast data in their own transmis-
sions. The latter ability is used as a substitute for acknowledgements: in addition
to the reliability improvement that arises from potential multipath delivery to
the sink, we also achieve improved reliability through use of two-phase protocols
in which a node may repeat (once) its broadcast.
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We compare unicast-based protocols and the new broadcast-based protocols
mostly using simulation. Rather than assuming some particular aggregation
function, two extreme cases are considered. In one of these, it is assumed that
sensor data can be aggregated into packets of size that is independent of the
number of values being aggregated. In the other, required packet size is as-
sumed to increase linearly with the number of values included in the aggregate.
The first case applies with duplicate-insensitive aggregation functions such as
“maximum”. The first case would also clearly apply with duplicate-sensitive
aggregation functions such as “average”, were it not for our assumption that
it is possible to recognize and filter out duplicates that have been included in
multiple aggregates. Which of these two cases more closely reflects reality may
depend on the extent to which sensor values and identifiers can be encoded in
highly-compressed form in the aggregates.

We find that for a fixed required packet size, broadcast-based protocols are
able to support higher sampling/collection rates with lower collection delays,
than unicast-based protocols. The performance improvements are particularly
pronounced for synchronous aggregation. When the required packet size is as-
sumed to increase linearly with the number of values included, however, we find
no significant performance advantage with broadcast-based protocols.

The remainder of the paper is organized as follows. Sections 2 and 3 review the
synchronous and asynchronous unicast-based protocols, respectively, on which
our new broadcast-based protocols are based, and then describe the new pro-
tocols. Section 4 presents simulation results evaluating the performance of the
new protocols in comparison to that of the unicast-based protocols. Section 5
provides initial experimental results. Section 6 concludes the paper.

2 Synchronous Aggregation

With synchronous aggregation protocols, all sensor nodes at the same distance
(number of hops) from the sink are given the same interval of time in which to
transmit, within each round of communication. Nodes farther away from the sink
are given earlier transmission intervals, so as to allow their data to be aggregated
with that of nodes closer to the sink before these latter nodes make their own
transmissions. We first briefly describe the unicast-based synchronous protocol
on which our new broadcast-based synchronous protocol is based, in Section 2.1,
and then describe the design of the new protocol in Section 2.2.

2.1 Unicast-Based

The unicast-based synchronous protocol is a variant proposed in previous work[3]
of the original synchronous aggregation protocol as used in TAG [1]. Aggregation
is performed over a tree rooted at the sink. Sensor readings are made periodically
with period duration t. Nodes at different tree levels are assigned to different
transmission intervals within each round of communication (i.e., collection of
one set of sensor values) based on their distances to the sink. It is assumed that
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each node i knows its hop count hi to the sink and the maximum hop count H
in the tree, and accordingly chooses its transmission interval within each round.

Let I denote the interval duration. In each round j, node i picks a random
value rj

i between 0 and λI, 0 ≤ λ ≤ 1, aggregates the data it has received for
this round, and sends out its packet at time T0 + t(j − 1)+ (H − hi)I + rj

i . Here
it has been assumed that all nodes agree on the same base time T0 defining the
beginning of the first round. It has been found that randomizing transmissions
over λI yields better performance than when all nodes at the same tree level
attempt to transmit at approximately the same time, and that setting λ to 0.8
yields good performance over a wide variety of network configurations [3].

As described previously, we make no assumptions regarding the type of aggre-
gation that is performed (application-independent, duplicate-sensitive, duplicate-
insensitive, etc.), but rather attempt to model a range of scenarios in our
performance experiments through consideration of two extreme cases with re-
spect to how packet size grows with the number of aggregated values.

2.2 Broadcast-Based

In our broadcast-based synchronous aggregation protocol, nodes are organized
into a ring topology [11], as shown in Fig. 1. The sink is the only node that is
located in ring 0, nodes one hop away from the sink are in ring 1, etc. As in
the unicast-based protocol, nodes in different rings are allotted different time
intervals within each round of communication for their transmissions. As before,
the duration of the period between sensor readings is denoted by t, and the
interval duration by I.

Unlike the unicast-based protocol, in our broadcast-based protocol each in-
terval is divided into a first and second phase with durations αI and (1 − α)I,
respectively. Each node (except for the sink) broadcasts a packet containing
(possibly aggregated) sensor data during the first phase of its interval in each

Ring 0

Ring 2

Ring 1
Sink

Ring 2

Ring 1

Ring 3

T0 Tt

Ring 3

First phase of the interval Second phase of the interval

Sink

Fig. 1. Synchronous Broadcast-based Aggregation
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round. Nodes may also make a second broadcast during the second phase, as de-
scribed below. Each broadcast packet includes a bit vector indicating the nodes
whose data is aggregated in the packet. Nodes aggregate all of the data they
have received from broadcasts for the current round (including broadcasts from
neighbouring nodes in the same ring), for their own broadcasts.

Specifically, in each round j, node i picks a random value r1j
i between 0 and

(α−0.1)I, aggregates the data from the broadcasts it has received for this round,
and makes its own first broadcast at time T0 + t(j−1)+(H−hi)I + r1j

i . Node i

then picks another random value r2j
i between 0 and (1−α−0.1)I. A broadcast is

made in the second phase of the round, at time T0+t(j−1)+(H−hi)I+αI+r2j
i ,

if, by this time, node i has not heard a broadcast transmission from some other
node in ring i that has included node i’s data (owing to the other node having
heard node i’s first broadcast, prior to its own first broadcast). Similarly to the
unicast-based protocol, randomizing the transmissions within each phase yields
better performance than when all of the nodes in the same ring attempt to
transmit at approximately the same time.

The second broadcasts are important to improve reliability. For nodes with
few neighbours, or nodes that are the last, among the nodes in the same ring, to
make their first phase broadcast, a second broadcast increases the likelihood that
their data is received by at least one node in the next ring. We have found that
this two-phase strategy can reduce the overall end-to-end loss rate significantly,
at minimal additional cost in terms of numbers of transmissions.

3 Asynchronous Aggregation

With synchronous aggregation, the time interval during which each node trans-
mits is statically determined. In contrast, in the asynchronous aggregation proto-
cols considered here each node adaptively determines when to transmit based on
its history of past packet receptions from its children in the aggregation tree. We
use the unicast-based “adaptive asynchronous” aggregation protocol proposed
in previous work [3] as a basis for our new broadcast-based asynchronous aggre-
gation protocol. The former protocol is reviewed in Section 3.1, while Section 3.2
describes the design of the new broadcast-based protocol.

3.1 Unicast-Based

In each round of the unicast-based asynchronous protocol, a timeout is set at
each non-leaf node establishing the maximum time the node will wait to receive
packets from its children in the aggregation tree. The timeout value is determined
adaptively, based on the timings of packet receptions from the child nodes in
the previous rounds. The node transmits its packet (aggregating its own data
with whatever it has received from its children) either when packets have been
received from all children, or when the timeout expires. Note that the choice of
the timeout is critical: a long wait until timeout may cause excessive delay, while
substantial data loss may be incurred if the timeout occurs too soon, since in
this case packets may arrive too late to be aggregated (and will be dropped).
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As before, we assume all nodes agree on the same base time T0 defining the
beginning of the first round. Each node i picks a random value ri between 0
and R, where R is a protocol parameter, and at time T0 + ri unicasts a packet
containing its sensor data for the first round to its parent.

In each subsequent round j, each node i that is a leaf in the aggregation tree
sends its sensor data at time T0 + ri + (j − 1)t, where t denotes, as before, the
duration of the period between sensor readings. Each non-leaf node transmits
a packet containing aggregated sensor data when it has received packets from
all of its children for round j, or when its timeout for that round has expired.
Timeouts are established as follows. Let Lj

i denote the time at which a non-leaf
node i receives the last packet for round j from its children in the aggregation
tree. (Note that “last packet” means the last received packet; some packets sent
by the children may not be received, owing to communication errors.) Let TOj

i

denote the timeout for round j at node i (i.e., the time at which node i will
transmit if packets have not yet been received for round j from all of node i’s
children). After the first round, the timeout at node i for round two is set to
TO2

i = L1
i + t. After each subsequent round j, j > 1, the timeout for round j +1

at node i is set according to the following rules:

1. If node i received packets for round j from all its children prior to time TOj
i ,

its timeout for round j+1 is set to TOj+1
i = (1−δ)(TOj

i +t)+δ(Lj
i +t+e). The

parameter δ is used to implement an exponential weighted moving average,
so as to control how quickly a node reacts to changes in network conditions.
Parameter e allows for transmission variance.

2. If the timeout for round j expires before node i receives packets from all of its
children, its timeout for round j +1 is tentatively set to TOj+1

i = TOj
i + t. If

node i receives one or more packets for round j from its children subsequent
to the expiry of its timeout for that round, it updates TOj+1

i to Lj
i + t. The

packets that arrive too late to be aggregated are simply dropped because
only up-to-date values are of interest in real-time monitoring.

It is important to randomize the transmission times of leaf nodes to avoid
congestion at the beginning of each round. Parameter R controls the duration
of the randomization interval. The adaptive protocol achieves improved perfor-
mance by adjusting the value of R so that it is kept within a certain range,
as measured relative to the average data collection delay D. Intuitively, if R is
“large” relative to D, a substantial portion of the delay D may be due to the
randomization delay at the leaf nodes. In this case, it may be advantageous to
reduce R. If, on the other hand, R is “small” relative to D, R might be fruitfully
increased, so as to better spread out the transmissions of the leaf nodes.

Specifically, the data collection delay for each round j is measured at the sink
as the time duration from the start of the round (T0 + (j − 1)t), until the sink
has received the last packet for round j. The average data collection delay is
measured as D = αD + (1 − α)D∗, where D∗ is the latest measurement of the
data collection delay, and α is a smoothing factor that determines the weight
given to the old value. The adaptive protocol attempts to keep the value of R/D
in the interval [β−Δ, β+Δ], where β and Δ are protocol parameters. When R/D
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moves out of this range, the value of R is updated (and sent by the sink to all of
the sensor nodes) as follows. If R/D < β −Δ, R is updated to R = D(β + Δ).
If R/D > β + Δ, R is updated to R = D(β −Δ).

3.2 Broadcast-Based

In the unicast-based synchronous aggregation protocol used in TAG, aggregation
is performed over a tree structure, with one parent for each node except the
sink [1]. The authors observe that a node could potentially transmit to multiple
parents, each one hop closer to the sink, depending on the density of the network,
and propose a “value splitting” aggregation protocol in which each node may
have two parents. In the broadcast-based protocol proposed in this section, nodes
may similarly have two parents1, but the same sensor value (rather than only
distinct shares of a sensor value) may be aggregated at each parent and forwarded
on up the tree. Such multipath routing can yield improved reliability, but requires
that nodes be able to receive multiple aggregates including the same sensor value,
either because aggregation is duplicate insensitive, or because aggregation is
performed in such a way that it is possible to recognize and filter out duplicates.

As with our broadcast-based synchronous protocol, each node (excepting the
sink) broadcasts either once or twice during each round. Each broadcast may
include not only data from its children, but also data overheard from broadcasts
from other neighbours in the tree. Each broadcast packet includes a bit vector
indicating the nodes whose data is aggregated in the packet. A non-leaf node
makes its first broadcast during a round either when it has received the data
from each of its children (either directly from a broadcast by that child, or
indirectly via a broadcast from some other child), or upon timeout. Timeouts
are established in a similar manner as in the unicast-based asynchronous protocol
described in Section 3.1. A second broadcast is made if the node does not hear
a broadcast transmission from any other node that includes its data, or if it
receives additional data from its children, before a second timeout occurs.

As in the unicast-based protocol, each node i (other than the sink node) picks
a random delay ri between 0 and R, where R is a protocol parameter that is
adapted so as to keep the ratio of R to the average data collection delay D within
a certain range, as defined by protocol parameters β and Δ. At time T0 + ri,
node i broadcasts a packet containing its own data for the first round.

In each subsequent round j, each leaf node i makes its first broadcast at
time T0 + ri + (j − 1)t, aggregating its own data and any other data it has
overheard from other broadcasts. Let Aj

i denote the time at which a non-leaf
node i receives all of the data from its children for round j that it will receive
during this round. Let Lj

i denote the time at which non-leaf node i receives the
last of the first broadcasts from its children for round j that it will receive during
this round. Note, Aj

i may not equal Lj
i . Let TOj

i denote the timeout for the first
transmission of round j at node i. We set TO2

i = L1
i + t.

1 When a node has only one neighbour closer to the sink it can choose a sibling that
has multiple neighbours closer to the sink as its second parent.
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After each round j, j > 1, TOj+1
i is set as follows:

1. If node i received the data for round j from all of its children prior to time
TOj

i , its timeout for round j +1 is set to TOj+1
i = (1− δ)(TOj

i + t)+ δ(Aj
i +

t + e), similarly as in the unicast-based asynchronous protocol.
2. If the first transmission timeout for round j expires before node i receives

the data from all of its children, its timeout for round j + 1 is tentatively
set to TOj+1

i = TOj
i + t. If node i receives one or more first-time broadcasts

for round j from its children subsequent to the expiry of its timeout for that
round, it updates TOj+1

i to Lj
i +t. Data from these packets has been received

too late to be aggregated in node i’s first broadcast for round j, but can be
included in node i’s second broadcast.

As noted above, following the first broadcast, a second broadcast is made
if the node does not hear a broadcast transmission from any other node that
includes its data, or if it receives additional data from its children, prior to a
second timeout. The second timeout is set to a time duration e following the
time of the first broadcast.

4 Simulation-Based Performance Evaluation

4.1 Goals, Metrics, and Methodology

The performance of the unicast-based and the broadcast-based protocols is eval-
uated through ns2 simulation. The primary performance metrics are: (1) the
end-to-end loss rate (the ratio of the number of sensor readings not included in
the aggregates arriving at the sink to the total number of readings the nodes
generate), (2) the maximum data age (t plus the average data collection delay
D), a measure of how “stale” the data received at the sink from one round can
become, before that for the next round is received, (3) the average number of
MAC layer packet transmissions per round (for unicast, including both ACK and
data packet transmissions), and (4) the average number of bytes transmitted per
round. The last metric yields insight into relative energy usage.

The sensor fields are generated by randomly scattering nodes in square ar-
eas. The sink is located in the center of the network. The physical layer packet
loss rate is specified as a simulation input parameter. The uniform random er-
ror model is used for all experiments. An 802.11 MAC layer is simulated for
unicast-based protocols, without RTS/CTS [12], with a transmission range of 40
meters and rate of 2Mbps. Different maximum numbers of MAC layer retrans-
missions are simulated for when the sender fails to receive an ACK. The same
transmission range and data rate are used for the broadcast-based protocols
in the simulations. The protocols are evaluated with both fixed and increasing
packet sizes. Fixed-sized packets are 52 bytes. Otherwise the packet size grows
linearly with the number of values aggregated in the packet at a rate of 4 bytes
per value.
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4.2 Principal Performance Comparison

Fig. 2 and Fig. 3 show the performance of the synchronous and asynchronous
aggregation protocols, respectively, with our default system protocol parameter
settings. The different points on each curve are generated by varying the sam-
pling period duration t, and measuring the resulting maximum data age and
end-to-end loss rate. For synchronous aggregation, the interval duration is set
to t divided by the maximum hop count to the sink. The initial value for R is 0
for the asynchronous protocols.

Previous work shows that for asynchronous unicast-based aggregation, all pa-
rameters except R can be fixed to certain values that yield good performance
for a broad range of network configurations [3]. Through experimentation, we
find that the same conclusion holds for asynchronous broadcast-based aggrega-
tion as well. In all the simulations whose results are reported here, e is fixed
at 0.03 seconds and 0.02 seconds for asynchronous broadcast-based aggregation
with increasing packet size and fixed packet size respectively. For asynchronous
unicast-based aggregation, e is set to 0.15 seconds for increasing packet size and
0.1 seconds for fixed packet size. Parameter β is fixed at 0.7, 0.6, 0.7 and 0.5 for
asynchronous unicast-based aggregation with fixed and increasing packet size,
and asynchronous broadcast-based aggregation with fixed and increasing packet
size, respectively. Other common parameters for both asynchronous unicast-
based and broadcast-based aggregation, δ, α, and Δ are fixed at 0.05, 0.875, and
0.15 respectively. Figures showing the impact of the parameters are omitted due
to space limitations.

For each specific t, we measure the end-to-end loss rate and the maximum data
age of the protocols and plot the results in the figures. As t gets smaller, the end-
to-end loss rate starts to grow as more packets are lost because of collisions. For
synchronous aggregation, the interval duration gets shorter as t decreases. When
the interval is too small, nodes in the same ring cannot make their transmissions
within their own transmission interval. Packets that arrive after the receiver
sent out its partial aggregate are not aggregated, and the end-to-end loss rate
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Fig. 2. Synchronous Unicast-based and Broadcast-based Aggregation (160 nodes,
250m×250m, 20% physical layer loss rate)
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Fig. 3. Asynchronous Unicast-based and Broadcast-based Aggregation (160 nodes,
250m×250m, 20% physical layer loss rate)

increases sharply. With asynchronous aggregation, not only does the loss rate
increase sharply when the sampling rate is too high, but the maximum data
age also increases, since nodes increase their timeout values (and therefore their
delays before sending their aggregates) to reflect the late arrival times of packets
that have been retransmitted. This explains why the curves turn sharply and
move to the upper right corner in Fig. 3.

The figures show that both synchronous and asynchronous broadcast-based
aggregation are outperformed by their unicast-based counterparts for increasing
packet size. For fixed packet size, broadcast-based aggregation is able to achieve
lower maximum data age than unicast-based aggregation. Comparing Fig. 2 and
Fig. 3, it appears that a broadcast-based approach may be most promising for
synchronous (rather than asynchronous) aggregation. For this reason, and owing
to space limitations, in the remainder of the paper only results for synchronous
aggregation are presented.

4.3 Loss Rate, Density, and Traffic Volume

Aggregating the same data at different nodes improves reliability but also in-
creases the packet size for broadcast-based aggregation with increasing packet
size. When the physical layer loss rate is 20% as in Fig. 2, the cost of the re-
transmissions in unicast-based aggregation is relatively modest, and, as seen in
Fig. 2(a), unicast-based aggregation outperforms broadcast-based aggregation.
As the physical layer loss rate increases, however, the cost of the retransmissions
in unicast-based aggregation becomes more substantial.

Fig. 4 shows that for both increasing and fixed packet size, synchronous
broadcast-based aggregation is able to achieve lower maximum data age than
the unicast-based protocol at 40% physical layer loss rate. The increase of the
physical layer loss rate has a similar impact on the asynchronous protocols.

As the network density increases, the broadcast-based protocols are expected
to achieve higher reliability as a broadcast is likely to be received by more
nodes. However, for broadcast-based aggregation with increasing packet size,
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Fig. 4. Impact of Physical Layer Loss Rate on Synchronous Aggregation (160 nodes,
250m×250m, 40% physical layer loss rate)
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Fig. 5. Impact of Density on Synchronous Aggregation (240 nodes, 250m×250m, 20%
physical layer loss rate)

larger packets are produced as the same data is aggregated by more nodes,
which means a longer packet transmission time and greater network congestion.
Meanwhile, packet loss recovery is quite feasible for unicast-based protocols with
the packet loss rate of 20% that is used for these figures. As the result of these
two effects, Fig. 5 shows that synchronous broadcast-based aggregation is out-
performed even more by unicast-based aggregation, for increasing packet size,
when the number of nodes (and density) is increased. For fixed packet size,
however, performance with the broadcast-based protocol improves but degrades
with unicast-based aggregation. Similar results are seen with the asynchronous
protocols.

Fig. 6 shows the average number of bytes that are transmitted per round
with the synchronous aggregation protocols, for a 20% physical layer packet loss
rate. While broadcast-based aggregation sends fewer packets per round than
unicast-based aggregation, as shown in Fig. 7, a larger volume of data is pro-
duced by broadcast-based aggregation in the case of increasing packet size. This
helps to explain why broadcast-based aggregation yields poorer performance in
this case.
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Fig. 6. Average Number of Bytes Transmitted per Round of Synchronous Aggregation
(160 nodes, 250m×250m, 20% physical layer loss rate)
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Fig. 7. Average Number of Packet Transmissions per Round of Synchronous Aggrega-
tion (160 nodes, 250m×250m, 20% physical layer loss rate)

5 Preliminary Experimental Results

We report here on results from some preliminary experiments using implementa-
tions of the synchronous protocols on Crossbow MICAz motes2. For the experi-
ments whose results are reported here, 24 MICAz motes are deployed in an area
approximately 9m × 9m, with one mote at the corner as the sink. The transmis-
sion power level of the motes is set to 3, yielding an approximate transmission
range of 2.5m to 3m. (However, the actual connectivity region around each node
is highly irregular, as has been observed in previous studies.) In all experiments
with unicast-based aggregation, the same aggregation tree shown in Fig. 8 is used,
as built using a simple flooding algorithm. For synchronous broadcast-based ag-
gregation, a ring topology is formed with nodes i hops away in ring i. By default,
the MICAz uses CSMA/CA at the MAC layer, without packet retransmission. For
unicast communication, we activate the automatic retransmission functionality at

2 Crossbow: http://www.xbow.com
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Fig. 9. Experimental Results for Syn-
chronous Aggregation (24 MICAz
nodes, 9m×9m, fixed packet size)

the motes and set the maximum number of retransmissions to 3, 4 and 8 in the
experiments. A fixed payload size of 28 bytes is used.

We carry out multiple sets of experiments, with the experiments in each set
using a range of values of the sampling period duration t. Each single experiment
runs for 200 sampling rounds. Fig. 9 shows the measured performance of the
synchronous protocols from one set of these experiments. Data from the other
sets of experiments shows similar results.

Unlike the results from simulations, the experimental results show substan-
tial variability, especially at low sampling rates. Packet loss in the experiments
comes from two main sources, contention and physical layer link error. Packet
loss due to contention plays a key role in the end-to-end loss at high sampling
rates. As t increases, the amount of packet loss from contention decreases consis-
tently and physical layer link error becomes the main reason for packet losses. In
our experimental environment, the physical layer link loss is highly bursty, and
communication may fail even with large numbers of retransmission attempts.

Where a packet loss happens in the tree also has significant impact on the
end-to-end packet loss rate. As can be seen in Fig. 8, there are several key nodes
in the aggregation tree, the loss of whose packets results in the loss of the data
of most nodes. Since each experiment only lasts for 200 sampling rounds, packet
losses at those key nodes, even in just one or two rounds, can have a substantial
impact on the measured end-to-end packet loss rate.

Despite the performance variability seen in Fig. 9, taking into account the
differing characteristics of the experimental and simulated networks, the exper-
imental results appear to be quite consistent with the simulation results shown
in Fig. 2(b), 4(b), and 5(b).

6 Conclusions

In this paper, new synchronous and asynchronous broadcast-based aggregation
protocols are proposed and compared to their unicast-based counterparts in the
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context of real-time monitoring systems. The results show that for aggrega-
tion with fixed packet size, broadcast-based aggregation is able to achieve lower
maximum data age than unicast-based aggregation, particularly in the case of
synchronous protocols. However, for increasing packet size, the results show no
significant performance advantage (and sometimes poorer performance) with
broadcast-based protocols.
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Abstract. With their ease of installation, infrastructureless mode of
operation and flexible deployment style, Video Surveillance Sensor Net-
works (VSSNs) provide more opportunities than legacy surveillance
methods for applications such as habitat monitoring and border surveil-
lance. We argue that events created in the coverage area of a VSSN are
the application level messaging units and propose to employ Event Based
Fairness (EBF) which aims at a fair distribution of nodes’ resources ac-
cording to the event flows. We carried out simulation experiments to
compare the application level performances of two different EBF imple-
mentations with that of FCFS based queueing. We observe that EBF
enhances the VSSN performance in two ways: Firstly, when the video
traffic due to the events created exceed the total capacity of the net-
work, EBF increases the overall number of events properly reported to
the sink. Secondly, EBF reduces the initial event reporting delay, thus
decreases the response time to the occurring events within the network.

Keywords: Video Surveillance Sensor Networks, Fairness, Queue
Management.

1 Introduction

When compared with legacy Wireless Sensor Networks (WSNs) that operate
on scalar data such as humidity and temperature, the visual information pro-
vided by Multimedia Wireless Sensor Networks (MWSNs) in general and Video
Surveillance Sensor Networks (VSSNs) in particular, increase the accuracy of
event identification and decrease the false alarm rate considerably. However,
this enhanced identification capability comes with the additional complexity of
increased traffic volume that needs to be processed according to the realtime
QoS requirements. This is very challenging since, in spite of the increased ap-
plication and networking level complexity, VSSNs are typically implemented on
similar hardware designed for scalar WSNs [1,2].
� This work is supported by TUBITAK under the grant number 108E207.
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Fig. 1. Number of frames F produced by a single sensor node upon detection is F =
K DAB

V
where K, V and DAB stands for the camera frame rate, target speed and

pathlength respectively. The pathlength DAB , in turn, depends on the sensing radius
R and the FoV, α.

A VSSN operates in event-triggered mode where nodes start pumping video
frames as soon as they detect an event and continue to do so as long as the
target is within the sensing radius and the Field of View (FoV). The number of
frames triggered by an event is variable and as shown in Fig. 1, it is a function of
the duration of the event and the camera frame rate. Event duration is actually
the target residence time inside the coverage area, which in turn depends on the
target speed, V , and the path length, DAB, covered inside the FoV.

The data traffic created by an individual node upon detection will be termed
as an event-flow. An event-flow is identified as the sequence of image frames
produced by the same source node triggered by the detection of a target. As op-
posed to the time-triggered (periodic) traffic pattern, for event-triggered traffic,
the number of events created per unit time may easily reach high values depend-
ing on the number and mobility of the target(s). When combined with the large
video frame sizes, this leads to instantaneous traffic volumes that exceeds the
capacity of the network, which in turn results in packet drops due to buffer over-
flow. Our aim in this work is twofold. Firstly, we want to maximize the overall
visual information content conveyed to the sink in the presence of packet drops.
Secondly, we aim at reducing the delay experienced by the initial frames of an
event. To achieve these, we introduce an application level fairness scheme called
Event Based Fairness (EBF). Here, we identify event flows as the application
level entities and we seek their fair treatment in the network. By distributing
network resources equally among event-flows, we aim at lowering the impact of
packet drops on the visual information carried. We provide two implementations
of EBF, namely, Round Robin Fair Queueing based EBF (EBF-RR), and Least
Attained Service (LAS) scheduling based EBF (EBF-LAS). In the simulation ex-
periments, both EBF-RR and EBF-LAS are shown to perform better than the
FCFS queueing where frames are serviced in their order of arrival. EBF-RR op-
erates on the snapshot of the queue, hence, provides fairness among flows whose
frames currently exist in the queue. Event-flows in a VSSN show an intermittent
behavior, therefore, steady state flow rates may not always be attained. In this
respect, EBF-LAS, which considers not only the current queue content but also
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the service history of the event-flows, is more successful in dealing with short-
lived event-flows, hence provides better event level fairness. Operationally, when
event-flows have to be handled simultaneously by a sensor node, EBF-LAS gives
priority to the flow which has sent the least number of frames so far. This has
two implications: (i) when a packet is dropped due to overflow, it is guaranteed
to belong to a flow that has sent the maximum number of frames so far, i.e. the
drop will decrease the information content of a flow that already transmitted the
maximum visual information, (ii) in cases when no overflow is experienced, the
frames of an event which has the smallest sequence number will have priority
over frames of other event flows. Therefore, the delay of the initial frames will
be decreased.

The rest of this paper is organized as follows: Section 2 gives an overview of the
existing fairness approaches in both wired and wireless context. The motivation
behind the EBF scheme is presented in Section 3. Internals of Event Based
Fairness is discussed in Section 4. Experiment setup and results obtained are
presented in Section 5. Finally, Section 6 concludes the paper.

2 Related Work

Fairness is well-studied in the context of wired networks [3,4,5]. For wireless
communication, fairness is generally discussed according to the OSI level that
fairness is supported. For instance, authors of [6] advocates that MAC level
fairness alone cannot ensure the fairness of the whole wireless network, although
MAC support can increase the efficiency for the fairness provided at the network
layer. An option to make the network independent of the fairness issues at lower
layers is to achieve fairness at the transport flow layer. A centralized max-min
fairness approach for wireless mesh networks (WMN) which strives to achieve
end-to-end fairness at the transport layer is presented in [7]. The centralized
solution discussed is justified for WMNs but it is not applicable for the WSN case
whether it be a scalar or a video based WSN. There are studies that specifically
address fairness in WSNs [8,9,10], among which Rangwala et al. proposes IFRC
that combines fair bandwidth allocation with rate control [8]. In [11], feedback
based congestion control mechanisms to enhance data delivery such as ESRT,
CODA and SPEED [12,13,14] are classified as reactive and the authors come
up with a collision-free scheduling that provides max-min fairness in a proactive
and distributed manner. In that sense, our work also can be characterized as
proactive. A similar work by Tassiulas et al. proposes a scheduling scheme which
achieves max-min fairness without giving the implementation level details of the
MAC protocol [15].

As a transport protocol, ESRT [12] tries to carry the optimum number of
packets from an event with a feedback mechanism from the sink to the nodes.
However, the effectiveness of ESRT depends on the length of decision intervals
(≈ 10 sec) and the feedback latency. If the duration of the event is short as
in surveillance applications and the feedback latency is high (e.g., the network
diameter is high), the notification may arrive to the source after the end of the
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event and cannot avoid congestion. Moreover, ESRT is not designed to decrease
the reporting delay of the events.

As mentioned in a recent survey on Least-Attained Service (LAS) [16], the
Shortest Remaining Processing Time (SRPT) is optimal for minimizing the mean
response time. SRPT gives precedence to the jobs with the shortest remaining
time left by assuming that the queue dispatcher is aware of the residual size of
the job that has not arrived yet. However in blind systems as in WSNs, although
the job size may not be known, a job’s age is always known, therefore instead of
SRPT, a more practical policy, LAS scheduling is a better choice. In the litera-
ture, LAS scheduling exists in different names, such as Foreground-Background
and Shortest-Elapsed-Time [16]. Among them, the performance of LAS with re-
spect to the variability of the job size is analyzed in [17]. Authors indicate that
while 99% of the jobs encounter a reduced conditional mean slowdown under
LAS, less than 1% of the largest jobs experience a negligible increase of their
conditional mean slow down. In [18], Wierman et al. showed that LAS outper-
forms Processor-Sharing with respect to the mean response time and the mean
slowdown when the job size distribution has a decreasing failure rate. Further-
more Wierman et al. presents a classification of scheduling policies considering
the unfairness in [19]. Furthermore, the effect of LAS on heavy-tailed traffic in
wireless networks is presented in [20]. The authors compare LAS with Round-
Robin (RR) based scheduling and show that LAS outperforms RR in a single
bottleneck link and also in a one hop wireless shared link.

3 Motivation

When we focus on the contents of an event-flow, we observe that there is spatio-
temporal redundancy among consecutive frames. This is mainly because the
camera module of the sensor node takes continuous snapshots of the scene with
a certain frame rate. It is not possible to generically define the number of frames
to be received at the sink for healthy reception of the event. This depends on
the type of detection method run on the back end. This could range from sim-
ple event detection in which only the existence of the event is notified to the
classification or the identification of the target. Also the frames received could
be an input to an image recognition engine or to an human operator. Another
factor is the specific positioning and movement of the target within the visual
sensing range. A target closer to the camera module takes a bigger portion of
the picture, however assuming that the target is mobile, proximity to the sen-
sor also implies shorter residence time inside the sensing range, hence a shorter
event-flow. Therefore, we can crudely conclude that event-flows as they become
longer, they contain more frames of the scene and likely to have more redun-
dancy among frames. The information contribution of the individual frames of
a generic event-flow is depicted in Fig. 2.

With this observation in mind, we propose that irrespective of the duration of
the events, initial frames of an event deserve special care. That is because they
contain much of the visual information and also the delay experienced by them
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Fig. 2. Information contribution of individual frames of a surveillance video event-flow

directly affects the reporting delay. In this work, we give priority to the initial
frames via an application level fair queue management scheme, namely Event
Based Fairness.

4 Providing Application Level Fairness with EBF

WSNs, including VSSNs, have the unique characteristic that the network is de-
signed to achieve a common specific task, in which all the nodes operate collab-
oratively. Opposingly, in the previous wired and wireless networking paradigms,
we can see the clear distinction between the applications running on the nodes
and the communication service provided by the network. In this picture, the
nodes care about maximizing their own utility and not necessarily respecting
the network wide resource scarcity. Therefore, previous studies on the fairness
mainly focused on the per-node and the per-flow based fairness. For a WSN, on
the other hand, the individual nodes may not need to obtain fair service at all
times. However, fairness becomes a crucial issue when considered in terms of the
application performance.

The performance of a VSSN application depends on how well the events are
reported, i.e. the video quality of the events conveyed and the initial reporting
delay which are related to how events are handled and processed in the network.
In the standard FCFS queueing approach, the frames of the events are queued
in the nodes according to the their sequence of arrival. A burst event with many
frames fills the head of the queue in the relay node and other events can only
utilize the space left from the former event. The rest of the events have to wait
till the frames of the previous events are served. Moreover, in the case of buffer
overflow, only a few of the packets of the forthcoming events can be relayed.
As a result, when FCFS is preferred, while some events are reported with high
quality and low latency, others are received in low quality and high latencies.
In order to guarantee a certain Quality of Service (QoS) in video quality and
acceptable reporting latency, we propose an event-aware fair queue management
scheme called EBF that is streamlined for VSSN applications.
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4.1 Round Robin Based Implementation of EBF

Round Robin based EBF implementation (EBF-RR) strives to give fair service to
all events that are currently enqueued in a VSSN node. The queue is composed of
frames received from the network for relaying purposes and the frames received
from the application layer, i.e. the video frames produced by the node itself. EBF-
RR operates by servicing frames of events in a round robin manner, one frame
from each event at a time. Internally, EBF-RR dynamically forms logical queues
for each event and gives service to each queue in a time-shared manner. The
duration in which all event queues are served once is called an epoch. During an
epoch, the available bandwidth is equally divided among each event. The overall
service rate an event gets from EBF-RR depends on the length of the event (in
terms of frames) occupied in the main queue, the total number of events in the
queue, the length of each event in the queue and the congestion level experienced
at the MAC level (available effective bandwidth). When the incoming frames are
more than the capacity of the node, buffer overflow occurs. In that case, EBF-RR
drops the frame from the longest event queue. With this scheme a received frame
that arrives at the full main buffer need not be dropped unless it belongs to the
event that currently has the longest logical queue. When compared with the
FCFS behavior, EBF-RR provides fair bandwidth allocation to events and also
gives priority to events with fewer frames. This latter property is especially more
pronounced in the case of buffer overflows in which frames of events with longer
queues are dropped. In that sense, EBF-RR tries to homogenize the service rate
among events according to the snapshot of the queue.

One point to note in the above discussion is that the queue manipulation is
done in terms of frames and not packets. Therefore in our VSSN implementa-
tion, SMAC [21] with Message Passing feature is used as the MAC layer. Since
Message Passing allows frames to be passed among nodes intact which makes
our assumption about frame based queue manipulation possible.

4.2 LAS Based Implementation of EBF

The main idea behind LAS Based EBF (EBF-LAS) is that an event is a sequence
of frames flowing in the network and at a specific time instance, only a portion
of it may be contained in the buffer of a VSSN node. This is due to the buffer
size limitations and earlier frame drops that an event may experience. EBF-
RR operates on the instantaneous snapshot of the buffer and provide fairness
among events according to what is currently present. In this respect, a way to
provide better fairness among events is to consider not only the current buffer
composition but also to take into account the frames of an event that has been
relayed previously. EBF-LAS, like EBF-RR, forms logical queues of frames per
event and service one frame from each queue in an epoch in a round robin
fashion. However, unlike the RR implementation, EBF-LAS keeps track of the
sent frames and inserts a virtual frame to the event queues as place holders for
each frame of an event that is relayed. Therefore, a logical queue for an event
contains both real frames that are waiting to be send and virtual frames that
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(a) Trespassers’ Favorite Path (TFP) (b) Detailed view of the
TFP multi-hop simula-
tion scenario

Fig. 3. Deployment Scenario. Intruders follow the favorite path in which the sensors
are deployed more densely.

are already sent. In every logical event queue, virtual frames are placed in the
front of the queue, therefore, when deciding on the next frame to get relayed,
EBF-LAS gives explicit priority to the events that have fewer frames sent.

5 Comparative Evaluation of EBF-RR, EBF-LAS and
FCFS

5.1 Experimental Setup

We examine the effect of EBF-RR and EBF-LAS using the OPNET simulation
environment [22]. In order to observe the improvements on the reporting latency
and the video quality of events in detail, a surveillance scenario is examined. In
a geographical area that is under surveillance not every path is equally likely to
be used. The paths which intruders have higher tendency to follow are called
Trespassers’ Favorite Path (TFP) [23]. TFPs are preferred over other alterna-
tives due to the reasons such as easy geographical conditions and remoteness
to checkpoint locations. For effective operation, existence of TFPs should be
considered when designing a surveillance network, as large portion of the total
traffic is likely to be originated from sensor nodes located within the TFPs. In
our surveillance scenario, we have simulated the traffic created in a valley-type
TFP which contains 19 VSSN nodes, as depicted in Fig. 3.

In video surveillance applications the volume of the data traffic is related to
the dwell time of the target, the camera frame rate and the compression algo-
rithm. The duration of an event and the number of frames created during the event
varies according to these parameters. In our tests, we model the traffic creation
using event size, Ψ , frame interarrival time, ΔF , and event interarrival time, ΔE .
Ψ denotes the number of frames contained in an event, whereas ΔF is the frame
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Table 1. Simulation Parameters

Parameter Value
Event Size (Ψ) Normal distributed with (μ = 15,σ2 = 7) Frames
Video Frame Size 10 Kbits
Packet Size 1 KBits
Frame Interarrival Time (ΔF ) Uniformly distributed with μ = 1/3 sec
Event Interarrival Time (ΔE) Exponentially distributed with μ = 25 sec
Duty Cycle 10%, 20%∗, 30%, 40%
Bandwidth 250 Kbps
Buffer size 100 Kbits
MAC layer SMAC [21] with Message Passing feature
Number of Repetitions 20
Confidence Interval 95%

(*)Unless otherwise specified, 20% duty cycle is the default in the experiments.

generation rate of the camera modules of the VSSN nodes. ΔE models the time
between two consecutive events a sensor node detects. Values for Ψ , ΔF , ΔE and
other related simulation parameters are presented in Table 1.

Preliminary experiments are run to fix the buffer capacity that is allocated
on the individual nodes. Enlarging the buffer enhances the throughput at the
expense of increased delay. After a threshold value, larger buffer sizes result
in intolerable delay levels [24]. The chosen buffer size (100 Kbits) is within an
operationally feasible region in which the delay-throughput balance is observed.
Please refer to [25] for a detailed study in which the effects of the factors like
buffer size, camera frame rate and MAC duty cycle on the VSN performance are
systematically examined.

5.2 Results

A histogram summarizing the events according to the number of successfully
received frames at the sink is presented in Fig. 4(a). Out of the 2220 events
generated, for the FCFS case, for instance, around 130 events are reported only
with a single frame whereas around 90 events are reported with 14 frames. The
number of events reported for all queueing mechanisms are close to each other
2122, 2215 and 2211 for FCFS, EBF-RR and EBF-LAS respectively. However, it
is observed that the variance in the frequency of the frames per event is decreased
by EBF-RR and EBF-LAS. In the 1 − 3 fps interval and 10 − 20 fps interval,
the number of events are less in EBF-RR and EBF-LAS cases than FCFS since
EBF-LAS and EBF-RR decreases the number of over reported events and share
the available excess bandwidth among the under reported events. Thus, most of
the events are reported similarly which is due to the fair treatment of frames
according to the related events.

The total number of frames required to be received at the sink in order a trig-
gered event to be considered as detected depends on the application. However,
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Fig. 4. Histogram and miss ratio for events which are composed of variable number of
frames

as previously pointed out, it is the initial frames of an event that contribute
more to the visual information received at sink. In order to observe the effect
of EBF-LAS and EBF-RR on the reliable event reporting, we plot the ratio of
missed events in Fig. 4(b). As expected, when the required frames per event
is increased, missed event ratio also increases in all queueing techniques. How-
ever, the ratio of missed events are clearly less in EBF-RR and EBF-LAS cases
compared to that of the FCFS case. For instance, when the required frames for
event identification is set to 4, while FCFS misses 24% of the events, EBF-RR
misses 17% and EBF-LAS misses less than 10%. Additionally, the difference
between the FCFS, EBF-RR and EBF-LAS systems decreases as the number
of required frames increases. The reason is that EBF-LAS punishes the large
events while giving precedence to smaller ones especially when the network load
becomes high.

Besides the video quality, the reporting latency of the events are also impor-
tant. Especially the frame of an event which arrives first to the sink has the most
significant contribution for the event reporting since it makes the sink aware of
that event. Fig. 5(a) presents the average of the first frame latency of the events
with various duty cycles and indicates that EBF-RR and EBF-LAS improve the
event reporting delay significantly compared to the FCFS case.

To have a more general understanding of the latency behavior of the events,
Fig. 5(b) depicts the average delay a certain frame of an event experiences, e.g.,
the average latency of the 8th frame of the events. It is observed that EBF-
LAS decreases the delay for all frames of the events, whereas EBF-RR performs
better than FCFS up until the 4th frames of the events. In other words EBF-LAS
decreases the mean response time of the events.

On the other hand, when the duty cycle is increased, most of the frames arrive
to the sink. Therefore as in Fig. 6(a), the difference between the intelligent
queueing techniques and the FCFS decreases. However, as observed in 6(b),



Event Based Fairness for Video Surveillance Sensor Networks 49

10% 20% 30% 40%
0

1

2

3

4

5

6

7

8

9

10

11

12

13

14

Duty Cycle

La
te

nc
y 

(S
ec

on
ds

)

FCFS
EBF−RR
EBF−LAS

(a) Average delay for the first arriving
frame of an event. (using various duty cy-
cles)

1st 2nd 4th 6th 8th 10th 12th 14th 16th 18th 20th
0

1

2

3

4

5

6

7

Event Frames

La
te

nc
y 

(S
ec

on
ds

)

FCFS
EBF−RR
EBF−LAS

(b) Average latency of frames.

Fig. 5. Frame latencies of the events.(20% default duty cycle)
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compared with FCFS, EBF-RR and EBF-LAS can relay all frames without a
significant sacrifice in terms of latency.

6 Conclusions and Future Work

In this work, Event Based Fairness (EBF) for Video Surveillance Sensor Net-
works (VSSNs) is introduced. Main goals of EBF are to increase the event re-
ception ratio at the sink node and to decrease the initial reporting delay of the
events. There is inherently high volume of traffic in a VSSN when an intruder(s)
is present. Most of the time, the traffic produced is more than that can effectively
be carried by the network. To be able to achieve its design goals, EBF defines
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an event, as opposed to a video frame or a network packet, to be the logical
messaging unit in a VSSN and introduces the fair treatment of events which are
application level entities. Two different EBF implementations, namely EBF-RR
and EBF-LAS are compared with the legacy FCFS style queue management.
EBF is shown to not only increase the number of events that are reported prop-
erly but also to lower the initial reporting delay considerably. As a future work,
we plan to implement cross-layer solutions in which MAC level priority mech-
anisms are co-implemented with the EBF framework to further enhance VSSN
functionality.
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Abstract. Humpty Dumpty is the anthropomorphic nursery-rhyme egg
broken into many pieces. Similarly, we have many pieces of measurement
data to represent the current iBGP state. However, unlike the nursery-
rhyme where the King’s men couldn’t put Humpty together again, we
present a systematic approach to putting all the pieces of measured iBGP
data together to obtain a more complete picture of a network’s routing
state.

Our technique determines the decisions made by all routers in a net-
work. It is efficient, has no assumptions about router configuration and is
accurate. We present a case-study of a large Tier-2 ISP, finding for those
routers with adequate measurement infrastructure, we consistently find
the egress location for 99.9999% of (router, prefix) pairs. Further, for
the 85% of routers without measurement infrastructure we predict their
decisions. This technique has been successfully applied in a ‘what-if’ sce-
nario and has future applications in the real-time analysis of routing
decisions.

Keywords: iBGP, Route prediction.

1 Introduction

Measurement plays a crucial role in management of IP networks since it allows
operators to determine how the network is currently operating. The measure-
ment data can be used for tasks such as deriving traffic demands in operational
networks [1], finding traffic matrices [2] and their dynamics [3], and oscillation
detection [4]. A majority of such tasks require some knowledge of the path traf-
fic takes through a network — hence the need for routing measurements. How-
ever, due to high storage requirements, operational setup costs and dependency
between routes selected across routers, BGP monitors collecting BGP routing
information are often only connected to a subset of routers. In this paper we pro-
vide a methodology to make use of the high dependency between router decisions
to systematically “fill in the gaps” left by partial measurements.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 52–65, 2009.
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An Autonomous System’s (AS) BGP routing decisions are not atomic. When
multiple routes are available to a destination, individual routers within the AS
can make different decisions as to their selected route based on their own per-
spective of the ’best’ route. The network solution, that is, the decision of all
routers in the network for a particular destination, is dependent on the subset
of AS-wide routes which are learned at each individual router. Hence, it is not
valid to assume all AS-wide routes are learned at each router for selection [5].
The iBGP configuration employed, such as full mesh or route-reflection [6], de-
termines whether all routes or a subset of routes are available at every router.
In this paper we focus on the route reflector iBGP configuration since it is used
widely in large enterprise and service provider networks.

In [4], we introduced a model to analyze the oscillatory properties of a two-
tier route-reflector (RR) iBGP topology. We now extend this model to determine
the network solution of a general RR iBGP topology. The model captures the
reliance of a router on other routers for choosing its best route. This model un-
derpins a methodology for determining routes selected by all routers based on
the knowledge of routes selected by a subset of routers and the iBGP configura-
tion. Another benefit of our methodology is that it can also be used for ’what-if’
analysis. Compared to the methodology proposed by Feamster and Rexford [7],
which provides similar functionality, our methodology is applicable to any RR
iBGP configuration, not just configurations satisfying recommendations of Grif-
fin [8]. Further, our approach is topology independent making it extensible to
topologies other than a RR iBGP configuration.

We applied our methodology to the topology of a large Tier-2 AS and using
measurements collected from 15% routers (mostly RRs), we could determine
routes for all the routers in the network. Of over 12.7 million routing decisions, we
predicted a decision consistent with the observed data for all but seven routers.
In the process, we also detected several configuration and data collection issues
on routers when routes predicted by our methodology were inconsistent with the
measurement data — highlighting an additional benefit of our analysis.

2 Background and Related Work

The Internet is comprised of a collection of Autonomous Systems (ASes) which
co-operate to ensure connectivity between any two hosts. BGP is the protocol
used to disseminate reachability information between ASes. A given AS has
several routers at its border that connect with other ASes. These routers use
BGP to learn routes to external prefixes from other ASes. These routes are then
propagated to other routers inside the AS using iBGP (internal BGP). Every
router selects a ‘best’ route from all the routes learned for every prefix. The
selected route is then sent to other routers. For route dissemination (via iBGP),
routers inside an AS need to form a full mesh of sessions. However, in large
networks, a RR hierarchy is used to mitigate scalability issues of a full mesh.
One consequence of RR hierarchy is that the set of routes available at each router
is usually a subset of all routes learned across AS [5].
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Prior work has recommended guidelines for designing iBGP configurations
[9, 10, 11], proposed alterations to iBGP to disseminate more information AS-
wide [12,13] and proposed centralized AS-wide route selection [14]. Our approach
is orthogonal to these. Our aim is very pragmatic — to understand the current
operation of a network — irrespective of whether it satisfies certain guidelines
or not.

One approach to discovering the network solution is to simulate BGP by
propagating information in an arbitrary order between routers until no router
alters its decision (for example, C-BGP [15]). However using this approach, a
significant number of intermediate router states are evaluated prior to converg-
ing to an arbitrary final solution (there may be multiple feasible solutions [4]).
Consequently, determining if a network is in the convergence process or if it is
persistently oscillating is difficult. In contrast, we avoid many intermediate states
to quickly find a valid solution and more importantly, converge to a solution con-
sistent with observed data. This enables our approach to predict the route traffic
actually takes in the network. In addition, if the configuration has an oscillatory
state, we can quickly identify it and pinpoint the responsible routers.

The most closely related work to ours is by Feamster and Rexford [7]. Their mo-
tivation was to predict the network solution as designed. That is, they assume rec-
ommended guidelines for network configuration are satisfied resulting in a unique
network solution. We make no such assumptions allowing the network to be ana-
lyzed as it is currently operating — whether it satisfies guidelines or not. In ad-
dition, they assume complete visibility of input routes. In contrast, our technique
works with even limited knowledge of input routes from the network. Further, our
technique is designed to use observed data to influence which of multiple network
solutions is actually chosen by the network. Finally, it can efficiently analyze the
impact of small changes to the network without a significant re-analysis.

The primary assumption of Feamster and Rexford requires all RRs to pre-
fer a client (a directly connected router in a lower level of the RR hierarchy)
learned route over any other. This constraint is a sufficient condition to pre-
vent persistent oscillation and guarantees a unique solution [8]. However as the
condition is not necessary, it can be overly restrictive and not satisfied in prac-
tice [10,4]. Removing this assumption removes the benefit of always converging
to a unique solution — the timing of BGP updates can determine which of mul-
tiple solutions is settled upon. In addition, the tie-breaking option employed in
operational networks, such as the one we examined, can be non-deterministic,
resulting in an even greater number of feasible network solutions. Our technique
always converges to a valid solution and in almost all instances, converges to a
solution consistent with the observed data.

3 Two-Level Route-Reflector Reliance Graph

We first introduced, in [4], the concept of reliance between router decisions
to determine if a network configuration was oscillatory. In this paper, we use
reliances to efficiently and accurately determine the actual routes selected by
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any router. We say a router u is reliant on another router v if it can learn of
its best route for a particular prefix (after convergence) from v. We denote this
reliance as u� v. Reliances are represented by a directed edge in the direction
of information flow in the reliance graph. Routing information can only flow over
iBGP sessions between routers. Consequently, the reliance graph is a sub-graph
of the iBGP signaling graph. The rules governing route-propagation in an iBGP
topology determine which links are pruned from the signaling graph to form
the reliance graph. Note that a reliance graph is a directed graph and we term
strongly connected components co-reliance groups1.

By the construction of the reliance graph, the only location a router can
learn of its best route is from an inbound edge from a neighboring router in
the reliance graph. Consequently, if all neighbor’s decisions are static, then the
router’s decision is also static (as the set of available routes remains constant).
Hence, if there are only singleton co-reliance groups in the reliance graph, then
a topological sort of all routers will result in an ordering where all routers’
decisions must only be evaluated once. However, if there are non-singleton co-
reliance groups, then we cannot topologically sort the routers (as there is at least
one loop in the reliance graph). We can still topologically sort the co-reliance
groups. By evaluating each co-reliance group in a topological ordering, we can
ensure we do not need to re-visit a co-reliance group, but we may need to visit
routers within a non-singleton co-reliance group multiple times.

Consider Fig. 1(a) as an example. In this example we have not shown the
full-mesh iBGP sessions between RRs. When a RR is closer to a non-client
egress router2 the IGP distances are shown. Routers e, f and g learn routes from
outside the AS. We create reliances when a router can learn of its best route
from another (see Fig. 1(b)). For example, a is reliant on e as e propagates its
externally learned route to a. However a is also reliant on b as b can inform a
of the route which it learns from f . Similarly, b is reliant on a. As c is closer
to its own client (g) than any non-client, it will never select any route learned
via another RR. Router d will select the best route from routes learned from
other RRs. Clients h and i will only ever select a route which they learn from
their parent RRs. In Fig. 1(c) we highlight all strongly connected components
in the reliance graph. Evaluating router decisions in any topological ordering of
co-reliance groups (for example the numerical ordering D1, D2, ...) will result in
a valid solution. Notice there are two valid solutions to this example based on
the order of evaluation of routers in D5. If we evaluate a’s decision first, both
routers in D5 will select the egress e. Conversely if we evaluate b’s decision first,
both routers will select egress f .

The reliance rules in the three-level hierarchy are somewhat more complicated
than the two-level case examined in [4]. We first present a brief recap of the
notation used in [4] before outlining generalized reliance rules and showing an
example of how they apply. Similar techniques can be applied to any iBGP
topology if the topology can be abstracted to a reliance graph.

1 For every u and v in a strongly connected component, there is a path from u to v.
2 An egress router is a router which learns a route directly from a neighboring AS.
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(a) RR-client relationship (b) Router reliances

(c) Co-reliance groups

Fig. 1. Example two level RR topology. Solid nodes are RRs and transparent nodes
are clients. IGP distances shown when non-client router is closer than client router,
thus for example a prefers f over e when possible. Large arrows indicate a route is
learned from a neighboring AS.

4 General Route-Reflector Reliance Graph

The rules we examined in [4] were only applicable to the two-level RR hierarchy.
We now generalize these rules to a multi-level hierarchy. The rules governing
reliance in the multi-level hierarchy are significantly more complex than the
two-level case as RRs can hide information propagated to their parents (see [16]
for details). Consequently, we use an example topology shown in Fig. 2(a) as we
describe the rules to assist the reader in following the concepts. In this figure,
routers 1, 2, 3 and 4 form the central core mesh of RRs, while c, d, g, h, i, l and
n form the middle level RRs. The solid lines represent iBGP sessions and the
dashed lines represent a router’s preference for a non-downstream egress. Where
no dashed line exists, a downstream egress is preferred. We explicitly define
several vital preferences in the caption of the figure 3. Routes learned directly
from neighbor ASes are denoted by large arrows, i.e., routers b, e, f, i and m are
the egress routers.

4.1 Notation Recap

We now present a brief recap of the important notation used for the remainder
of this chapter. For a thorough description, we refer the reader to [4].

An iBGP configuration C is a pair C = (GP ,GS) where GP is the physical
graph on which the IGP is run to determine the shortest path between two

3 The ranking function λ is defined later in Section 4.1.
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(a) iBGP sessions (b) Reliance rules

(c) Pruning (d) Co-reliances

Fig. 2. An example 3-level RR topology. Black nodes represent RRs at the top level.
Arrowed lines represent a reliance. We explicitly define the following preferences:
λg(b) > λg(e) > λg(f), λ2(b) > λ2(e) > λ2(f), λ3(i) > λ3(m), λ4(m) > λ4(i) >
λ4(b) > λ4(e) > λ4(f).
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routers. The iBGP signaling graph GS = (V, AS) is overlaid on top of the physical
graph with routers V connected by directed arcs in AS .

Three types of arcs exists in AS . An arc (u, v) ∈ down represents an arc from
a RR u to one of its clients v. An arc (u, v) ∈ up if and only if (v, u) ∈ down.
Arcs in up are acyclic — consistent with a hierarchy rather than an arbitrary
network design. An arc (u, v) ∈ over represents a vanilla iBGP session from
router u to v. If (u, v) ∈ over then (v, u) ∈ over.

A valid signaling path S satisfies the following property. The path S can be
split into sub paths S = PQR where P = p1p2...pa for some a ≥ 0 such that
each pi ∈ up, R = r1r2...rb for some b ≥ 0 such that each ri ∈ down and Q
consists of at most a single arc q ∈ over. Note that P, Q or R may be empty.

An egress instance [8] I = (C, X) corresponds to a pair of a configuration C
and a set of egress routers X . The set X consists of all egress routers that learn an
external BGP route to a particular prefix which are not eliminated by the BGP
decision process (up-to the IGP distance step) when compared with all AS-wide
routes [7]. In our example of Fig. 2(a), b, e, f , i and m form X . An egress ancestor
set E can be recursively defined as the set of egress routers X and all parents
of routers in E. In our example, E = {b, d, e, f, g, h, i, m, k, l, 1, 2, 3}. Note that
although an egress router may learn multiple routes (to a prefix) it will only
advertise its best route to neighbors. Hence, there is a one-to-one mapping from
egress routers to available routes. Therefore, we will refer to an egress router
and its available route interchangeably.

The BGP decision process is denoted by a ranking function λu for a router u
such that if a route ak is preferred over a route aj at router u, then λu(ak) >
λu(aj). If two routes ak and aj are equivalent up-to the tie-break option and the
actual route chosen is dependent on message timing, then λu(ak) = λu(aj). For
convenience, we denote the preference of the null route φ as λu(φ) = −∞.

4.2 Reliance Rules for Route Reflection

In this section we generalize the reliance rules we previously defined for the
two-level RR hierarchy [4] to an arbitrary hierarchy. Although there is a strict
set of reliances which are a subset of arcs (of type up, down and over) in
the signaling graph AS , defining where a router can learn of its best route in
an n-level hierarchy is more difficult than in the two-level case. An important
consideration is that failing to define reliances can result in incorrect decisions,
while defining additional reliances simply increases the computational complex-
ity of predicting selected routes (as it may create larger co-reliance groups than
really exist). Consequently, we start with a relatively conservative definition of
reliances before pruning many of those which cannot exist. We assume the MED
attribute is filtered or compared AS-wide in this section.

Downstream Egress Set. Let us generalize the best downstream egress func-
tion defined in [4] to return a set of downstream egresses Λ(u) for a router u.
If u has no downstream egresses, Λ(u) = φ. Unlike the two-level hierarchy, in
an arbitrary hierarchy, it is no longer guaranteed that a router will learn of all
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Table 1. Downstream egress sets for routers in example topology of Fig. 2

Router(u) 1 2 3 d g h l all other routers
Λ1(u) φ φ i b e f m φ
Λn(u) b e, f φ φ φ φ φ φ

downstream egresses since the set of available routes is restricted by the selection
of intermediate routers.

We first define Λ1(u) as the set of best downstream egresses which are one
downstream iBGP hop away from u. Router u is guaranteed to learn of these
routes due to the direct iBGP session and so these routes will always be available.
Formally, for u �∈ X ,

Λ1(u) =
{
v ∈ X : (u, v) ∈ down and λu(v) = max

w∈X:(u,w)∈down
λu(w)

}
We show for our example in Fig. 2 the sets Λ1(u) for all routers in Table 1.

Notice that as λg(e) > λg(f), Λ1(g) = e.
Now, let us consider other egresses u could learn (and select as best) from

clients which are not direct egresses, i.e., those more than one hop away. We
denote this set by Λn(u) and define it for u �∈ X as,

Λn(u) =
⋃

w∈E\X:(u,w)∈down

{
v ∈ Λ(w)\Λ1(u) : λu(v) ≥ max

r∈Λ1(u)
λu(r)

}
.

Note that egresses not preferred over an “always available egress” are not in
Λn(u). We also show in Table 1 for our example in Fig. 2 the sets of Λn(u) for all
routers. As router 2 can learn of both e and f from its children (g and h), both
egresses are in Λn(2). Also notice that as i is an always available downstream
egress of 3 and i is preferred over m, m is not in Λn(3). Finally, we define
Λ(u) = Λ1(u) ∪ Λn(u). Note, Λ(u) is well defined as we define Λ(u) recursively
up the hierarchy.

Rules for Reliance. Reliance rules are adapted from the route propagation
rules [6] and indicate where a router can learn of its best route. Arcs in the
reliance graph are a subset of the arcs in the signaling graph AS . There are
three types of arcs in AS which may be part of the reliance graph. Consider the
arc (u, v) ∈ AS :

1. (u, v) ∈ down: a RR u is reliant on its child v iff u �∈ X and v ∈ E.
2. (u, v) ∈ up: a client u is reliant on its parent v iff u �∈ X .
3. (u, v) ∈ over: a router u �∈ X is reliant

(a) on another router v ∈ E\X iff

min
r∈Λ(u)

λu(r) ≤ max
s∈Λ(v)\Λ1(u)

λu(s)
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(b) on another router v ∈ X iff

min
r∈Λ(u)

λu(r) ≤ λu(v)

We demonstrate the above rules for our example in Fig. 2(b). Applying rule
1, we see any router in E which does not have a direct egress is reliant on its
children, for example, 2 is reliant on h. Applying rule 2, all client routers are
reliant on their parents (unless they are a direct egress), for example l is reliant
on 3. Rule 3 applies when a router can learn of a better route via an over edge
than any client-learned route. For instance, rule 3(a) applies to the reliance of
2 on 1, as 2 will select the route from b if it ever learns of it, whereas rule 3(b)
applies for the reliance of a on b, as a can learn the egress directly from b, via
an over edge.

Pruning Reliances. Our technique for determining router decisions would
work on the reliance graph defined by the rules above. However, ideally we
would like to have the smallest possible co-reliance groups in the reliance graph
to minimize computation. The reliance rules are essentially a pruning of the
signaling graph. We can continue in this vein by pruning even more reliances:
1) u�� v if (u, v) ∈ down and v ∈ X\Λ1(u).

That is, a RR is reliant only on its best client with a direct egress. In our
example, as g prefers e over f , and as e is always available, f will never be
chosen and is pruned in Fig. 2(c).
2) u�� v if (u, v) ∈ down, v ∈ E\X and

min
r∈Λ1(u)

λu(r) > max
s∈Λ(v)

λu(s)

That is, if a RR u has a client r with a direct egress and no possible egress
which it can learn from another client v is better than r, then u cannot be reliant
on v. In our example, as 3 prefers i over m, 3 is not reliant on l and this edge is
also pruned in Fig. 2(c).

Our next rule is for up edges. Before specifying the rule for a (u, v) ∈ up, we
define L(u, v) as the egresses that can be learned by a router u from the parent
router v which are not available from a direct client. For a general hierarchy,
the exact form of L(u, v) can be quite complicated. In practice, RR hierarchies
do not tend to be larger than three-levels, and for three levels, we can formally
define

L(u, v) =
⋃

w∈E:v�w

Λ(w)\Λ1(u).

3) u�� v if (u, v) ∈ up and

min
r∈Λ1(u)

λu(r) > max
s∈L(u,v)

λu(s)

That is, a RR in the second level of the hierarchy is only reliant on its parent
if the parent can learn a better route than any of the always available egress
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at the RR. In our example, l prefers m over any egress it can learn from 3 (as
λl(m) > λl(i)). Hence the reliance of l on 3 is pruned. Other reliances which are
pruned using this technique are h� 2 and d� 1. Notice g� 2 is not prunable
as g may select an egress learned from 2.

Finding a Valid Solution. As the reliance graph precisely identifies which
routers’ decisions a particular router is dependent upon, if there are no cycles in
the reliance graph structure, we can topologically sort the routers and evaluate
them in-order (visiting them exactly once). However, as shown in our example,
it is likely there are cycles in the reliance graph. Hence, we partition the reliance
graph into co-reliance groups before undertaking a topological sort on co-reliance
groups. We show these co-reliance groups in Fig. 2(d). One topological ordering
(any topological order will result in the same network solution) is the numerical
ordering of D1−D19 in Fig. 2(d). If multiple routers are present in a co-reliance
group (such as D9) the decisions of the routers may be dependent on message
timing and we evaluate their decisions until a valid solution is found. The or-
dering in which we evaluate the routers within a co-reliance group determines
which of possibly multiple valid solutions we converge upon [4]. Our desire is
to converge to the actual solution selected by the network. We describe how we
achieve this in the next section.

5 Finding the Actual Solution

A walk of the reliance graph can have multiple valid solutions when either

1. co-reliance groups have multiple routers; or
2. the non-deterministic oldest-route tie-breaker is used.

When such conditions exist, we want to find the actual solution chosen by
routers. If decisions of some routers in the network are known (through mea-
surement), we can use them as constraints while determining the solution4. Two
feasible approaches to using these constraints are: (i) find all possible solutions
and select one which satisfies the constraints; or (ii) gravitate towards a solution
satisfying all constraints by ensuring that when we visit each co-reliance group,
we select a solution consistent with the constraints. We take the latter approach
as it reduces unnecessary computation of infeasible solutions. However, it can
result in discrepancies if we reach a co-reliance group and there are no solutions
satisfying the constraints. We could backtrack along the reliance graph to re-
solve discrepancies, however in our examined network, we found only seven in
over 12.7 million decisions had such discrepancies and so we did not implement
a backtracking algorithm.

The ordering of router evaluation within a co-reliance group determines which
of multiple valid solutions we converge to. Due to space constraints, we refer the
reader to [16] for full details of ordering of routers within a co-reliance group.

4 There may be multiple feasible solutions which match the known route selections.
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Once we have an ordering for co-reliance groups and an ordering for routers
within a co-reliance group we can calculate the decisions of all routers by simply
walking the reliance graph. We visit each co-reliance group in-order, and visit
each router within the co-reliance group in-order. If the co-reliance group is
non-singleton, we continue evaluating the router decisions until no routers alter
their decision. Our algorithm does not rely on the underlying topology, only its
description in terms of a reliance graph. Consequently, any topology describable
by a reliance graph can be analyzed using this algorithm.

It is possible that a co-reliance group never converges to a solution [4]. How-
ever, if this is the case, then the actual network also has oscillatory properties.
The non-convergent co-reliance group isolates the routers responsible for oscil-
latory modes so administrators can take corrective action.

When the oldest-route tie-breaker is used, there may be multiple routes avail-
able at a router with equal IGP distances to an egress. Any route with this
equally good IGP distance may be chosen by the router. We again use any
available constraints to assist our decision (see [16] for details).

6 Evaluation

We have implemented our techniques and tested them on a large Tier-2 AS. The
AS has a three-level RR hierarchy and uses the oldest-route tie-break option.
The MED attribute is reset by the AS. A BGP monitoring infrastructure collects
BGP updates from 15% of routers, majority of which are RRs. We use the known
routes from these routers as the set of input routes to the network. Each such
route contains a “next-hop” attribute which corresponds to the egress router for
the route. IGP distances are determined based on data collected by an OSPF
monitor [17].

Our algorithm discovers the decisions made by routers once the network has
converged to a solution. Consequently, we only examine stable prefixes – those
prefixes with no updates witnessed from any router under observation in the 6
hours prior and 6 hours past the examined time. Our evaluation is based on data
collected on the 26th May 2008, although we found similar results for several
other examined intervals. During the analysis process, our model discovered sev-
eral minor configuration errors. In this case, our model predicted the “correct”
outcome, although the network selected an “incorrect” outcome due to a config-
uration error on several egress routers. We exclude the prefixes affected by these
configuration errors from our analysis.

To speed up our analysis, we group all prefixes with the same set of egress
routers and the same egress selection by all routers that have session to the BGP
monitor. This allowed us to discover the egress router selected by all routers (in-
cluding the remaining 85% of routers without BGP monitors) for 224, 870 stable
prefixes with only 827 reliance graphs and 1154 “walks” of the reliance graph.

As our technique is based on the rules of route propagation, it will always
find a valid solution given any configuration. With the addition of monitor in-
formation (or any other constraints available), we can converge to a solution
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satisfying such constraints. In practice, we found our technique always found
valid solutions and only seven inconsistencies with BGP monitor data in over
12.7 million known (prefix, router) pairs. This discrepancy was resulting from
a tie-break decision at a router without a BGP monitor session. The predicted
egresses were in the same PoPs as the actual selected egress. Backtracking to
alter the random tie-break decision would correct this.

We found 99.99% of co-reliance groups were singleton and the maximum size
of a co-reliance group was five routers which occurred only four times ensuring
our technique very rarely required the re-evaluation of router decisions.

The execution time of this case study lasted several hours. However, the eval-
uation time was dominated by the conversion of the enormous amounts of com-
pressed binary BGP data on disk to an ASCII readable format in memory. The
construction and walk of the reliance graph did not significantly contribute to
the execution time. Consequently, the incorporation of incremental changes to
BGP and IGP may allow near real-time analysis of router decisions. We leave
the incorporation of such routing dynamics to future work.

7 General Router Reliance Graph

In previous sections, we focused on the reliance rules for an iBGP route-reflector
topology. However, our technique is applicable to any topology describable by a
series of reliances. That is, if a set of rules defining where a router can possibly
learn of its best route can be defined, our technique will find a solution. This is
in contrast to [7] where different iBGP topologies required separate algorithms.
Further, for the iBGP topology examined in this paper the conditions required
by Feamster-Rexford technique are not satisfied. Our technique, in the best case
can precisely order the execution of router decisions (when all co-reliance groups
are singular) and in the worst case (all routers in a general topology form a single
co-reliance group) reverts to an arbitrary ordering of router decisions (such as
in [15]). The addition of reliance rules increases the efficiency of our technique.

An example of a different iBGP topology is an RR topology with the MED
attribute respected. The authors of [7] recommended a simulator as the best
technique to evaluate the network solution to this topology. However, in [16]
we detail reliance rules for such a topology, finding that although the number
of edges in the reliance graph can increase (in comparison to when the MED
attribute is not respected), routers outside the egress ancestor set do not form
non-singleton co-reliance groups. Hence, the maximum co-reliance group size is
bounded by the size of the egress ancestor set which is commonly an order of
magnitude smaller than the total number of routers — making our technique
significantly more efficient than a pure simulator. Consequently, the ordering of
router decisions outlined in this paper may also be used to improve the conver-
gence times of existing BGP simulators such as C-BGP [15].

The separation of the topology and the rules for route propagation from the
algorithm used to evaluate the network solution has possible applications not
only in iBGP described in this paper, but also in the eBGP context. A topology
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inferred by a technique such as [18] could form a starting point to predict the
(Internet-wide) solution for a particular prefix and may help to answer Internet-
wide ‘what-if’ questions.

8 Conclusions

In this paper, we presented a reliance graph model to capture the dependence
amongst routers for route selection. The input to the model is the iBGP topol-
ogy and IGP distances. The model allows one to efficiently calculate the net-
work solution (set of routes selected by all routers) with no assumptions on
the iBGP configuration. The model also works when only partial information
about routes is available. We demonstrated the efficacy of the model by apply-
ing it to a Tier-2 containing over 220, 000 prefixes. Our methodology was able
to find a valid solution and a solution consistent with observed routes for all but
seven (prefix, router) pairs even when routes from only about 15% routers were
known.

One significant benefit of using a reliance graph model is that dynamics of
iBGP topology or IGP distance that do not affect the reliance graph does not
have any effect on the actual routing choices. Furthermore, BGP route dynamics
only require the re-evaluation of routers in the portion of the network so affected.
We believe that these two features should allow our methodology to work in real-
time for filling gaps to BGP monitors as well as for ’what-if’ analyses. In fact,
we have applied the methodology successfully to determine the current router
decisions and predict changes under modified route availability [16].

BGP monitors are used to determine the route selected by routers in the
network i.e., the selected network solution. Our reliance graph analysis identifies
where routes can be learned from. Consequently, a new direction of research
could be to identify the optimal placement of BGP monitors to minimize the
number of random tie-break decisions while maximizing the information about
the available egresses.
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Abstract. This paper analyses a multiple class single server M/M/1/K queue 
with finite capacity under weighted fair queuing (WFQ) discipline. The Poisson 
process has been used to model the multiple classes of arrival streams. The ser-
vice times have exponential distribution. We assume each class is assigned a 
virtual queue and incoming jobs enter the virtual queue related to their class and 
served in FIFO order.We model our system as a two dimensional Markov chain 
and use the matrix-geometric method to solve its stationary probabilities. This 
paper presents a matrix geometric solution to the M/M/1/K queue with finite 
buffer under (WFQ) service. In addition, the paper shows the state transition 
diagram of the Markov chain and presents the state balance equations, from 
which the stationary queue length distribution and other measures of interest 
can be obtained. Numerical experiments corroborating the theoretical results are 
also offered.  

Keywords: Weighted Fair Queuing (WFQ), First Inter First Out (FIFO), 
Markov chain.  

1   Introduction 

Queue based on weighted fair queuing is a service policy in multiclass system. Con-
sider a weighted service link that provides service for customers belonging to differ-
ent classes. In WFQ, traffic classes are served on the fixed weight assigned to the 
related queue. The weight is determined according to the QoS parameters, such as 
service rate or delay. The WFQ [1] is a scheduling discipline usually applied to QoS 
enabled routers.  

In this work, a two class single server M/M/1/K queue with a finite capacity under 
WFQ scheduling discipline is analyzed. The Poisson process is used to model two 
classes of arrival streams. The service times have exponential distribution. We assume 
each class is assigned a virtual queue and incoming jobs enter the virtual queue re-
lated to their class and served in FIFO order. The queue i is served at rate iw for 

some 0>iw  when queue i−1 is not empty and at rate unity when that queue is 

empty. We model our system as a two dimensional Markov chain and use matrix 
geometric method to solve for its stationary probabilities.   



 Performance Evaluation of Weighted Fair Queuing System 67 

There were many solutions proposed to offer the solution for the WFQ system with 
two classes of customers on infinite buffer in [4] [5] and [6]. However, the class based 
with finite buffer is applied in a lot of computer and communication system and more 
realistic. The main aim of our work is to provide a solution to the WFQ system with a 
finite buffer. To the best of our knowledge to analytical and numerical solutions for 
such a system have not been in the literature.  

The rest of this paper is organized as follows: An overview of related work is 
shown in Section 2. The queueing model of M/M/1/K queue with WFQ is described 
in Section 3.  Section 4, offers a matrix geometric solution for M/M/1/K queue under 
WFQ discipline, while section 5 presents and explains the numerical results of the 
model, followed by the conclusions and future work in Section 6.  

2   Related Work 

The WFQ scheduling discipline is an important method for providing bounded delay, 
bounded throughput and fairness among traffic flows [2], [3]. The subject of WFQ 
has been investigated by many authors. Models similar to our WFQ system with two 
classes of customers have been analyzed for Poisson arrivals and exponential service 
times but with infinite buffers [4] and [5]. In [4], a two class system with two queues 
is considered; however the WFQ system is approximated with a two server, two 
queue systems and a numerical solution is provided. In [5], the same problem in [4] is 
considered; however an analytical solution for the system is given. 

In [6], the authors provide an analytical solution for a WFQ system with a long 
range dependent traffic input with an infinite buffer and prove that analytical results 
provide an accurate estimation of queue length distribution and can be helpful in 
choices of WFQ weights. The work described in [7], defines an analytical solution of 
a WFQ system with two classes of customers with exponential service times in an 
unsteady state with an infinite buffer. The authors introduce an analytical model for 
the system and derive the exact expression of the tail of the probability distribution of 
the numbers of customers.  

In [8], an analytical solution for the WFQ system with more than two queues and 
time connected variable service rates with an infinite buffer is provided. In addition a 
different design proposal for a dynamic WFQ scheduler is analyzed to provide quality 
of service guarantees.  

This paper, we analyses the WFQ system with two classes of customers with a fi-
nite buffer in steady state and  studies  the effect of weights on the system mean a 
queue length, throughput and mean response time. To the best of our knowledge, the 
analysis of a WFQ system with finite buffer has not been proposed in the literature.   

3   The WFQ System Model   

Throughout this paper, we consider the same model in [4]; however instead of an 
infinite buffer, we use a finite buffer with size K. The maximum number of customers 
who can be in the system at any time is K and any additional arriving customers will 
be refused entry to the system and will depart immediately without service.  
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Fig. 1. The Weighted Fair Queuing System 

For our WFQ system, we assume two classes of jobs; Jobs of class 1 and class 2 ar-
rive according to a Poisson process with rate iλ 1,0, =i and require exponential ser-

vice times with mean 1/µi 1,0, =i . Each class is assigned a virtual queue and arriving 

jobs enter the virtual queue related to their class and are served in FIFO order.  
The queue i is served at rate iw for some 0>iw  when queue i−1 is not empty 

and at rate unity when that queue is empty. The coefficients  iw  are such 

that 110 =+ ww . The server is work conserving, i.e., it serves jobs only if at least one 

queue is not empty.  Fig. 1 depicts the WFQ system. 
Fig. 2, illustrates the state-transition-rate diagram of the WFQ system where each 

state denotes the number of customers in the system. A generalized Markov model 
can be described by a two dimensional Markov chain with state ),,( ji where i and 

j are the number of customers in class 1 and class 2 at each state, respectively. When 

the process is in state ),( ji , it can transfer to the state ),,1( ji + ),1,( +ji ),1( ji − if 

,0>i  )1,( −ji . The transition rate from state ),( ji  to ),1( ji + where )10( −≤≤ Ki  

is the arrival rate of class 1, i.e. 0λ , of the Poisson process.  A transition out of 

state ),( ji to )1,( +ji  where (0 1)j K≤ ≤ − is the arrival rate of class 2, i.e. 1λ , of 

the Poisson process. When no customers of class 1 are in the system, the transition 
rate from ),0( j to )1,0( −j is the service rate of class 2, i.e. 1μ . The change from state 

)0,(i to )0,1( −i is the service rate of class 1, i.e. 0μ . However, the transition rate from 

state ),( ji  to ),1( ji − is the service rate of class 1 multiplied by the weight of class 1, 

i.e. 00 μw . A transition from   ),( ji to )1,( −ji is the service rate of class 2 multiplied 

by the weight of class 2, i.e. 11μw . 

The infinitesimal generator of this process is given by:  
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The generator matrix Q of the Markov chain is given by  
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In addition 
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and   

1100 μμμ www +=                                                    (5) 

The block entries nBBB ,,, 10 … are square matrices, while the block entries 

nAAA ,,, 21 … and nCCC ,,, 21 … are rectangular matrices. The Markov chain with 

generator matrix Q is irreducible; the matrices along the diagonal are non-singular. 

Below is  the state equilibrium equations for all of the states of the Markov model of 
Fig.  2.  
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Fig. 2. The state transition diagram for an M/M/1/K queue under WFQ scheduling discipline 

4   Matrix Geometric Solution:  

4.1   State Equilibrium Equations  

The stationary probability vector π  for Q  is generally partitioned as 

],,,[ 210 Nπππππ …= . Solving 0=Qπ along with normalizing equation 

,1=eπ yields the following set of equations in matrix form: 

                             00100 =+ CB ππ                                                                   (6) 

                             0121110 =++ CBA πππ                                                        (7) 

                            11,011 −<<=++ +− NnCBA nnnnnn πππ                       (8) 

                                011112 =++ −−−−− NNNNNN CBA πππ                              (9) 

                                01 =+− NNNN BA ππ                                                       (10)   

Considering the above state equilibrium equations, it can be assumed that between 
any two states there is ‘‘flow in, flow out’’ equilibrium without any effect on the 
other remaining neighboring states. 

4.2   Matrix Geometric Method 

Suppose there exists a matrix R as 

                         .11 ≥∀= − nRnn ππ                                                  (11) 

then, we get by successive substitutions into the state equilibrium equations that  

.00 ≥∀= nRn
n ππ                                                 (12) 
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A solution of the (12) is called a matrix geometric solution [9]. The explanation for 
solving a matrix geometric system is to state the matrix R , the rate matrix, which is 
discussed below. 

4.3   Computation of the Rate Matrices 

By a simple algebraic stage management of the state equilibrium equations 'nR s is 

formed as follows:  

From Equation (6) and we know that 0B is non-singular and we obtain,  

                      1
0 0 1 0 0 1 0 0 0 1 0B C C B Rπ π π π π π−= − → = − → =             (13) 

Equation (10) leads to the following expression for Nπ and NR where NB is re-

quired to be non-singular, 
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Equation (9) leads to the following expression of 1Nπ − and 1NR −  
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Finally from equation (8) we get a general relation between 1,n nπ π− and nR , 
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nR  can be calculated from Algorithm 1.    

Algorithm 1. Calculate  nR  

1: 1−−← NNN BAR  

2: if 1≥n  then  
3:     for 11 →−= Nj do  

4:            1
1 )( −

++−← jjjjj CRBAR  

5:      end for  

6:       return  1
1 )( −

++−← nnnnn CRBAR  

7: end if  
8: if 0==n  then  

9:       return 1
000
−−← BCR  

10: end if  
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4.4   Stationary Probabilities 

Theorem 1.  For any QBD process with a finite state space, having an infinitesimal 
generator matrix given by Equation Q  , the stationary probabilities are given in ma-

trix-geometric form by  

*
1 nn Rππ =                                                              (17) 

Where ∏ =
= N

j jn RR
2

* and jR is computed using Algorithm 1. 

Proof. The system of linear equations is solved for 1π , and from equation (14), nπ is 

obtained as: 
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Solving Equation (6) and (7) for 1π and use 212 Rππ =  leads to,  

                              0)( 121101 =++ CRBARπ                                       (19) 

Thus, after an exchange and mathematical manipulation, Equation (18) follows 

from normalizing condition 
0
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 It is worth noting that Theorem1 giving the structure of the vector π  and that of 

the vector 1π  still needs to be determined. The vector 1π  could be computed from 

either one of the equations 
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Algorithm 2. Calculate π  

1: for nj →= 2 do  

2:   ∏
=

←
n

j
jj R

2
1ππ  

3:  end for  

Algorithm 2 is used to compute the stationary probabilitiesπ . 

5   Performance Analyses 

In this section, we present the results of the numerical calculations for an M/M/1/K 
queue under WFQ using (15) with different values for 0,10 , μλλ  and 1μ .  The maxi-

mum buffer size for the system is 50; hence this model has 1326 states. The following 
is the numerical evaluation of the analytical model results for some performance 
measurements based on and derived from the Markov chain described in the previous 
section. 

5.1   Mean Queue Length 

The mean queue length L  is calculated from the model as follows: 

∑=
K

i

iiL )(π
                                   (22)

 

Where ).(,),1(),0()( Ki ππππ …=  

The following equations are derived from (22) to find the mean queue length for 
class 1, 0L  and class 2, 1L , respectively:  
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where ),( jiπ is the steady state probability at state ),( ji .  

Fig. 3 depicts the mean queue length for class1 and class2 for different arrival rates 
and with 5.010 == ww . We choose 110 == μμ to only examine the effect of the 

queue weights.  Using these parameters, the WFQ system reduces to two M/M/1/K 
systems. It can be seen from Fig. 3 that the mean queue length for both classes in-

creases with the increase of the arriving traffic until λ=1 then 5.2410 ≈= LL .  The 

total of 0L and 1L  equals the buffer size: K=50. 0L  and 1L  have identical values for 

all arrival rates. 
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In Fig. 4, we choose 6.00 =w and 4.01 =w for different values of λ when 1,2 10 == μμ . It 

indicates that the mean queue length for class1 is lower than the mean queue length for class2, 
as expected. Class1 is served faster than class2 at rate 2.100 =μw . We find the same results 

for 1L , when 4.00 =w , 6.01 =w  and   2,1 10 == μμ .      

 

Fig. 3. Mean queue length, 5.010 == ww and 110 == μμ , 10 λλ =  

 

Fig. 4. Mean queue length, 4.0,6.0 10 == ww and 1,2 10 === μμ , 0,0 10 >> λλ  

Fig. 5 depicts the mean queue length for different values of class1 with an arrival rate 
00 >λ and fixed arrival rate 2.01 =λ with  4.0,6.0 10 == ww  . We make a note of that 

as 0λ  increases, and then 0L  increases until the mean queue length approaches to 50 

and then it is stable. However, the mean queue length of class 2 increases and then de-
creases to zero. The  1L  is lower in this case compared to 0L .The reason why 0L is 

higher than 1L  is the fact that class1 is getting a  higher service rate, 2.100 =μw and its  
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increasing arriving traffic causes class2 to be refused entry to the system. This can be 
observed in Fig. 5. 

5.2   System Throughput 

The following equation is used to find the system throughput ( T ) for the M/M/1/K 
queue from the analytical model: 

                                                 ))0(1( πμ −=T                                                     (25) 

• μ is the output rate, when the server is busy . 

• π (server is busy) = (1-π (server is idle) = ))0(1( π− .  

• when the server is idle, the output rate equals zero. 

Equation (25) is used to derive the throughput ( T ) for class1, 0T  , and class2, 1T  , 

respectively:  

))0(1(000 πμ −= wT                                                   (26) 

                     ))0(1(111 πμ −= wT                                                  (27) 

 

Fig. 5. Mean queue length, 4.0,6.0 10 == ww and 1,2 10 == μμ , 2.0,0 10 => λλ  

Fig. 6 shows 0T  with 6.00 =w and 1T  with 4.01 =w  for different arrival rates of 

class1 and class 2,  0,0 10 >> λλ  .  It indicates that 0T  depends on the weight of 

class1 and that it means 000 μwT ≈  and 111 μwT ≈ .  The system throughput will not 

exceed the services rate (in this example: 6.11100 =+ μμ ww ).   

In Fig. 7, we obtain something like the results for 0T with 6.00 =w and 1T  

with 4.01 =w  for different arrival rates of class1 and class 2,  0,0 10 >> λλ  .  How-

ever, the graph will be stable with arrival rate 3.210 ==λλ for both classes.  
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Fig. 6. Throughput, 4.0,6.0 10 == ww and 1,2 10 == μμ , 0,0 10 >> λλ  

 

Fig. 7. Throughput, 4.0,6.0 10 == ww and 1,2 10 == μμ , 2.0,0 10 => λλ  

2.3   The Mean Response Time 

Using Little’s law [10]: 

                                                    STL =                                                        (28) 

We can derive the mean response time for class 1, 0S ,  and class 2, 1S ,  from (28) 

respectively as: 

                                                     000 /TLS =                                                  (29)                                           

                                                       111 /TLS =                                                   (30) 

where 0T   and  1T     are measured system throughput when packet loss is considered 

( EffectiveT ).  

Fig. 7 shows the mean response time of class 1 and class 2 when  1,2 10 == μμ  

and 4.0,6.0 10 == ww . We can observe that 1S  is higher than 0S and class 2 stays 

longer in the system. The reason why the mean response time has turned out to be 
higher for class 2 is the fact that it has a low weight.   
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Fig. 8. Mean response time, 4.0,6.0 10 == ww and 1,2 10 == μμ , 0,0 10 >> λλ  

Fig. 8 depicts the mean response time for different values of class1 with the arrival 
rate 00 >λ and the fixed arrival rate 2.01 =λ with  4.0,6.0 10 == ww  . We can calcu-

late that as 0λ increases, 0S increases until the mean response time approximately 

equals 40 and then it is stable. However, the mean response time of class2 increases 

until 2.4 and then decreases to zero. The reason why 0S is a higher than 1S is the fact 

class1 is receiving different arrival rates and a higher service rate, .2.100 =μw   

 

Fig. 9. Mean response time, 4.0,6.0 10 == ww and 1,2 10 == μμ , 2.0,0 10 => λλ  

For all obtained performance measurements, the WFQ system behaved as ex-
pected.  These numerical results confirm the validity of the analytical model. 

6   Conclusions and Future Work 

In this paper, we provide an analysis of the two class single server M/M/1/K queue 
with a finite capacity under a weighted fair queuing scheduling discipline. The 
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Poisson process has been used to model the multiple classes of arrival streams. The 
service times have exponential distribution. An analytical expression for the flow 
balanced equations has been derived using a Markov chain. Queue length distribution 
has been derived by solving these expressions. We derived a general expression for 
the steady state probabilities for any finite buffer with size K.  In addition, we found 
the steady state probabilities ,i jπ  for M/M/1/50 queue with WFQ as an example and 

we presented the numerical results.  Future work will focus on deriving general equa-
tions for the performance measure for an M/M/1/K queue with a finite capacity under 
a weighted fair queuing (WFQ) with more than two classes. We will also extend it 
with more realistic traffic models.  
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Universitat Politècnica de Catalunya (UPC), Computer Architecture Dept.
Jordi Girona, 1-3 (Campus Nord D6), Barcelona 08034, Spain

{jsanjuas,pbarlet,pareta}@ac.upc.edu

Abstract. Counting the number of flows present in network traffic is not
trivial, given that the naive approach of using a hash table to track the
active flows is too slow for the current backbone network speeds. Several
algorithms have been proposed in the recent literature that can calculate
an approximate count using small amount of memory and few memory
accesses per packet. Fewer works have addressed the more complex prob-
lem of counting flows over sliding windows, where the main challenge is
to continuously expire old information. One of the existing proposals is a
straightforward adaptation of the direct bitmaps technique to the sliding
window model. We present an algorithm called Countdown Vector that
also builds upon the direct bitmaps technique. Our algorithm, however,
obtains significant cost reductions both in terms of memory and CPU,
by introducing an extra approximation in the mechanism in charge of
the expiration of old information.

Keywords: traffic measurement, counting active flows, sliding windows.

1 Introduction and Related Work

The design of efficient algorithms to count the number of active flows in high-
speed networks has recently attracted the interest of the network measurement
community [1,2,3]. Counting the number of flows in real-time is particularly
relevant to network operators and administrators for network management and
security tasks. For example, this metric is the basis of most network intrusion
detection systems to detect port scans and DoS attacks.

However, the naive solution of tracking flows using a hash table is becom-
ing unfeasible in high-speed links. First, it requires several memory accesses per
packet with the overhead of creating new flow entries and handling collisions.
Second, this solution uses large amounts of memory, since it requires storing all
flow identifiers. The number of concurrent flows present in high speed networks is
very large, and can be well over one million in current backbone links [4]. There-
fore, hash tables must be stored in DRAM, which has an access time greater
than current packet interarrival times. For example, access times of standard
DRAM are in the order of tens of nanoseconds, while packet interarrival times
can be up to 32 ns and 8 ns in OC-192 (10 Gb/s) and OC-768 (40 Gb/s) links

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 79–91, 2009.
c© IFIP International Federation for Information Processing 2009
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respectively. Thus, flow counting algorithms must be able to process each packet
in very few nanoseconds to be suitable for high-speed links.

In order to reduce the large amount of memory required to store flow tables,
most routers (e.g., Cisco NetFlow [5]) and network monitoring systems [6] resort
to packet sampling. However, it has been shown that packet sampling is biased
towards large flows and tends to underestimate the total number of flows [7].

Recently, several probabilistic algorithms have been proposed to efficiently
estimate the number of flows in high-speed networks [1,2,3]. These algorithms
share the common approach of using specialized data structures to approxi-
mately count the number of flows, which need a very small amount of memory,
as compared to the traditional approach of keeping per-flow state, while requir-
ing one or very few memory accesses per packet. This drastic reduction in the
memory requirements allows the storage of these data structures in fast SRAM,
with access times below 10 ns. These techniques can therefore be implemented
in router line cards or, in general-purpose systems, the data structures can reside
in cache memory.

The direct bitmaps technique is the basis of most probabilistic algorithms to
estimate the number of flows. This technique was first proposed by Whang et
al. [8] in the database community and popularized in the networking community
by Estan et al. in [1], which also presents several variants of the direct bitmaps
that require less memory. One of the variants, called multiresolution bitmaps,
obtains similar accuracy as Loglog counting [9]. Giroire’s proposal [10] is to
estimate the count from the minimum of the hashed values. These and other
techniques are compared in [11]. A remarkable conclusion from this study is
that, from a practical standpoint, direct bitmaps offer the best tradeoff between
complexity and accuracy.

The basic idea behind direct bitmaps is to use a small vector of bits (i.e.,
bitmap). For each packet, a hash of the flow identifier is computed and the
corresponding bit is set in the bitmap. At the end of a measurement interval,
the number of flows can be simply estimated according to the number of non-set
bits and the collision probability [8]. The main problem of these algorithms is
that they can only operate over fixed, non-overlapping measurement intervals
and, therefore, cannot obtain continuous estimates of the number of flows.

The sliding window model is increasingly gaining interest in the networking
and database communities, given the streaming nature of many current data
sources (e.g., network traffic, sensor networks or financial data). For example, a
new class of systems is emerging in the database [12,13] and network monitor-
ing [14,15,16] communities in order to support continuous queries over sliding
windows. Under this new paradigm, queries process streaming data, instead of
static databases, and compute metrics over time windows that advance continu-
ously (e.g., the number of active flows during the last 5 minutes). An interesting
introduction to the field of data stream research can be found in [17], while a
more informal discussion that motivates this research area is [18].

Datar et al. [19] analyze the basic problem of counting the number of ones
within the last N elements of an arbitrary stream composed of zeros and ones.
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They present an algorithm based on a technique called Exponential Histograms
that can provide an approximate solution to this problem. Using this basic al-
gorithm as a building block, they approach related problems such as calculating
sums, averages, maximum and minimum values. For the distinct count problem,
they propose adapting a bitmap-based counting technique to the sliding window
model by storing timestamps instead of bits in each bitmap position.

Kim and O’Hallaron [3] propose a technique that addresses the flow counting
problem using this approach, called Timestamp Vector (TSV). TSV is based on
the original direct bitmap algorithm and consists of replacing the bitmap for a
vector of timestamps. However, the main limitations of TSV are that (i) it requires
a significantly larger amount of memory compared to the original direct bitmap (a
64-bit timestamp for each vector position) and (ii) the cost of the queries is linear
with the size of the vector, which renders this solution impractical in scenarios
where a continuous estimate of the number of flows is needed.

In this paper, we propose a new algorithm called Countdown Vector (CDV)
to estimate the number of flows over sliding windows. The basic idea behind
our method is the use of a vector of small timeout counters, instead of full
timestamps, that are decremented independently of the per-packet update and
query processes. Our algorithm requires less resources (i.e., CPU and memory)
than existing solutions, and has O(1) query cost. This way, a network monitoring
system can implement our method using less memory, and can react faster to
changes in the number of flows (e.g., network anomalies or attacks), since queries
can be issued more frequently than in previous proposals. Another interesting
advantage of our technique over other alternatives is that it is possible to degrade
the accuracy of the estimates according to a given CPU and memory budget.

We implement our algorithm in an existing network monitoring system and
present experimental evidence of the accuracy and cost of our technique using
real-world packet traces. Our results show that our technique is able to estimate
the number of flows over a wide range of sliding windows with a similar accuracy
to the TSV, while reducing the memory requirements to up to 1/20th and the
number of memory accesses to up to 1/30th.

The rest of the paper is organized as follows. Section 2 describes our algorithm
to estimate the number of flows over sliding windows, while Section 3 presents a
performance evaluation of our technique using real packet traces collected at the
access link of a large university network. Finally, Section 4 concludes the paper
and discusses future work.

2 Countdown Vector Algorithm

This section describes our method to count flows over sliding windows. A flow
is defined as a sequence of packets that share equal values for a subset of the
TCP/IP header fields. Typically, a flow is identified by the 5-tuple that consists
of the source and destination IP addresses and ports, and protocol field. However,
our method is agnostic to the particular definition of a flow.

Since our algorithm is based on direct bitmaps, we review this technique in
greater detail. We also describe the Timestamp Vector algorithm (TSV), which
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Table 1. Notation

b: Number of positions of the vector or bitmap.
c: Value to which counters are initialized.
f : Time between queries in a jumping window model.
n: Number of flows in the traffic during a time window.
n̂: Estimation of the number of flows n.
s: Time between counter updates.
w: Length of the time window.
z: Number of positions with value 0 in the bitmap or the vector or bitmap.

we use to compare the accuracy and overhead of our method. Additionally, we
propose a simple improvement of the TSV that significantly reduces its memory
requirements under certain conditions.

2.1 Direct Bitmaps

Like the naive algorithm of using a hash table to track flows, direct bitmaps are
based on hashing, but do not create one table entry per flow. Instead, they just
record whether a position in the hash table would be used or not (hence the
name bitmap). The algorithm uses a pseudo-random hash function (e.g., [20])
to evenly distribute the positions corresponding to each flow identifier.

One could think of extrapolating the number of ones in the bitmap as the
number of flows in the original dataset. However, this would not be correct,
since there is a non-negligible probability that several flow identifiers collide
(i.e., hash to the same bitmap position), given the reduced size of the bitmap.
While the bitmap cannot be used to extract the exact count of flows, instead,
an estimate can be obtained from the bitmap size (b) and the number of zeros
in the bitmap (z) as shown in [8]:

n̂ = b ln

(
b

z

)
(1)

We refer to the process of obtaining an estimate of the number of flows as
the process of querying the bitmap. Table 2.1 summarizes the notation used
throughout this section.

The principal advantage of this technique is that, with a small amount of
memory (especially when compared to the naive algorithm), the number of flows
can be estimated with high accuracy. A second important characteristic of this
approach is that the accuracy can be arbitrarily increased or reduced by the
bitmap size. To correctly dimension the bitmap, the appropriate size must be
chosen so that the expected amount of unique elements can be estimated within
the desired error bounds, as explained in [8].

To give the reader an idea of how little memory this algorithm requires, it
suffices to state that this technique can count 106 elements by using around
20KB with errors below 1% [8].
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2.2 Timestamp Vector

As discussed in the previous section, direct bitmaps are a very efficient technique
to count the amount of flows in the network traffic. However, in order to pro-
vide meaningful values when monitoring a network traffic stream, measurement
statistics must be bounded in time, i.e., must correspond to a particular time
window. Direct bitmaps do not incorporate a sense of time and thus must be
periodically reset to avoid lifetime flow counting.

Periodically querying and resetting a direct bitmap would provide flow counts
over consecutive, non-overlapping windows. While there is value to this appli-
cation of the technique, it imposes the restriction that queries must be aligned
with bitmap resets. In contrast, in the sliding window model, queries can arrive
at any time. This requirement implies that old information must be removed as
newer arrives, in order to continuously maintain the data structures to be able
to provide an estimate at any time.

A straightforward solution to adapt the direct bitmaps to the sliding window
model is the Timestamp Vector algorithm [3]. Instead of a bitmap, a vector
of timestamps is now used. When a packet hashes to a particular position, its
timestamp is set to the timestamp of that packet. Using this vector, when a
query for a time window of w time units arrives at time t, the number of flows
can be estimated by using Equation 1, where in this case z corresponds to the
number of positions with timestamp less than t − w, and b to the number of
positions in the vector. Note that this requires a full traversal of the vector for
each query.

2.3 Extension of the Timestamp Vector

The principal limitation of the Timestamp Vector technique is the increase in
the amount of memory that it requires. Timestamps in network monitoring are
typically 64 bits long, e.g. as provided by libpcap [21] or Endace DAG cards [22].
Hence, the final size of the vector is increased by a factor of 64 compared to the
original bitmap.

A relaxation of the sliding window model is the jumping window model [23],
where the window does not advance continuously, but discretely in fractions of
the measurement window. When operating under this model, we propose the
following improvement over the Timestamp Vector algorithm that significantly
reduces its memory requirements. Instead of full timestamps, only the fraction
of the window where the packet arrived is stored. This idea can be implemented
using log2 (w/f + 1) bits per position when measuring a window of w time units
with query periods of f . For example, with a window of 30 s and queries every
1 s, the original Timestamp Vector will require 64 bits per position, while this
approach would require only 5 bits per position, using below 10% of the memory.
Note however that, using this extension, the Timestamp Vector can only be
queried every f time units.

One limitation of bothvariants of theTimestampVector algorithm is, thus, their
additional memory requirements. The jumping window variant reduces memory
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usage by limiting the time where queries may be performed. The second disadvan-
tage of this scheme is that, for each query, one full traversal of the array is required
to calculate the number of positions whose timestamp is older than t− w.

2.4 Countdown Vector

In this section we present our technique for flow counting over sliding windows.
Our scheme is, like the TSV algorithm, an adaptation of the direct bitmaps to
the sliding window model. We start by outlining the basic intuition behind the
technique we propose.

The main difficulty when adapting the direct bitmap to the sliding window
model is to remove old information from the data structure as time advances.
Let us start by defining an ideal algorithm which would precisely calculate z in
a sliding window of w time units. Recall that b (vector size) and z (number of
zeros in it) suffice to estimate the number of flows in the traffic using Equation 1.
A vector of b positions could be used, with the values set to w time units every
time a packet hashed to the corresponding position. Every time unit, all the
positions of the vector with non-zero value would be decremented by one. The
count of positions with counter value zero would correspond to z in order to
estimate the number of flows seen in the time window.

In order to obtain a perfect resolution, this scheme would require defining the
time unit to the maximum resolution of the system clock. This ideal scheme would
therefore be very costly in terms of both memory and CPU. First, a high resolution
counter would have be stored in each vector position, thus increasing the overall
memory required to store the vector. Second, all of the counters would need to be
updated for each time unit. These additional costs make this technique infeasible
as described, especially when it would achieve results equivalent to the TSV.

The technique that we propose is very similar to the ideal algorithm just
described but, instead, using small integer counters in each position. Using small
values requires less memory and calls for a low counter decrement frequency
for counters to reach zero after w time units, in exchange of introducing small
inaccuracies. In the following paragraphs we describe our technique with detail.
The key to the effectiveness of our algorithm is that surprisingly low values suffice
to achieve good accuracy to estimate network flow counts. In practice, then, we
require less memory and introduce lower overhead compared to the original TSV
algorithm and to its extension presented in Section 2.3.

Algorithm. Our algorithm starts by allocating a vector of counters, all of which
are initialized to zero. Our algorithm can then be seen as divided in two concur-
rent processes: the first updates the vector for each packet, while the second is
in charge of decreasing the counters at a fixed rate.

The first process is described in Algorithm 1 and runs synchronously with the
packet stream. When a packet hashes to a position, we store a maximum value
c in the corresponding position. This process remains the same independently of
the time window that is being measured.

In contrast, the second process, which is described in Algorithm 2, performs a
continuous maintenance of the vector. It decreases one counter every s time units,
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Algorithm 1. Initialization and packet-synchronous operations

Data: b: vector size, c: counter initialization value
z ← b;1

vector ← {0, . . . , 0};2

start continuous maintenance procedure;3

foreach packet p do4

key ← hash(p.flow identifier);5

if vector[key mod b] = 0 then /* update count of zeros */6

z ← z − 1;7

end8

vector[key mod b] ← c;9

end10

advancing one position in the vector at every step. The desired time window w
plays a role in this data structure maintenance process, where it conditions the
speed at which counters are decreased.

To determine s we proceed as follows. Since the packet arrivals and the main-
tenance are independent processes, and each flow hashes to a random position,
on average, the first decrement of a counter (after it is set to w by the first
process) will happen after b/2 counter updates. Afterwards, the counter will be
decremented after b additional counter updates. Therefore, on average, counters
reach zero after b/2 + b (c − 1) = b (c − 1/2) updates. Since this time must
correspond to the time window w, we calculate s the following way:

s =
w

b
(
c− 1

2

) (2)

Both the first and the second processes maintain the count of positions of
the vector with value zero, updating the value of z as values of the vector are
modified. This has the advantage that query operations run in constant time
O(1), by simply applying Equation 1, as described in Algorithm 3.

Our algorithm is then governed by the following configuration parameters: (i)
the desired measurement window w, (ii) the size of the vector b, and (iii) the
maximum values to which counters are set c.

The precision of our algorithm increases with larger b and c values. Larger
values of b (vector size) make the estimation error of Equation 1 decrease, as
explained in further detail in [8]. On the other hand, increasing c also has a
positive impact on the accuracy of the method, since, the larger c is, the more our
algorithm approaches the ideal algorithm explained in the previous subsection.

However, larger values of c increase both the memory and CPU requirements
of our algorithm, since, the higher c is, the more space is required to store
the counters, and the higher the counter decrease frequency, i.e., s decreases,
according to Equation 2.

Our algorithm has two sources of error. First, the approximation introduced
by the original technique upon which ours builds, the direct bitmaps. The second
source of error is introduced by the fact that old information is expired after w
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Algorithm 2. Continuous maintenance procedure

Data: b: vector size, c: counter initialization value, vector: vector of counters,
z: count of positions with value 0
s ← w

b×(c− 1
2 )

;1

i ← 0;2

while True do3

sleep for s time units;4

if vector[i] = 1 then /* update count of zeros */5

z ← z + 1;6

end7

vector[i] ← max(0, vector[i] − 1);8

i ← (i + 1) mod b;9

end10

Algorithm 3. Query procedure

Data: b: vector size, z: number of zeros in vector
return b × ln (b/z);1

time units only on average. Inevitably, some counters will, on the worst case,
be set to c right after the maintenance process has decremented the correspond-
ing position, and will thus will reach zero after c ∗ b ∗ s = c

c−1/2w time units.
Conversely, others will reach zero after c−1

c−1/2w time units. In the worst case a
counter will be inaccurate only during this small period of time. This explains
why the accuracy increases with larger values of c, which tighten these bounds
around w.

In order to choose a value for b, the tables provided by [8] can be looked up
to determine the an appropriate vector size for the expected number of flows in
the traffic. In the next section we analyze the impact of c over the accuracy of
the method and show the overhead reduction of our method compared to both
variants of the Timestamp Vector.

3 Evaluation

In order to obtain sensible results, we have tested our technique using real traffic.
We collected a 30-minute packet-level traces in November 2007 at the access link
of the Technical University of Catalonia (UPC), which connects 10 campuses,
25 faculties and 40 departments to the Internet through the Spanish Research
and Education network (RedIRIS). The trace accounts for 106M packets with an
average data rate of 271.6 Mbps. The average number of flows is around 50000
in a ten seconds window, and 1.8 million in a 10 minute window. Our technical
report version of this paper includes the results obtained with other traces [24],
which are similar to the ones presented in this section.
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Fig. 1. Error of the Countdown Vector algorithm (left) and error of the Countdown
Vector algorithm compared to the estimates of the Timestamp Vector algorithm (right)

Figure 1 (left) shows the results of running our algorithm with window sizes of
10, 300 and 600 seconds with different counter initialization values, using a fixed
vector size. The size of the vector has been chosen according to [8] so that the
average number of flows for the largest window can be counted with errors below
1%. Each point in the figure corresponds to a full pass on aforementioned trace,
querying the algorithm every second, and shows either the average relative error
or the 95th percentile of the relative error compared to a precise calculation of
the number of flows.

As expected, for every window size, the relative error decreases as c increases.
It is interesting to observe that, while the error is intolerable for very small values
of c (5 and below), when it reaches values as small as 10 the error stabilizes,
and does not decrease significantly beyond that point, even for a window as
large as 600 s. This observation explains the great overhead savings that our
technique shows in comparison to the Timestamp Vector, as we show in the next
paragraphs. We have observed that the error for these values of c is almost equal
to that of the Timestamp Vector algorithm. This source of error can be imputed
to the underlying method of estimation of the direct bitmaps (see Equation 1).
Figure 1 (right) shows the error of our method relative to the values obtained
using the Timestamp Vector algorithm and confirms this observation.

We now examine the cost of the Countdown Vector algorithm and compare
it to that of the Timestamp Vector. Figures 2 and 3 summarize a different
set of executions of the algorithms using the same trace. To obtain realistic
overhead calculations, in this case we dimension the vectors for both TSV and
CDV appropriate for the observed number of flows in each time window, using [8],
bounding the error introduced by the estimation formula to 1%. We dimension
our variant of the TSV for a 1 second query frequency. For performace reasons,
our implementation restricts the vector sizes to powers of two; we choose the
smallest suitable sizes.
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Fig. 2. Memory consumption for the three algorithms with varying window sizes
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Fig. 3. Number of memory accesses per second (left) and number of bits accessed per
second (right) for the three algorithms with varying window sizes

Our algorithm has, besides the size of the vector, an additional parameter:
the counter initialization value (c). We have run the experiments with various
c values, and have chosen, for each time window, the smallest that obtains at
most 0.1% more relative error than the Timestamp Vector algorithm.

Figure 2 shows the high memory savings that our variant of the TSV intro-
duces, at the expense of reducing the query frequency to only one second. In
contrast, the CDV we propose further reduces the memory to roughly one half
compared to our TSV variant, without introducing such a restriction.

We compare the cost of the algorithms using the number of memory accesses
per second, assuming one query every second, and including the maintenance
cost in the case of the CDV. However, we omit the cost of updating the vectors
for every packet, since this cost is common to all of the algorithms. It suffices
to state that it is only in the order of 50000 accesses per second, which roughly
corresponds to the average packet rate in our trace. In Figure 3 (left), it can
be observed that the cost of the Timestamp Vector grows with the size of the
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vector, since it has to be traversed for every query. In contrast, the cost of the
Countdown Vector remains small.

This figure is unfair to our variant of the TSV since, while the number of mem-
ory accesses are equal to those of the original TSV, these are accesses to smaller
chunks of memory. Depending on the architecture, then, specific optimizations
could be employed to improve its performance (e.g., read several positions with
a single memory access). To correct this, we also present the cost in terms of
bits accessed per second in Figure 3 (right).

The cost of both variants of the TSV grows proportionally to the vector size,
since full vector traversals per query are required. Vectors grow with window
sizes, since higher flow counts have to be obtained. In contrast, the CDV’s query
cost is constant; in our algorithm, the bulk of the cost is in the maintenance
phase. However, since very low counter values can obtain an accuracy very sim-
ilar to the TSV variants, counter decrements are performed at a low frequency,
therefore incurring significantly lower costs.

4 Summary and Future Work

We have presented an algorithm called Countdown Vector that efficiently cal-
culates the number of flows present in the network traffic over sliding windows.
Our scheme introduces a continuous maintenance cost but, unlike previous pro-
posals, can be queried in constant time. We have performed an evaluation using
real traffic, and compared the cost in terms of memory and CPU to the state of
the art Timestamp Vector algorithm. The Countdown Vector shows comparable
accuracy with significatly lower costs.

The basic idea behind our scheme is to use a vector of timeout counters that
expires old information in an approximate fashion. While in this work we imple-
ment this idea on the direct bitmaps technique, we plan on adapting our scheme
to other more efficient flow counting algorithms. In particular, this scheme can
be easily applied to the algorithms proposed by Estan et al. in [1].

Another important piece of future work is to perform a theoretical analysis of
the accuracy of the algorithm we propose. While we have performed an empirical
analysis using network traffic traces, it is important to be able to provide error
bounds that apply to other scenarios.
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J.: Load shedding in network monitoring applications. In: Proc. of USENIX Annual
Technical Conf. (June 2007)

7. Duffield, N., Lund, C., Thorup, M.: Properties and prediction of flow statistics
from sampled packet streams. In: Proc. of ACM SIGCOMM Internet Measurement
Workshop (November 2002)

8. Whang, K.Y., Vander-Zanden, B.T., Taylor, H.M.: A linear-time probabilistic
counting algorithm for database applications. ACM Trans. Database Syst. 15(2)
(June 1990)

9. Durand, M., Flajolet, P.: Loglog Counting of Large Cardinalities. In: Proc. of
Annual European Symposium on Algorithms (September 2003)

10. Giroire, F.: Order statistics and estimating cardinalities of massive data sets. In:
Proc. of Intl. Conf. on Analysis of Algorithms (June 2005)

11. Metwally, A., Agrawal, D., El Abbadi, A.: Why go logarithmic if we can go linear?:
Towards effective distinct counting of search traffic. In: Proc. of Intl. Conf. on
Extending Database Technology: Advances in Database Technology (March 2008)

12. Babcock, B., Babu, S., Datar, M., Motwani, R., Widom, J.: Models and issues
in data stream systems. In: Proc. of ACM SIGMOD-SIGACT-SIGART Symp. on
Principles of Database Systems (June 2002)
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Abstract. We examine the influence of heterogeneous curing rates for
a SIS model, used for malware spreading on the Internet, informa-
tion dissemination in unreliable networks, and propagation of failures
in networks. The topology structures considered are the regular graph
which represents the homogenous network structures and the complete
bi-partite graph which represents the hierarchical network structures. We
find the threshold in a regular graph with m different curing rates.

Further, we consider a complete bi-partite graph with 2 curing rates
and find the threshold for any distribution of curing rates among nodes.
In addition, we consider the optimization problem and show that the
minimum sum of the curing rates that satisfies the threshold equation is
equal to the number of links in the graph. The optimization problem is
simplified by assuming fixed curing rates δ1, δ2 and optimization of the
distribution of curing rates among different sets of nodes.

Keywords: Virus spread, epidemic threshold, heterogeneous networks.

1 Introduction

The Susceptible-Infected-Susceptible (SIS) infection model, which arose in
mathematical biology, is often used to model the spread of computer viruses
[1], [2], [3], epidemic algorithms for information dissemination in unreliable dis-
tributed systems like P2P and ad-hoc networks [4], [5], and propagation of faults
and failures in networks like BGP [6].

The SIS model assumes that a node in the network is in one of two states:
infected and therefore infectious, or healthy and therefore susceptible to infection.
The SIS model usually assumes instantaneous state transitions. Thus, as soon
as a node becomes infected, it becomes infectious and likewise, as soon as a node
is cured it is susceptible to re-infection. There are many models that consider
more aspects like incubation periods, variable infection rate, a curing process
that takes a certain amount of time and so on [7], [1], [8]. In epidemiological
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theory, many authors refer to an epidemic threshold τc, see for instance [7], [9],
[1] and [3]. If it is assumed that the infection rate along each link is β while the
curing rate for each node is δ then the effective spreading rate of the virus can
be defined as τ = β/δ. The epidemic threshold can be defined as follows: for
effective spreading rates below τc the virus contamination in the network dies
out - the mean epidemic lifetime is of order log n, while for effective spreading
rates above τc the virus is prevalent, i.e. a persisting fraction of nodes remains
infected with the mean epidemic lifetime [2] of the order enα

. In the case of
persistence we will refer to the prevailing state as a metastable state or steady
state. It was shown in [10] and [2] that τc = 1/ρ(A) where ρ(A) denotes the
spectral radius of the adjacency matrix A of the graph. Recently, the epidemic
threshold formula has also been verified by using the N -intertwined model [11],
which consists of a pair of interacting continuous Markov chains.

It is the aim of this paper to derive results for the epidemic threshold in the
case of heterogeneous curing rates for regular and complete bi-partite graphs.
A regular graph is an approximation of the random graph for large N and it
represents a significant set of networks used in telecommunications. Further, the
complete bi-partite graph represents a hierarchal type of topology, also frequently
used in telecommunications. Notice that (core) telecommunication networks of-
ten can be modeled as a complete bi-partite topology. For instance, the so-called
double-star topology (i.e. KM ;N with M = 2) is quite commonly used because
it offers a high level of robustness against link failures. For example, the Ams-
terdam Internet Exchange,1 one of the largest public Internet exchanges in the
world, uses this topology to connect its four locations in Amsterdam to two
high-throughput Ethernet switches. Sensor networks are also often designed as
complete bi-partite graphs.

The rest of the paper is organized as follows. In Section 2, we present the clas-
sical model by Kephart and White which describes the homogenous spread of a
virus on regular graphs and the SIS model for the complete bi-partite graph also
analyzed in [12]. In Section 2.1, we derive and analyze the spread of viruses in reg-
ular graphs in case of m curing rates. In Section 2.2, we discuss a specific case of
regular graphs with 2 curing rates. In Section 2.3, we consider the spread of viruses
on the complete bi-partite graphs with two curing rates. In the following section,
we give solution for the optimization problem on complete bi-partite graph in the
heterogenous case. We summarize our results in Section 4.

2 Virus Spread on Regular and Bi-partite Graphs

In order to explain our model of spread for computer viruses with heterogeneous
curing rates, it is useful to first discuss the spread of viruses with homogeneous
curing rate.

The homogenous model for regular graph is based on a classical result by
Kephart and White [1] for SIS models. We consider a connected graph with
N nodes, where every node has degree k. We denote the number of infected
1 see www.ams-ix.net
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nodes in the population at time t by X(t). The probability that a randomly
chosen node is infected is v(t) ≡ X(t)/N . Now, the rate at which the infection
probability changes is due to two processes: susceptible nodes becoming infected
and infected nodes being cured. The change in probability v(t) due to the curing
of infected nodes is δv(t). The rate at which the infection probability v(t) grows
is proportional to the probability of a node being susceptible, i.e. 1 − v(t). For
every susceptible node, the rate of infection is the product of the infection rate
per node (β), the degree of the node (k) and the probability that on a given link
the susceptible node connects to an infected node (v(t)). Therefore, we obtain
the following differential equation describing the time evolution of v(t):

dv(t)
dt

= βkv(t)(1 − v(t))− δv(t). (1)

The solution to Eq. (1) is

v(t) =
v0(1− ρ)

v0 + (1− ρ− v0)e−(βk−δ)t , (2)

where v0 is the initial probability of infected nodes. The steady state solution is

v∞ =
βk − δ

βk
(3)

An epidemic steady state only exist for v∞ > 0, therefore, the epidemic threshold
equals to τc = 1

k . For k-regular graphs, the spectral radius of the adjacency matrix
[13] is equal to k, therefore τc = 1

k is in line with the result in [10].
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Fig. 1. Complete bi-partite graph K2,4

Further, we will consider the complete bi-partite graphs with one curing
rate δ. The SIS model for the complete bi-partite graph is presented in [12].
A complete bi-partite graph KM,N consists of two disjoint sets S1 and S2
containing respectively M and N nodes, such that all nodes in S1 are con-
nected to all nodes in S2, while within each set no connections occur. Figure
1 gives an example of a complete bi-partite graph with 6 nodes. Since there
are two sets of nodes with different degrees, equation (1) does not hold. A
node from the set S1 is connected to N nodes from the set S2. The proba-
bility that a randomly chosen node is infected in set S1 is v1(t) ≡ X1(t)/M .
The rate at which probability v1(t) grows is proportional to the probability
that a node in the set S1 is susceptible multiplied by the degree of the node
N and the probability that a node connects to an infected node from set S2,
which is v2(t) ≡ X2(t)/N . For the set S1 and S2, we can write differential
equations
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dv1(t)
dt

= βNv2(t)(1 − v1(t)) − δv1(t),

dv2(t)
dt

= βMv1(t)(1 − v2(t)) − δv2(t)

For dv1(t)
dt = 0 and dv2(t)

dt = 0, we have the steady state solution

v1∞ =
β2MN − δ2

Nβ(δ + βM)
, v2∞ =

β2MN − δ2

Mβ(δ + βN)

Now, the epidemic threshold equals τc = β
δ

∣∣∣
v∞=0

= 1√
MN

, which is the recip-

rocal of the spectral radius of the adjacency matrix for the complete bi-partite
graph [13].

2.1 Virus Spread on Regular Graphs with m Curing Rates

In this section, we derive the threshold for the spread of viruses on regular graphs
with m curing rates.

Assume that n1, n2, .., nm denotes the fraction of nodes with curing rate
δ1, δ2, .., δm (

∑m
i=1 ni = 1). It is important to note that one of the assump-

tions is complete symmetry of the problem. For every node i, a fraction n1 of
neighbors has the curing rate δ1, a fraction n2 has curing rate δ2 and so on.

Denote the number of infected nodes of type i in the population at time t
by Xi(t). The probability that a randomly chosen node of type i is infected is
vi(t) ≡ Xi(t)

Nni
. Now, the rate at which the probability of infection for nodes of

type i changes is due to two processes: susceptible nodes becoming infected and
infected nodes being cured. The curing rate for an infection probability vi is δivi.
The rate at which the probability vi grows is proportional to the probability of a
node of type i being susceptible, i.e. 1−vi. For every susceptible node the rate of
infection is the product of the infection rate per node (β) and the probability that
on a given link the susceptible node connects to an infected node (

∑m
j=1(njk)vj).

Therefore, we obtain the following differential equation describing the time
evolution of vi(t):

dvi

dt
= βk(

m∑
j=1

njvj)(1− vi)− δivi, i = 1, .., m (4)

Note that for δ1 = δ2 = .. = δm, the system of equations (4) reduces to Eq. (1)
with v =

∑m
j=1 njvj .

For the general case with different curing rates, it is impossible to obtain an
explicit solution for the system of equations (4). The standard approach for this
type of system of nonlinear differential equations, is to study the qualitative
behavior in the phase space.

Theorem 1. Consider connected regular graphs where each node has exactly k
neighbors. Assume that the infection rate along each link is β while the curing
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rate for each node is δi for a fraction ni of the nodes, with i = 1, .., m � k
and

∑m
i=1 ni = 1. Complete symmetry is assumed, where each node sees the

same fraction of different curing rates. If we define the effective spreading rate
as τ = β

δ∗ , where δ∗ is defined as the weighted harmonic mean of δ1, ..., δm, i.e.

δ∗ =

(
m∑

i=1

ni

δi

)−1

, then the epidemic threshold satisfies τc = 1
k .

Proof. We denote the fraction of infected nodes of type i (1 � i � m) at time t
as vi(t). This leads to a system of m differential equations (4).

We will use a Lyapunov function [14] to show that, under the condition

β

m∑
t=1

nt

δt
− 1

k ≤ 0, the origin is a global attractor for {v1 ≥ 0, v2 ≥ 0, .., vm ≥ 0},

hence, that the virus dies out. Let V (v1, v2, .., vm) =
m∏

j=1

δj

m∑
s=1

vs

δs
. Then, we have

dV

dt
= −

(
m∑

s=1

vs

)⎛⎝βkV − βk
m∏

j=1

δj

m∑
t=1

nt

δt
+

m∏
j=1

δj

⎞⎠
= −

(
m∑

s=1

vs

)⎛⎝βkV − k

m∏
j=1

δj

(
β

m∑
t=1

nt

δt
− 1

k

)⎞⎠ .

The claim follows directly by applying Lyapunov’s stability theorem. Next we

consider the case β

m∑
t=1

nt

δt
− 1

k > 0. We first note that any trajectory of the system

(4) can never leave the box B = {(v1, ..., vm)|0 ≤ v1 ≤ 1, ..., 0 ≤ vm ≤ 1}. This
follows from dv1

dt |v1=0 = βk(
∑m

j=1 njvj) ≥ 0, and similar inequalities at the
borders of the box B.

From the construction of the above Lyapunov function V , we can see that

for β

m∑
t=1

nt

δt
− 1

k > 0, and for (v1, ..., vm) ∈ B and sufficiently close to the origin,

dV
dt > 0. This implies that the origin has an unstable manifold in B. Therefore,
since any trajectory of system (4) can never leave the box B, system (4) has an
attractor as the ω-limit set and, hence, the virus does survive. This finishes the
proof of the theorem. �

2.2 Virus Spread on Regular Graphs with Two Curing Rates

The two dimensional case (m = 2) of virus spread on a regular graph can be
analyzed in more details. Applying Theorem 1, the spreading process has a
threshold at τ = β

δ∗ = 1
k , where δ∗ = δ1δ2

n1δ2+n2δ1
.
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Fig. 2. Phase portrait for a regular graph with the two curing rates where a) virus
dies out β = 0.2, δ1 = 0.8, δ2 = 1.2, k = 4, n1 = n2 = 0.5. b) virus survives β = 0.4,
δ1 = 0.8, δ2 = 1.2, k = 4, n1 = n2 = 0.5.

The phase portrait of two examples are depicted in Figure 2. The attractor
for the case where virus survives is given by (v1, v2) = (0.22, 0.17).

For system (4) where m = 2, it can be proven that the attractor is an equi-
librium point of a nodal type, situated on a straight line L. It can also be shown
that the system does not contain other equilibrium points in A or closed orbits.
Therefore, in the case m = 2, this equilibrium point is a global attractor of
system (4) in A.

Lemma 1. The set of differential equations given by (4) for m = 2, has a
straight line solution of the form v2 = λv1.

Proof. We have that (
dv2

dt
= λ

dv1

dt

)
v2=λv1

−v1(βkn1λ
2 + (βk(n1 − n2)− δ1 + δ2)λ− βkn2) ≡ −v1f(λ)

f(λ) has got exactly one negative root and one positive root. The positive root
λ1 satisfies

λ1 =
βk(n2 − n1) + δ1 − δ2 +

√
Δ

2βkn1
,

where Δ = β2k2 + 2βk(n1−n2)(δ2− δ1)+ (δ1− δ2)2. Therefore the straight line
L : v2 = λ1v1 is a solution of system (4) for m = 2, which for 0 ≤ v1 ≤ 1 is
situated in A.

By application of the Poincaré-Bendixson theorem [14] on A, the ω-limit set
for the system (4) for m = 2, can be either an equilibrium point or an isolated
periodic orbit. From the fact that there is a line solution through the equilibrium
point, it follows that the ω-limit set is the equilibrium point. �
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2.3 Virus Spread on Complete Bi-partite Graphs with Two Curing
Rates

We will now derive a model for virus spread on the complete bi-partite graph
KM,N with two different spreading rates. The result is general and it can be
reduced to the case with all nodes in one set (S1) having one curing rate δ1 and
in the other (S2) δ2.

Let us assume that a fraction p, with p ∈ [0, 1], of nodes belonging to S1 and
a fraction q, with q ∈ [0, 1], of nodes belonging to set S2 have a curing rate δ1,
the rest have a curing rate δ2. The total fraction of nodes with the curing rate
δ1 is s = Mp+Nq

M+N .
Denote the number of infected nodes of type 1 in the population of nodes

from set S1 at time t by Xi1(t). The probability that a randomly chosen node
of type 1 from set S1 is infected is vi1(t) ≡ Xi1(t)

Mp . Similarly, let vi2 denote the
infection probability for nodes of type 2 from set S1, (vj1 denotes type 1, set
S2; and vj2 denotes type 2, set S2). Now, the rate at which the probability of
infection for nodes of type 1, set S1 changes is due to two processes: susceptible
nodes becoming infected and infected nodes being cured. The curing rate for an
infection probability vi1 for nodes of type 1, set S1 is δ1vi1. The rate at which
the probability vi1 grows is proportional to the probability of a node of type
1, set S1 being susceptible, i.e. 1 − vi1. For every susceptible node the rate of
infection is the product of the infection rate per node (β), the degree of the node
(N) and the probability that on a given link the susceptible node connects to
an infected node (qvj1 + (1 − q)vj2).

Similarly, we obtain the differential equations for the other probabilities
(vi2, vj1, vj2): ⎧⎪⎪⎨⎪⎪⎩

dvi1
dt = βN(qvj1 + (1− q)vj2)(1− vi1)− δ1vi1,

dvi2
dt = βN(qvj1 + (1− q)vj2)(1− vi2)− δ2vi2,

dvj1
dt = βM(pvi1 + (1− p)vi2)(1− vj1)− δ1vj1,

dvj2
dt = βN(pvi1 + (1− p)vi2)(1− vj2)− δ2vj2,

(5)

The same set of equations can be obtained by the N -intertwined model [11].
In order to simplify the system of equations, we will substitute

i1 = pvi1, i2 = (1 − p)vi2, j1 = qvj1, j2 = (1− q)vj2

and

i = i1 + i2, j = j1 + j2

Therefore, we obtain the following differential equations for i1(t), i2(t), j1(t),
j2(t): ⎧⎪⎪⎨⎪⎪⎩

di1
dt = pβNj − βNji1 − δ1i1,
di2
dt = (1− p)βNj − βNji2 − δ2i2,
dj1
dt = qβMi− βMij1 − δ1j1,
dj2
dt = (1 − q)βNi− βNij2 − δ2j2,

(6)
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By solving the system of equations 6 for the steady state (di1
dt = di2

dt = dj1
dt =

dj2
dt = 0) we can calculate the threshold:

β

δ∗
= τc =

1√
MN

(7)

δ∗ =
δ1δ2√

δ2
1(1 − p)(1− q) + δ2

2pq + δ1δ2(p(1− q) + q(1− p))

Theorem 2. Consider complete bi-partite graphs KM,N consisting of two dis-
joint sets S1 and S2 containing respectively M and N nodes. Assume that the
infection rate along each link is β. For the nodes in S1 a fraction p has curing rate
δ1 and in S2 a fraction q of the nodes has curing rate δ1, while the curing rate for
a fraction (1−p)((1−q)) of the nodes is δ2. If we define the effective spreading rate
as τ = β

δ∗ , where δ∗ is defined as δ∗ = δ1δ2√
(1−p)(1−q)δ2

1+pqδ2
2+δ1δ2(p(1−q)+q(1−p))

,

then the epidemic threshold satisfies τc = 1√
MN

.

Proof. First, we will show that if β
δ∗ � 1√

MN
, the virus dies out. (0, 0, 0, 0)

is an equilibrium point for system (5). We will use a Lyapunov function to
show that, under the condition β

δ∗ � 1√
MN

, the origin is a global attractor for
i1 ≥ 0, i2 ≥ 0, j1 ≥ 0, j2 ≥ 0.

Let V (i1, i2, j1, j2) = δ1δ
2
2i1 + δ2

1δ2i2 +βN(pδ2 +(1−p)δ1)(δ2j1 + δ1j2). Then,

dV

dt
= (β2MN((1− p)(1− q)δ2

1 + pqδ2
2+

+ δ1δ2((1 − p)q + (1 − q)p))− δ2
1δ

2
2)(i1 + i2)

− βNδ2(βM(pδ2 + (1− p)δ1) + δ1δ2)i1j1
− βNδ1(βM(pδ2 + (1− p)δ1) + δ2

2)i1j2
− βNδ2(βM(pδ2 + (1− p)δ1) + δ2

1)i2j1
− βNδ1(βM(pδ2 + (1− p)δ1) + δ1δ2)i2j2.

The extinction of the virus follows directly by applying Lyapunov’s stability the-
orem. Next we will show that if β

δ∗ > 1√
MN

, the virus survives. We first note that
any trajectory of the system (5) can never leave the box B = {(i1, i2, j1, j2)|0 ≤
i1 ≤ 1, 0 ≤ i2 ≤ 1, 0 ≤ j1 ≤ 1, 0 ≤ j2 ≤ 1}. This follows from di1

dt |i1=0 =
pβN(j1 + j2) ≥ 0, and similar inequalities at the borders of the box B.

From the construction of the Lyapunov function, we can observe that for
β2MN((1−p)(1− q)δ2

1 +pqδ2
2 + δ1δ2((1−p)q +(1− q)p))− δ2

1δ
2
2)− δ2

1δ
2
2 > 0 and

for (i1, i2, j1, j2) ∈ B and sufficiently close to the origin, dV
dt > 0. This implies

that the origin has an unstable manifold in B. Therefore, because any trajectory
of system (5) can never leave the box B, system (5) has an attractor as the
ω-limit set and hence the virus does survive. �

The result from Theorem 2 holds for non-symmetric cases: a node from set S1
sees different portion of nodes with curing rate δ1 than a node from set S2
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(p �= q). In the symmetric case (p = q), a more general result with m different
curing rates can be derived, as in the case of the regular graph, described in
Theorem 1.

3 Optimal Heterogenous Protection of Complete
Bi-partite Graphs

We will not consider the simple case of optimization for a regular graph.
For any bi-partite graph, the threshold for the heterogenous case is fixed

and equal to δ∗ = β
√

MN . The threshold can be reached for different values of
δ1, δ2, p and q. For example, for (δ1 = βM, δ2 = βN, p = 1, q = 0) the threshold is
reached with δ1 applied on nodes from set S1, while for (δ1 = βM, δ2 = βN, p =
1, q = 0) the threshold is also reached and the curing rate δ1 is now applied on
the nodes from the other set. The question is how can we decide which solution
is better. One of the options is to minimize the total protection strategy applied
on the network, while reaching the threshold. The total protection strategy can
be defined as a sum of all protection strategies and we will denote it by D

D =
M+N∑
l=1

δl = Mpδ1 + M(1− p)δ2 + Nqδ1 + N(1− q)δ2 (8)

For the previous two cases, the total protection strategy is different. In case (δ1 =
βM, δ2 = βN, p = 1, q = 0), the total protection strategy is D = β(M2 + N2),
and in the other case, D = 2βMN , which is always smaller than or equal to the
first case.

Let us formulate the optimization problem as follows:

Problem 1. Minimize

D = Mpδ1 + M(1− p)δ2 + Nqδ1 + N(1− q)δ2 (9)

subject to the conditions

β
√

MN =
δ1δ2√

(1− p)(1 − q)δ2
1 + pqδ2

2 + δ1δ2(p(1− q) + q(1− p))
(10)

0 ≤ p, q ≤ 1
0 < δ1, δ2

The optimization problem is non-linear with non-linear conditions. However,
from [15], we know that the minimum of the function D for any graph and any
set of curing rates is equal to the number of links L in the network, multiplied
by 2β,

Dmin = 2βL.

In the case of the complete bi-partite graph, the minimum is Dmin = 2βMN and
it is reached for (δ1 = βM, δ2 = βN, p = 1, q = 0) or (δ1 = βN, δ2 = βM, p =
0, q = 1). This means that for N > M , the larger curing rate proportional to
the number of links in set S1 will be assigned to the nodes from that set. The
larger curing rate is assigned to the more connected nodes.
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Further, we can have a situation, where curing rates (δ1, δ2) are fixed and we will
optimize the parameters (p, q). This optimization problem can be formulated as
follows.

Problem 2. For two fixed curing rates δ1, δ2, minimize function (8), subject to
the conditions (10).

From the threshold condition we can determine one of the variables p or q. We
will derive equations for variable q (the case with p is analogue),

q =
δ1(MNδ1(1− p) + MNδ2p− δ1δ

2
2)

MN(δ2
1(1− p) + δ1δ2(2p− 1) + δ2

1)
(11)

By substituting q in D, the total sum of curing rates becomes a function of
parameter p only and optimization is simplified. The function is of the form
D(p) = P2(p)

P1(p) where P1(p) is a polynomial of the first order in p and P2(p) is a
polynomial in the second order in p.

Lemma 2. For any fixed δ1, δ2, the optimal solution of minimization problem 2
is on the boundary of the region (p = 0 or p = 1 or q = 0 or q = 1).

Proof. The function D(p) is not defined for P1(p) = 0, which holds for p = δ1
δ1−δ2

.
The value δ1

δ1−δ2
does not belong to the interval [0, 1]. The second derivative of

D(p) is strictly negative in the interval q ∈ [0, 1].

d2D(p)
dp2 = − 2δ2

1δ
2
2(δ1 − δ2)2

(δ1(1 − q) + δ2q)
< 0, q ∈ [0, 1]

Therefore, D(p) is concave in the interval of interest and minimum is on the
boundaries of the interval. �

For given δ1, δ2, it is not always possible to reach the threshold. In the case
δ1, δ2 < β

√
MN , the threshold cannot be reached and the network is in the

state of permanent infection. For example, if δ1, δ2 < β
√

MN and δ1 > δ2, if we
take only the larger curing rate for the whole network, we have β

δ1
< β 1√

MN
. In

the case δ1, δ2 > β
√

MN , the network is cured, however, the network is above
the threshold and a higher curing rate than necessary is applied.

If the threshold can be reached, Lemma 2 shows that either set S1 or set S2
is completely protected with only one curing rate. In order to minimize the sum
of curing rates we are interested how many times we can apply smaller curing
rates. Without loss of generality, let δ1 < β

√
MN < δ2 and N > M . Firstly, we

will assign δ2 to all the nodes from larger set with N nodes and δ1 to the smaller
set. If the effective spreading rate obeys β

δ∗ > 1√
MN

, than p = 1, and q can be

calculated from equation (11). In the case β
δ∗ < 1√

MN
, the network is cured and

below the threshold. Then q = 0 and p can be calculated from the condition for
the threshold.
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4 Conclusion

The epidemic theory is widely applied on many networking problems. The SIS
model, on which we have focused here, is applied in malware modeling in the
Internet [1], [2], [3], information dissemination in P2P and ad-hoc networks [4],
[5] and propagation of faults and failures [6]. The two types of topologies that we
considered, namely the regular graph and the complete bi-partite graph, arise as
subnet structures in telecommunication networks. We have studied the influence
of heterogenous protection in regular and complete bi-partite graphs.

Using Lyapunov’s stability theorem, we have shown that for regular graphs,
the epidemic threshold satisfies β

δ∗ = 1
k , where δ∗ is defined as the weighted

harmonic mean of δ1, ..., δm. This result holds under the assumption of complete
symmetry, where each node sees the same fraction of different curing rates.
Without this assumption, the problem becomes significantly complex [16].

Further, we have considered the heterogenous case with 2 curing rates for the
complete bi-partite graph. The threshold, given by Eq. (7) becomes the geometric
mean of curing rates δ1, δ2 for p = 1, q = 0 and the weighted harmonic mean if
p = q. For other values of p and q, total curing rate δ∗ belongs to the interval
[δ1, δ2].

Many different pairs of curing rate can satisfy the threshold equation, therefore
the question which solution is more optimal rises. We consider the optimality of
heterogeneous protections for complete bi-partite graph with the respect to sum
of all applied curing rates and concluded that global optimum in this respect is
equal to the number of links in the complete bi-partite graph. For the case of
fixed δ1 and δ2, the optimal solution is on the boundaries of (p, q) ∈ [0, 1]× [0, 1].
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Abstract. The Kad network is a structured P2P network used for file sharing. 
Research has proved that Sybil and Eclipse attacks have been possible in it until 
recently. However, the past attacks are prohibited by newly implemented secu-
rity measures in the client applications. We present a new attack concept which 
overcomes the countermeasures and prove its practicability. Furthermore, we 
analyze the efficiency of our concept and identify the minimally required re-
sources. 

Keywords: P2P security, Sybil attack, Eclipse attack, Kad. 

1   Introduction and Related Work 

P2P networks form an overlay on top of the internet infrastructure. Nodes in a P2P 
network interact directly with each other, i.e., no central entity is required (at least in 
case of structured P2P networks). P2P networks have become increasingly popular 
mainly because file sharing networks use P2P technology. 

Several studies have shown that P2P traffic is responsible for a large share of the 
total internet traffic [1, 2]. While file sharing probably accounts for the largest part of 
the P2P traffic share, also other P2P applications exist which are widely used, e.g., 
Skype [3] for VoIP or Joost [4] for IPTV. The P2P paradigm is becoming more and 
more accepted also for professional and commercial applications (e.g., Microsoft 
Groove [5]), and therefore, P2P technology is one of the key components of the next 
generation internet. 

P2P networks can be categorized into two main types, the unstructured and the 
structured ones. The structured networks have gained popularity recently in science 
and are becoming increasingly popular also in practice. One of the most popular 
structured P2P networks is the file sharing network Kad which is used, e.g., by eMule 
[9] and aMule [10]. 

Structured networks introduce identifiers for both content and nodes and a notion of 
closeness between those identifiers (see below). Thereby, they define which nodes are 
responsible for a certain content item, e.g., a file provided for sharing in the network. 
The logical closeness metric is completely independent from physical closeness. 
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The structured approach offers more precise and comprehensive lookup compared 
to unstructured networks as it ensures that all content that exists will actually be 
found. The well-defined responsibility of nodes for specific content, however, also 
introduces specific weaknesses. Users can create multiple identifiers [13] and select 
them such that they control all nodes that are responsible for a certain content item. If 
they succeed, they can control access to it and can also limit its availability, which is 
called Eclipse attack. 

In [7], Steiner et al. state that an Eclipse attack is easily possible in the Kad net-
work, as the nodes can freely choose their node identifiers, and present results of 
successfully performed Eclipse attacks. However, since the publication of [7], new 
versions of eMule and aMule have been released which include security measures 
against these kinds of attacks. Steiner himself states on [14] that the changes affect the 
practicability of his attacks. 

Motivated by Steiner’s work, we analyzed the security measures built into the state-
of-the-art Kad clients and developed a way of circumventing them in an efficient way. 
In this paper, we describe the basic approach for the improved attack as well as ways to 
make it highly efficient. The experiments described provide a proof of concept and 
also give an indication of the effort required for the attack in a realistic scenario. 

2   How the Kad Network Works 

Kad is based on the Kademlia algorithm which was presented by Maymounkov and 
Mazières [8]. It is only defined by its implementations in several file sharing applica-
tions such as eMule [9], aMule [10] and MLDonkey [11] – no formalized protocol 
specification exists. Details of the aMule Kad implementation can be found in [12]. 
This paper concentrates on eMule, as it is the most widespread application. 

Every file that is available in the Kad network has a file ID that is derived by calcu-
lating an MD4 hash value of the contents (not the name) of the file. Every Kad node 
has a node ID that is – normally – randomly generated the first time the node enters 
the Kad network and retained afterwards. Both IDs are 128 bits long. The logical 
distance between two identifiers is calculated using the XOR operation. Hence, the 
more bits match at the beginning of the IDs, the smaller is the distance between them. 

The nodes with the smallest distance from a certain file ID are responsible for that 
file. The set of responsible nodes is not statically defined, but varies as nodes join and 
leave the network. Therefore, the set of responsible nodes needs to be determined 
again during every lookup process. 

Nodes that offer a file store their contact information (IP address, port numbers, 
node ID) on the responsible nodes. Nodes that look for a file ask the responsible 
nodes for source nodes for that file. This concept is called indirect storage, as the 
responsible nodes do not store the file itself, but only pointers to nodes that store it. 

To download a file from the network, its ID must be known. The default approach 
to retrieve the ID of the desired file is to use the keyword search mechanism of Kad, 
the other way is to use specific websites which list file IDs of popular files, thus by-
passing the keyword search function of Kad. 

When a node offers a new file, it stores a pointer to itself (source information) at 
the nodes responsible for the file ID, which allows other nodes to retrieve the file. 
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Additionally, it generates keywords by dividing the filename into parts (e.g., single 
words). It calculates hash values for every keyword (keyword IDs) and stores pointers 
at the nodes that are responsible for each keyword ID which contain the whole file-
name and the ID of that file. Each process of storing information for a file or keyword 
ID is called publication process. 

If another user performs a keyword search, the client software calculates the key-
word ID of the first keyword provided by the user and looks for the nodes that are 
responsible for that ID. In the subsequent request to those nodes, it includes the other 
keywords in clear text. The polled nodes use the provided keywords to filter their 
pointer lists and answer with matching files including their respective file IDs. The 
user can select the file(s) he wants to download from that list. 

After the file ID of the desired file has been determined, the node performs a 
source search by asking the nodes that are responsible for the file ID for source nodes 
for that file and starts to download the file (parts) directly from those nodes. 

Attacking the source search mechanism is our main target, as it is possible to 
eclipse files from the network this way regardless of how the user determined the file 
ID. During our analyses, we decided to attack the publication process as well, because 
only this way it can be ensured that only our nodes know about the content (see be-
low). The attack against the publication process can be directed against both keyword 
and file IDs. The keyword search mechanism behaves the same way the source search 
process does, so no specific attack is necessary. 

2.1   Kad Message Types 

Two versions of Kad messages exist; we only use version 1 message types. All cur-
rent versions of the client applications understand both versions of the messages. By 
using the older version, we circumvent the necessity to implement the obfuscation and 
advanced handshake features of newer versions in our tools. The usage of version 1 
messages only has no impact on our tests. 

Kad messages are transmitted via UDP. Every Kad message begins with a one-byte 
identifier indicating that the message is a Kad message, which is followed by a one-
byte opcode. Message parameters are appended, if applicable. 

Information about other peers is transmitted in a peer information data structure 
which can be found in many message types. This data structure contains contact in-
formation about the node, such as its ID, its IP address and the UDP port used for Kad 
communication, and various other pieces of information. 

Hello Requests are used to check the availability of other nodes. We use the fact 
that Hello Request messages can also be used to insert a node into another node’s 
routing table for our attack. The queried node is supposed to reply with a Hello Re-
sponse message. Both messages only contain the peer information data structure of 
the respective sending peer.  

Request messages are used to retrieve information about other nodes during a 
lookup process – explained in detail in section 2.2. They contain a Type field identify-
ing the type of lookup (e.g., source search, keyword search, publication, etc.), the 
target ID and the ID of the queried node. A Response message contains the queried 
target ID and a peer information data structure for each matching node the queried 
node knows. 
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Publish Requests are used during a publication process to store information about 
offered files or keyword information on the responsible nodes. They contain the target 
ID and information about the published objects such as the filename or the bit rate of 
audio files. A node acknowledges a successful publication with a Publish Response. 

During a source or keyword search, Search Requests are used to ask other nodes 
for sources or files matching a keyword. This message type contains the target ID and 
a field indicating whether the ID is a file or a keyword ID. In case of a keyword 
search with a search term consisting of more than one part, the second to last part of it 
are appended in clear text to the message. The queried node replies with a Search 
Response message containing the target ID and a result list. 

2.2   The Lookup Process 

A node performs a lookup process every time it requires (more) sources for a file, 
when it publishes a file or when the user performs a keyword search in order to find 
the currently responsible nodes for that file or keyword ID. When these nodes are 
identified, the specific action is performed, e.g., a query for sources. 

As several lookup processes may run concurrently, eMule uses independent search 
processes for each lookup which are controlled by the so-called SearchManager. 
SearchManager invokes search processes and terminates them when their maximum 
run time is exceeded (default: 45 seconds) or their maximum number of results  
has been achieved (default: 300 sources during a source search, 10 nodes during a  
publication). 

Each search process is split into two phases: In phase 1, the responsible nodes are 
identified. Up to three nodes are queried in parallel in order to accelerate the lookup 
process and to cope with non-responding nodes. The number n of required nodes 
depends on the action: During a publication process, a node contacts ten nodes to 
store the source information on them. A source search queries as many nodes as nec-
essary until either the maximum number of sources or a timeout is reached. During 
phase 2, the specific action is performed on the identified nodes.  

Phase 1: Locating the responsible nodes. A search process manages four lists: 
POSSIBLE, BEST, TRIED and RESPONDED. All lists are sorted by distance to the target 
with the closest node at the top. 

At the beginning of a lookup, POSSIBLE will be filled with the 50 currently known 
nodes that are closest to the target ID. BEST stores the three closest nodes that have 
been found so far, TRIED stores the nodes that have already been queried, and RE-

SPONDED stores all nodes that have responded to queries. 
After initializing, the three BEST nodes are queried for closer nodes and copied to 

TRIED. The nodes answer with a list of nodes that are closer to the target. Those nodes 
are inserted into POSSIBLE and also into BEST, if applicable. Nodes in BEST are queried 
immediately for closer nodes. 

Eventually, this process starves, as no closer nodes will be found. BEST then con-
tains the three currently closest nodes to the target. Fig. 1 illustrates this process. 

A search process cannot transition to phase 2 on its own. SearchManager periodi-
cally evaluates the status and transitions the search process to phase 2 if no response 
has been received for more than three seconds. 
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Fig. 1. Phase 1 of the lookup process. The initialization procedures are displayed as “0.x”. All 
lists are sorted by distance to the target. 

Phase 2: Performing the specific action. In phase 2, the search process evaluates the 
nodes contained in POSSIBLE, starting with the first node. If the node is also contained 
in TRIED and RESPONDED, the specific action is performed and the node is removed 
from POSSIBLE; if it is not in TRIED and RESPONDED, the search process falls back into 
phase 1 and queries this node for closer nodes. 

2.3   Security Issues: Sybil and Eclipse Attacks and Countermeasures 

Kad is susceptible to both the Sybil and the Eclipse attacks. A Kad node selects its 
own ID autonomously. Therefore, a malicious user can select specific IDs instead of 
randomly generated ones. Additionally, he can use multiple IDs concurrently, which 
is called a Sybil attack [13]. If an attacker thereby provides or controls the n closest 
nodes to the victim ID, all queries for this ID will converge on his nodes, as the nodes 
whose IDs are closest to a queried ID are responsible for managing content identified 
by it. This way, the attacker performs an Eclipse attack, as he is able to control the 
victim ID and can decide whether and how to respond to incoming requests. 

As a consequence, the eMule developer community has designed security meas-
ures against this attack that have been implemented in eMule 0.49a [9]. Prior versions 
do not include any countermeasures. The new countermeasures constrain the routing 
table as follows: 
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• One IP address must not have more than one node ID assigned. 
• A Routing Bin1 must not contain more than two nodes from the same /24 IP  

subnet. 
• The whole routing table must not contain more than ten nodes from the same /24 

IP subnet. 

These constraints only apply to the routing table, so they are only checked when 
nodes are added to it. They are not applied during lookup processes, so lookups are as 
susceptible to Sybil and Eclipse attacks as before. 

Without these restrictions, an attacker could easily create an arbitrary number of 
Sybil nodes using one IP address and therefore perform an Eclipse attack using only a 
single machine. The new restrictions force the attacker to use several machines lo-
cated in different subnets, so the attack effort rises significantly. 

Modifications (“mods”) of eMule are developed besides the official eMule applica-
tion. SafeKad (included in the modification MorphXT [15], e.g.) implements a similar 
countermeasure that is also applied during the lookup process: It only allows one node 
per /20 IP subnet in a single response message. This mechanism leads to a more se-
cure lookup process, as an attacker now needs nodes that reside in different /20 IP 
subnets. However, we will show a way to also circumvent this security measure. 
SafeKad is not developed further, though, as its developers regard the security meas-
ures of the official client as superior [15]. 

3   An Improved Eclipse Attack on the Kad Network 

Based on the attack described in [7], we developed an improved attack procedure that 
circumvents the new security measures of eMule 0.49a and SafeKad. To demonstrate 
its feasibility, we developed a tool suite consisting of specialized Kad clients conduct-
ing the attacks. We attack both the publication process and the source search process, 
as they differ in the amount of queried nodes (ten vs. as many as necessary to obtain 
the maximum amount of sources or until the timeout is reached). Both processes per-
form a lookup process to determine the nodes they need to query. 

3.1   Basic Attack Concept 

We define the Target ID as the Kad ID which we want to eclipse. For the source 
search process, this ID represents a file. The publication process attack can either be 
directed against a keyword ID or a file ID, depending on what the attacker desires to 
eclipse (e.g., keyword “ubuntu” vs. file “ubuntu-8.04.2-desktop-i386.iso”). 

The Target ID resides in what we call a CrawlArea – the part of the Kad ID space 
surrounding the Target ID that we analyze for nodes that need to be manipulated. The 
size of the CrawlArea is defined by the length of the common prefix of the CrawlArea 
nodes and the Target ID; e.g., a “/20 CrawlArea” means that the first 20 bits of the 
CrawlArea nodes’ IDs are the same as the first 20 bits of the Target ID. 
                                                           
1  The routing table of a Kad node is divided into Routing Bins which contain up to 10 nodes 

and represent up to 6.25% of the Kad address space, depending on their position in the node’s 
routing table. For details refer to [12]. 
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In order to perform the attack, we use a chain of Sybil nodes (Sybil 0 to Sybil n). 
The Sybil nodes have different, specifically chosen Kad IDs where Sybil 0 has the 
largest distance to the Target ID and Sybil n the smallest. We call this order of nodes 
“decreasing order”. The chosen node IDs and the Target ID have the first 125 bits in 
common, so it can be assumed that our nodes have smaller distances to the Target ID 
than any other node in the network. As a result, our nodes – and only our nodes – are 
responsible for the Target ID.  

S0S1S2 VF

XOR distance to Target ID
0 2128-1

Q… ……

Request and Response messages of lookup process

Response message from A contains pointer to BA B

T: Target ID     Sn: Sybil Node n    F: Fake Node V: Valid Node Q: Querying Node

1234

T …

 

Fig. 2. Illustration of how a querying node is lured into the Sybil node chain. The Sybil nodes are 
arranged in decreasing order. All IDs are arranged according to their distance to the Target ID. 

The new security measures of the official eMule client and the SafeKad modifica-
tion require new attack techniques: To circumvent eMule 0.49a’s restriction that one 
Routing Bin may only contain up to two nodes from the same /24 IP subnet, only 
Sybil 0 is actively inserted into other nodes’ routing tables. As this check is not ap-
plied during lookup processes, we use Sybil 0 to successfully direct the querying node 
to our other Sybil nodes in the same /24 subnet. 

SafeKad’s security measures prevent the usage of a single Response message con-
taining all Sybil nodes, because they would discard all except one of them as they 
reside in the same /20 IP subnet. Hence, we include only one Sybil node and another 
randomly generated faked node in a Response message2. The random node’s ID is 
chosen to be farther away from the Target ID than the Sybil’s one. 

When a node performs a lookup process, it will eventually be directed to Sybil 0 by 
other valid nodes that have been manipulated. Sybil 0 will respond with a Response 
message containing Sybil 1 and a faked node, which is illustrated in Fig. 2. When 
receiving this message, the node will immediately put Sybil 1 into its POSSIBLE and 
BEST lists, as it is closer than all previously found nodes, and query it for closer nodes. 
The Sybil node in turn answers with the next Sybil node and a faked node. This proc-
ess is repeated. 

Attacking a publication process requires ten Sybil nodes to eclipse a file or a key-
word by deceiving the publishing nodes. This number is fixed, as a node stores the 
information always on ten nodes. 

During a source search, more Sybil nodes can be required: When a Kad node tries 
to find sources for a file, it queries as many nodes as possible until it has found the 

                                                           
2 The faked node is required because Kad expects a Response message to contain at least two 

nodes. 
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maximum amount of sources or reaches a timeout. Using the first condition, in theory, 
only one Sybil node is required: The search terminates when 300 sources have been 
found (default value). If the first queried node replies with 300 randomly generated, 
non-existent sources, no further Sybil nodes are required. The drawback of this ap-
proach is that it is visible to the user, as the client application will first report 300 
sources which will then drop to 0 after all result nodes have been queried. We chose a 
more stealthy approach using the second termination criterion, the timeout. We try to 
keep the querying node busy long enough so that the search is terminated due to a 
timeout. To perform this attack, we introduced a delay after the reception of a Request 
message before sending the Response message. The number of required Sybil nodes 
is variable and depends on the delay interval (see 4.1). 

Summarizing, our attack bases on a chain of Sybil nodes of which only the first 
node (Sybil 0) is actively proclaimed. Sybil 0 points querying nodes to the next node 
in the chain which then points to the next Sybil node and so forth. The Sybil nodes 
answer after a configurable delay with only the next Sybil node and an arbitrarily 
chosen fake node. 

3.2   Optimizations 

During our test phases, we discovered optimizations for the attacks on the publication 
and the source search processes. 
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Fig. 3. The BEST and POSSIBLE lists before and after each message of the Sybil node chain 
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Accelerating the publication attack. To have a node enter phase 2 of the lookup 
process more quickly when we attack the publication process, we have Sybil 9 send 
Sybil 0’s contact information instead of Sybil 10’s ones. This way, the node notices 
that there are no new closer nodes and that it has found the ten currently closest nodes 
to the Target ID – which are our Sybil nodes 0 to 9 – and will start to send the Publish 
Requests to them immediately. Additionally, we chose the node ID of the fake, non-
existent node included in Sybil 9’s response message to be only a little farther away 
than our Sybil nodes to place it between the last Sybil and the first valid node in the 
list, in case one of the Sybils’ answers does not arrive in time. If this happened, the 
attacked node would send a Publish Request to the first valid node on its list. This 
way, the request is sent to the non-existent node. The sending node does not receive 
an acknowledgement, so it tries the closest non-queried node on its POSSIBLE list, 
which should contain all ten Sybil nodes by then. Fig. 3 shows the status of the BEST 
and POSSIBLE lists before and after each message exchange when a node is lured into 
our Sybil node chain. 

Minimizing the number of required Sybil nodes for the source search attack. During 
our test runs, we discovered that the number of required Sybil nodes for the attack on 
the source search can be minimized by reversing the order of the Sybil nodes so that 
Sybil 0 is the closest node to the target and Sybil n is the farthest one (“increasing 
order”) – Fig. 4 illustrates this order of Sybil nodes. This change causes a node to 
repeatedly transition between phases 1 and 2 during the lookup process: The node tries 
to find closer nodes by only querying the currently known closest nodes. As Sybil 0 is 
the closest node, the process starves when Sybil 0 is queried and returns Sybil 1 which 
is farther away. The starvation causes a transition to phase 2 for the first time. The node 
queries Sybil 0 for sources, does not obtain any and discovers that it has not found the 
maximum amount of sources yet. Therefore, it continues its lookup by also querying the 
next node in POSSIBLE – which is Sybil 1 – for closer nodes and thereby transitions back 
to phase 1. This process repeats until the timeout is reached. 
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Fig. 4. Illustration of the increasing order of the Sybil nodes 

3.3   Tool Suite 

To perform our analyses, we developed a tool suite consisting of three parts: KadCrawler, 
Capo and SybilNode. KadCrawler is responsible for finding all nodes in the CrawlArea 
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and storing them in a database. The area of the address space containing the nodes that are 
poisoned is a subset of the CrawlArea which we call PoisonArea. 

The routing tables of the nodes in the PoisonArea are then poisoned by the second 
tool, Capo: It selects the PoisonArea nodes from the database and sends a Hello Re-
quest message to them containing peer information about itself, so Capo takes the role 
of Sybil 0. Using the Hello Requests, Capo tries to insert itself into the routing table 
of the receiving node. Unfortunately, the reception of a Hello Response message 
cannot be interpreted as a successful insertion into the routing table, as a node replies 
before checking if the node should be inserted, so there is no way of determining 
whether the insertion was successful. 

Capo performs the poisoning process every ten minutes to ensure that the currently 
closest nodes are manipulated. It also responds to incoming Request messages query-
ing for closer nodes for a given ID. If the queried ID is the Target ID, Capo responds 
by sending information about Sybil 1 and a faked node to lure the querying node into 
our chain of Sybil nodes. Hello and Publish Requests for arbitrary IDs are answered 
positively and logged; Search Requests are logged, but not answered. 

The third tool, SybilNode, is a functionally reduced Capo as it does not actively 
poison any nodes. It only reacts to incoming messages the same way Capo does. The 
Sybil nodes 1 to n are instances of this tool. 

4   Results 

Using our tool suite, we performed two test series. First, we performed short tests 
using one file with random content and name and ten test runs for each test scenario. 
The scenarios vary by the order of the Sybil nodes (decreasing vs. increasing) and the 
answering delay. 

For the second test, we created 12 such files and tested for 90 hours to conduct the 
efficiency analysis. We refrained from eclipsing file or keyword IDs of content of-
fered by third parties due to legal reasons. 

4.1   Proof of Concept 

For the test with one file, we selected a 12-bit PoisonArea. The test runs were per-
formed using eMule 0.48a with SafeKad and eMule 0.49b as client applications. After 
each run, all configuration files were reset to defaults. 

All attacks against the publication process were successful, as all ten Publish Re-
quests of each test run were sent to our Sybil nodes. Both eMule 0.48a with SafeKad 
and eMule 0.49b were susceptible to our attacks. 

The attacks against the source search process were conducted in both decreasing 
and increasing order of the Sybil nodes. We varied the answering delay of the Sybil 
nodes using values of 0.0, 0.5, 1.0, 1.5 and 2.0 seconds. Longer delays are not reason-
able, as a lookup process is transitioned to phase 2 after a timeout of 3 seconds. If this 
would happen before the node’s lookup timeout had been reached, the node would 
query valid nodes as well which would avert the attack. Table 1 presents the average 
number of Sybil nodes required for the attack and shows that our optimization of the 
order of the Sybil nodes remarkably reduces the amount of necessary Sybil nodes.  
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For delays < 1.0s and an decreasing order of Sybil nodes, more than 30 Sybil nodes 
are required for the attack to be successful. The number of required Sybil nodes de-
creases with increasing delay. The optimal configuration is to arrange the Sybil nodes 
in increasing order and to use a delay of 2.0 seconds. 

Table 1. The average number of required Sybil nodes to let the source search process reach the 
timeout 

Answering Delay [s]  
0.0 0.5 1.0 1.5 2.0 

eMule 0.48a (SafeKad) >> 30 > 30 24.7 16.9 13.0 Decreasing 
Order eMule 0.49b >> 30 > 30 24.8 14.9 11.0 

eMule 0.48a (SafeKad) 8.0 7.0 5.5 5.5 5.1 Increasing 
Order eMule 0.49b 7.2 6.5 5.8 5.1 4.6 

4.2   Efficiency Analysis 

After proving that our tools work, we analyzed the required amount of nodes that 
need to be poisoned in order for the publication attack to be successful. We chose to 
attack the publication process although it requires more Sybil nodes and messages and 
therefore resources, because only by attacking the publication, an attacker can ensure 
that he controls all nodes that store information about the content item. If only the 
search process would be attacked, there would exist valid nodes that store the infor-
mation and which could be found by chance, e.g., due to network failures or misbe-
having client applications. 

Each of the 12 test files was published every 20 minutes. We only used an unmodi-
fied eMule 0.49b as a client application as we had proved before that also eMule 
0.48a with SafeKad does not avert our attack. 

We used 13- to 24-bit masks as PoisonArea sizes. The results can be divided into 
three groups: Attacks using 13- to 20-bit masks were immediately successful. The 
ones with 21- and 22-bit masks were successful after 60 and 5 hours respectively. The 
attacks using 23 and 24 matching bits failed. 

Immediately successful attacks. The attacks using 13- to 19-bit masks were 
immediately successful. Every publication process performed by one of our eMule 
clients succeeded. By contrast, 2 out of 270 attacks using 20-bit masks failed. The 
reason was that the lookup process of the publishing eMule client starved before it 
had found a poisoned node and therefore transitioned to phase 2 before our Sybil 
nodes had been found. This led to our Sybil nodes receiving only 8 of 10 Publish 
Requests. 

Delayedly successful attacks. As we limited the amount of nodes chosen to be 
poisoned by demanding that the first 21 resp. 22 bits of the Target ID and the node ID 
match, the attacks on these two identifiers were not successful at first, because no 
matching nodes were found. This is not surprising, as [7] assumes that the Kad 
network contains up to 4 million nodes: If the node IDs were uniformly distributed, 
0.95 to 1.91 nodes should match our criterion on an average (e.g., 4•106 / 222 = 0.95). 
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After 57 hours, the poisoning process for the 21-bit mask area was successful for 
the first time; the last success occurred after 67 hours. In total, only six different Kad 
nodes were poisoned during 15 out of 490 poisoning processes. However, after the 
first node was poisoned, all subsequent publication processes of our eMule clients 
until the end of the measurement were successfully directed to our Sybil nodes, al-
though no nodes were poisoned during the last 23 hours. This proves that the informa-
tion of Capo’s presence was spread in the target area by the poisoned nodes. This 
information persists in the routing tables as long as Capo responds to Hello Requests. 
So the attack is effective without requiring a re-poisoning as long as the poisoned 
nodes are available. 

The poisoning process using the 22-bit mask was successful after 5 hours of meas-
urement. For the same reason the 20-bit mask attack failed two times, 3 of 256 attacks 
failed. 

Unsuccessful attacks. The attacks on the 23- and 24-bit mask areas never succeeded. 
For the 24-bit mask area, no matching node was found. Information about a single 
node having the first 23 bits in common with the Target ID was indeed found, but the 
node did not respond to Capo’s Hello Request. 

4.3   Scalability 

Due to legal reasons, we only attacked self-generated content that was demanded only 
by our clients. However, by chance, one of our generated IDs lay close to the ID of a 
keyword that was accessed by other nodes. We received information about 75,000 
content items in more than 125,000 Publish Requests during the 90 hour measure-
ment. Only 14,714 Search Requests were sent to our Sybil nodes (and left unan-
swered), so the keyword was published more frequently than demanded. 

The queries caused by the keyword did not have any impact on our tools or our 
other attacks. We therefore suppose that the only factor limiting the success of the 
attack is bandwidth: If requests of publishing nodes are not answered due to packet 
loss or timeouts, the nodes will publish on other nodes and the attack fails. Assuming 
an average Kad packet size of 100 bytes, 20 messages per direction and a duration of 
5 seconds per publication process results in a network load of 3.2 kbit/s on average. 
Adding 50% of overhead for the poisoning and Hello and Search Request messages 
results in a load of 4.8 kbit/s. Using a symmetrical 2 MBit/s connection, more than 
400 publications per second would be necessary for the attack to fail. The attack 
would fail then because the querying nodes would ask other than the Sybil nodes, as 
their query packets to the Sybil nodes would be (partially) lost due to congestion. As 
eMule’s default re-publish interval is 5 hours, this would require 7.5 million users to 
publish the same file or keyword, which is 87.5% more users than the number of 4 
million found by [7]. 

5   Conclusion and Outlook 

We demonstrated that the Kad network is still susceptible to eclipse attacks despite 
the inclusion of security measures into the current official eMule client. The tool suite 
we presented is able to eclipse arbitrary popular content items using little resources. 
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We showed that it suffices to poison one single – namely the currently closest – valid 
Kad node to be able to perform the attack. 

In order to protect against our attack, we recommend to further harden the lookup 
process by having the IP subnet checks ignore nodes even though they are closer. 
However, if the attacker controls nodes in different IP subnets, these checks would 
not help. Hence, we will continue our research by implementing and evaluating the 
concept of disjoint routing paths. Research in this direction might also help to identify 
means of disabling “botnets” such as the Storm Worm network, as they also employ 
P2P technology for communication and receiving orders [6]. 
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Abstract. Unstructured, chunk-based P2P streaming (TV and Video)
systems are becoming popular and are subject of intense research. Chunk
and peer selection strategies (or scheduling) are among the main driver of
performance. This work presents the formal proof that there exist a dis-
tributed scheduling strategy which is able to distribute every chunk to all
N peers in exactly �log2(N)�+1 steps. Since this is the minimum number
of steps needed to distribute a chunk, the proposed strategy is optimal.
Such a strategy is implementable and an entire class of deadline-based
schedulers realize it. We show that at least one of the deadline-based
schedulers is resilient to the reduction of the neighborhood size down to
values as small as log2(N). Selected simulation results highlighting the
properties of the algorithms in realistic scenarios complete the paper.

Keywords: P2P, Streaming, Optimality.

1 Introduction

P2P streaming and in particular P2P support for IP-TV are becoming not only
hot research topics, but also available systems and services like [1,2,3,4,5].

Fundamental to support live streaming is the guarantee of a low distribu-
tion delay of the information to all peers. This is strictly related to the overlay
characteristics and the scheduling that distribute chunks to peers.

The community has been divided on whether structured systems, i.e., an over-
lay with known and controlled topological properties like a tree or a hypercube,
or unstructured systems based on general meshes are better for this scope. The
advantage of structured systems lies in the possibility of finding deterministic
scheduling that achieve optimal performance, but they are normally fragile in
face of churn (coming and leaving of nodes), require signaling for the overlay
maintenance, and can be complex to manage. Unstructured systems, instead,
are robust and easy to manage. Overlay maintenance only requires connectivity:
each node autonomously search and contact its own neighbors. Their disadvan-
tage has been so far the impossibility of finding a distributed scheduling algorithm
that is optimal and robust under normal operating conditions.
� This work is supported by the European Commission through the NAPA-WINE
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This paper tackles this problem, demonstrating the existence of an entire class
of optimal schedulers under the assumption that the overlay is fully connected,
and showing that at least one of these schedulers is robust against the reduction
of the neighborhood down to log2(N), where N is the number of peers.

2 Problem Statement

We study the scheduling (chunk and peer selection) for dissemination at each
peer in non structured overlay networks. It is well known that the lower bound
on the dissemination delay of any piece of information, given that nodes have
exactly the bandwidth necessary for the streaming itself, is δlb = (�log2(N)�+1)T
where T is the transmission time1. It is also known [1] that centralized schedulers
can distribute every chunk of a stream in exactly δlb. Also, in [6] it was proved
that a bound holds for several distributed schedulers if N → ∞ and Mc → ∞
(Mc is the number of chunks). However, when real-time distribution systems are
considered such an asymptotic bound is not equivalent to δlb.

This paper focuses on formally proving the existence of a distributed opti-
mal algorithm, and in finding robust, feasible schedulers that with restricted
neighborhoods perform within a reasonable bound of the optimal one. This is
the starting point (a reference optimum) for further research on heterogeneous
systems, on the interaction of the overlay with the underlying IP network, and
on all those ‘impairments’ that forbid finding closed-form formal solutions to
problems in real networking scenarios.

2.1 System Description

We consider an overlay of peers connected with a general mesh topology. The
total number of peers is N . Each peer is connected to NN other peers2 which
constitute its neighborhood. A special case is NN = N − 1, which define a fully
connected mesh. We consider the presence of one more “special peer” that is the
source of the video. The source never receives chunks, so its links are logically
unidirectional and it is not part of any neighborhood, i.e., its unidirectional links
are additional to the others. Fig. 1 reports two sample topologies.

The source distributes a (possibly live) video or TV program. The video is
divided in Mc chunks of equal duration emitted periodically. All peers have unit
bandwidth (i.e., they can transmit a chunk in exactly the inter-chunk generation
time) on the uplink and no limitations on the downlink. We do not consider churn
and we focus, as main performance parameter, on the diffusion delay of chunks,
which is the delay with which chunks are received by all peers. Formally, if ri is
the emission time of chunk Ci, then its diffusion delay is fi = t − ri such that

1 The bound comes from the fact that each node can transmit the information only after
receiving it, and the number of nodes owning the chunk at most doubles every T .

2 For the sake of simplicity we restrict discussion to n-regular topologies: random
graphs with symmetric connectivity and n links per node.
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(A) (B)

Fig. 1. (A) – General mesh topology with N = 8 and NN = 3; the shaded (pink) area
is the neighborhood of the black node; the source is the checkered (yellow) node;
(B) – Full mesh with N = 4

all N peers have received Ci. Each peer has a perfect knowledge of the status of
its neighbors.

The assumptions above means that: i) no global ordering of peers is required;
ii) the system is not structured; iii) schedulers’ decisions are independent one
another; vi) peers know exactly the subset of chunks already received or being
received by all neighbors; and v) signaling delay is negligible.

The first scheduling decision is whether a peer pushes information to other
peers or if it pulls it from other peers . . . or a mix of the two policies. Sometimes in
the literature it is stated that pushing information is a behavior typical of struc-
tured systems, and pull methods are more adapt for non-structured overlays.
Recent papers like [6,7] instead use push schedulers on non-structured meshes.
Indeed, the choice of whether it is better to push or pull information is not re-
lated to the structure (or the lack of it) of the system, but to the bandwidth
bottleneck, which can create conflicts in scheduling decisions.

Push-based systems are suitable for systems where the bottleneck is the up-
link, because this guarantees a priori that only one chunk will be scheduled
for transmission on the uplink, and that scheduling conflicts arising from the
distributed nature of the scheduling will insist on the downlink of other peers.

If the situation were reversed (uncommon in networks dominated by ADSL
access, but technically possible), then pull-based schedulers would solve a pri-
ori the conflict on the downlink, and more bandwidth-endowed uplinks would
accommodate scheduling conflicts. Interestingly, a scenario with symmetric up-
and downlink capacities does not offer an easy logical choice on whether pushing
or pulling information is the best choice.

We consider push-based schedulers, but we claim that reversing the bottleneck
hypothesis, pull-based schedulers which are dual to those we prove optimal in
the sequel can be easily derived.

2.2 Formal Notation and Definitions

A system is composed by a set S = {P1, . . .PN} of N peers Pi, plus a special
node called source. Each peer Pi receives chunks Cj from other peers, and send
them out to other peers at a rate s(Pi). The source sends chunks with rate



120 L. Abeni, C. Kiraly, and R. Lo Cigno

Table 1. Definitions and symbols used in the paper

Symbol Definition
S The set of all the peers
N The number of peers in the system
Mc The total number of chunks
Pi The ith peer
Ch The hth chunk
rh The time when the source generates Ch

NN The neighbourhood size
fh The diffusion delay of chunk Ch (the time needed by Ch to reach

all the peers)
C(Pi, t) The set of chunks owned by peer Pi at time t
C′(Pi, t) The set of chunks owned by Pi at time t which are needed by some

of Pi’s neighbours
Ni The neighborhood of peer Pi

s(Pi) The upload bandwidth of peer Pi

s(source). The set of chunks already received by Pi at time t is indicated as
C(Pi, t).

The source, not included in S, generates chunks in order, at a fixed rate λ
(Cj is generated by the source at time rj = 1

λ j). We normalize the system w.r.t.
λ, so that rj = j. Also, we set ∀i, s(Pi) = s(source) = λ = 1, which is the limit
case to sustain streaming.

If Dj(t− rj) is the set of nodes owning chunk Cj at time t, the worst case dif-
fusion delay fj of chunk Cj is defined as the time needed by Cj to be distributed
to every peer: fj = min{δ : Dj(δ) = S}. According to this definition, a generic
peer Pi will receive chunk Cj at time t with rj +1 ≤ t ≤ rj + fj. Considering an
unstructured overlay t will be randomly distributed inside such interval. Hence,
in an unstructured system Pi is guaranteed to receive Cj at most at time rj +fj .
To correctly reproduce the whole media stream, a peer must buffer chunks for
a time of at least F = max1≤j≤Mc (fj) before starting to play. For this reason,
the worst case diffusion delay F is a fundamental performance metric for P2P
streaming systems, and this paper will focus on it.

When ∀i, s(Pi) = λ = 1, at time t the source sends a chunk Cj (with rj = t)
to a peer and every peer Pi sends a chunk Ch ∈ C(Pi, t) to a peer Pk. All these
chunks will be received at time t + 1.

As discussed earlier, the minimum possible diffusion delay fj for chunk Cj is
�log2(N)�+1. Chunk diffusion is said to be optimal if ∀j, fj = �log2(N)�+1 = F .

The most important symbols used in this paper are recalled in Table 1.

3 Scheduling Peers and Chunks

In a push-based P2P system, when a peer Pi sends a chunk, it is responsible for
selecting the chunk to be sent and the destination peer. The chunk Cj to be sent



On the Optimal Scheduling of Streaming Applications 121

is selected by a chunk scheduler, and the destination peer Pk is selected by a
peer scheduler. This paper focuses on algorithms which first select the chunk Cj ,
and then select a target peer Pk which needs Cj , but the definition of optimality
presented in this paper is valid for any chunk-based P2P streaming system.

Some well known chunk scheduling algorithms are Latest Blind Chunk, Latest
Useful Chunk, and Random Chunk (again, blind or useful). The Latest Blind
Chunk algorithm schedules at time t the latest chunk: Cj ∈ C(Pi, t) : ∀Ch ∈
C(Pi, t), rj ≥ rh (Cj is scheduled even if all the other peers already have it). The
Latest Useful Chunk (LUc) algorithm selects a chunk that is needed by at least
one peer: Cj ∈ C′(Pi, t) : ∀Ch ∈ C′(Pi, t), rj ≥ rh where C′(Pi, t) is a subset of
C(Pi, t) containing only chunks that have not already been received (or are not
currently being received) by some other peers. The Random Chunk algorithms
select a random chunk in C(Pi, t) (Random Blind Chunk) or in C′(Pi, t) (Random
Useful Chunk – RUc).

Once the chunk Cj to be sent has been selected, the peer scheduling algorithms
selects a peer Pk which needs Cj . The most commonly used peer scheduling
algorithm is Random Useful Peer, which randomly selects a peer which needs
Cj . In theory, the chunk scheduling algorithm can select Pk ∈ S, but in practice
peer Pi will only know a subset of all the other peers, and will select Pk from a
subset of S called neighborhood. The neighborhood of Pi is indicated as Ni. The
case in which ∀i,Ni = S − Pi is special, and corresponds to a fully connected
graph.

3.1 Optimal Peer Scheduling

Random peer selection prevents achieving optimality, because the selected peer
might be unable to further distribute the chunk. The rationale behind optimal
peer selection should be the following: the selected destination peer should be
able to immediately take on the role of redistributing the chunk.

We define the “Earliest-Latest” peer scheduler (ELp) as follows: ELp selects
as target a peer Pl that needs Ch and owns the latest chunk Ck with the earliest
generation time rk:

Ch /∈ C(Pl, t) ∧ ∀Pj ∈ Nl, L(Pl, t) ≤ L(Pj , t) (1)

where L(Pi, t) = maxk{rk : Ck ∈ C(Pi, t)} is the latest chunk owned by or in
arrival to Pi at time t. If at time t Pi has not received any chunk yet, L(Pi, t) = 0.
If more peers exist that satisfy (1) one is chosen at random.

3.2 Optimal Chunk Scheduling

We show in Theorems 1 and 2 that a LUc/ELp scheduler is optimal in the
full mesh case; however, LUc/ELp provides large worst-case diffusion delays
when the neighbourhood size is reduced (as will be shown in Section 5). Such a
bad behaviour is common to all the LUc schedulers, and is caused by the fact
that such schedulers always select the latest useful chunk. Hence, if for some
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reason (such as a restricted neighbourhood size or a limited knowledge of the
neighbourhood) a chunk Ck with rk > rh arrives to a peer before Ch is completely
diffused, then the peer is not able to diffuse Ch anymore and its diffusion delay is
increased by a large amount. In other words, every time that limited knowledge
of the neighborhood makes a later chunk arrive to a peer before an earlier one,
the diffusion of this latter might be stopped.

For this reason, a new scheduling algorithm has been developed to be equiva-
lent to LUc/ELp in the full mesh case, and to perform reasonably well when the
graph is not fully connected. The new algorithm is based on a deadline-based
chunk scheduling algorithm, named Dl. The Dl scheduling algorithm works based
on scheduling deadlines dk associated to every chunk instance. The scheduling
deadline is initialized to dk = rk + 2 when the source sends Ck at time rk.
The chunk scheduler then works by selecting the chunk Ck with the minimum
scheduling deadline:

Ck : ∀Ch ∈ C′(Pi, t), dk ≤ dh; (2)

Before sending Ck its scheduling deadline is postponed by 2 time units: dk =
dk + 2 (both Pi and the destination peer will see Ck with its new scheduling
deadline, while chunk instances present in other peers are obviously not affected).

The scheduling strategy based on selecting the chunk with a minimum dead-
line is known in literature as Earliest Deadline First (EDF), and is mentioned
as “Deadline Driven Scheduling” in a seminal paper by Liu and Layland [8], but
to the best of our knowledge, it has never been applied with dynamic deadlines
in distributed systems.

Observation 1. The scheduling deadline dk of a chunk instance Ck at peer Pi

is equal to rk + 2d, where d is the number of times that Ck has been selected by
the Dl schedulers along the path taken by the chunk till Pi.

4 Analysis with Full Meshes

In this section, some important properties of the LUc/ELp and Dl/ELp schedul-
ing algorithms are proved for the case of a fully connected overlay. In Theorems 1
and 2, it is proved that LUc/ELp achieves optimality, while in Theorem 3 the
optimality of Dl/ELp is shown.

Lemma 1. When using ELp, ∀i, t ≤ �log2(N + 1)� ⇒ ||C(Pi, t)|| ≤ 1.

Proof. During an initial transient, at time t the system contains 2t − 1 chunk
instances (because at every time instant the source emits a new chunk and all
the peers having at least one chunk send a chunk); hence, there are N − (2t− 1)
peers having no chunks. By definition, the ELp scheduler selects such peers as
targets, hence a peer Pi can have more than 1 chunk only if 2t − 1 > N ⇒ 2t >
N + 1⇒ t > log2(N + 1).

Lemma 2. If ∀i, s(Pi) = λ = 1 ∧ Ni = S − Pi, if a LUc/ELp scheduling algo-
rithm is used, then

∀δ, 0 < δ ≤ �log2(N)� ⇒ ||Lj(δ)|| = 2δ−1
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where Lj(δ) = {Pi : maxk{rk : Ck ∈ C(Pi, rj + δ)} = rj} is the set of peers
having Cj as their latest chunk at time rj + δ.

Proof. The lemma is proved by induction on δ = t− rj , and by considering the
latest chunk owned by the peers at time t = rj + δ, so that S is partitioned into
three subsets:

– X (δ) =
⋃
{Lj(i) : i > δ} is the set of peers with latest chunk later than Cj ;

– Y(δ) = Lj(δ) is the set of peers having Cj as their latest chunk;
– Z(δ) =

⋃
{Lj(i) : i < δ} the set of peers with latest chunk earlier than Cj .

The above is a partitioning into disjoint subsets, therefore ||X (δ)|| + ||Y(δ)|| +
||Z(δ)|| = ||S|| = N . The lemma can be now proved by induction on δ.

Induction base: After chunk Cj is generated by the source at time rj , it is sent
out to a peer Pi, which will receive it at time t = rj + 1⇒ δ = 1. Hence,

Dj(1) = {Pi} ⇒ ||Dj(1)|| = 1

As Cj is the newest chunk in the system, X (δ) is empty and Cj becomes the
latest chunk on Pi:

∀Ck ∈ C(Pi, rj + 1), rj > rk

Thus, δ = 1⇒ ||Lj(δ)|| = ||Dj(δ)|| = 1 = 2δ−1, ||X (δ)|| = 0 = 2δ−1 − 1. Also
note that ||Z(δ)|| = N − 1 > ||X (δ)|| + ||Y(δ)||.
Inductive step: First of all, it is easy to notice that ||X (δ − 1)|| ≤ 2δ−2 − 1:
in fact, at every time unit a new chunk Ck : rk > rj is generated, and all the
peers Pi ∈ X (k − 1) can send their latest chunk to another peer. As a result,
||X (δ−1)|| will be at most equal to 2||X (δ−2)||+1. But ||X (δ−2)|| ≤ 2δ−3−1
(by induction), so

||X (δ − 1)|| ≤ 2(2δ−3 − 1) + 1 = 2δ−2 − 1

Now, if δ ≤ �log2(N)�, then

δ ≤ �log2(N)� ⇒ 2δ ≤ N ⇒ 2(2δ−2 + 2δ−2) ≤ N

and since ||Lj(δ − 1)|| = 2δ−2, ||X (δ − 1)|| ≤ 2δ−2 − 1 and ||Z(δ − 1)|| =
N − ||X (δ − 1)|| − ||Y(δ − 1)||, the above equation can be rewritten as

2(||X (δ−1)||+1+ ||Y(δ−1)||) ≤ N ⇒ ||X (δ−1)||+ ||Y(δ−1)|| ≤ ||Z(δ−1)||−2

As a result, at δ − 1, ||Z(δ − 1)|| is more than half of N , therefore there
are enough peers with latest chunk older than Cj to receive chunks from both
X (δ − 1) and Y(δ − 1), so ||Lj(δ)|| = ||Dj(δ)|| = 2δ−1, hence the claim.

Theorem 1. If N = 2i, algorithm LUc/ELp is optimal.
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Proof. By definition, an algorithm is optimal iff ∀j, fj = �log2(N)�+ 1. In this
case, this means ∀j, fj = i + 1. By Lemma 2,

∀j, δ ≤ �log2(N)� ⇒ ||Lj(δ)|| = 2δ−1

hence, ∀j, ||Lj(i)|| = 2i−1. As a result, ||Dj(i + 1)|| = 2||Lj(i)|| = 2i = N , and
fj = i + 1.

Theorem 2. Algorithm LUc/ELp is optimal also if N �= 2i.

Proof. If N = 2i + n, with n < 2i, by Lemma 2 it comes ∀j, ||Lj(i)|| = 2i−1.
Hence, for δ = i chunk Cj is sent 2i−1 times and chunks with rk > rj are sent
2i−1−1 times. As a result, ||Dj(i+1)|| = 2i, ||X (i+1)|| = 2i−1, ||Z(i+1)|| = 0,
and ||Lj(i + 1)|| < ||Dj(i + 1)||. To compute the exact value of ||Lj(i + 1)||, let
x be the number of chunks sent by peers in X (i) to peers in Z(i) and let y be
the number of chunks sent by peers in Y(i) to peers in Z(i). According to the
peer scheduling rules, x + y = ||Z(i)|| (because chunks are sent to peers having
the earliest latest chunk). Moreover, ||Lj(i + 1)|| = y + ||Lj(i)|| − (||X (i)|| − x).
Hence,

||Lj(i + 1)|| = ||Z(i)|| − x + 2i−1 − (2i−1 − 1− x) =

= (N −2i−1− (2i−1−1))−x+2i−1−2i−1 +1+x = N −2i +1+1 = N −2i +2

Finally,

||Dj(i + 2)|| = min{N, ||Dj(i + 1)||+ ||Lj(i + 1)|| = 2i + N − 2i + 2} = N

Hence, fj = i + 2 = �log2(N)�+ 1.

Observation 2. If an optimal chunk scheduling is used, all the copies of every
chunk Ck are forwarded from time rk to time rk + fk − 2.

Based on the optimality of LUc/ELp, it is now possible to prove that Dl/ELp
is an optimal algorithm too. This is done by showing that on a full mesh it
generates the same schedule as LUc/ELp.

Theorem 3. If ∀i, s(Pi) = λ = 1, ∀i,Ni = S − Pi, then the chunk distribution
produced by Dl/ELp is identical to the chunk distribution produced by LUc/ELp.

Proof. By contradiction: assume that at any time t0 the chunk distribution pro-
duced by Dl/ELp starts to differ from the one produced by LUc/ELp, i.e., assume
that Dl at peer Pi at time t0 selects chunk Cj while LUc would select chunk Ck

(so, rk > rj). However, it will be shown that choosing Cj with Dl implies rj ≥ rk

contradicting the hypothesis rk > rj .
If t0 < �log2(N + 1)�, then Lemma 1 guarantees that all chunk schedulers are

identical under ELp peer scheduling.
If t0 ≥ �log2(N +1)�, we have from the hypotheses that ∀t < t0 the schedules

produced by Dl/ELp and LUc/ELp are identical. By definition at time t0 in Pi

LUc/ELp choses

Ck ∈ C′(Pi, t0) : ∀Ch ∈ C′(Pi, t0)rk ≥ rh.
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Since the source only produces a single chunk at every time unit, rk and rh cannot
have the same value, hence rk > rh. To obtain a different schedule Dl/ELp must
choose Cj �= Ck.

Since for t < t0 Dl/ELp produced the same schedule as LUc/ELp, Cj and Ck

have been transmitted t0− rj and t0− rk times respectively (see Observation 2);
hence, di = ri + 2(t0 − ri) for both Cj and Ck.

Since Dl/ELp chooses Cj ∈ C′(Pi, t0) : ∀Ch ∈ C′(Pi, t0)dj ≤ dh we have
dj ≤ dk ⇒ rj + 2(t0 − rj) ≤ rk + 2(t0 − rk) ⇒ −rj ≤ −rk ⇒ rj ≥ rk which
contradicts the hypothesis rk > rj .

Observation 3. Note that the Dl scheduler postpones the scheduling deadline
by two time units per transmission as dk = dk + 2. If a generic constant q was
used instead of 2 and the scheduling deadline was postponed as dk = dk + q, then
the last equation in the proof of Theorem 3 would have become

rj + q(t0 − rj) ≤ rk + q(t0 − rk)⇒ (q − 1)rj ≥ (q − 1)rk

which contradicts rk > rj if q > 1. Hence, if a generic constant q > 1 is used to
postpone the scheduling deadline, then Dl/ELp is still equivalent to LUc/ELp.
In this sense, Dl can be seen as a whole class of deadline-based algorithms.

5 Neighborhood Restriction and Selected Results

Although both LUc/ELp and Dl/ELp have been proved to provide optimal per-
formance in the case of a fully connected graph their performance in more real-
istic situations is still unclear. Besides these two algorithms we consider various
combinations with LUc, RUc and RUp algorithms for comparison.

5.1 Simulating P2P Streaming and Measuring Performance

The behavior of the scheduling algorithms introduced in Section 3 is analyzed
using the SSSim simulator [9], by setting up an overlay of N peers with unit
upload and infinite download bandwidth. The source distributes Mc chunks.

As explained in Section 2 the performance metric considered in this paper
is the worst case diffusion time F , and (as stated in Section 3), a scheduling
algorithm is optimal iff F = �log2(N)�+ 1.

First of all, the algorithms have been simulated on a fully connected graph, as
shown in Figure 2. In accordance with Theorems 2 and 3, LUc/ELp and Dl/ELp
achieve optimal performance, outperforming the other algorithms (in particular,
RUc/ELp achieves a value of fi near the double of the optimal, and all the other
algorithms achieved even worse performance).

5.2 Restricting the Overlay

In realistic situations a restricted overlay is used instead of a fully connected
graph. Such a restricted overlay is modeled assuming bidirectional relations and
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Fig. 2. Full mesh overlay; maximum diffusion delay as a function of N; 500 chunks

 10

 100

 1000

 10000

 10  100

w
or

st
 c

as
e 

di
ffu

si
on

 d
el

ay
 (

F
)

Neighborhood size (NN)

 10

 100

 1000

 10000

 1000  2000  3000  4000  5000

w
or

st
 c

as
e 

di
ffu

si
on

 d
el

ay
 (

F
)

Stream length (Mc) [chunks]

Dl/ELp
Dl/RUp

LUc/ELp
LUc/RUp

RUc/ELp
RUc/RUp

Fig. 3. Worst case chunk diffusion delay of algorithms, with 1000 peers, as a function
of: (left) neighborhood size, with 2000 chunks; (right) number of chunks, with NN = 11

a pre-defined number (NN = ||Ni||) of neighbor nodes. The resulting graph is
a random NN -regular graph. In the following simulations, the algorithms are
evaluated on 10 instances of the random NN -regular graph. We have verified
that confidence intervals were always within 5% of the reported mean values
with a confidence level of 90%.

The left hand side of Figure 3 shows performance of different streaming algo-
rithms as a function of NN and shows how the LUc/ELp algorithm (which is opti-
mal on a full mesh) is highly sensitive to neighborhood restrictions and performs
badly when NN < N − 1. Dl/ELp, on the other hand, works better than all the
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Fig. 4. Chunk loss and F as a function of the neighborhood size (N = 10000, D = 32)

other algorithms and is able to achieve values of F near the optimum (which in this
case is 11). The right side of Figure 3 shows how the number of chunks affects F
for NN = 11 (note that log2(N) = 9.9658). Dl/ELp keeps good performance even
for long streams, while for several other algorithms fi increases with i (the perfor-
mance of the algorithm depends on the stream length), hence these distribution
mechanism results to be unstable in a streaming context.

5.3 Limiting the Chunk Buffer Size

The only solution to the instability problem is to define a playout delay D, and to
discard chunks Cj at time rj +D. This causes some chunk loss (for chunks Cj that
would have fi > D), but can make the distribution system stable again. Moreover,
the playout delay D can be used to dimension the chunk buffers in the peers (in
particular, each peer needs to buffer at most D chunks)3.

Since some chunks can be lost, the performance should be evaluated based on
both chunk loss ratio and the maximum delay. Figure 4 plots the chunk loss ra-
tio (left) for the various algorithms as a function of the neighborhood size with
D = 32. Note that for NN > 14 the chunk loss ratio for Dl/ELp is 0, showing
that it is possible to dimension the chunk buffer size so that it does not affect the
algorithm’s performance (to the authors’ best knowledge, this is not possible for
the other algorithms). The worst case diffusion time F (right) fastly approaches
the optimum with Dl/ELp, while it is obviously 32 for all other algorithms.

3 Implementing the chunks buffer size in the simulator can enable optimizations which
allow to simulate larger task sets, hence we move to N = 10000.
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Fig. 5. F as a function of bandwidth heterogeneity (N = 600, Mc = 600)

5.4 Heterogeneous Upload Bandwidth

Finally, we evaluate the performance of Dl/ELp in heterogeneous networks. We
use a scenario similar to that of [6]. The system is composed of N=600 nodes,
devided in 3 classes based on their upload bandwidth: bandwidth of 2 for (h/3)N
nodes4, bandwidth of 0.5 for (2h/3)N nodes, and unit bandwidth for (1 − h)N
nodes, thus keeping the mean bandwidth at 1. We vary h from 0 (homogeneous
case) to 1.

Figure 5, plotting the diffusion delays for Mc = 600 chunks and an infinite
buffer size, shows that Dl/ELp performs better in this specific setting than the
other algorithms studied for the whole range of h. These initial studies indicate
that Dl/ELp could be a strong contender also in heterogeneous settings. We leave
more detailed studies, including studies of the effect of Dl’s increment parameter
on performance (see observation3), for future work.

6 Related Work and Contributions

Optimality of schedulers has been extensively studied in the literature. For the
case of full mesh overlay and unit upload bandwidth limits, the generic (i.e., valid
for any scheduler) lower bound of (�log2(N)�+ 1)T is well known. [1] proves that
this bound is strict in a streaming scenario by showing the existence of a centralized
scheduler that achieves such bound. A similar proof (although for the case of file
dissemination) can be found in [11]. Our work improves on these results by proving

4 In order to validate our results with heterogeneous bandwidth, we implemented our
algorithms also in the P2PTVSim [10] simulator. For this reason, we had to use a
smaller number of peers and chunks.
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the existence of distributed schedulers (LUc/ELp and Dl/ELp) that achieve the
same strict bound.

Generic upper bounds as well as upper bounds on the distribution times
achieved by different distributed schedulers can also be found in literature. The
fundamental work of [12] studies asymptotic properties of distributed gossiping
algorithms in a similar setting, showing an upper bound for any pull based algo-
rithm of all the messages in O(Mc + log(N)) time with high probability even for
blind algorithms. Generic asymptotic bounds are also shown for blind push based
algorithms, although in this case full dissemination cannot be guaranteed. A blind
algorithm that distributes chunks with a high probability in (9∗Mc+9∗log2(N))T
is also shown. Note that this suggest a distribution delay for the individual chunk
that grows with Mc.

Authors of [11] also evaluate blind distributed strategies in the case of file dis-
tribution, showing distribution delays dependent on the number of chunks.

[6] studies upper bounds for specific well known algorithms, showing that the
combination of random peer selection and LUc achieves asymptotically good de-
lays, however this demonstration is provided in the case of upload bandwidth
higher than 1.

The distributed LUc/ELp and Dl/ELp schedulers presented in our paper per-
form significantly better than the generic upper bounds shown in [12] and [11]
in that it achieves full diffusion of all chunks in (Mc + �log2(N)�)T , i.e. a chunk
diffusion delay independent of Mc.

It also differs from the streaming algorithms studied in [6], since for LUc/ELp
and Dl/ELp this strict delay bound holds for any N(not just asymptotically), and
it is valid even in the boundary case of unit upload bandwidth, without relying on
redundant source coding.

[6] uses ER graphs to model the restricted neighborhood. With N = 600 and
NN = 10, authors find that the studied algorithms suffer significant losses. These
chunk losses are confirmed by our results (even if our random graph model is
slightly different) for the algorithms considered therein. However, we also show
(through simulations) that the new Dl/ELp algorithm performs near the opti-
mum with any Mc and any N , even with significant overlay restrictions. Namely,
reducing the neighborhood size to any NN >= �log2(N)�, our algorithm keeps
distributing all chunks with a delay only slightly above the lower bound and al-
ways (on all simulated NN -regular random graphs) below 2 ∗ (�log2(N)� + 1)T .
Note that the neighborhood of �log2(N)� practically means less than 30 in any
reasonable setting.

7 Conclusions and Future Work

This paper presented the formal proof that distributed algorithms can achieve op-
timal diffusion for streaming applications in unstructured meshes. The paper in-
troduced a class of deadline based algorithms Dl/ELp which are optimal in full
meshes and maintain very good properties also in realistic scenarios with small
neighborhoods.
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Future work includes on the one hand extending the theoretical results to sce-
narios with different constraints, including large bandwidth and heterogeneous
scenarios, and, on the other hand, exploiting these algorithms to implement real
P2P streaming systems.
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Abstract. Classifying network traffic according to its applications is
important to a broad range of network areas. Since new applications, es-
pecially P2P applications, no longer use well-known fixed port numbers,
the native port based traffic classification technique has become much
less effective. In this paper, we propose a novel approach to identify P2P
traffic by leveraging on the data transfer behaviour of P2P applications.
The behaviour investigated in the paper is that downloaded data from a
P2P host will be uploaded to other hosts later. To find the shared data
of downloading flows and uploading flows online, the content based par-
titioning schema is used to partition the flows into data blocks. Flows
sharing the same data blocks are identified as P2P flows. The effective-
ness of this method is demonstrated by experiments on various P2P
applications. The results show that the algorithm can identify P2P ap-
plications very accurately while only keeping a small set of data blocks.
The method is generic and can be applied to most P2P applications.

Keywords: traffic management, P2P traffic identification, data transfer
behaviour, content based partitioning, Rabin fingerprint.

1 Introduction

Classifying network traffic according to its applications is important to a broad
range of network areas including network monitoring, network management and
optimization, network security, traffic accounting etc. Different from the tradi-
tional applications (http, email, ftp), new applications, especially P2P appli-
cations, usually use dynamic port numbers. The traffic classification technique
based on native port has become less effective. However, the payload signature
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based traffic classification technique [1,2] can achieve a high accuracy. But the
technique also has its limitations. It is ineffective in classifying encrypted traf-
fic. Besides, a lot of P2P applications use proprietary protocols. Lacking open
protocol specifications makes analysing signatures and maintaining up-to-date
signatures very difficult.

Recently, machine learning algorithms which classify network traffic using
flow statistical information [5,6,7,8,9] have been proposed. There are several
challenges in classifying network traffic by using flow properties. First, the sta-
tistical characteristics used in classification are unstable since the delays and/or
the packet loss ratios of the networks are dynamic. Second, flows belonging to
different applications can have similar per-flow statistical characteristics. It is
hard to distinguish these similar flows by using flow properties.

This paper proposes a novel approach to identify P2P traffic based on its
data transfer behavior. The idea of the approach is based on the observation
that a P2P peer uploads data to other peers after downloading it. The idea
is first proposed by Xing Lu [10]. In their method, the first k bytes of each
packet in downloading flows are stored for each host. When the same content
are found in uploading flows of the host, the flows associated with the content are
classified as P2P flows. The partitioning schema in their method is named the
head packet partitioning schema in this paper. As shown in our experiments, the
performance of the head packet partitioning schema is very poor in identifying
some P2P applications.

The content based partitioning schema is proposed in the paper to solve the
problem. The schema divides payloads of flows into data blocks (a data block
is a contiguous content block of payload). The shared files and videos in P2P
applications are usually divided into small data pieces during exchanges. For
flows sharing the same data piece, the schema can synchronize the boundary of
the data piece, and extract the same part of the data piece as a data block. The
schema is generic and can be applied to most P2P applications.

Our contributions are as follows. First, we proposed the content based parti-
tioning schema in identifying data transfer behaviour. As shown in experiments,
The schema performs much better than the head packet partitioning schema. Be-
sides, Head tail partitioning schema, a simple enhancement schema of the head
packet partitioning schema, also can improve performance greatly, though not
as good as the content based partitioning schema. Second, we have studied the
performance impactions of some important issues. They are the size of the data
block, the number of the data blocks to be stored, the data block replacement
algorithms and the ratio of unobservable communications.

From the studies, we have drawn several conclusions. First, 256 bytes is a suit-
able size for data block. Second, the random replacement algorithm is suggested
in replacing the old data blocks. Third, with the random replacement algorithm,
the method performs quit well while only keeping a small data block set (3 min-
utes). Last, even though the communications of a large fraction of peers (about
30%) are not observed, the performance degradation is rather small.
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2 Related Work

Payload signatures are useful in classifying network traffic [1,2]. Application
signatures are the common strings in the P2P protocols to identify P2P traffic
whereas our method focuses on the data being shared in P2P applications.

In addition to signature based methods, other payload based methods are
also proposed. ACAS [3] uses the first N bytes payload as the input to train
a machine learning model and uses it to classify flows. Levchenko et al. build
several probabilistic models on payload, including the statistical model treating
each n-byte flow distribution as a product of N independent byte distributions
and the Markov process model which relies on introducing independence be-
tween bytes [4]. The models still employ frequently appearing bytes in applica-
tion protocols to classify traffic since the random bytes in application data are
meaningless in statistics.

The machine learning algorithms classify network traffic by using traffic char-
acteristics [5,6,7,8,9], such as average length of packets, arrival interval of packets,
etc. The algorithms can be further summarized into supervised and unsupervised
methods. Zander et al. compare several supervised algorithms, including Naive
Bayes, C4.5 decision tree, Bayesian Network and Naive Bayes Tree [9]. They find
that the classification precision of the algorithms is similar, but computational
performance can be significantly different. McGregor et al. use the unsupervised
expectation maximum algorithm to cluster the flows [6]. The experiment finds
that the average precision of classification is very high, but some applications
are very difficult to distinguish.

The special communication patterns of applications are used in traffic classi-
fication. Karagiannis et al. study the communication pattern of P2P traffic in
transport layer to identify P2P traffic [11]. BLINC attempts to capture the com-
munication pattern of a host at three levels: the social level, the functional level
and the application level [12]. Graphlet is used to describe the communication
pattern of each application and classify network traffic.

It is hard to find a general communication pattern to fit all P2P applica-
tions. Y Hu et al. propose a method to build behavioural profiles of the target
application which then describes the dominant communication patterns of the
application [13]. The profiles of each application are built by data mining algo-
rithms in the training phase. The data transfer behaviour used in our method is
general for all the P2P applications, so our method does not need any training
phases.

Using the data transfer behaviour to identify P2P traffic was first proposed
by Xing Lu et al. [10]. But they only use the first k bytes of packet to find
the shared data. As shown in the experiments, our schemas performances much
better. Our method is general for different P2P applications while their schema
has some limitation to identify some P2P applications. Besides, we have studies
some important issues in identifying the data transfer behaviour which are not
studied before.
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3 Method

3.1 Payload Partitioning Schemas

The basic idea of the method is simple. The method inspects the P2P data
transfer behaviour on the host level. From the view of a host, flows can be
classified as downloading flows and uploading flows. If a host downloads a data
piece in a downloading flow, and the uploads it to other hosts in some uploading
flows. These flows are classified as P2P flows.

The biggest obstacle in the method is how to find the same data pieces in
different flows. One way is comparing the payloads of flows directly. But it is
time consuming. Besides, complete payloads of flows have to be saved in the
memory before comparing. It is quit difficult - and therefore, unrealistic - as an
online process.

In our method, payloads of flows are divided into data blocks and then the
signatures of the data blocks are compared. A payload partitioning schema de-
cides how to divide the payload into data blocks. The ideal result is that each
data block is an exact data piece in a P2P application. For example, for two
distinct flows in Fig. 1, the ideal case is that the generated data blocks in the
first flow equal to data pieces 1, 5 and 7 and the generated data blocks in the
second flow equal to data pieces 9, 4 and 1. Thus, the shared data (pieces 1) of
the two flows can be found.

However, a prerequisite to generating such ideal results is the detailed proto-
col information. As shown in Fig. 1, there are several challenges in locating the
boundaries of data pieces. First, a flow can contain protocol fields with variable
sizes. Second, the sizes of data pieces are variable in some P2P live streaming ap-
plications. In these applications, a data piece contains 1 second of video content.
The size of the data piece is variable in most video coding schemas.

Several partitioning schemas are considered. The first one is the method used
in [10]. We called it as the head packet partitioning schema. If the payload size
of a packet exceeds the threshold S, the first S bytes of the packet is extracted
as a data block.

The second one is the head tail packet partitioning schema. If the payload
size of a packet exceeds the threshold value S, the first S bytes of payload and
the last S bytes of payload are extracted as two data blocks. This schema is an

Fig. 1. Shared data piece
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Fig. 2. Content based partitioning schema

enhancement of the previous one. If the target packets contain some protocol
fields at the beginning or at the end, the schema can skip them.

The last one is the content based partitioning schema. It has been used in
saving bandwidth in network file systems [14] and automatically generating sig-
natures of worms in security fields [10]. The schema divides a flow into variable-
size, non-overlapping data blocks. The schema works as follows. First, a pair of
pre-determined integers D and r (r < D) are set. Then a sliding window of fixed
width W moves across the byte sequence. The window begins from the first W
bytes in the sequence, and slides one byte at a time toward the end. At every
position of the byte sequences, a fingerprint F is calculated according to the
content in the current window. If F mod D equals r, the end of the window is
a data block boundary.

For example, in Fig. 2, the windows size is 5, D is 8 and r is 7. A window
of width 5 moves across the byte sequence and fingerprints are calculated in
every position. When the window reaches abcde, two positions have satisfied the
condition. Two data blocks tzynuns and ufabcde are extracted. The fingerprint
is calculated by using Rabin fingerprint [16] which has a low collision rate. Using
the pre-computed table, it is vey efficient to calculate the Rabin fingerprint [17].

The principle behind the content based partitioning schema is that, because
the schema determines the boundaries of data blocks based on the local content
of payload in a small window, the boundaries can synchronize in the same data
pieces. For example, in Fig. 3, there are two flows containing the same data piece
(the black part) in different positions. In the first flow, there are two positions
satisfying the condition. They locate at offset 100 and 500 from the beginning
of the data piece. In the second flow, the positions at the same offsets from the
beginning of the data piece should also satisfy the condition, as the contents in
the windows are the same. The same data block is extracted in both flows.

Fig. 3. Principle of content based partitioning
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The content based partitioning schema can create blocks with various sizes.
Although the average size of blocks is D, the data blocks can be as short as
several bytes. Short data blocks introduce many false positives, so the results
are further filtered to only keep data blocks whose sizes exceed threshold S.

The value of D decides the average size of data blocks. If D is much smaller
than S, many data blocks which are smaller than S will be generated and filtered.
So D is equal to S in the algorithm. Since the performance is not sensitive to
the value of r, we set r to D − 1 in the algorithm.

The boundaries of data blocks are determined by the local content in the
window. The window size should be much smaller than the size of data pieces
to generate data blocks inside a data piece. On the other side, a small window
is sensitive for random content in flows. In the experiments, the window size is
32 bytes.

3.2 Algorithm

The details of the algorithm are as follows. For each host, the algorithm keeps
a hash set, which is called the download set, to save data blocks. Payloads
of flows are divided into data blocks. Data blocks of each downloading flow
and flow identifiers (a flow identifier is the 5-tuple: source IP address, source
port, destination IP address, destination port, and protocol) are saved in the
corresponding download set. To save the memory capacity, signatures of data
blocks (Ranbin fingerprint) are calculated and saved instead of the original data
blocks. If the size of the download set exceeds the limitation, then data block
replacement is applied. Data blocks of each uploading flow are checked whether
they have been saved in the corresponding download set already. If a data block
of the uploading flow has been saved in the download set, the uploading flow,
the downloading flow and their reverse flows are identified as P2P flows.

A flow has two roles. One is the downloading flow of the target host. The
other is the uploading flow of the source host. The data blocks of the flow are
saved in the download set of the target host and checked in the download set of
the source host.

Fig. 4. Online process of the algorithm
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The online process of the algorithm is illustrated in Fig. 4. When a packet
arrives, it is first partitioned into several data blocks. And then, the signatures
of the data blocks are calculated. Finally the signatures are saved into the down-
load set of the destination host and checked in the download set of the source
host.

3.3 Practical Problems

Our method is payload based, which focuses on the same data being shared
in P2P applications, so it is ineffective in classifying encrypted traffic. Besides,
the P2P applications using network coding [18] are also undetectable under
our method. We argue that encryption and network coding pose a burden on
the P2P application developers, so the mainstreaming P2P applications are still
transferring data without any transformation. To identify encrypted traffic, non-
payload based methods are more efficient. There are some studies using machine
learning algorithms to identify encrypted traffic [19].

The computation and memory overhead are important in identifying P2P
traffic online by using our method. The head packet partitioning and head tail
packet partitioning have little computation overhead, while the content based
partitioning required calculating the Rabin fingerprint which is also very fast.
The hash set can be used to check whether a data block have been saved in
the download set. In average, there are only several look-up operations for each
packet. So the computation overhead is affordable.

Memory is used mainly for two purposes. First, in the payload partitioning,
the byte level partitioning schemas have to keep some intermediate information
for each flow. For example, to update the fingerprint in the content based parti-
tioning schema, the fingerprint and the content of the last window are saved for
each flow. The intermediate information is quite small and 40 bytes are enough
to keep the intermediate status. Suppose there are 1M concurrent flows, only
40MB memory is needed.

Second, the signatures and flow identifiers of the data blocks are saved. Sup-
pose the size of a signature is 16 bytes and the size of the flow identifier is 4 bytes
(an index in the flow table is used instead of original 5-tuple), 20 bytes are needed
to record a data block. If a data block is as large as 512 bytes, a bidirectional
1Gbps link with 50% link utilization can generate at most 1Gb/8/512∗20 = 5MB
records per second. It costs about 300MB of memory for saving 1 minute records
and 1.46GB of memory for saving 5 minutes records.

The experiments show that keeping data blocks for several minutes is enough.
So the memory consumption is affordable in current hardware capabilities.
Besides, because a lot of small data blocks are not saved, the simple estima-
tion causes the results to be upper bounds. Other methods can further reduce
memory consumption. For example, flows which are too small or too short
are unnecessary to be saved since they are unlikely to be P2P downloading
flows.
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4 Evaluation

4.1 Experiments Setup

Two metrics are used in the evaluation [20]. The first one is the True Positive
(TP). It is used to measure the traffic fraction that can be recognized by the
algorithm out of the traffic belonging to the given application.

TP =
application traffic classified as the applciation

Total applciation traffic
(1)

The second one is the False Positive (FP). It is used to measure the traffic
fraction which is not really produced by a given application out of the traffic
classified as the application.

FP =
Non-applicationtraffic classified as the applciation

Total traffic classified as the applciation
(2)

They are very important metrics especially when flow type identification is
used in traffic management. For example, if network operators differentiate the
service qualities according to the flow types, high false positive or low true posi-
tive rates can make high priority traffic suffer from performance degradation. A
good algorithm should have low false positive and high true positive rates.

As shown in table 1, a lot of popular P2P applications are evaluated in the
experiments. They are classified into three types: P2P file sharing, P2P live
streaming and P2P video on demand (VOD).

Table 1. P2P applications

type applications

P2P file sharing BitTorrent, Emule
P2P live streaming PPLive,PPStream,TVAnt,FeiDian,PPMate,SinaLive,TVULive
P2P video on demand PPLive VOD, XL VOD, PPStream VOD

To evaluate the method, traffic traces are captured and replayed. Two kinds
of traffic traces are used in the experiments. The first ones are the pure appli-
cation traces. The traces are captured from a host which only has the given
application running on it. Each P2P file sharing applications trace contains the
traffic generated by downloading several files. Each P2P live streaming or P2P
VOD applications trace contains the traffic generated by watching a video. The
time slot of each trace file varies from half an hour to 1 hour. The traces are
only used to evaluate the True Positive.

The second ones are the mixed traces, which are captured from a host running
various applications. Each trace contains the traffic generated by a P2P applica-
tion and some non-P2P applications, such as HTTP, FTP, and POP3 etc. P2P
applications in them are labelled by their payload signatures. In each mixed
trace, the P2P traffic accounts for 30%-40% of the total traffic. The traces are
used to evaluate both the True Positive and the False Positive. we have generated
mixed traces with two P2P applications. They are BitTorrent and PPLive.
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Fig. 5. True Positives

4.2 Comparing Partitioning Schema

First, the True Positive of different partitioning schemas are studied by applying
them on the pure application traces. In the experiments, the threshold S is 256
bytes. To study the best True Positive that each schema can achieve, the size of
the download set is unlimited.

True Positives are shown in Fig. 5. Among the three partitioning schemas,
performance of the head packet partitioning schema is the worst. Quit a few
P2P applications can’t be recognized by the schema. Performance of the head tail
packet partitioning schema is almost as effective as the content based partitioning
schema, except for the FeiDian live streaming application. If the applications
have protocol fields in both the head and the tail of the packets, the packet level
based partitioning schemas don’t work. The content based partitioning schema
is more generic.

For most applications, the True positives in bytes are more than 90%, but it
is only 40% for the Emule application. There are two reasons. First, Emule will
upload the files which have been downloaded are older while data uploading in
BitTorrent are fresher. Second, Emule transfers a part of a file with 1300 bytes
in a separate packet each time to avoid fragmentation. The start position of the
part in the file is specified in a request message. The data pieces exchanged in
BitTorrent protocol are globally divided, but the data pieces exchanged in the
Emule protocol are not. It is more difficult to find the shared data pieces in flows
of the Emule application.

4.3 Data Block Size

The threshold S in the content based partitioning schema is important.The effect
of threshold S is evaluated in Fig. 6. The size of the download set is unlimited.

The consequences of a smaller threshold S are: the generation of more data
blocks; higher memory consumption and increased False Positives. On the other
side, the probability of finding the shared data pieces decreases as the threshold
S increases.

True Positives of most applications do not decrease significantly when S is
smaller than 1024 bytes, except the XLVOD application. It implies that the data
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Fig. 6. True Positives of different threshold S

pieces of most P2P applications are not less than 1024 bytes. The threshold S of
256 bytes is suggested in the algorithm and used in the following experiments.

4.4 Download Set Size

The algorithm keeps recent data blocks in a download set for each host. Saving
data blocks for an extended period can improve the True Positive, but it requires
a lot of memory.

The effect of the download set size is shown in Fig. 7. The threshold S is 256.
The size of the download set is measured in time windows. The size of 1 minute
means that the download set will keep data blocks in last 1 minute.

Because peers exchange the video content in a small time window in p2p live
streaming applications, the True positives of P2P live streaming applications are
much better than P2P file sharing and P2P VOD applications for small download
sets. For P2P file sharing and P2P VOD applications, downloaded data pieces
can be uploaded after a long time. Keeping the most recent data blocks requires
a large time window for the applications.
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Fig. 8. True Positives for Emule
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Fig. 9. True Positives for PPLive VOD

The performance can be further improved using other replacement policies
instead of the current first in and first out(FIFO) policy. There are two other
data block replacement policies to consider. They are least recently used (LRU)
and random replacement (RANDOM).

We have evaluate the performance of all the P2P applications. Limited by
the space, only the result of Emule and PPLive VOD are shown in Fig. 8 and
Fig. 9. The x-axis is the size of the download set and the y-axis is the normalized
True Positive. It is calculated by dividing the current True Positive by the True
Positive of the unlimited download set. If the value is 1, it implies that the
performance of a small download set is as good as the one using the unlimited
download set.

The experiment results indicate that 1 minute time window is large enough
for P2P live streaming applications, each of the three policies work almost the
same for them. But for P2P file sharing and P2P VOD applications, the random
replacement algorithm works much better than the other algorithms. A download
set of a 3 minutes time window is enough for all P2P applications using random
replacement policy.

The idea behind the random replacement policy is that, old data blocks are
more likely to be kept by the algorithm than other algorithms. Keeping the
old data blocks can improve True Positives for P2P file sharing and P2P VOD
applications. Besides, the algorithm has a positive bias to big flows, which can
also improve True Positives in bytes. A flow transferring more traffic has a higher
probability to be recorded and identified in random replacement.

4.5 False Positive

The mixed traces are used to evaluate False Positives for BitTorrent and PPLive.
The size of the download set is unlimited in the experiment. The results are
shown in Fig. 10. The x-axis is the threshold S while the left y-axis is the False
Positive and the right y-axis is the True Positive.

As the result, a threshold of 256 bytes can help to guarantee a low False
Positive while non-P2P applications are transferring random data. But some
behaviors of non-P2P applications may lead to false positives. For example,
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people forward email they received. Some methods can be used to eliminate
these false positives [11]. Since a P2P host always have a service port, we can
further identify the P2P {IP, port} pairs which associates with many identified
flows. The flows which are not associated with a P2P {IP, port} pairs are filtered
to eliminate false positives.

4.6 Deploying Place

In the previous experiments, all the communications of the host can be observed
and analysed. When deploying the algorithm in the gateway of an institute or
an edge router, the communications inside the intra network are unobservable.
The performance of absent communications is studied in the experiment. The
threshold S is 256 byte, the size of the download set is 3 minutes and the random
replacement policy is used in the experiment.

The results are shown in Fig. 11. The x-axis is the fraction of hosts which are
unobservable. For example, 0.2 means that flows between the monitored host
and 20% of the other hosts are filtered. The missed hosts are selected randomly
and the flows are removed from the original trace. The y-axis is the True Positive
on the filtered trace.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

unobservable host ratio

T
ru

e 
Po

si
tiv

e

Bittorent

Emule

PPStreamVOD

PPLiveVOD

XLVOD

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

unobservable host ratio

T
ru

e 
Po

si
tiv

e

PPStream

PPLive

TVAnt

FeiDian

PPMate

MySee

QQLive

SinaLive

TVULive

Fig. 11. True Positives of different unobservable host ratios
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The results indicate that even though a large fraction of hosts (about 30%)
are not observed, the algorithm can still achieve a high True Positive. It also
implies that the algorithm can work well even when the deploying place is not
close to the hosts being inspected, such as the gateways of large institutes and
edge routers.

5 Conclusion

The paper proposed the content based partitioning schema to identify the P2P
data transfer behavior. The schema is generic in identifying P2P applications.
Besides, some important issues are studied by experiments. The experiments
show that the method can achieve a high True positive and a low False Positive
while only keeping a rather small data block set with random replacement policy.

Our future work is to extend our approach to distinguish different P2P appli-
cation flows by using their relationships in data exchange and flow properties.
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Abstract. Network coordinates allow to estimate the latency among a
large number of hosts in a scalable way. Recently, Azureus, a popular im-
plementation of BitTorrent, has implemented network coordinates. We
have developed a crawler that allows us to obtain from the network coor-
dinates over one hundred thousand peers running Azureus and to measure
the network and application level round trip times to these peers.

Our measurements confirm that network coordinates allow to cor-
rectly estimate the round trip time between two peers. Our measure-
ments also show that the round trip times from our crawling host to a
set of peers located in the same country can vary between a few tens of
milliseconds to more than one second. This high variance is due to the
large buffers in the ADSL access links, which can increase the round trip
time by hundreds of milliseconds. As a consequence, network coordinates
and round trip estimations in general cannot be used to select peers that
are “nearby”, such as peers connected to the same ISP or located in the
same country.

Keywords: peer-to-peer, measurement, network coordinate system.

1 Introduction

Internet Coordinate Systems [1,2,3,4] are very popular today, since selecting
nodes based on their location in the network is a basic building block for many
distributed systems. The Euclidean distance between the coordinates of two
hosts is used as an estimator of the round trip time between these hosts; the
actual measurement needs not to be done. In this paper, we consider Azureus
whose peers use the network coordinate system Vivaldi [1] to compute their
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network coordinates. With the help of these coordinates, they try to find other
peers physically close to them in order to reduce download times and to keep
the traffic local, e.g. inside an ISP or a country.

Our study aims at evaluating the Vivaldi coordinate system in “action”. By
crawling Azureus, we collect round trip times at the application layer and at the
network layer of several hundred thousand of clients around the world. We also
collect their Vivaldi coordinates and analyze their accuracy. Previously, only the
work of Ledlie et al. [5] evaluated the Vivaldi coordinate system in the “wild”
and introduced what is known as the second version of the Vivaldi coordinate
system. However, all the measurements in [5] are performed from PlanetLab
nodes. Since most users are connected to the Internet with ADSL, we feel that
these results are biased (cf. Sect. 4.3).

As we will discuss in detail, our results indicate that the Vivaldi network
coordinates of Azureus are well suited to predict the round trip times between
two Azureus hosts. However, Vivaldi network coordinates often do not allow
to infer the geographical distance between hosts. Extremely long round trip
times of several seconds are a strong indication for heavily loaded ADSL links
and not for a large distance between those peers. Due to this fact, groups of
peers in geographical proximity, e.g. countries or ISPs, are not reflected in the
coordinate space and it is not possible to find close by peers based on their
Vivaldi coordinates in Azureus.

In Sect. 2, we give a brief background on the use of Kademlia [6] based peer-to-
peer systems and on the Vivaldi network coordinates system. In Sect. 3, we detail
our measurement methodology to learn about the peers present in the Azureus
network, to get their Vivaldi coordinates, and to measure the application layer
and the network layer round trip times to those peers. In Sect. 4, we examine
how well the application layer round trip times used by Azureus to compute
the Vivaldi coordinates are correlated to the network layer round trip times.
Moreover we analyze the accuracy of the network coordinates. Finally, in Sect. 5,
we conclude and recall an alternative approach to find close by peers.

2 Background

2.1 Azureus

Distributed Hash Tables (DHTs) map a large identifier space onto the nodes
that participate in the system in a deterministic and distributed way. The
DHT Kademlia [6] is implemented by several peer-to-peer applications such as
Azureus [7], Overnet [8], eMule [9], aMule [10], and lately the Storm worm [11].
The two open–source projects eMule and aMule share the same implementation
of Kademlia and they do have the largest number of simultaneously connected
users, 3 – 4.5 million users [12], followed by Azureus with about 1 million users.

2.2 Vivaldi Network Coordinates

Internet coordinate systems allow a host to predict the round trip times to other
hosts without actually measuring them. Explicit measurements are often
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unattractive, because the cost of measurement can outweigh the benefits of ex-
ploiting proximity information. Coordinates are assigned to hosts such that the
distance between their coordinates predicts the RTT between these hosts.
Simulation–based systems map nodes and latencies into a physical system whose
minimum energy state determines the node coordinates. Vivaldi [1] calculates the
coordinates as the solution to a spring relaxation problem.

The system envisions a spring between each pair of nodes with the resting
position of the spring equaling the network latency between the pair. Each node
updates and refines its own position successively by taking into account newly
reported RTT measurement toward its communication partners. Since this in-
formation is piggybacked on other network messages, e.g. route requests, no
additional messages are sent through the network. In other words, nodes allow
themselves to be pulled or pushed by a connected spring. Vivaldi attempts to
minimize the potential energies over all springs.

Vivaldi uses Euclidean coordinates of d dimensions augmented with a height
value: x = x1, . . . , xd, xh. The coordinates without the height vector can be seen
as reflecting the distance across the high–speed Internet core to which the end
users are attached. The last mile that may suffer from queuing delays due to
large buffers, as it is the case for ADSL, is represented by the height value.
Without using the height, the coordinate space would be erroneous since it is
possible to measure latencies in the order of seconds between peers in the same
country, which is more than the propagation time needed to make the tour of
the globe (≈500 ms). To calculate the distance between two nodes x and y, first
the distance of their Euclidean coordinates is calculated and then the heights of
both nodes are added:

V ivaldi distance(x, y) =

√√√√ d∑
i=1

(xi − yi)2 + xh + yh

For further details on Vivaldi we refer the reader to [1].

3 Measurement Methodology

3.1 Crawlers

The first step in order to do any latency measurements is to learn about the
hosts we want to measure to. Therefore, we used our crawler Blizzard for KAD
[12] and adapted it to work for Azureus as well. For each peer P , our crawler
logs the time of the crawl, the IP address of P , the port number used for the
control traffic, the DHT ID of P , and the Vivaldi network coordinates of P .

The implementation of Blizzard is straightforward: it runs on a local machine
and starts by contacting a seed which is run by us. The crawler asks the seed
peer for a set of peers to start with and uses a simple breadth first search and
iterative queries. It queries the peers it already knows in order to discover new
peers.
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At the beginning of each crawl, the number of newly discovered peers grows
exponentially before it asymptotically approaches the total number of peers in
the system. The crawl is done when no new peers are discovered and all the
discovered peers have been contacted.

The crawler implements two asynchronous threads: one thread sends the
REQUEST FIND NODE(id) messages and the other thread receives and parses
the REPLY FIND NODE messages returned. A list containing all the peers discov-
ered so far is used and maintained by both threads: the receiving thread adds the
peers extracted from the REPLY FIND NODEmessages to the list, whereas the send-
ing thread iterates over the list and sends n (8 to 16) REQUEST FIND NODE(id)
messages to every peer in the list. The value of the DHT ID id is different in each
message. This is done in order to minimize the overlap between the sets of peers
returned.

Not all the peers discovered can be contacted directly by the crawler. Approx-
imately half of the peers queried do not respond to the crawler. There are two
main reasons why a peer does not respond to our queries: either the peer has left
the system or the peer is behind a NAT that blocks our query. For the crawler,
it is not possible to distinguish between these two cases.

To crawl the DHT implemented by a BitTorrent client is a new approach
to learn about BitTorrent peers, since to this day the classical approach was
to learn about torrents on portal web sites and to contact the corresponding
trackers afterwards. Since in BitTorrent every torrent forms a swarm of peers,
all existing torrents need to be tracked in order to get a full view on all clients
participating. Our approach is not based on torrents, but we make use of the
DHT in which all peers participate and in which information about all torrents
is published. For the moment, this DHT is used as a fall-back mechanism in case
the tracker goes down. Not all DHTs implemented by the different BitTorrent
clients are compatible with each other. Therefore, with our method of crawling
a DHT, we do not learn about all peers using BitTorrent, but only about those
using a DHT compatible to the DHT of Azureus.

3.2 Application Layer Round Trip Time

The crawler exploits the control messages of the DHT and uses the messages
intended for routing in order to learn about other peers. The application layer

NRTT
peer

AZUREUS

kernel

application delay

peer

AZUREUS

kernel

ARTT

Fig. 1. The artt is composed of the nrtt and the additional delay induced by the
application
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round trip time (artt) of those messages is composed by two parts: the network
layer round trip time (nrtt), which will be explained in the next paragraph, and
the additional delay induced by the computation of the application that depends
on the load of the end-system (Figure 1). Therefore, we always expect the ap-
plication layer round trip time to be larger than the network layer round trip
time. In the remaining of this chapter, the round trip time is always expressed
in milliseconds.

3.3 Network Layer Round Trip Time

The REPLY FIND NODE message contains the IP address and the port of a peer.
After the discovery of a peer, a TCP packet with the ACK flag set is sent on this
very port. The peer is expected to reply with another TCP packet having the
RST flag set [13]. We call the delay between the emission of the TCP ACK and
the reception of the TCP RST the network layer round trip time (nrtt). The
TCP ACK packet we send is directly processed by the kernel of the operating
system of the queried peer. Therefore, we expect the network layer round trip
time to be equal to the round trip time of an ICMP ping. We send a TCP ACK
instead of an ICMP ping since some network providers filter ICMP packets
and most (Wlan-) routers and personal firewalls do not reply to ICMP pings.
Moreover, by default, all ports are closed, which is why it is so important to
learn about an open port by first crawling the peer-to-peer network.

3.4 Network Coordinates

The reply messages received during a crawl also contain the Vivaldi [1] network
coordinates of the queried peer. Depending on the version of the Azureus client,
different versions of the Vivaldi network coordinates are communicated: none,
version 1 (made of 2 dimensions plus the height), or version 1 and version 2.4
(made of 4 dimensions plus the height). The difference between the two im-
plementations of the Vivaldi network coordinate system is not limited to the
number of dimensions, also the age of the coordinate is transmitted. Moreover,
the ways new measurements are used to update the coordinates have become
more sophisticated. In total, 16 additional bytes are transmitted for version 2.4.
See [5] for details about the different versions of the network coordinates. 97.2%
of the Azureus clients use the latest version of the DHT protocol which trans-
mits both version 1 and version 2.4 of the network coordinates. Therefore, we
considered only these peers.

We run an Azureus client on the machine performing the crawl in order to
learn about the network coordinates of the crawler itself. Using those coordinates,
we are able to compute the Vivaldi distance between the crawler and the queried
peers. It is expected to approximate the round trip time of the packets sent to
this peer. Since the Azureus application is not aware of the nrtt, but only of
the artt, we expect the Vivaldi distance to be more tightly correlated with the
artt than with the nrtt.



150 M. Steiner and E.W. Biersack

4 Results

For the analysis presented in this paper, we collected the following datasets.

– Mannheim: The crawler is at the University of Mannheim, which is at-
tached to the German research network. One single crawl performed on
March 31, 2008, at 08:00 CET. 1,044,155 peers have been discovered, 291,850
of them responded to the crawler (Azureus artt and network coordinates
are available). 157,205 peers replied to the TCP ACK. For those peers, the
full data is available. The crawl duration was 12 minutes. This dataset is
available online:
http://www.eurecom.fr/~btroup/vivaldiazureus/.

– Eurécom: The crawler is at Eurécom, which is attached to the French re-
search network. Starting on 15th of February, 2008, we performed 3 full
crawls of the Azureus network a day (05:00, 13:00, and 21:00 CET). On
each crawl, 1 – 1.4 million were discovered. About 300,000 – 400,000 of them
responded to the crawler, thus, of those peers, Azureus artt and network
coordinates are available. For about 50% of the responding peers, the nrtt
is also available, the other peers did not respond to the TCP ACK packet
sent. Each crawl has a duration of about 20 minutes.

– ADSL: The crawler is connected via an ADSL line. One single crawl was
performed on March 26, 2008. This crawl took 12 hours and, out of 1,267,822
discovered peers, 118,548 peers responded. Whereas the nrtts are only avail-
able for 37,346 of those peers.

Table 1 gives an overview of the results obtained on Azureus in the Mannheim
dataset. The results of the two other vantage points are omitted for space con-
straints since they are qualitatively very similar. We mapped the IP addresses

Table 1. Overview of the Azureus results: artts, nrtts, and coordinate distances in
milliseconds. Measurement host is located in Mannheim.

1 2 3 4 5 6 7 8 9 10
Country # Clients artt nrtt Coordinates

mean mean st. dev. 5th perc. median 95th perc. v2 v1
France 13,775 359 306 626 44 92 1,235 542 344
Germany 11,439 435 236 598 21 64 1,143 736 415
Spain 8,281 641 566 984 55 125 2,604 1,043 581
Italy 3,464 389 325 671 57 119 1,286 560 368
Canada 12,349 360 298 512 120 169 948 454 259
US 32,528 394 319 543 111 176 1,052 488 269
Venezuela 530 851 765 1,175 169 258 3,299 1,197 657
Brazil 2,364 776 718 1,067 233 312 2,828 1,053 598
China 315 563 513 302 324 413 1,101 656 381
Korea 362 413 377 134 308 346 563 372 231
Japan 1,283 443 370 358 281 300 586 466 246
Australia 3,733 934 872 1,326 340 392 3,729 1,162 634
All countries 157,205 454 375 739 37 151 1,541 647 376

http://www.eurecom.fr/~btroup/vivaldiazureus/
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of the peers to their countries using Maxmind [14], a database containing geo-
location information. In the table, we list several countries from different parts
of the world that are representative for their continents: countries close to our
crawling site, countries far away, countries with good and with poor Internet
connectivity. The second column shows the number of unique Azureus clients
measured, the third column shows the average artt followed by 5 columns for
the nrtt. Columns 9 and 10 show the average Vivaldi distance from our crawling
site to the Azureus peers.

The mean nrtt value does not allow to distinguish between continents, com-
pare 566 ms for Spain with 319 ms for the US or 377 ms for Korea. In fact, the
mean nrtt is strongly biased by outliers, as can be seen from the 95th percentile
(Column 8 and Fig. 2). A much better indicator for geographic proximity is the
5th percentile: 21 to 57 ms for European countries, 111 to 120 ms for North
America, 169 to 233 ms for South America, and 281 to 340 ms for Asia and Aus-
tralia. Even if it is possible to make a difference between the nrtt distributions
for different continents, this does not imply that, from the nrtt to a single peer,
one can deduce its continent of origin.

We do explain the very low variance for peers in Korea with the widely de-
ployed fiber to the home in these countries. The high variance of the nrtts,
e.g. in Europe, is introduced by the last mile to these users that are often con-
nected with ADSL [15]. The ADSL access links own buffers that can add an
additional delay ranging from tens of milliseconds to more than a second.

Compared to the mean nrtts (Column 4), the mean artts (Column 3) are
slightly higher and they show a higher variance, which reflects the additional
delay introduced by the Azureus application. However, the overall shape of the
corresponding cumulative distribution function per country remains the same.
In Fig. 2, the measured CDF of the nrtts are plotted.

4.1 Network Coordinates

We compared the calculated Vivaldi distances for both implementations of the
coordinate system to the application round trip time measurements and to the
network layer round trip time measurements we performed.

The artts and the nrtts do have a positive linear correlation of 0.88 (Ta-
ble 2, column 2). For some countries, such as Germany and Japan, the correlation
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Fig. 2. nrtt for different countries. Origin of the measurements is in Mannheim /
Germany.
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Table 2. Correlations of the results for RTTs and Vivaldi distances shown in table 1

1 2 3 4 5 6 7
artt v.1 v.2 v.2 v.1 v.1
nrtt v.2 artt nrtt artt nrtt

France 0.94 0.89 0.91 0.89 0.85 0.84
Germany 0.65 0.91 0.92 0.63 0.87 0.61
Spain 0.93 0.94 0.94 0.89 0.91 0.87
Italy 0.90 0.92 0.91 0.89 0.85 0.84
Canada 0.85 0.81 0.83 0.81 0.77 0.74
US 0.81 0.86 0.85 0.82 0.79 0.74
Venezuela 0.97 0.84 0.93 0.94 0.79 0.80
Brazil 0.94 0.90 0.92 0.93 0.87 0.88
China 0.75 0.80 0.93 0.54 0.77 0.63
Korea 0.94 0.74 0.83 0.80 0.60 0.59
Japan 0.48 0.90 0.93 0.47 0.93 0.47
Australia 0.98 0.87 0.91 0.91 0.85 0.84
All countries 0.88 0.89 0.90 0.84 0.84 0.80

between the artts and the nrtts is much lower than compared to other coun-
tries. Therefore, the correlation between the artts and the distances computed
with the coordinates are lower, too. The weak correlation for the German peers
is not due to the measurement origin being in Germany, the other two datasets
also confirmed these results.

The correlation between the two versions of the network coordinates is 0.89
(Column 3). This strong correlation indicates that the two additional dimen-
sions introduced in version 2 do not have a big impact. The correlation between
the coordinates version 1 and the artts is 0.84 (Column 6), for version 2 this
increases to 0.90 (Column 4). The correlation between the network coordinates
version 1 and the nrtt is 0.80 (Column 7), for version 2 this value increases
to 0.84 (Column 5). We can conclude that the two additional dimensions, the
introduced age of the coordinates, and the resulting additional overhead in ver-
sion 2 do not result in a significant improvement of the network coordinates’
accuracy.

Our direct measurements of the nrtt are all taken from hosts based in Eu-
rope, thus the CDFs for the different countries do all have Europe as a point
of origin (Figure 2). To get a different point of origin, we need to make use of
the network coordinates. We chose an Azureus client in the US and computed
its Vivaldi distance to all the other peers. In Fig. 3, the Vivaldi distances of
this US peer to peers in Japan, Canada, and Germany are plotted. Surpris-
ingly, in most of the cases, it is not the peers in Canada that appear closer
to peers in the US, but the peers in Japan. Thus, based on Vivaldi distance,
a peer located in the US would often prefer a Japanese peer over a Canadian
peer.

The CDFs of the coordinate distances of a peer based in Germany have a
shape similar to the CDFs of the nrtts shown in Fig. 2.
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Fig. 3. Vivaldi distances for different countries. Origin peer is in the US.

4.2 Height

The height value in the network coordinates should reflect the latency intro-
duced by buffers on the last mile toward the end-user. The usage of the height
is necessary in order to not distort the coordinate system by large latencies in-
troduced on ADSL lines. We extracted all 112 peers from our dataset that are
customers of the provider France Télécom and that are located in Nice / France.
The propagation delay between any pair of those clients is in the order of a few
milliseconds.

The Vivaldi distance between pairs of those peers is very short if the height
value is discarded given the small geographic distances between the hosts. Con-
sidering the height, however, they can be far away from one to another. In
Fig. 4(a), the CDF of the pairwise distances is plotted. We see that the latency
introduced by the ADSL links is completely reflected in the height value and not
in the coordinates. For version 2, the results are even better than for version 1,
the distance ignoring the height is only of 38 milliseconds in median.

Figure 4(b) shows the pairwise Vivaldi distances of all 12,438 Azureus peers
in France. Again, the distances without the height do reflect the geographic dis-
tances, whereas the distances including the height are of one order of magnitude
larger due to the queuing delay on the last mile.
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Fig. 4. CDF of the pair wise distances of Azureus clients, with and without considering
the height value of the coordinates
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4.3 Visual Check of the Network Coordinates

Since a network coordinate system assigns coordinates based on the measured la-
tency between the hosts, one should expect to see clusters of peers when plotting
the coordinates that correspond to peers on different continents. Theses clusters
should be separated by gaps, the oceans. In Fig. 5(a), we plotted the network co-
ordinates version 1 (without the height) of the German and the Australian peers.
There is a strong overlap between them, no clear separation and no gap. This
is the same for other pairs of countries plotted together. In Fig. 5(b), the peers’
coordinates of all countries are plotted. It is not possible to distinguish between
countries or even continents. Geographical distances are not at all represented.

(a) Germany and Australia: overlap, no
separation, no gap.

(b) All countries: no distinction possi-
ble.

Fig. 5. Azureus network coordinates version 1

These findings are in contradiction to Ledlie et al. [5] who claim that em-
bedding the Internet, which interconnects peers across the globe (the Earth),
into an Euclidean space works well due to the fact that traffic between Europe
and Asia is routed via the US. The same paper also states that the peers of
different continents (Asia, Europe, and North America) cluster together in the
network coordinate space, which is in clear disaccord to our findings. In a tech-
nical report [16] by the same group, snapshots are presented (Figure 11) of the
coordinates of the peers they run on PlanetLab where three clusters representing
the continents are distinguishable. We believe that such results can be obtained
on PlanetLab but not with peers that are connected via ADSL.

4.4 Which Peer to Choose?

The classical use of an Internet coordinate system is to choose the peers from
which to download from. To check if the coordinate system implemented in
Azureus fulfills that request, we set up a very simple experiment. We dumped
the Vivaldi coordinates of 2 peers (running on 2 machines in the same LAN) at
Eurécom, 2 peers (running on 2 machines in the same LAN) at the University of
Mannheim, and one connected via a France Télécom ADSL line every 5 minutes
for 9 days, starting on February 25, 2008. Using the coordinates, the peers located
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Table 3. Vivaldi distances between two peers. The first column indicates the location
of the two peers, the second column indicates the nrtt between them which is stable.

peers nrtt version 1 version 2
ping avg. st.dev. max avg. st.dev. max

ma 1 / ma 2 0 133 117 1,208 121 56 336
eur 1 / eur 2 0 182 204 2,606 140 72 414
ma 1 / eur 2 39 158 120 786 95 45 302
ma 2 / eur 1 39 144 171 2,563 167 71 390
eur 1 / adsl 70 177 126 1,066 108 37 241
ma 1 / adsl 70 179 121 981 106 37 269

in Mannheim, respectively Eurécom, should be able to choose the other peer in
the same LAN.

In the following, we computed the Vivaldi distances between those peers (Ta-
ble 3). When using network coordinates, the distance values for the different
pairs of peers make these pairs practically indistinguishable, or, as in the case
of version 2, make two peers in Eurécom / Mannheim look closer to each other
than peers that are adjacent.

5 Conclusion and Outlook

We have studied the Vivaldi network coordinate system currently implemented in
Azureus and evaluated its possibilities and limitations. We saw that the latencies
estimated using Vivaldi network coordinates exhibit a high correlation with the
round trip times at application layer (artt) and to a lesser degree with the
round trip times at network layer (nrtt).

In general, the Vivaldi coordinates are not suitable for selecting close-by (geo-
graphically or within same ISP) peers: The round trip time is composed of three
elements: propagation delay, transmission delay, and queuing delay. As many
peers are connected to the Internet via ADSL, the queuing delay of the ADSL
access link can dominate the round trip time and hide the contribution of the
geographical distance completely, which is reflected in the propagation delay.
Extremely long round trip times of several seconds are a strong indication for
heavily loaded ADSL links and not for a very large distance between those peers.
Due to this fact, groups of peers in geographical proximity, e.g. same country or
ISP, cannot be determined using Vivaldi coordinates.

For an interesting approach to locate “close-by” peers, we refer the reader to
recent work of Choffnes and Bustamente [17] who developed an Azureus plug-in
called Ono. The plug-in builds a coordinate system based on the measurements
performed to several landmarks which are edge servers of the Akamai and Lime-
light CDN networks.

Given this limitation, Vivaldi coordinates are still very useful for peer selection
whenever the round trip time has an impact on the performance, as is the case
in query routing and when downloading content via TCP connections.
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Some of our traces, the dataset called “Mannheim” (cf. Sect. 4), are available
under http://www.eurecom.fr/~btroup/vivaldiazureus/.
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Abstract. In order for IP to become a full-fledged carrier-grade trans-
port technology, a native IP failure-recovery scheme is necessary that can
correct failures in the order of milliseconds. IP Fast ReRoute (IPFRR)
intends to fill this gap, providing fast, local and proactive handling of
failures right in the IP layer. Building on experiences and extensive mea-
surement results collected with a prototype implementation of the pre-
vailing IPFRR technique, Not-via, in this paper we identify high address
management burden and computational complexity as the major causes
of why commercial IPFRR deployment still lags behind, and we present
a lightweight Not-via scheme, which, according to our measurements,
improves these issues.

Keywords: QoS, resilience, IP, fast reroute, redundant trees.

1 Introduction

IP has come a long way to become a cost-effective bearing platform for com-
mercial services, providing scalable QoS, point-and-click management, secure
VPN services, unpaired scalability, etc. There is, however, an important piece
still missing in the puzzle: a resilience scheme capable to treat transient and
persistent failures in some tens of milliseconds. Nowadays, IP networks rely on
the somewhat outdated resilience scheme built into routing protocols, like Open
Shortest Path First (OSPF), hardly fast enough for multimedia applications.
Hence, operators resort to working around the limitations of IP, deploying for
instance MultiProtocol Label Switching (MPLS) Fast ReRoute, and tolerate the
implied boost in capital and operational expenditures.

In response to these challenges, the Internet Engineering Task Force has ini-
tiated the IP Fast Reroute framework [1] to introduce fast, local and proactive
failure recovery in IP networks. “Local”, in this context, means that only routers
in the vicinity of the failed component repair, and “proactive” means that de-
tours are precomputed well in advance. To our days, many IPFRR proposals have
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come to existence, yet the largest industrial backing is undoubtedly behind the
technique based on the notion of “Not-via addresses” [2]. In order to distinguish
detoured packets from ordinary packets, so that special routing can be applied to
them, Not-via introduces an alternative address space: packets tunneled around
the failed component are destined to certain not-via addresses, clearly separa-
ble from normal addresses and unambiguously communicating which component
the sender believes to be the cause of the failure. This way, detours simplify into
shortest paths in a topology with the failed component deleted, and rerouting
boils down to pushing the packet to a pre-established IP-in-IP tunnel, a cheap
operation now commonly implemented in the fast-path of IP routers. This makes
Not-via a practical and easy-to-deploy IPFRR technique.

This paper came into being in reaction to the vast operational experience we
gathered on a Not-via-enabled IP testbed deployed at BME-TMIT [3]. Thanks to
our prototype system, we are now in a position to be able to thoroughly judge on
Not-via’s pros and cons. We found that Not-via raises serious address manage-
ment issues, originating from the need to hand out many not-via addresses, and
it poses substantial additional CPU-load on IP routers. This is objectionable, as
contemporary IP infrastructure, even without IPFRR, is actually struggling to
keep up with the ever-increasing routing tables. The significant additional man-
agement and computational cost makes operators reluctant to adopt IPFRR,
despite of its potential benefits.

To improve the manageability of Not-via, we present a lightweight Not-via
scheme. The main idea is, on the traces of [4], to adopt the concept of node-
redundant trees (simply redundant trees in the sequel) for IPFRR and apply
them directly to Not-via. As shall be shown, this modification reduces the num-
ber of not-via addresses, cuts the computational complexity down to the level of
plain shortest path routing, and it removes many corner cases that plague the
original Not-via proposal.

The rest of the paper is organized as follows. In Section 2, we discuss Not-via
and we summarize our operational experiences. In Section 3, we recast Not-via
over redundant trees, we discuss the issue of additional addresses and we report
on a related theoretical result: a distributed algorithm which finds next-hops in re-
dundant trees corresponding to all nodes in linear time. In contrast, this was only
possible in quadratic time or worse previously. We implemented the modified Not-
via in our prototype and in Section 4 we present observations and measurement
results we gathered on our testbed. Finally, in Section 5 we conclude the paper.

2 IPFRR Using Not-Via Addresses

IP Fast ReRoute attains fast response time by handling failures locally, with only
the routers in the vicinity of the failure participating in the repair but other,
distant routers not being informed of the failure in any ways. Therefore, IPFRR
applies special routing to packets being forwarded along a detour. Otherwise,
loops might emerge as a distant router not aware of the failure might blindly
loop the detoured packet back along the default forwarding path. Not-via uses the
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destination address in IP packets to mark whether the packet is being forwarded
on the default path or in an IP-to-IP tunnel along a detour. The starting node of
the detour is the router whose next-hop has become unreachable, and the tunnel
is terminated at the next-next-hop (NNH), the second closest node along the
shortest path tree. This facilitates common handling of node and link failures.

Perhaps an example is in order here. Consider the network depicted in Fig. 1,
and suppose that a packet entering the network at node A is forwarded to the
egress node C. Furthermore, assume that the shortest path (marked by bold
arrows) goes through node B, but A suddenly loses contact with B. Now, B
encapsulates the packet in a new IP header with a special not-via address set as
destination address, which has the semantics “forward me to C (the NNH) not
via B”, and sends it to node D. Thanks to the special destination address, D
will not send the packet back to C on the shortest path (as it would be the case
if default routing applied), but instead sends it to E through LAN L. Node E
forwards the packet to node C where it is decapsulated and passed further along
the default forwarding path as if no failure happened.

Unfortunately, Not-via is a bit more difficult than that, and anyone trying to
implement it faces painful exceptions and complex corner cases. Consider, for
instance, the so called LAN problem that arises when D tries to send a packet
to node E using LAN L but LAN L fails. On one hand, node D could assume
that all the nodes connected to this LAN failed, in which case it would lose
all connectivity to node E. On the other hand, if selective fault detection was
available on the LAN, then D could distinguish between a LAN failure (when
more than one router attached to the LAN becomes unavailable) and multiple
single router failures. This would provide more efficient recovery, at the cost of
quadratic number of additional not-via addresses to cover all the possible fault
scenarios. Similar corner cases arise at the decapsulation point of the detours
(the so called last-hop problem) and at bridge nodes [2].

Despite these issues, Not-via is still a practical and rather straight-to-the-point
solution, therefore, we chose Not-via to base our IPFRR testbed onto. After
dealing with all the intricacies of implementing the standard and experimenting
with it in operation, we are now feeling confident enough to judge on Not-via’s
merits and identify some of its pressing limitations.

Burdening address management: The first question an implementor inevitably
faces is how to assign and distribute not-via addresses. As of this writing, there
is no official protocol support for advertising not-via addresses into the rout-
ing domain. The situation is worsened by the fact that a not-via address has
a compound meaning, as it encodes both a destination node and a component
to be avoided, and there is currently no way to communicate this rich seman-
tics between routers. As a work-around, network operators may assign not-via
addresses statically, but this is inflexible, subject to human configuration errors
and breaks down rapidly as the network increases. Just the sheer number of
not-via addresses can pose problems: the simple network of Fig. 1 would require
a total of 17 not-via addresses.
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Fig. 1. Sample network with IP routers A,
B, C, D and E and LAN L. Bold arrows
mark the shortest path to C.

Fig. 2. Sample network. Bold arrows
mark the shortest path to C, dashed ar-
rows mark the primary and solid arrows
mark the secondary redundant tree rooted
at C

Considerable computational overhead: In an ordinary IP network, the next-hops
towards all destinations are obtained by a single shortest path tree (SPT) calcu-
lation. With Not-via, a router must execute as many SPT instances as there are
components that can fail, with the failed component removed from the topology.
Using some simple heuristics one can go down to some few dozen additional SPT
calculations [5], which is still significant. Note that substantial additional costs
show up due to having to deal with an increased number of entries in the routing
tables, establish, maintain and tear down tunnels, etc.

Complexity and special cases: As mentioned above, Not-via brings in subtle intri-
cacies into routing and in many cases it overrides well-known IP routing mecha-
nisms. The corner cases mentioned above make implementations convoluted and
operation of the protocol hardly tractable by operators.

In Section 4, we shall support the above claims with measurement results ob-
tained on an operational IP testbed. In addition, we note that similar observations
were reported elsewhere [5]. In the next section, we propose deliberate modifica-
tions to Not-via in order to remove, or at least mitigate, these compelling issues.

3 An Improved Lightweight Not-Via

Our modified Not-via technique uses the concept of redundant trees [6]. Redun-
dant trees are basically a pair of directed spanning trees, which have the ap-
pealing property that a single node or link failure destroys connectivity through
only one of the trees, leaving the path along the other tree intact. The concept
was first applied to IP Fast ReRoute in [4]. In contrast, in this paper we apply
redundant trees directly to the prevailing IPFRR technique, Not-via. As shall be
shown below, organizing the detours over redundant trees gives rise to an eas-
ily implementable and deployable “lightweight Not-via” scheme: it significantly
decreases the number of Not-via addresses, with clever modifications it reduces
computational complexity to linear, and it eliminates most of Not-via’s corner
cases without introducing new ones.
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3.1 Redefining the Semantics of Not-Via Addresses

Our lightweight Not-via uses ordinary shortest paths for default forwarding, and
a pair of redundant trees (the primary and the secondary backup tree) for re-
silience. Correspondingly, a node v has three IP addresses: a default (Dv), a
primary (Pv) and a secondary (Sv). If there is no failure, packets are forwarded
along the shortest paths as usual. On the other hand, if a failure shows up, pack-
ets are tunneled along either the primary or the secondary tree. This is achieved
by encapsulating the packets into a new IP header with the primary (respectively,
secondary) address of the Next-next-hop set as the outer destination address.
Since, by definition of redundant trees, a single failure leaves at least one of the
trees intact, it is guaranteed that packets avoid the failed component.

Consider Fig. 2, depicting the same sample network as before, but now not
only the shortest path but also the primary and the secondary backup trees
directed towards node C are given (observe that the paths in these trees are
node-disjoint). Suppose A has a packet to send to node C. As long as its default
next-hop, B, is alive, A simply passes the packet to B. If, however, B goes down,
A must find a backup path, or at least a next-hop that can push the packet
further, towards C. So it encapsulates the packet, sets the outer destination
address to the primary backup address of the NNH (node C) and passes it to
the next-hop along the primary tree, node D. Assuming that D computed the
exact same redundant tree to C (which is not hard to ensure), D will pass
the packet through LAN L and node E to C, where it gets decapsulated and
sent further. If, instead, it is now node E that has to get a packet to C and it
finds that connectivity to C went away, both its shortest path and its primary
backup path are affected by the failure. In this case, the packet is encapsulated
to the secondary backup path and sent through L to B. Note that the secondary
backup path can not be impacted by the failure in this case, as it is node disjoint
from the primary path. Finally, a packet forwarded along the primary path gets
rerouted to the secondary path should it encounter a failure on its path (this
might be the very same failure that pushed the packet to the backup in the first
place) but not vice versa.

The forwarding process of the lightweight Not-via scheme is given in Algo-
rithm 1. Note that the operation push X in routing terminology means “encap-
sulate the packet into an IP-in-IP tunnel and set its outer destination address
to X ”. The operation X ← pop does the reverse: decapsulates the packet and
puts the address of the innermost IP header to X . D, P and S are the address
spaces of the default, primary and secondary backup addresses.

It is easy to see intuitively that this forwarding rule is correct. First, in the
absence of failures, packets get to their destination along the shortest path as
usual. In case of a single failure, a packet first gets to the NNH along either the
primary or the secondary backup path, provided that such paths exist, which
is always true as long as the network is 2-connected (see more on this matter
later). Both backups can not be affected by the failure at the same time, as they
are node disjoint. So single node or link failures are handled correctly. Finally,
packets can not get into loops in the presence of multiple simultaneous failures,
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Algorithm 1. Forwarding process at node u for a packet destined to address A,
given the set of unavailable neighbors F . The next hop of X is given by nh(X ).
1: if A = Pu or A = Su then # This is the end of the tunnel
2: A ← pop;
3: end if
4: if A = Du then # This is the destination
5: consume the packet; return ;
6: end if
7: if nh(A) /∈ F then # Next hop is operational
8: forward packet to nh(A); return ;
9: end if

10: if A ∈ D then # Default path failed
11: let v be the NNH to A;
12: if nh(Pv) /∈ F then # Forward to primary next hop
13: push Pv and forward packet to nh(Pv); return ;
14: else if nh(Sv) /∈ F then # Forward to secondary next hop
15: push Sv and forward packet to nh(Sv); return ;
16: end if
17: else if A ∈ P then # Primary backup path failed
18: X ← pop;
19: SX ← the secondary backup address for X ;
20: if nh(SX) /∈ F then # Forward to secondary next hop
21: push SX and forward packet to nh(SX); return ;
22: end if
23: end if
24: drop the packet; # Secondary backup failed

as a packet is unconditionally dropped should it encounter a failure along the
secondary path.

With this modification, a not-via address protects multiple failures; the pri-
mary address protects the default path and the secondary address protects the
primary backup. In this way, the number of addresses is decreased to 3 per
node, the absolute minimum realizable by the original Not-via only in special
topologies (point-to-point rings). What is more, in certain cases it is possible to
completely avoiding using extra addresses. In traditional IP networks, routers
have a loopback address and a unique address for each interface. Hence, one can
use any two interface addresses as the primary and the secondary address. Since
these addresses are always disseminated by the IGP, other routers can easily
learn them. Naturally, in this case routers should be addressed via their loop-
back, otherwise traffic destined directly to routers would not be protected. While
in a conventional IP network this technique removes the need to maintain addi-
tional not-via addresses, it must be emphasized that it is not applicable to any
arbitrary IP network. Namely, IP backbones running over unnumbered point-
to-point links (e.g., MPLS LSPs) still need to maintain at least two additional
addresses per router, since interfaces usually don’t have unique IP addresses in
such cases.
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We have seen previously that the original Not-via proposal has some subtle
details, making it difficult to implement it correctly and understand it in oper-
ation. Though, redefining Not-via in terms of redundant trees removes most of
the corner cases. For instance, LANs no more need special treatment: a LAN is
handled like any ordinary node except that it does not get not-via addresses. Ad-
ditionally, in [7] we show an easy way to tackle the problem of bridge nodes that
show up in non-2-connected networks, another corner case in Not-via. Finally,
the last-hop problem is treated by simply repairing to the next-hop, similarly to
Not-via (as a matter of fact, we have already seen this case when we examined
the case of E sending a packet to C and losing connectivity to it).

3.2 Reducing the Computational Complexity of Not-Via

The computational cost of Not-via is dominated by the large number of SPT
calculations, since an SPT with respect to all potentially failing components
needs to be obtained. Suppose there are N nodes and E point-to-point links
in a network and there are no LANs. In this case, Not-via’s complexity is
O(N(N log N+E)) (N times the complexity of Dijkstra’s SPT algorithm), which
is worse than quadratic in the number of nodes. Unfortunately, without careful
modifications the lightweight Not-via would have essentially the same complex-
ity: although a pair of redundant trees comes in linear time, O(E) [8], we need
redundant trees with respect to all destination nodes yielding O(NE) steps in
general. In this section, we show how to reduce this complexity to O(E) using a
simple distributed algorithm.

The idea is that for our lightweight Not-via to work correctly, we do not
need the entire redundant tree instances to all destinations, we just need the
corresponding next-hops. Thus, we compute a single pair of redundant trees, the
primary P and the secondary S, rooted at some designated node r. Then, for
any d �= r we rewire these trees with d set as root, and we take the corresponding
next-hops along the rebased trees. Since computing the initial redundant tree
takes O(E) steps and, as shall be shown below, we can decide on the next-hops
for a particular node in O(1), the overall complexity is O(N + E) = O(E).

Proposition 1. Let P and S be a pair of redundant trees, rooted at some r, and
perform the following steps to obtain a graph D:

1. reverse the edges in S
2. take the union of the edges of the resultant trees
3. split r into two nodes, r+ and r−, so that edges only enter r+ and only

leave r−

We assume that P and S were so that the graph D yielded by the above steps is:

(i) a directed acyclic graph (DAG) and
(ii) there is only one edge entering r+.

While these requirements seem somewhat strong, in reality the majority of the
redundant tree algorithms in the literature easily satisfy Proposition 1. We used
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the linear time algorithm in [8]. An alternative is to modify a redundant tree
algorithm so that it immediately produces the DAG (a good candidate would
be the algorithm in [9]). Henceforward, we shall assume that the DAG D is at
our disposal, it satisfies (i) and (ii) and it can be computed in linear time.

Definition 1. Let the node set of D be V and define a relation (≺) on V as
follows: u ≺ v : u, v ∈ V if and only if there is a directed path from u to v in D.

It is easy to see that (V, (≺)) makes up a bounded partially ordered set (poset).
Because D is a DAG, (≺) is unambiguous. Additionally, since edges only leave
r−, the minimal element is exactly r−. Similarly, r+ is the maximal element.

Definition 2. For some node u, let V +
u be the set of the nodes larger than u.

Similarly, let V −
u be the set of nodes smaller than u:

V +
u = {v ∈ V |u ≺ v} , V −

u = {v ∈ V |v ≺ u} .

Additionally, let f+
u (d) denote the first hop along some path from u to any d ∈

V +
u , and f−

u (d) be the same for any d ∈ V −
u . For the root node r, we define

f+
r (d) = f+

r−(d) and f−
r (d) = f−

r+(d) for all d ∈ V \ {r+, r−}.

V + and f+(·) can be computed by a Breadth-First-Search (BFS) traversal of D.
Similarly, V − and f−(·) come from a reverse BFS. This way, f+(·) and f−(·)
encode the next-hop along the minimum-hop path, which makes our detours
shorter. Note that in general V +

u ∩ V −
u = ∅ but V +

u ∪ V −
u �= V \ {u}, because

some nodes might not be ordered with respect to u.

Theorem 1. Given nodes u and d, u �= d, choose the primary next-hop hP
u (d)

and the secondary next-hop hS
u(d) from u to d as follows:

1. If d ∈ V +
u : hP

u (d) = f+
u (d) and hS

u(d) = f−
u (r−)

2. If d ∈ V −
u : hP

u (d) = f+
u (r+) and hS

u(d) = f−
u (d)

3. Else: hP
u (d) = f−

u (r−) and hS
u(d) = f+

u (r+)
4. Special rules apply at the root node (if u = r):

hP
r (d) = f+

r (d) and hS
r (d) = f−

r (d)

Then, interleaving the primary next-hops hP (d) and the secondary next-hops
hS(d) makes up a pair of redundant trees rooted at d.

Proof. To prove the theorem, it is enough to show that following the primary and
the secondary next-hops comprises two loop-free, node-disjoint paths. The rules
encode the intuitive idea: following the next-hops hP (d) we move in increasing
direction in the poset, along hS(d) in decreasing direction, and if u and d are not
mutually ordered, we move downwards in the poset until we can move upwards
(and vice versa).

First, we show that for two nodes v, w : v ≺ w, what we obtain by following
the primary next-hops hP (w) is a loop-free v → w path. Observe that either
w = f+

v (w) and we arrive to w in the next step, or w ∈ V +
x : x = f+

v (w) and
we can step to hP

x (w) and repeat the same reasoning to eventually arrive to
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(a) ordered case (b) unordered case

Fig. 3. Illustration for Theorem 1

w. Along the similar lines, following hS(w) yields a loop-free v → w path for
v, w : v � w.

If d = r, the claim is trivial. Suppose d �= r and there is an ordering between
u and d, say u ≺ d. Now, following hP (d) yields an u → d path pp (the path
marked by solid arrow in Fig. 3a), and following hS(d) yields first a u → r−

path p1
s and then an r+ → d path p2

s (dashed arrow in Fig. 3a). Based on the
observation above, these subpaths are indeed paths and they are loop-free. The
concatenation of p1

s and p2
s gives the secondary path ps. Finally, pp and ps are

node-disjoint: nodes along pp belong to the interval [u, d], p1
s to [r−, u] and p2

s to
[d, r+], and these intervals are disjunct except the endpoints.

If there is no ordering between u and d, the situation is slightly more difficult:
following hP (d) first yields an u → y path p1

p and then a y → d path p2
p, where

y is the first node for which u � y and y ≺ d holds (see the solid arrows in 3b).
Similarly, hS(d) yields first a u → x path p1

s and then an x → d path p2
s for

the first x : u ≺ x and x � d (dashed arrows in 3b). Again, concatenation of
the corresponding subpaths yields two node-disjoint paths: first, p1

p and p1
s are

node-disjoint because p1
p ∈ V −

u , p1
s ∈ V +

u and V −
u ∩ V +

u = ∅; second, p1
p and

p2
s are also node-disjoint because the nodes of p1

p are not ordered with respect
to d but those of p2

s are; third, pP and pS can not both traverse r, because
x ≺ r+ (due to Proposition 1, condition (ii), we have a node m for which
v ≺ m : v ∈ V \ {r+, m}, so the secondary path turns back in m at the very
latest). Similar reasoning applies to see that the rest of the subpaths are mutually
node-disjoint too. �

Hence, computing the primary and the secondary next-hops with respect to each
node in the network involves first obtaining a pair of redundant trees, then con-
verting them to a DAG using Proposition 1, two BFS traversals to compute V +

and V − and finally cycling through all nodes to compute the corresponding next-
hops using Theorem 1. All these steps can be performed in linear time, therefore,
the overall complexity of our method is O(E). Thanks to these modifications,
now it takes O(N log N + E) steps to compute the default next-hops and an
extra O(E) steps specific to IPFRR. Therefore, the computational complexity
of the lightweight Not-via is dominated by the cost of standard shortest path
routing and the additional penalty of IPFRR simply disappears in the long run.
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Finally, we point out that basically any protection and restoration scheme
relying on redundant trees faces with the problem of finding redundant trees to
all destinations at the same time. Therefore, the result that this can be done in
linear time might have generic interest beyond IPFRR.

4 Performance Evaluation

In this paper, we argue that it is not some deep theoretical limitation or trade-off
that hampers the wide-scale deployment of IPFRR the most, but rather a couple
of very technical and very concrete practical issues. In order to confirm this
claim, we implemented and tested both the prevailing IPFRR proposal, Not-via,
and also our lightweight Not-via in an operational IP testbed. Our test system
is a full-fledged IPFRR prototype, deployed on 9 PC routers running a stock
Debian GNU/Linux distribution, the Open Shortest Path First routing protocol
(OSPF) from the Quagga suite of routing daemons [10] and kbfd, a kernel-based
implementation of the Bidirectional Forwarding Detection [11] protocol1. Below,
we briefly report on some of our most important observations. For a complete
coverage on the measurement results, the reader is referred to [3].

Our experiences indicate that IP Fast ReRoute is just what it promises to
be: fast. Configuring BFD so that any failure is detected in at most 9 ms (BFD
interval = 3 ms, BFD multiplier = 3), Not-via repairs single failures in 16.65 ms
on average and 18.5 ms at maximum. With conventional OSPF, on the other
hand, one can measure anything between 120 ms and several seconds depending
on the actual topology, the nature and the location of the failure, etc.

Our measurements were primarily aimed at identifying the management cost
of Not-via. We found that considerable management complexity arises from the
need to hand out and maintain vast numbers of not-via addresses. Fig. 4 gives
this number for both the original Not-via and our lightweight Not-via, as com-
puted by our prototype system for some commonplace ISP topologies. To sim-
ulate the effect of LANs, we treated 20% of the routers as if they were LANs.
Observe that with the lightweight Not-via, the number of additional addresses
remains modest even in very large topologies. We found, in addition, that the
second most important cost of Not-via comes from its considerable computa-
tional complexity. Fig. 5 shows the CPU time needed to compute the default
and the backup next-hops and downloading them into the forwarding engine.

These measurement results castNot-via in a completely different light: although
the computational complexity of Not-via is substantial, yet it is the extra man-
agement burden caused by the extension of the address pool that dominates its
complexity. Our measurements reproduce this burden spectacularly even in small
and middle-sized topologies, and we expect it to become prohibitive in larger net-
works. On the other hand, it is exactly this burden where the advantages of the

1 Our modifications to Quagga and kbfd are maintained separately at
http://opt.tmit.bme.hu/~kbfd until all of our upstream patches go into the
respective production releases.

http://opt.tmit.bme.hu/~kbfd
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Fig. 4. Number of additional addresses
for the original and lightweight Not-via in
commonplace ISP topologies (number of
nodes is given in parentheses), with every
fifth node substituted by a LAN

Fig. 5. Execution time of computing the
default and backup next-hops and config-
uring the forwarding engine for the origi-
nal and the lightweight Not-via

lightweight Not-via really manifest themselves: the time of computing the next-
hops and configuring the forwarding engine decreases by an order of magnitude
into the range of some few hundred milliseconds, which falls well within the time
range contemporary IP routers perform ordinary shortest path routing [12].

5 Conclusion

IP Fast ReRoute is one of the last missing technological components from the IP
protocol suite on its way to become a mature carrier-grade transport technology.
In this paper, we argued that, despite of the strong incentives, wide-spread adop-
tion of IPFRR will not occur until the additional cost of IPFRR is reduced to a
level tolerable to network operators. To support our claims, we presented a for-
mal performance evaluation of IPFRR obtained on a full-fledged prototype. As
far as we are aware of, this is the first time that such an evaluation is published
in the literature.

Our measurements showed that the immense number of not-via addresses
imposes considerable load on both IP routers and network management. How-
ever, by reformulating Not-via in terms of redundant trees we could decrease the
number of additional addresses substantially. We also improved the complexity
of computing the detours to strict linear time from the worse than quadratic
complexity of Not-via. Hence, in the lightweight Not-via the extra computa-
tional complexity of fast reroute amortizes as compared to even shortest path
routing. We discovered, however, that a more significant improvement comes
from redefining the semantics of Not-via addresses, so that one address covers
not just one but many failure scenarios, since fewer additional addresses caused
a spectacular drop in the associated management cost. This demonstrates that,
with clever modifications to Not-via, the extra load of IPFRR can be brought
down to a tolerable level. We believe that this will further incentivize network
operators to seriously consider deploying IPFRR in the future.
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Abstract. Resource reservations in the Internet become more and more
important with the advent of real-time multimedia services like Voice-
over-IP and IPTV. At the same time we see an increasing interest in
accessing Internet services by using mobile devices. In this paper we
describe how Quality-of-Service guarantees can be achieved in mobile
environments across different domains using the Next Steps in Signal-
ing (NSIS) framework. We provide an analysis of mobility scenarios in
combination with QoS signaling and propose to use an additional node
local Flow Information Service element that supplies the necessary mo-
bility support within NSIS capable mobility-aware nodes. We show that
reservations can be setup quickly along the new path after a handover
happened. Even the tear down of the reservation of the old path after a
successful handover is performed quickly.

Keywords: QoS, NSIS, Signaling, MobileIP.

1 Introduction

Controlling resources in the Internet requires manipulation of state in network
elements along the path of a given data flow. In order to install, maintain, or tear
down state on nodes on a given path signaling must be performed accordingly.
The Resource reSerVation Protocol (RSVP) was once designed as a signaling
protocol for Quality-of-Service establishment in IP networks. In response to some
deficiencies of RSVP the IETF working group Next Steps in Signaling (NSIS)
[1] was formed to design a framework for generic signaling on the IP layer.

With the advent of bandwidth demanding Internet applications and multi-
media streams such as video broadcasts, voice-over-IP, or IPTV a continuously
growing need for Quality-of-Service (QoS) arises. NSIS elaborated a QoS signal-
ing protocol as its first use case which enables applications to reserve resources
along a given path.

As mobile devices are becoming increasingly powerful, mobility and mobile
computing become more and more attractive. That rises the desire to have con-
tinuous network connectivity. Since the Internet Protocol was not designed to
� The authors would like to thank Max Laier for his implementation efforts and con-

ceptual input. Part of this work was supported by Deutsche Telekom Laboratories
and T-Systems within the ScaleNet project.
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cope with mobility, MobileIP [2] was developed by the IETF in the mid 1990’s
as an extension in order to provide transparent mobility support of applications.

However, QoS resource reservations are established for one particular data
path and are thus not aware of mobility. MobileIP on the other hand does not
cover QoS mechanisms and is primarily concerned with the correct routing of
data packets towards the mobile endpoint. Even though the NSIS framework
was designed from the beginning with support for mobility scenarios in mind,
only very basic protocol mechanisms—e. g. a session identifier—were specified
to accomplish this goal.

This paper provides an analysis of mobility scenarios in combination with QoS
signaling. We propose an additional node local Flow Information Service element
that supplies the necessary mobility support within NSIS capable mobility-aware
nodes. We show that this support enables the NSIS QoS signaling protocol to
work well in mobile scenarios and that the implied overhead in terms of addi-
tional reservation setup latency is small compared to non-mobile scenarios.

Though an existing Internet-Draft [3] discusses some mobility aspects of the
NSIS protocol suite, a careful and detailed analysis of mobility supported is,
however, still required. For instance, there are only a few mobility scenarios elab-
orated and considerations as well as more practical guidance for implementers
is missing.

We will briefly introduce the NSIS framework and the basic operation of Mo-
bileIP in the following section. The use of QoS NSLP is of particular interest and
will be discussed in more detail along different mobility scenarios in Section 3. As
a further step we will discuss and propose solutions to these problems before we
outline the necessary design decisions. The applicability of the NSIS protocols
in mobile scenarios will be proven by evaluation in Section 5.

2 NSIS-Based Signaling and Mobility

In order to develop an understanding for the main problems of NSIS-based sig-
naling in mobile environments, we introduce the Next Steps in Signaling protocol
suite and the basic operation of MobileIP that is relevant for the findings and
solutions discussed in the remainder of this paper.

2.1 The Next Steps in Signaling Framework

Reliable QoS guarantees along a path and across different networks can only be
accomplished by means of (possibly aggregated) resource reservations at routers
residing on this path. In order to negotiate, install, and maintain on-demand
resource reservations, signaling and admission control must be performed. The
NSIS framework [4] was designed to perform signaling in IP-based next genera-
tion networks and employs a two-layer approach by separating the transport of
signaling messages from the signaling application logic.

The protocol stack is conceptually divided into two layers. The lower layer is
called the NSIS Transport Layer Protocol (NTLP). It is responsible to discover
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the next NSIS capable node on the path which also supports the specific signaling
application, to setup state between both nodes, and to transport the higher layer
signaling messages. Instead of deploying a new set of transport and security
protocols it makes use of independent and wide-spread protocols, such as UDP,
TCP, or TCP with TLS. The General Internet Signaling Transport (GIST) [5]
is a protocol that fulfills the requirements of an NTLP.

The NSIS framework basically distinguishes between the initiator of a signal-
ing message exchange (e.g., the entity initiating a reservation), the responder to
such a request, and the sender or receiver of the corresponding data flow. Thus,
if a receiver-initiated reservation is performed, the data flow receiver initiates
the resource reservation. We use this important distinction during the further
discussion, especially the one in section 3.4.

The NSIS Signaling Layer Protocol (NSLP) builds the higher layer of the proto-
col stack. Unlike GIST, which operates only between two hops, the NSLP provides
end-to-end signaling functionality. Currently there are two signaling applications
defined, namely a QoS NSLP [6] and a NAT/FW NSLP. Whereas the former es-
tablishes state among nodes in order to fulfill resource reservation requests, the
latter is concerned with configuration of NAT-Gateways and Firewalls.

2.2 Mobility Management by Mobile IP

Mobility in an IP-based network can be achieved by using MobileIPv6 [7] which
was proposed by the IETF as an extension to the base IPv6 protocol. Figure 1
gives a conceptual overview of MobileIPv6’s basic operations, where each cloud
denotes a different IP network (could be also different provider domains or Au-
tonomous Systems). A mobile node is assigned two IP addresses, one is the Home
Address (HoA) that is assigned at the mobile node’s home network and is used to
identify the communication endpoints, i. e. all connections to and from the mo-
bile node. In addition one or more Care-of-Addresses (CoA) are assigned to the
mobile node that represent its current location. MobileIPv6 was designed to per-
form a transparent mapping between both address types, i. e. it hides the actual
location and therefore the CoA of a mobile node from its communication peer,
the Correspondent Node (CN). In order to fulfill this request two operational
modes were specified: the Tunnel mode, which is used initially and whenever
the CN is not MobileIPv6-aware, and the Route-optimization mode, which can
be used whenever the CN is MobileIPv6-aware. In this case the MN and the
CN establish a binding between CoA and HoA, which can then be used to send
traffic directly from one endpoint to another, instead of redirecting it through
the MN’s home network. In order to differentiate route-optimized packets from
normal packets, special IPv6 options in extension headers are used.

Tunnel mode is used initially and whenever the CN is not MobileIPv6-aware.
The traffic from the MN is then tunneled to a specific service node within the
MN’s home network, called the Home Agent (HA). Once the HA retrieves a data
packet destined to the CN, it forwards the traffic on behalf of the MN. If the CN
sends data towards the MN, the traffic is intercepted by the HA and forwarded
using the established tunnel.
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Fig. 1. Basic operations of MobileIPv6

It is important to note, that the route-optimized flow is not related to the log-
ical flow. Especially in case of signaling under these circumstances the signaling
application must be aware of the actual flow.

3 Mobility Analysis for QoS NSLP

Now we briefly describe some issues that we found while trying to implement
mobility support for QoS NSLP. Due to limited space we can present only some
issues very briefly, whereas more details can be found in a technical report [8].
Solutions are discussed in Section 4.

3.1 Mobility Awareness

The NSIS mobility applicability draft [3] assumes that QoS NSLP or the ap-
plication are mobility aware, e. g., that they know the current Care-of-Address
(CoA). It proposes that the reservation refers to the actual current flow, so that
a CoA is contained in the corresponding Path-Coupled Message Routing Infor-
mation (PC-MRI), which describes all relevant addressing information of the
concerned data flow. On the one hand such a scheme requires knowledge of the
current CoA within GIST, QoS NSLP, and the application. On the other hand
this approach contradicts the use of Mobile IP that hides mobility from appli-
cations and transport protocols. However, since Mobile IP adds overhead to IP
layer packets, either in form of tunneling packets or by adding IPv6 extension
headers, the QoS NSLP must be aware of a node’s mobility to take this overhead
into account1 when requesting resources. More specifically, it must adjust the
TMOD parameter of the QSPEC object [9] that conveys the necessary resources
1 Even if this overhead is considered to be small in total, it may be relatively large

when small packets such as Voice-over-IP packets are transmitted.
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information, depending on whether the Mobile Node (MN) is in its home do-
main, in a foreign domain and/or using route optimization. In this respect it
does not make sense trying to hide mobility from QoS NSLP.

3.2 Upstream Signaling

Path-coupled signaling, which is the default message routing method for GIST,
makes it difficult to signal for a new flow fn in upstream direction (cf. Figure 2).
This could be required in order to trigger a reservation request from the other end
or cross-over node. Upstream forwarding of a message is a problem if no message
routing state exists already in the next GIST hop. The upstream message would
require the new flow’s MRI and the resulting GIST Query must be sent in
upstream direction. In this case there is the problem of choosing the correct
encapsulation for the GIST Query: only upstream Q-mode encapsulation would
be an option, but this is not appropriate to use in this case due to its limited
applicability to certain environments (e. g., restricted topologies with only one
default router). Even if the MN could send the Notify to its new access router,
there is no routing state installed yet in upstream direction in this node, i. e., it
does not know any next peer in upstream direction.

3.3 Resource Release

After performing a handover resources along the inactive path should be released
as soon as possible in order to reduce reservation blocking for new reservation
requests. Thus, there must be a possibility to release resources as soon as they
are not used anymore. Though NSIS protocols use a soft-state approach that
automatically removes unused state, it may be of advantage to release resources
explicitly.
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3.4 Mobility Scenarios

At least four different cases must be considered in the context of QoS NSLP:

1. Mobile node is sender and initiator
2. Mobile node is sender and responder
3. Mobile node is receiver and initiator
4. Mobile node is receiver and responder

The case of the MN being sender is not so difficult to handle, because mobility
events may trigger appropriate QoS NSLP actions in order to adapt existing
reservations. In case 1 the MN can initiate a new Reserve message for the new
flow fn directly after it has changed its point of attachment and got a new CoA.
In case of a vertical handover the QSPEC may be adapted, but the Session ID
will stay the same and a new PC-MRI corresponding to fn is used, so that the
message can be sent downstream towards the CN. Even in case of an unchanged
QSPEC, the signaling message must be forwarded up to the CN, because the
PC-MRI has been changed and the related states must be updated along the
whole path. In case 2 the MN could simply emit a new Query QoS NSLP
message with a Reserve-Init flag set.

The case of the MN being receiver (scenarios 3 and 4) is more difficult, be-
cause it is especially hard to notify the sender (CN ) of any change from the
MN ’s side using QoS NSLP as described in Section 3.2. Since the path from
CN to MN is the downstream direction, the signaling path upstream from ARN

towards the CN as source is not known in advance (cf. Figure 2). It is even
difficult to determine the correct cross-over node, because the data path down-
stream (from CN → ARN) may be asymmetric to the upstream signaling path
(ARN → CN ). Furthermore, it may be often the case that the message must
go back up along the old path to the sender in the worst case: If the flow ad-
dress has changed, the profile in the first-hop router must be updated at sender
side. In some cases the available QoS at the new point of attachment (ARN)
may be different from the one before at ARO. In this case the changed re-
sources require a re-negotiation along the whole path in most cases. Probably,
in addition to that an application level signaling (e. g., SIP negotiation) is re-
quired in order to re-negotiate the content that should be sent or its coding,
respectively.

3.5 Messaging Associations

In case an MN uses reliable or secure message transport, GIST establishes a
Messaging Association to the next signaling peer, i. e., the next QoS NSLP aware
node. In most cases this would be the access router. After changing the access
router, the MN must establish a new MA to the new access router. Therefore, the
new CoA must be used as source address, in order to avoid that the signaling
connection is established via the home agent, which would be a long detour,
resulting in long additional signaling delays in most cases.
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4 Solutions to Mobility Problems

Since the solution space varies with the underlying assumptions about the envi-
ronment, we have to distinguish between the following cases:

A. The application is mobility-aware and tries to manage mobility itself, i. e.,
no use of MobileIP, but SIP mobility support for instance.

B. Mobile Node (MN) and Correspondent Node (CN) are using MobileIPv6 and
route optimization.

C. MN uses MobileIP, but the CN is not using MobileIP or does not support
Route Optimization.

Case A does not impose any problems, because Reserve and Query messages
can be generated as soon as the MN moves. The CN can be notified about flow
changes by some application level signaling protocol if it must send the Reserve
or Query.

In case B mobility events should be reported to GIST which in turn should
notify the affected NSLPs. They can initiate new Reserve/Query messages
upon such a NetworkNotification. This works for all four cases of mobility sce-
narios that were described above in Section 3.4 and avoids the upstream signaling
problem described in Section 3.2.

In case C the home agent must split the reservations and could act upon re-
ceiving binding updates from the MN by re-initiating reservations for the tunnel
to the MN’s current CoA as in the previous case. This HA-based solution also
includes the case when MobileIPv4 is going to be used that does not support
route optimization.

In general, we must deal with the case that nodes have probably QoS NSLP
and MobileIPv6 support, but the QoS NSLP is not mobility-aware and con-
sequently gets not notified about the corresponding events. In most cases, it is
sufficient if the MN has such mobility support in the NSLP, because it can detect
for instance that the HA is not initiating a reservation for the tunnel although a
reservation request for a flow was received. In such a case the MN may request
a reservation for the tunnel on its own. In some other cases a tunnel reservation
will not be possible or reservations for the route optimized flow paths cannot be
made.

With respect to the release of resources mentioned in Section 3.3, there are
several options possible: the MN could resend a Reserve with the “Replace”
flag set so that the cross-over router would automatically initiate a tear down
of the reservation along the old branch. Since a teardown can only be initiated
in direction from the QoS NSLP Initiator (QNI) to the QoS NSLP Respon-
der (QNR), the cross-over router can send a Reserve with a Tear flag set
only if the branch is downstream. Another option would be a Notify message
that is sent in order to initiate a tear down of the old branch from the right
direction.

As sketched in Section 3.4, it is important for a QoS NSLP to be mobility
aware: it must reserve the right amount of resources that depends on the current
location and mode (tunnel or route optimization) due to the involved MobileIP
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packet overhead and it must know the current care-of-addresses in order to
change the flow identifier for route optimized flows. Very important is also that
mobility events, e. g., binding updates, trigger corresponding Reserve or Query
messages immediately in order to update the reservation accordingly. Therefore,
an NSLP must be able to query the current state from the MobileIP mobility
management and the MobileIP implementation must send notifications to the
NSLP for significant events, such as handovers, new CoAs and a change in the
binding cache and binding update list.

Although [10] specifies a MobileIPv6 Management Information Base (MIB)
that would allow implementation independent access to the required information,
this is not implemented in any of the MobileIPv6 implementations available to
us at the time. Therefore, we created an additional component that provides
the necessary additional information about actual flow addresses. For the QoS
NSLP it is crucial to use the right CoA and the corresponding overhead values.
Figure 3 shows the interaction of the Flow Information Service element with
GIST and other NSLPs. The Flow Information Service is able to access state
information directly from the MobileIPv6 implementation (MIPv6d). Basically,
the same information could be supplied by using an SNMP agent that provides
access to the MobileIPv6 MIB and SNMP traps could be used to realize mobility
triggers.

The interface to the Flow Information Service is mainly based on a simple
request/response interface. An NSLP entity sends a request indicating that it
wishes to retrieve information about a certain flow. The Flow Information Service
replies with the current state of that flow. In addition the Flow Information
Service sends notifications whenever the state of an active flow changes. This
way the consumer (the NSLP) is able to cache the results provided by the Flow
Info Service, but does not need to bootstrap and mirror the complete state of
the MobileIPv6 implementation. State information can also be polled every time
the NSLP needs current flow addressing information.

As depicted in Figure 3 the request needs to contain a flow address as argu-
ment by specifying two IP-addresses (flow source and destination). This could
be, for example, the address pair of a logical flow where one of the addresses is
the home address. The reply needs to describe three possible flow states:
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1. No MobileIP flow—because the source is not a HoA of the node and there
is currently no active MobileIP state for the destination.2

2. Tunnel mode—the flow will enter or exit a tunnel at the current node, on
the MN or the HA respectively. This happens when the flow source is a HoA
and the peer is either MobileIP unaware or state is not established yet. The
response must include the tunnel source and destination in order to enable
the NSLP to establish a bound session for the tunnel section or update an
existing session accordingly.

3. Route optimization mode—there is an active state for this flow and the flow
source and/or flow destination will be rewritten. The information required
in the reply consists of the new flow addresses.

Notifications reuse the reply message format and simply inform the requester
(NSLP entity) about the new state of a flow. The requester must then internally
identify the affected flow state information.

Furthermore, GIST is notified in case of mobility events and NSLPs are noti-
fied via the internal GIST API [5, Appendix B] primitive NetworkNotification.
We defined a new Network-Notification-Type of Mobility Event for this purpose.
Mobility-aware NSLPs may use this indication to request new information from
the flow information service, for which further details can be found in [8].

5 Evaluation

The proposed Flow Information Service was implemented in the freely available
NSIS-ka protocol suite [11] that is based on C++ and Linux. In order to evaluate
the design we set up a testing environment consisting of six virtual hosts residing
on one physical machine as shown in Figure 4. On each of them runs a slightly
modified Linux kernel (2.6.26) to be MobileIPv6-aware. All virtual hosts are
connected to a smart switch on another dedicated physical machine where the
topology is set up by bridging VLAN interfaces accordingly.

Given this setup we could easily obtain packet captures of all signaling mes-
sages exchanged between the hosts. Furthermore it allows for accurate and easy
measurement of the delays obtained, resulting from a handover event and it was
not necessary to take care of clock synchronization between each single host. As
the smart switch runs on real hardware and the signaling messages travel over a
real physical wire, virtualization should not affect the measurements beneficially.

5.1 Signaling Performance Benchmarks

The signaling performance was evaluated based on the time between receiving
the Binding Update/Binding Acknowledgment on the MN/CN respectively and
the time the final Response is received for the new reservation. This time was
sampled for 48 consecutive movements of the MN from AR3 to AR2 to AR1 and
2 It might turn out later on that the peer is indeed a mobile node, but for the moment

the flow is sent unmodified.
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back. Further we measured the time needed to tear down state on the old path
between AR2 and AR3 in order to release resources not needed any longer. The
results are shown in Table 1 representing the median of all runs. Note that no
artificial delay was introduced, which results in round trip times of under 1 ms
between the virtual hosts.

In order to setup reservation between the CN and the first hop AR1 we need less
than 14ms on average. In case of a reservation setup for AR2 and AR3 belonging
to foreign networks, state is established in less than 34ms and 44ms respectively,
no matter whether the MN is sender or receiver and whether sender- or receiver-
initiated reservations are performed. The time needed to tear down state on the old
path differs only—but significantly—for the case of the MN being a sender and by
using sender-initiated reservations where approximately 21 seconds are necessary.
The time depends on the lifetime of the routing state between the MN at the old
CoA and the AR3 which times out eventually. This process could be sped up by
actively acknowledging the Notify on QoS NSLP level.

Table 1. Median of the measurement results of reservation setup delays and old path
tear down delays after movement

Testcase AR1 setup AR2 setup AR3 setup Tear

MN sender, sender-initiated 11.8 ms 26.9 ms 37.5 ms 20600 ms
CN sender, sender-initiated 13.3 ms 27.4 ms 40.3 ms 26.8 ms
MN sender, receiver-initiated 11.3 ms 29.0 ms 43.1 ms 28.0 ms
CN sender, receiver-initiated 12.5 ms 33.4 ms 42.2 ms 31.9 ms
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Fig. 5. Measurement results for reservation setup and tear down delay if MN is sender
and receiver-initiated reservations are used

Figure 5 shows the measurement results for one of our four possible setups
(MN is sender and uses receiver-initiated reservations). The standard deviation
of our measurements shows, that the dispersion is relatively small, ranging from
2.7ms for AR1 to 7.4ms for AR3.

We set up a further benchmark by introducing artificial delays on the smart
switch in order to simulate a more realistic Internet scenario. A 50ms delay
was configured between AR1 and AR2 and another 25ms delay between AR2
and AR3. Given these settings, we obtained an RTT of 104ms between the MN
being located at AR2 and the CN and 160ms while the MN is located at AR3
respectively.3

Results of measurements with additional artificial delays are shown in
Table 2. The “optimal” delay that can be obtained by using the RTT values
(2 RTT in case of sender-initiated mode, 2.5 RTT in case of receiver-initiated
mode) are printed in parentheses after each measured value. Figure 6 illustrates
the difference from the retrieved results compared to the theoretical possible

3 The difference compared to theoretical 100 ms and 150 ms is due to scheduling gran-
ularity and queuing overhead on the smart switch.
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Table 2. Median of the measurement results of reservation setup delays with an arti-
ficial delay between different hosts

Testcase AR2 setup delay
(optimal value)

AR3 setup delay
(optimal value)

MN sender, sender-initiated 228.8 ms (208ms) 348.9 ms (320 ms)
CN sender, sender-initiated 231.5 ms (208ms) 353.1 ms (320 ms)
MN sender, receiver-initiated 285.5 ms (260ms) 429.3 ms (400 ms)
CN sender, receiver-initiated 287.8 ms (260ms) 429.1 ms (400 ms)
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Fig. 6. Setup delay and overhead of reservations for movement from AR2 to AR3

performance for AR2 and AR3. The overhead incurred by our mobility-aware
reservations ranges between 6.78% and 10.15% only.

6 Conclusion

QoS NSLP works basically well in mobility scenarios if it has enough information
about the actual data flow and gets the necessary mobility triggers. In this
paper we introduced a node local component, the Flow Information Service
element, that allows for getting required mappings from logical flows to actual
flows (using current CoAs) as well as any mobility-related per packet overhead.
In case a binding for a data flow changes the NTLP will notify any NSLPs of the
change and mobility-aware NSLPs can request more information from the Flow
Information Service if required. This makes it possible to re-reserve resources as
soon as a MobileIP handover occurred.

Currently, we are working towards a seamless handover solution for NSIS using
an anticipated handover concept. This requires, however, larger protocol changes
of QoS NSLP and also additional support in GIST for providing path-decoupled
signaling as proposed in [12].
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Abstract. The identification of application flows is a critical task in order to 
manage bandwidth requirements of different kind of services (i.e. VOIP, Video, 
ERP). As network security functions spread, an increasing amount of traffic is 
natively encrypted due to privacy issues (e.g. VPN). This makes ineffective cur-
rent traffic classification systems based on ports and payload inspection, e.g. 
even powerful Deep Packet Inspection is useless to classify application flow 
carried inside SSH sessions. We have developed a real time traffic classification 
method based on cluster analysis to identify SSH flows from statistical behavior 
of IP traffic parameters, such as length, arrival times and direction of packets. 
In this paper we describe our approach and relevant obtained results. We 
achieve detection rate up to 99.5 % in classifying SSH flows and accuracy up to 
99.88 % for application flows carried within those flows, such as SCP, SFTP 
and HTTP over SSH.  

Keywords: Traffic analysis, statistical traffic classification, SSH, cluster analy-
sis, k-means. 

1   Introduction 

The control of QoS becomes a very important stake, even more with the arrival of 
new applications with very different profiles, such as real time multimedia. These 
applications have very different behavior according to packet sizes, offered traffic 
profile, transport level protocol (UDP/TCP) and different requirements on throughput, 
transit delay, jitter, packet loss rate. 

Traffic shaping and scheduling techniques for edge routers aim at managing band-
width resources according to QoS policy model. Before applying QoS policy it is 
important to classify correctly application flows. Most routers use port based classifi-
cation of protocols but new applications are forwarded using well-known ports, i.e 80. 
Deep packet inspection (DPI) systems can be quite effective in recognizing applica-
tions, thanks to IP payload analysis, even if they fail in classifying ciphered flows. 
From provider side, it will be very important to recognize applications encoded within 
ciphered flows in order to apply QoS policies; in fact encoded traffic could contain 
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real time applications, transactional applications (ERP, finance,..), comfort applica-
tion (web, mail,..) and so on. In this situation, future requirements could consist in 
optimizing performance in terms of QoS for application natively encoded.  

Secure Shell or SSH is a network protocol that allows data to be exchanged using a 
secure channel between two networked devices. It is often used to login to a remote 
computer but it is also applied for tunneling, file transfer and forwarding arbitrary 
TCP ports over a secure channel between a local and a remote computer. What makes 
the detection of this protocol interesting is that its traffic is encrypted. Thus any pay-
load analysis based classification method is irrelevant since the payload is encrypted. 
Actually DPI technology cannot recognize application delivered within SSH flows.   

The objective of our work is to develop a real time system to recognize and clas-
sify SSH flows by analyzing statistical features of first IP packets belonging to a SSH 
connection, such as arrival times, directions and lengths. By recognition we mean 
identifying which flows belong to SSH protocol as opposed to other application level 
protocols. By classification we mean to identify the kind of service carried within 
each SSH connection, such as SCP, SFTP and HTTP over SSH. Experiments show 
that our approach permits us to achieve great recognition accuracy up to 99.2% for 
SSH identification and, once SSH has been identified, applications in those SSH tun-
nels are classified with accuracy up to 99.8%. 

The paper is organized as follows. Section II establishes the position of this work, 
relative to earlier research. Problem statement has been discussed in section III. In 
section IV we have described dataset creation, in particular data collection and pre-
processing. The machine learned based approaches for real time SSH classification 
are presented in section V. Experimental results are presented in section VI, and con-
clusions are drawn in section VII. 

2   Related Works 

Different approaches to traffic classification have been developed, using information 
available at IP layer such as inter-arrival times, bytes transferred, packet size. Some 
proposals [4][5] need also semantically complete TCP flows as input. 

In [1], Karagiannis et al. developed a heuristic that uses social, functional and ap-
plication level behaviours of a host to identify all traffic flows originating from it. 
This approach, although really innovative, is tailored onto a specific source host. 

Salgarelli et al. [2] used only size and inter-arrival time of first n packets to create a 
statistical descriptor (a Fingerprint) of an application layer protocol: this fingerprint is 
then used to measure the similarity of a certain flow to the corresponding protocol. 

The Hidden Markov Models (HMM) theory is used in [3]: packets size and inter-
arrival time are used to build a model describing a certain protocol. The results of the 
training phase is a HMM model describing the behaviour of each protocol. Even 
though this approach can classify distinct encrypted applications, its performance on 
SSH is (76% detection rate and 8% false negative) is not as good as well known ap-
plication traffic such as WWW and instant messaging. 

Moore et al. [4] used a supervised machine learning algorithm called  Naive Bayes 
(and its generalization, Kernel Estimation) on a wide set of characteristics (tens or 
hundreds), as flow duration, packets inter-arrival time and payload size and their 
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statistics (mean, variance...). Moreover, they use a filtering technique to identify the 
best characteristics to be used with the mentioned methods. 

A number of works [5][6][7] rely on unsupervised learning techniques. McGregor 
et al. [5] explore the possibility to use cluster analysis to group flows using transport 
layer attributes, but they do not evaluate the accuracy of the classification. Zander et 
al. [6] extend this work using another Expectation Maximization (EM) algorithm 
named Autoclass. They also analyze the best set of attributes to use. Both these works 
only test Bayesian clustering technique trained by an EM algorithm, which has a slow 
learning time. 

Bernaille et al. [7] use faster clustering algorithms representing data in different 
spaces: K-means and Gaussian Mixture Models (GMM) for euclidean space and 
Spectral clustering in HMM based space. The only features they use are packet size 
and packet direction: they demonstrate the effectiveness of these algorithms even 
using a small number of packets (e.g. the first four of a TCP connection). 

Alshammari et Al [8], work attempted to classify/identify applications services 
running over SSH. They have shown the utility of two supervised learning algorithms 
AdaBoost and RIPPER for classifying SSH traffic without using features such as 
payload, IP addresses and source/destination ports. Results indicate that a detection 
rate of 99% and a false positive rate of 0.7% can be achieved using RIPPER. More-
over, promising preliminary results were obtained when RIPPER was employed to 
identify which service was running over SSH. They can recognize applications inside 
SSH flows such SCP and SFTP with accuracy up to 99.8% but they have performed 
off-line analysis on complete traces. We aim at classifying applications inside SSH 
flows in real time mode just analyzing the firsts 4 packets after SSH negotiation. We 
rely on K-means cluster analysis machines algorithm. 

3   Problem Statement 

In this paper, we focus on the classification of IP flows generated from network appli-
cations communicating through TCP protocols. Our objective is to recognize SSH 
flows out of other applications such as HTTP, FTP, POP3, etc. and, once that is ac-
complished, to identify which service is actually carried within the encrypted SSH 
tunnel. Then, we first need to define exactly what we mean for TCP flow.  

Definition: A flow F is the bi-directional, ordered sequence of IP packets exchanged 
during a TCP connection. 

Within a TCP connection, application level data are delivered as well as control 
packets, such as those related to three way-handshake (RFC-793) and TCP ACK 
packets. So, TCP flow will be composed by packets from SYN (PK0) to FIN (PKN–1). 
Each flow could be seen as a sequence of (PK0, …., PKN–1), where PKj represents the 
j-th IP packet exchanged during TCP connection. Since we aim at classifying applica-
tion flows relying on statistical features of IP packets, such as length, direction and 
absolute-arrival times, we will characterize each TCP flow F as an ordered sequence 
of N-tuples (dj, lj. tj), with 0 ≤ j ≤ N–1, where: 

• dj ∈ [0,1] where 1 encodes the direction detected for SYN packet and 0 the 
opposite direction; 

• lj  length of IP PKj, in bytes; 
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• tj = Tj–T0, where Tj is the timestamp of PKj at capture point and T0 is the 
timestamp of the PK0 at the capture point. 

The packet length ranges between a minimum and a maximum. The latter is the 
MTU (Maximum Transmission Unit) of the interfaces crossed by TCP connections 
packets. In all experiments we found out MTU=1500 bytes has never been exceeded, 
which is just the largest allowed MTU of most Ethernet LANs and hence most of the 
Internet [10]. As for the minimum length, it corresponds to those carrying a TCP 
ACK and is denoted as lACK in the following. It is the smallest length detectable for a 
TCP packet as we tested during our experiments and as RFC 793 refers, typical values 
ranging between 40 and 56 bytes, depending on options in the TCP and IP headers. 

4   Data Set Creation 

Given our aim as stated in the introduction, we assume a trained machine learning 
approach, exploiting cluster analysis. To that end, we need both a test and a train data 
set. A data set for our purposes is composed of a collection of flows in the sense de-
fined in Section III along with metadata per flow, reporting the known application 
layer protocol the flow belongs to, the absolute timestamp of its first packet (T0), the 
capture date and location. 

Knowing the application protocol each flow belongs to is needed to reliably train 
our algorithm. Since publicly available traces have payloads stripped off (for obvious 
privacy reason, e.g. CAIDA traces) and classification results cannot be checked relia-
bly, we resorted to artificial traffic carefully generated by exploiting network prem-
ises at the University campus, the Elsag Datamat site and a private home. This way 
we encompass three major kinds of Internet access points: institutional, business and 
domestic. The controlled traffic generation is a must specifically for collecting SSH 
traces whose service content is known, i.e. to further label each SSH flow with a 
metadata reading which service it is carrying among SCP, SFTP and HTTP. 

4.1   Data Collection 

IP traces generation of TCP based application: We focus our attention on four 
different plain application layer protocols, namely HTTP, FTP-control, POP3 and of 
course SSH, which seem to be the ones accounting for the majority of traffic flows in 
the INTERNET (except of peer-to peer traffic). As for HTTP and FTP-Control (FTP-
C in the following), we collected traffic traces coming from the Networking Lab at 
our Department. By means of automated tools mounted on machines within the Lab, 
thousands of web pages have been downloaded in a random order, over thousands of 
web sites distributed in various geographical areas (Italy, Europe, North America, 
Asia). FTP sites have been addressed as well and control FTP session established with 
thousands remote servers, again distributed in a wide area. The generated traffic has 
been captured on our LAN switch configuring a mirroring port; we verified that the 
TCP connections bottleneck was never the link connecting our LAN to the big Inter-
net. This experimental set up, while allowing the capture of artificial traffic that 
(realistically) emulates user activity, gives us traces with reliable application layer 
protocol classification. In order to complete our traces repository, in the next section 
we describe how we collected SSH traces.  
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SSH IP traces generation: Our data collection approach is to simulate possible net-
work scenarios using one or more computers to capture the resulting traffic. In order 
to have realistic traces and technology independent implementations of SSH (version 
2) protocol, we used computers with heterogeneous operative systems, namely Linux 
and Windows. We simulate SSH connections by connecting three client computers 
deployed in three different LAN to one server. As shown in figure 1, client LANs and 
SSH server have been connected to the Internet by using different geographic links. 
We run the following SSH services: SCP, SFTP and HTTP over SSH. SCP and SFTP 
are transfer file services natively available on OpenSSH [9]. In particular we 
downloaded/uploaded files from clients to server using both SCP and SFTP protocols 
collecting eight thousands flows. HTTP over SSH traces have been collected 
downloading web pages through SSH tunnels (one SSH tunnel for each HTTP ses-
sion). We get four thousands of flows. 

SSH connections can tunnel several TCP flows at the same time: we are working in 
the case where each flow is assigned by SSH a separated channel, each with specific 
SSH identifier. Finally we will consider flows without SSH compression feature. 

 

Fig. 1. Platform used to generate SSH traffic: SSH server is inside the University campus net-
work; clients are at University, Elsag Datamat and a private home premise, respectively 

4.2   Data Set Creation: Pre-processing of Traces 

In order to create data sets we pre-processed collected traffic traces. In particular we 
think that removing packets related to TCP control messages from each flow F can 
help us highlighting the differences among various applications. Therefore we remove 
from each flow F packets related to: 

• Three-way handshake of TCP: PK0=SYN, PK1=SYN-ACK, PK2=ACK; 
• TCP ACK packets, i.e. those packets carrying only a TCP level ACK and no 

payload data; 
• Retransmitted packets. 

According to TCP protocol (RFC 793) the third packet (PK2=ACK) of each TCP 
connection flow F carries an ACK. In order to remove ACK packets and TCP header 
length at the same time, we detect PKACK = <dACK, lACK, tACK> of each session, where: 

• dACK is 1, because ACK direction in three way handshake is always consis-
tent with that of SYN packet; 

• lACK, is the length of packet containing TCP ACK; 
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• tACK, is the relative capture time of that packet. 

So, for each flow n packets will be pre-processed as: 
 

PKj
*= <δj=dj, λj = lj–lACK, τj = tj–tACK>,     j ∈ [3,..., N–NACK–1] 

 

where NACK is the number of ACK packets detected in the pre-processed flow. Packets 
with λj=0 are removed and packets shown in PKj

* will contain bytes concerning just 
application contribution. In particular, λj  ∈ [0, lMTU–lACK]. 

In order to make our analysis in real time, we need to run our classification method 
exploiting the very firsts packets of each flow. After tests and analysis of results we 
set how many packets will be required to strike a convenient trade-off between high 
classification accuracy and an acceptable classification delay. So our dataset will be 
composed as shown in Figure 2. In our dataset we collected traces belonging to the 
following application layer protocols: HTTP, FTP-C, POP3 and SSH. 

 

Fig. 2. Pre-processing TCP flows 

 

Fig. 3. Pre-processing of SSH flows 

Once SSH application flows has been detected, we aim at identifying application 
within SSH tunnels. Then, we further process SSH flows by removing packets related 
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to the SSH initial handshake (see Figure 3). We consider the following services inside 
encrypted SSH tunnels: SCP, SFTP and HTTP over SSH. 

5   Classification Method 

5.1   A K-Means Based Approach 

In this section some details about the adopted classification system are exploited. 

Basically a classification problem can be defined as follows. Let P : X →  L be an 
unknown oriented process to be modeled, where X is the domain set and the codomain 
L is a label set, i.e. a set in which it is not possible (or misleading) to define an order-
ing function and hence any dissimilarity measure between its elements. 

If P is a single value function, we will call it classification function. Let Str and Sts 
be two sets of input-output pairs, namely the training set and the test set. We will call 
instance of a classification problem a given pair (Str , Sts) with the constrain Str ∩ Sts 
=Ø . A classification system is a pair (M , TAi), where TA is the training algorithm, 
i.e. the set of instructions responsible for generating, exclusively on the basis of Str, a 

particular instance M  of the classification model family M, such that the classifica-

tion error of M  computed on Sts will be minimized. The generalization capability, 

i.e. the capability to correctly classify any pattern belonging to the input space of the 
oriented process domain to be modeled, is for sure the most important desired feature 
of a classification system. From this point of view, the mean classification error on Sts 
can be considered as an estimate of the expected behavior of the classifier over all the 
possible inputs. In the following, we describe a classification system trained by an 
unsupervised (clustering) procedure.  

When dealing with patterns belonging to the Rn vectorial space we can adopt a dis-
tance measure, such as the Euclidean distance; moreover, in this case we can define 
the prototype of the cluster as the centroid (the mean vector) of all the patterns in the 
cluster, thanks to the algebraic structure defined in Rn. Consequently, the distance 
between a given pattern xi and a cluster Ck can be easily defined as the Euclidean 
distance d(xi ; µk) where µk is the centroid of the pattern belonging to Ck: 

∑
∈

=
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μ
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A direct way to synthesize a classification model on the basis of a training set Str 

consists in partitioning the patterns in the input space (discarding the class label in-
formation) by a clustering algorithm (in our case, by the K-means). 

Successively, each cluster is labeled by the most frequent class among its patterns. 
Thus, a classification model is a set of labeled clusters (centroids); note that more than 
one cluster can be associated with the same label, i.e. a class can be represented by 
more than one cluster. Assuming to represent a floating point number with four bytes, 
the amount of memory needed to store a classification model is K · (4 ·  n + 1) bytes, 
where n is the input space dimension and assuming to code class labels with one byte. 
An unlabeled pattern x is classified by determining the closest centroid µ i (and thus 
the closest cluster Ci) and by labeling x with the same class label associated with Ci. 
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It is important to underline that, since the initialization step of the K-Means is not 
deterministic, in order to compute a precise estimation of the performance of the clas-
sification model on the test set Sts, the whole algorithm must be run several times, 
averaging the classification errors on Sts yielded by the different classification models 
obtained in each run. 

Normalization 

This paragraph describes how data sets have been normalized. The available data is 
split in training set and test set. The training and test data sets are normalized in order 
to guarantee that each feature will contribute to distance computations with equal 
weights; for each feature we adopted the “affine normalization”, consisting in: 

minmax

min

−
−= x

y  
 

where x is the value we want to normalize, max/[min] is the maximum/[minimum] 
value of x in a reasonable range of possible values of x and y is the normalized value.  

The direction takes the values in the domain (0,1), and doesn’t need to be normal-
ized. As concerns the lengths, min and max values are respectively 0 byte and lMTU–
lACK bytes. Absolute arrival time was intended between 0 and 200 sec. During 
normalization, timestamps over two hundreds seconds has been normalized to 1.  

Cross-validation 

In order to choose the optimal number of clusters to be used in the K-means clustering 
procedure, we have performed cross validation. It help us to estimate “a priori” the 
performance of the classification system using only the training set and give us an 
estimate of the homogeneity of training set. The cross-validation is a function which 
receives as inputs the training set (containing a x N patterns, in which a is the number 
of applications and N is the number of patterns for each application), the length range 
of clusters’ number to use and the number of parts to split the training set (n-fold cross-
validation), and it returns a vector of length l containing the estimated accuracy for 
each classifier synthesized during the cross-validation procedure. In more detail, the 
function divides in n parts (simply called sub-datasets) the train dataset, assigning n 
patterns for each application in a random way to each part. All the new created datasets 
will have he same number of patterns for each application and will be balanced in the 
same way of the original dataset. Next, for each value of k belonging to a considered 
range of reasonable values, the function calculates the classifier performances taking in 
turn as test set one of the n sub-dataset and as training set the remaining n-1. Therefore 
the training procedure will be run n times, as long as each of the sub-dataset n has been 
test set once. The results are inserted into a matrix ∏ of k x n size: 
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where the pi,j  represents the mean accuracy of the classifier that has been obtained by 
the ith dataset as test set and by clustering data fixing k equal to j. The mean accuracy 
is the average of the accuracies on the single application acch

(i)(k) divided by  the 
application number. 
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Finally the function computes a further average of the accuracies in the matrix ∏ : 
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obtaining in this way the π(k)  performance vector of the classifier, as a function of 
the number of clusters fixed in the clustering procedure. Finally, the optimal number 
of clusters to be used in the classification model is determined as follows: 
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Actually, in this way it is very likely that the highest k value in the range will be 
chosen because the performances of the classifier tends to improve by increasing of 
the number of clusters. However, the cross-validation purpose is to find the number k 
of clusters representing a trade-off between performances and complexity of cluster-
ing algorithm. We have chosen the minimal value of k after which the rate of the 
performance indicated from vector π increases slower (or decreases). 

5.2   On-Line Procedure for Capturing and Classifying Application Flows  

In this section, we will describe how our algorithm works. Our method is divided into 
four phases.  

First phase: traffic retrieving. This phase consists in connecting a network protocol 
analyzer, such Wireshark, to the network we want to investigate. In the case of LAN 
traffic classification, Wireshark workstation will be connected to a mirroring port of 
the edge switch in order to sniff all traffic traces flowing through the geographical 
link connecting LAN to the Internet.  

Second phase: detecting TCP flows. Wireshark allows our tool to manage traffic in 
real time. As SYN packet is detected, related IP source and destination are identified 
as peers involved in a new TCP flow. Datagram exchanged by those IP addresses are 
retrieved and stored until the number of packets required for classifying application 
has been reached. Number of packets analyzed for each flow is settable (for instance: 
six after three-way handshake). This method enables us identifying TCP flows 
through IP addresses and TCP flags, as well as retrieving plain information for classi-
fying applications such as lengths, direction and arrival time of each packet. 

Third phase: preprocessing and normalization phase. Each TCP flow previously 
detected includes TCP control information as well as retransmitted packets, so lists of 
TCP flows are preprocessed according to specifications described in Section 4.2 and 
normalized as depicted in Section 5.1, in “normalization” sub section. 

Fourth phase: classification. Output of the previous phase is a list of application 
flows processed and normalized. Our k-means based classification machine is  
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configured off-line through process shown in Figure 4 and described in Section 5.1. It 
is trained by using training set composed by traces collected as described in Section 
4.1. As depicted in Figure 5, decision phase consists in classifying flow (that could be 
seen as a point in Rn, pTS) to the application of the nearest centroid in Rn. Each cen-
troid has been assigned to a well known application during training phase (cnew), ac-
cording to section 5.1. 

 

Fig. 4. A k-means based approach: off-line training phase 

 

Fig. 5. A k-means based approach: on-line traffic classification 

6   Experimental Results  

By classifying plain flows with our approach, we obtained results shown in table 1.  

Table 1. Plain application flows classification results 

 Accuracy (%) 
Pkt 
<l,d,t> 

K* HTTP FTP-C SSH POP3 Average 

3 32 99.0 34.1 99.0 95.7 81.95 
4 35 98.9 82.9 98.9 92.3 93.25 
5 26 98.6 32.0 99.3 90.6 80.13 
6 23 99.2 92.2 98.4 88.3 94.53 
7 28 99.5 92.9 99.1 90.2 95.43 

 
We can notice that by analyzing the firsts six packets of each flow we achieve av-

erage accuracy up to 94.53%, with 23 clusters as the optimal value found by the cross 
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validation technique. We can demonstrate that accuracy in recognizing SSH applica-
tion flows is up to 98.4% relying on the statistical features of lengths, directions and 
absolute times. We emphasize that increasing the number of analysed packets im-
proves accuracy, even if it delays the classification intended to be real time. Results 
demonstrate that six packets are necessary to have a trade-off good enough to guaran-
tee high classification accuracy as well as acceptable classification delay. 

Once SSH has been classified, we have applied our classification method to iden-
tify application flows forwarded in SSH tunnels. 

In classifying SSH tunnel content, we have not used arrival times. In fact times re-
lated to HTTP over SSH are greater than others due to delay introduced by navigation 
trough the main server. This could affect our classification results. To make our 
analysis more realistic for classifying SSH tunnels we have represented each packet 
using only its size and direction, discharging arrival times. 

We tried out processing all possible combination of packets up to ten packets after 
end of SSH negotiation (i.e. the initial common handshake phase, same in all SSH 
flows). 

Table 2. Encoded SSH applications flows 

1° 2° 3° 4° 5°
HTTP 
over SSH scp sftp 

0 0 1 1 1 99.80% 98.93% 99.75% 

0 0 1 1 0 99.88% 99.30% 99.05% 

As shown in Table 2, we tested different patterns representations, increasing the 
considered number of packets for each flow in order to identify which one contains 
more information to emphasize difference among applications. As shown in Table 2, 
the K-means based algorithm yields very interesting results in terms of identification 
of encoded applications. We can detect different applications with accuracy up to 99.8 
for HTTP over SSH protocol, just analyzing third and fourth packets after SSH nego-
tiation. We can notice that analyzing also the fifth packet does not improve signifi-
cantly accuracy. Moreover, increasing the considered number of packets means intro-
ducing delay for real time recognition.  

Table 3. Encoded SSH application flows (with scp and sftp upload and download) 

3° 4° 5° 6° 7° 8° 9° 
HTTP 
over SSH scp up scp down sftp up sftp down 

1 1 0 0 0 1 0 90.00% 96.78% 95.65% 96.74% 4.61% 

1 1 1 0 0 1 0 89.78% 96.83% 95.87% 96.70% 4.61% 

1 1 1 0 0 0 1 92.44% 94.65% 88.57% 96.17% 5.61% 

 
We have also tried to classify uploads and downloads of SCP-SSH and SFTP-SSH 

flows. Results are less encouraging: in fact accuracy decreases for every application. 
At a glance, SFTP downloads get confused with other applications. By inspecting 
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data set we concluded that this method mistakes this kind of classification due to the 
fact that SFTP and SCP are characterized by similar patterns in terms of directions 
and packet’s lengths. Further tests have been performed by analyzing a greater num-
ber of packets up to the ninth without achieving significant improvements. 

7   Conclusion and Future Works  

In this paper we describe a cluster analysis based method to classify in real time en-
coded traffic flows, overcoming actual limits of deep packet inspection. We are able 
to identify SSH flows out of other plain TCP based applications with accuracy up to 
99.2% after collecting and analysing up to six application packets. Other protocols 
have been correctly classified with accuracy up to 94.53%. Once SSH flows have 
been detected, we can classify the nature of each SSH tunnel continuing in gathering 
session packets. In doing so, we gain accuracy up to 99.88% in classifying HTTP over 
SSH just analyzing the third and fourth packet after the end of the SSH negotiation 
phase. The same encouraging results have been obtained by classifying SCP (up to 
99.3) and SFTP (up to 99.05) applications. Further works should be performed in 
order to improve results for classification of download and upload flows for SCP and 
SFTP. Moreover, it will be necessary to investigate the applicability of the approach 
on wider application dataset.   

Recovering large quantity of well-known traffic is a critical point in traffic analysis 
due to privacy issues in collecting traces from geographic links. We also tried to clas-
sify CAIDA traces [11], but direction of packets is unavailable making our 
pre-processing assumption useless. We have obtained these good results in our own 
dataset; yet more traces would help assessing the robustness of our methodology. 

Currently on-going work includes extension of the classification tool to more pow-
erful classification algorithms, well beyond k-means; in this respect, k-means shall be 
regarded as a first use attempt, to verify the soundness of our approach, before pro-
ceeding to more complex yet reliable classification algorithms. We are also working 
on preprocessing and normalization in order to improve the extraction of statistical 
behavior of application level flows. 

References 

1. Karagiannis, T., Papagiannaki, D., Faloutsos, M.: BLINC: Multilevel traffic classification 
in the dark. In: Proc. of ACM SIGCOMM 2005, Philadelphia, PA, USA (August 2005) 

2. Crotti, M., Dusi, M., Gringoli, F., Salgarelli, L.: Traffic Classification through Simple Sta-
tistical Fingerprinting. ACM SIGCOMM Computer Communication Review 37(1), 5–16 
(2007) 

3. Wright, C., Monrose, F., Masson, G.: On Inferring Application Protocol Behaviors in En-
crypted Network Traffic. Journal of Machine Learning Research (JMLR): Special issue on 
Machine Learning for Computer Security 7, 2745–2769 (2006) 

4. Moore, A.W., Zuev, D.: Internet traffic classification using Bayesian analysis techniques. 
In: ACM SIGMETRICS 2005, Banff, Alberta, Canada (June 2005) 



194 G. Maiolini et al. 

5. McGregor, A., Hall, M., Lorier, P., Brunskill, J.: Flow clustering using machine learning 
techniques. In: Barakat, C., Pratt, I. (eds.) PAM 2004. LNCS, vol. 3015, pp. 205–214. 
Springer, Heidelberg (2004) 

6. Zander, S., Nguyen, T., Armitage, G.: Automated traffic classification and application 
identification using machine learning. In: LCN 2005, Sydney, Australia (November 2005) 

7. Bernaille, L., Teixeira, R., Salamatian, K.: Early Application Identification. In: Proceed-
ings of CoNEXT (December 2006) 

8. Alshammari, R., Nur Zincir-Heywood, A.: A Flow Based Approach For Ssh Traffic De-
tection. In: IEEE International Conference on Systems, Man and Cybernetics, 2007. ISIC 
(2007) 

9. http://www.openssh.com/ 
10. MTU: RFC 879  
11. http://www.caida.org 

 



Evaluation of a Multiobjective Alternative
Routing Method in Carrier IP/MPLS Networks

(Work in Progress)
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Abstract. We present a first simplified version of the MultiObjective
Dynamic Routing (MODR) method, more suitable for a realistic net-
work environment as the computational effort is very much reduced while
good results can still be reached. The simplified version presented herein
is based on the results obtained from a discrete event simulation study
which shows that, in case of overload, more important than the alterna-
tive routing algorithm itself is to control the excess of alternative routing
traffic. Moreover, in a multiservice network in the case of lightly loaded
traffic conditions, when alternative routing starts to be effective, network
performance can still be improved if we can avoid alternative routing
for specific traffic flows. Classical dynamic alternative routing methods
for traditional ISDN networks have a trunk reservation mechanism with
a similar purpose but apparently without the same performance. Our
method applies to MPLS strongly meshed networks which are typical of
core networks.

Keywords: QoS, MPLS Networks, alternative routing, multiobjective
optimization.

1 Introduction and Motivation

The rapid transformation of the Internet into a commercial infrastructure sup-
porting many types of services which can integrate not only best effort traffic
but also IP-telephony, IP-multimedia as well as other types of services, gives rise
to new routing protocols based on QoS (Quality of Service) parameters. These
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new services have network performance requirements like end-to-end delay, de-
lay jitter, required bandwidth and packet loss probability, that must be fulfilled.
This evolution seems to lead to the absorption of traditional ISDN networks by
these new IP-based networks (e.g., British Telecom [1]).

Any Transport over MPLS (AToM) is a solution for transporting Layer 2 pack-
ets like ATM, Frame Relay, Ethernet, PPT or HDLC, over a single, integrated,
packet-based MPLS backbone network, instead of separate networks with differ-
ent network management environments. In a nutshell, AToM inserts a label in
the packets at the provider-edge router, based on the Forwarding Equivalence
Class (FEC), and then transports them over the backbone. A FEC is a group
of IP packets which are forwarded in the same manner and for that reason they
belong to the same label-switched path (LSP).

Regarding MPLS, each explicit LSP is treated as a point-to-point path that,
for a given time duration, has a constant bandwidth. In MPLS, if an explicit path
specified with a ’non-mandatory’ preference rule attribute value is not feasible,
an alternative route (or path) may be chosen [2]. Hence, if a flow request does not
find available resources it needs in the first choice path, a second chance may be
given to that flow as it will be possible to try a pre-computed alternative path.

On the other hand, DiffServ [3] is a coarse-grained, class-based mechanism for
traffic management. DiffServ networks operate on the principle of traffic classi-
fication, where each data packet is placed into one of a limited number of traf-
fic classes, rather than differentiating network traffic based on the requirements
of an individual flow (like in IntServ networks). DiffServ has two important ad-
vantages over IntServ: all of the processing takes place before the flows enter the
network, at the boundaries, and the flows are aggregated so that there is no need
for routers to analyze the requirements of each individual flow, eliminating the
scalability issues. However, DiffServ does not solve the problem of call admission
control (CAC), which is essential for QoS guarantees. This implies that QoS, with
Diffserv, is usually guaranteed by overprovision, which is not always possible.

To implement CAC there is the pre-congestion notification (PCN) architec-
ture suggested by IETF [4] which enforces QoS by marking packets based on the
utilization of links and gives early warnings before congestion occurs. To cope
with the issue of exceeding bandwidth allocation, a per flow admission control
is suggested for a DiffServ network, in particular a measurement-based admis-
sion control (new flow requests are blocked dynamically in response to actual
(incipient) congestion on a router within the DiffServ network). In this context,
instead of a lost connection, a second chance may be given to these flow requests
by allowing alternative routing.

The method developed in this paper applies to DiffServ-aware-MPLS meshed
networks with PCN. In our multiservice model, traffic with different bandwidth
requirements is classified into the same FEC and because of that is carried in
the same LSP between adjacent nodes.

In the multiservice model it is considered that, for the time duration of each
flow, it requires constant bandwidth on each LSP corresponding to the effec-
tive bandwidth that is characteristic of that type of flow. Effective bandwidth
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can encapsulate traffic behaviour and QoS issues at the cell and packet levels
[5,6]. In addition, we can forget the bursts and bandwidth variations because
of the PCN-threshold-rate which allows PCN-boundary-nodes to convert mea-
surements of PCN-markings into decisions about flow admission. At this point,
blocked requests may be rerouted to an alternative path.

Our approach treats each explicit LSP as a multiservice point-to-point path
with a constant bandwidth shared by all services, were each flow is admitted in
the LSP if the effective bandwidth necessary for that flow is available, otherwise
the flow is rejected. This behaviour together with the proper adjustment of
the the PCN thresholds, allows the consideration of a quasi circuit switching
capability superimposed on the current Internet routing model [2].

The necessity of dealing with multiple and multifaceted QoS requirements in
the new network technological platforms makes that there are potential advan-
tages in formulating many routing optimisation problems as multicriteria mod-
els. In the particular multiobjective formulations enable the trade-offs among
different objective functions (QoS metrics or cost functions) to be treated math-
ematically in a fully consistent manner. In this type of formulation instead of
the concept of optimal solution the concept of non-dominated solution should be
used that is a solution such that it is not possible to improve one of the objective
functions unless at least one of the others is worsened. A state of art review on
applications of multicriteria analysis in telecommunication network design is in
[7]. A recent review on multicriteria routing models with an application study,
is in [8]. In references [9] (for single-service networks) and [10] (for multiservice
networks) a multiobjective dynamic routing model designated as MODR was
formulated and solved through a heuristic approach. This model may be con-
sidered as a particular case of the network-wide optimisation meta-model for
multiobjective routing in MPLS networks proposed in [11].

The main contribution of this paper is to present a first simplification of the
former MODR method, which was developed in order to obtain a more suit-
able version for application to a realistic IP/MPLS network environment. In
particular this version aims at a significant reduction in the computational ef-
fort required by the method while maintaining good results in terms of network
performance measures. The routing algorithm presented herein is based on a pro-
cedure that selectively eliminates each alternative path and is a much simplified
version of the one proposed in the MODR method. Also the use of Howard costs
(much easier to compute) instead of implied costs is analysed in this context.

The paper is structured as follows. In section 2, general features of the MODR
method are reviewed and the new simplified version aimed at a reduction on path
computational effort, is described. In section 3, simulations regarding the de-
crease of computational effort and some procedures will be presented. In section 4
a comparative study between two metrics (implied costs, which is the metric
used by MODR method, and Howard costs, suggested in the Separable Routing
scheme in [12]) is presented in order to decide which one is more effective in our
routing algorithm. In section 5 conclusions are presented and discussed.
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2 The Multiobjective Dynamic Routing Method

2.1 Review of the MODR Method

The MODR method applies to strongly meshed networks, in which it has been
extensively documented in the literature that the first choice route should always
be the direct one if it exists. This article describes a simplification/adaptation of
MODR, a hierarchical Multiple Objective Dynamic Routing model for telecom-
munication networks, presented in [9,10]. The general purpose of MODR is to
find, in a strongly meshed network, in each route updating interval, the set of al-
ternative paths for all flows that adapt the best to the offered traffic conditions,
in order to fulfill the objectives at network and service levels. In the present
context we consider as strongly meshed networks, those with topological density
close to a complete graph and such that for each origin-destination pair there are
at least two 2-link paths. We begin by reviewing the hierarchical multiobjective
alternative routing model that MODR addresses.

Notation:

– G = (V, L) - undirected graph representing the network topology where V
is the node set and L the arc set;

– fs ≡ (vo, vt, γ) where vo, vt ∈ V and vo �= vt - is a traffic flow from node
vo to node vt of service type s where γ represents a traffic descriptor which
enables a complete definition of the associated stochastic process (e.g. mean
service s time hs, number ns of links required by each connection of traffic
flow fs in every arc of each attempted path);

– F - set of all traffic flows in the network;
– At (fs) = It (fs)hfs where It (fs) represents the average arrival intensity

during time period t = nT (n = 1, 2, ...) - traffic offered (in Erlangs) for
traffic flow fs = (vi, vj , γ) ∈ F at time t and hfs is the mean occupation
time of fs flow calls;

– B (fs) - point-to-point blocking probability for traffic flow fs ∈ F ;
– Rt (fs) =

{
r1 (fs) , r2 (fs) : r1 (fs) , r2 (fs)

}
- where r1 (fs) and r2 (fs) are

loopless paths. Rt (fs) is the ordered set of paths which may be used by flow
fs at time t;

– R̄t =
{
Rt (f1) , . . . , Rt

(
f|F |

)}
- routing plan for the network at time t;

– Bks - blocking probability experienced by a service s call on link lk =
(vi, vj) ∈ L;

– Ck - capacity of link lk = (vi, vj) ∈ L;
– ρks - service s total offered traffic to link lk (the mean of the total number

of calls of type s offered to lk during calls mean service time);
– Lri(fs) - mean blocking probability on route ri (fs), experienced by a call of

fs;
– dk = [dk1, . . . , dk|S|] - required bandwidth on link lk by a call of service

s ∈ {1, 2, . . . , |S|}, which may be interpreted as its effective bandwidth;
– D (fs) - routing domain for traffic flow fs which encompasses the set of all

possible paths from origin node vo to destination node vt.
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As stated in [9], it is assumed the following: all traffic flows are homogeneous Pois-
sonian and independent, service times are negative exponentially distributed,
there is statistical independence in the occupations of the links and routes
r1 (fs) , r2 (fs) are node disjoint.

The blocking probability of a connection of type s in arc lk is given by
Bks = Ls

(
dk, ρk, Ck

)
. As explained in [10], functions Ls represent the traf-

fic calculation model that enables the marginal blocking probabilities on the
links to be computed namely according to the methods in [13,14].

The MODR method relies on a heuristic for route calculation and selection
based on two mechanisms: first, a biobjective shortest path algorithm (MMRA)
to obtain the subset of candidate non-dominated alternative path solutions
Rt (fs) for each flow, and second, a procedure to decide which alternative paths
should be updated in each time interval. The problem formulation for MMRA
is as follows:

(Problem P2) min
rs∈D(fs)

mn (rs) =
∑

lk∈rs

mn
ks, n = 1, 2 (1)

where mi
ks is the value of metric i associated with link lk and service s, mi (rs)

is the value of objective function i for path rs. These metrics are the implied
costs m1

ks = cks, as defined in [15,10,11], and the blocking probability m2
ks =

− log(1−Bks). The log is used to transform blocking probability into an additive
metric.
Let’s consider the following simplifications:
dks = ds

(
∀lk ∈ ri (fs) ∧ ∀s ∈ S

)
which will also be made equal to the revenue

associated with a call of all traffic flows fs. Ao
s and Ac

s are the service s to-
tal offered and total carried traffic, respectively. A heuristic was developed to
discover, in each time interval and among the set of non-dominated solutions
discovered by MMRA, the set of alternative paths to update in order to guar-
antee a compromise solution in terms of the network level objective functions
(o. fs.), (aiming at maximizing network expected revenue WT and minimizing
the maximal service mean blocking probability BMm) and service level o. fs. (in
order to minimize the service mean blocking probabilities Bms and the maximal
point-to-point blocking probability, BMs, for each service s). The formalization
of the hierarchical multiple objective dynamic alternative routing problem for
multiservice networks is (Problem PGS):

NL : minRt
−WT = −

∑
s∈S dsA

c
s = −

∑
s∈S dsA

o
s (1−Bms) (2)

minRt
BMm = maxs∈S{Bms} (3)

SL : minRt(s) Bms = (Ao
s)−1 ∑

fs∈Fs
At(fs)B(fs), s = 1, . . . , |S| (4)

minRt(s) BMs = maxfs∈Fs{B(fs)}, s = 1, . . . , |S| (5)

s.t. Equations of the teletraffic model to calculate{B(fs)} in terms of
{At(fs)} and Rt
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Important to note that this is a hierarchical optimization problem where the
first level objective functions (NL) have priority over the second level objective
functions (SL).

Finally, an additional mechanism (APR - Alternative Path Removal) was in-
troduced in the original heuristic as a service protection scheme the objective
of which consisted of preventing blocking degradation in overload network situ-
ations due to excessive use of alternative routing. In this scheme, elimination of
alternative routes occurs whenever the following condition stands:

m1 (rs) > ds ∧m2 (rs) > −zAPR × log (1− 0.3) (6)

where zAPR is just an empirical parameter used by the heuristic, which varies
dynamically between 0 and 1 in the inner cycle of the procedure.

It was already proved that, assuming quasi-stationary conditions, such that
the offered traffic stochastic features remain stationary during periods which are
relatively long compared to the solution time, the single objective alternative
routing problem is NP-complete in the strong sense. Since the problem PGS is a
multiobjective one and having in mind the interdependencies between network
mean blocking and maximal marginal blocking probabilities and their dependen-
cies on the routing plan, it is expected great intractability for this problem. The
foundation of the heuristic procedure is the search for a subset of the alternative
path set for all flows, the elements of which should possibly be modified in a
given route update period. This leads to a heuristic with two internal cycles of
solution improvement that is very heavy in terms of computational cost. Details
are given in [9,10]. This heuristic is now replaced by a simplified version, more
suitable to be applied in real networks as described in the next sub-section.

2.2 Proposal of a Simplified Method

Our main objective, in this paper, is to propose another simpler heuristic in
order to fulfil as far as possible the original objectives for the alternative routing
problem. Our approach consists of seeking to update sequentially, in each time
interval, only a subset of the available pairs of routes, instead of all route pairs
(complete routing plan) as in the original heuristic. The number of paths to
update in each time interval is directly related to the speed at which the network
evolves due to changes in the offered traffic. However, as explained in [9], neither
the update of all pairs nor the update of only one origin-destiny pair in each
time interval is a good policy. In addition, experience has shown that at least
as important as the routing algorithm itself, is the way in which direct traffic is
protected in overloaded networks, as suggested in [16]. These two different but
related aspects of the problem will be explained next.

Concerning the first aspect of the problem discussed above, and after a num-
ber of experiments a first simplified strategy was considered which consists of
updating, in each period, the alternative routes for α pairs of nodes alone for
every service. In our case study networks the recommended value was α = N/2
where N = |V | (number of network nodes). Note that this implies that all alter-
native routes for all services can be updated every |F |

|S|α (where |F | is the total



Evaluation of a Multiobjective Alternative Routing Method 201

number of node to node flows) route updating periods. In other network struc-
tures different values of α might have to be considered after an experimental
study with the routing method.

Let t = nT (n = 1, 2, · · ·) where T is the path update time interval, R
(n)
t

the routing plan for the nth update interval. In addition, let’s considerer R
∗
t ={

r2 (fs) : r2 (fs) is updated by MMRA at t = nT }. Consider also that the ini-
tial origin-destiny pair value in the pseudocode below is 1-1.

1. R
(n)
t ← R

(n−1)
t

2. Calculate B, c, {Bms} and BMm, for R
(n)
t and a given At estimate using the

fixed point iterators. Consider R
∗
told

= {}, R
∗
tnew

= {} and counter ←0
3. while (counter < α) do

(a) destiny ← destiny + 1
(b) if (destiny = N+1 ) origin ← origin + 1 and destiny ← 1
(c) if (origin = N+1) origin ← 1 and destiny ← 2
(d) if (origin = destiny ∧ destiny �= N) destiny ← destiny + 1
(e) if (origin = destiny ∧ destiny = N ) origin ← 1 and destiny ← 2
(f) for (s=1 until s=S) do

i. R
∗
told
← R

∗
told
∪
{
r2 (fs) : fs≡(vo, vt, γ)∧ vo ≡ origin ∧ vt ≡ destiny}

ii. Use MMRA to determine the new r2 (fs)
iii. R

∗
tnew
← R

∗
tnew
∪
{
r2 (fs)

}
iv. Selective elimination of r2 (fs) (according to criterion (8) later ex-

plained)
(g) counter ← counter +1

4. R
(n)
t ← R

(n)
t \R

∗
told
∪R

∗
tnew

The experimentation showed that the original MODR heuristic achieves better
results in terms of global performance than the presented approach because it
recalculates the routing plan for all the network flows in each update period.
This was already expected, nevertheless, the gain achieved with the speed and
simplicity of this new method was an incentive for the continuation of our study
and lead us to second aspect of our problem.

We can define a numerical complexity value for MODR in terms of the upper
bound of the number of alternative routing solutions that may be analysed in
the heuristic. This complexity is of the order of |S||F̄ |2 where |F̄ | is the average
number of traffic flows per service. For the 6 node network in the experimental
study in section 2.3 this gives 2700 while the simplified heuristic only analyses
α|S| = 9 solutions, hence leading to a quite significant complexity reduction.
The CPU time for the original heuristic is 21.844 seconds in a 2.8 GHz Pentium
4 while the new heuristic takes 94.3 milliseconds.

In this experimental study, extensively explained in [17], the direct traffic
protection mechanism in case of overloads is based on alternative path elimina-
tion because from our experience (and [6]), it gives better global performance
than trunk reservation schemes. So, with zAPR = 1 (the initial value of the pa-
rameter, which varies in the original heuristic, but which disappeared with this
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new approach), the path implied cost (m2 (rs)) and the path blocking probabil-
ity (m1 (rs)) are calculated so that the alternative path is eliminated whenever
condition (7) is verified:

m2 (rs) > − log (1− 0.3) ∧m1 (rs) > ds (7)

2.3 Performance Evaluation

A discrete-event simulator was used for the comparative study of the MODR
performance, considering the reformulation of the heuristic. Two fully meshed
networks with six nodes (’A’ and ’M’) presented in [17] were used for this study
to allow a comparison with previous work and also because simulation time for
the original heuristic is very high. These networks were engineered with three
services: telephone, data and video, with the required bandwidth d = [1, 6, 10]
for each service and call durations of 1, 5 and 10 minutes, respectively.

Simulations were carried out with different path elimination criteria for both
test networks.

Note that the constant 0.3 in equation (7) corresponds to a threshold of 30%
for the blocking probability which in practice tends to protect (from excessive al-
ternative routing) the more demanding services (since these tend to have higher
blocking) leaving the less demanding services with potentially excessive alterna-
tive routes. To overcome this limitation a new factor 0.1 Bms

BMm
was introduced

in that condition so that the smaller is the mean blocking of the services rela-
tive to maximal mean of all services BMm, the lower is the blocking threshold
above which the alternative route is eliminated. Our next modification consists
of the substitution of the AND by the OR operator, which allows us to take
more advantage of implied costs in the sense that it seems advisable to eliminate
an alternative route when the corresponding implied cost is greater than the
expected revenue per connection of the current traffic flow, independently of the
condition on the blocking probability. This leads us to the following condition:

m2 (rs) > − log
(

1− 0.1
BMm

Bmsd

)
∨m1 (rs) > ds (8)

We can state what we had already concluded from extensive simulation in both
networks: that the original criterion (7) allows the highest blocking probabilities
to be obtained for the less demanding services, and is slightly better for low
load situations. On the contrary, condition (8) which implements fairness in the
removal process of alternative paths for the different services, is the best suited
for nominal and overload situations. In order to clearly evaluate the advantages
of alternative routing and justify equation (8), we also present the results from
a simulation with the direct routing scheme, where no alternative routes exist.

Another topic of importance is the estimation of the average traffic offered to
the network by a given flow.In the simulator, the estimated offered traffic x̃ in
the nth time interval for traffic flow fs is obtained from an estimate X̃(n− 1) of
the offered traffic in the previous interval calculated from on-line measurements,
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for the same traffic flow, by using a first order moving average iteration: x̃fs(n) =
(1− b)x̃fs(n− 1) + bX̃fs(n− 1) (as suggested in [15]) with b = 0.1 (which is the
value proposed in [18]) because while relying in traffic history still allows a slow
adaptation in case of changes in the network, which is better suited for overload
situations.

Another evaluated topic was the influence of the network load in path update
intervals. In this respect, a comparison was made regarding a 10 seconds (a typi-
cal value in circuit-switching networks) and a 1 minute (previously used) update
interval. A smaller route update interval achieves better results in underloaded
situations as it allows traffic flows to be better accommodated with the frequent
changes in path allocations, while a 1 minute interval has a better performance
for overloaded situations because sudden changes in the offered traffic do not
result in a “bad” set of paths in the following interval.

Regarding the possibility of a service dependent path update interval, different
values were used depending on the service average duration at stake. None of
the simulations with different service update intervals achieved good results,
the 10 seconds choice (instead of the 1 minute in use in the original heuristic)
being the one with the most appealing performance. This smaller update interval
complements the reduced number of paths being updated in each time interval
in the new heuristic, when compared with the original one.

In conclusion, the decisive factors in this approach are the load situation, the
arrival rate and the alternative path selective elimination.

The comparative analysis between the original MODR and other reference
dynamic routing methods is out of the scope of this work and can be consulted
in [10]. A comparative study of different method variants for the test network
presented in [10] is in figure 1. Note that the assumed ’nominal load’ considered
in these experiments is 20% less than in [10]. The simulations results presented,
obtained by the method of the independent replications, are the mid points of
a 95% confidence interval. Regarding the two global network performance met-
rics we can conclude that the original heuristic behaves better than our simpler
heuristic, if we consider the same alternative path elimination mechanism in
both methods. However, if we make use of criteria (8) for the path elimination,
we can obtain results that are comparable with the ones of the original heuristic,
and even improved in terms of expected revenue in overload situations, achieving
other non-dominated solutions in terms of global network performance. In fact,
from extensive experimentation, it is possible to confirm an interesting conclu-
sion: in a meshed network, in case of overloads, it is much more important to
control the excess of alternative traffic than the alternative routing algorithm
itself. Details related to service performance analysis are in [17].

Implied costs have already demonstrated to behave well in the proposed rout-
ing model. However, we decided to make a comparison with a different and much
lighter metric in terms of computational effort, namely Howard costs.

In [19] a scheme is presented called Forward-Looking Routing (FLR) based on
Howard costs. These costs, Δ (k, j), can be interpreted as the expected increase
in the number of future blocked calls on a link lk due to the acceptance of a call
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Fig. 1. Comparison with respect to the original version of MODR and direct routing
– Global Performance (expected revenue and maximal mean service blocking)

when j calls are already in progress. Howard costs were adapted in a simplistic
way to a multiservice environment as follows: Δ (k, j) = Bks

Bkj s
, 0 ≤ j ≤ Ck, where

Bkjs = Ls

(
dk, ρk, j

)
are the blocking probabilities calculated by the algorithms

mentioned in the previous section.
Paths with the minimal Howard cost tend to contribute to the maximization

of throughput and to an adequate load balancing, as routes with less calls in
progress are the ones which tend to be chosen. As Howard costs are additive, the
path cost is given by: m1(rs) =

∑
lk∈rs

Δ (ki, ji). These costs replace the implied
costs in the bi-objective shortest path sub-algorithm MMRA, in our revised
simpler heuristic. The results for network global performance are presented in
the report [17] and for this test network are very similar to those obtained with
implied costs. However in other test networks Howard costs lead to worse results
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then implied costs using the same simplified heuristic. Therefore the introduction
of Howard costs requires a careful pre-evaluation.

3 Conclusions and Further Work

Best-effort architecture does not meet the requirements of the current integrated
services network Internet carrying heterogeneous data traffic. For this reason,
high-speed wide area networks are likely to be connection-oriented for real-time
traffic. Traffic engineering with Multiprotocol Label Switching (MPLS) is an at-
tempt to take the best out of connection-oriented traffic engineering techniques.

The approach described in this paper attempted to implement alternative
routing in IP/MPLS networks. This type of networks based on shortest-path
routing have frequently localized congestion which may be smoothed by alter-
native routing. To achieve this, MODR formalized the routing problem as a
multiobjective hierarchical routing problem in order to promote global fairness
in terms of the QoS of the multiple services. Our starting point for solving this
difficult problem was an ’heavy’ heuristic which is here replaced by a new one,
with slightly worse but similar results. Nevertheless this simplified heuristic is
more suited to a realistic environment as it is a few hundred times lighter in
terms of computational effort.

An interesting conclusion which confirms, in the context of MODR, the re-
marks in [16] is that in a meshed network, in case of overloads, it is more im-
portant to control the excess of alternative traffic than the alternative routing
algorithm itself.

The work presented above is the starting point to a QoS future modelling
approach to routing optimisation aiming to be applied to DiffServ-aware-MPLS
meshed networks. Future work will also include MPLS Fast Reroute because
MPLS was designed to meet the needs of real-time applications and, for that
reason, rapid route restoration upon failure becomes crucial.
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Abstract. This paper studies the problem of network dimensioning and
location planning in multi-hop wireless networks. A key technology of
wireless multi-level cooperative relaying (CR) is incorporated, which has
been recognized as an effective design paradigm for achieving throughput
enhancement. A mathematical formulation is presented to capture the
nature of the problem, and characterize the behavior of multi-level CR.
The tasks of dimensioning, relay placement, relay allocation, and relay se-
quence design have been considered in a unified optimization framework.
The formulation is a nonlinear integer program. To avoid the intractable
computation complexity in solution, an efficient two-phase algorithm is
developed. We conduct a series of case studies to verify the proposed al-
gorithm, in which the results demonstrate the efficiency of our proposed
algorithm and the significant benefits in terms of deployment cost reduc-
tion under multi-level CR.

Keywords: Networking Dimensioning and Location Planning, Multi-
level Cooperative Relaying, Optimization.

1 Introduction

Network planning is a never-ending process with the wireless network’s evolu-
tion and growth. A new round of work is forced when it is needed to meet new
requirements of boosting system throughput and/or changing of network envi-
ronments [1]. Typically, new shopping centers and communities in a cell or at a
cell’s edge may lead to new hotspots or demand for new (micro-) cell sites, and
newly constructed buildings may change the multipath environments, possibly
resulting in “black holes” in the coverage area. To address these newly arisen
problems in existing wireless networks, placing relay stations (RSs) between a
base station (BS) and subscriber stations (SSs) provides a viable approach, in-
stead of the conventional setup of a new (micro-) cell by deploying BS. The
quality of wireless channels can be improved by multi-hop relaying. And RSs
can be placed close to black holes, as they can establish extra transmission

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 207–219, 2009.
c© IFIP International Federation for Information Processing 2009
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links to circumvent obstacles. Moreover, compared with BSs, RSs can be de-
ployed more easily, faster, and cheaper, which are rather appealing to network
operator.

In this paper, we study the problem of Dimensioning and Location Planning
(DLP) of RSs in multi-hop wireless networks. A key technology of multi-level
cooperative relaying (CR) is incorporated since cooperative communication has
been recognized as an effective paradigm for achieving throughput enhancement.
Thus, incorporating promising technical breakthrough will lead to new problem,
new model and new solution so as to achieve a cost-effective design.

The multi-level CR in this paper refers to a multi-hop transmission that both
the source and internal relays cooperatively transmit to a destination. It is dif-
ferent from the traditional multi-hop non-cooperative transmission (NCT), in
which the received data are simply forwarded at each internal nodes to the next-
hop node. In other words, with multi-level CR, the destination receives multiple
copies of data packets (possibly in different codes) from the source and all the
upstream relays; while, with traditional multi-hop NCT, the destination only
receives one copy of data packet from its previous-hop node. Therefore, multi-
level CR transmission can achieve even higher throughput. Moreover, multiple
simultaneous active links with multi-level CR can provide better robustness and
fault tolerance than a single link.

However, the relay locations have a critical effect on the destination’s achiev-
able rate [2] [3], even in the simplest relay model with only 3 nodes (source-relay-
destination) [4]. In wireless networks with multi-level CR, deciding the location
of each RS and estimating the amount of RSs needed are much more challeng-
ing. In literatures, numerous research efforts have been undertaken to address the
placement problems. So et. al studied minimum cost configuration of relay and
channel infrastructure in heterogeneous wireless mesh networks (WMNs) in [5],
where Bender’s decomposition-based heuristic was proposed to solve it efficiently.
The placement of tetherless relay points (TRPs) to improve the throughput of
a WLAN was investigated in [6], in which a Lagrangian relaxation iterative
algorithm was developed. In [7] and [8], for planning WMNs, Amaldi et. al pre-
sented a novel optimization model and a relaxation-based heuristic. The issues of
traffic routing, interference, rate adaptation, and channel assignment were also
considered.

In this paper, we develop an optimization framework for the DLP problem.
A mathematical model is provided to capture the nature of DLP problem, and
characterize the behaviors and constraints under multi-level CR. We have jointly
considered RS placement, relay allocation, and relay sequence design in a unified
framework. The formulation is an integer nonlinear program, which is nonethe-
less subject to intractable computation complexity in solution. Thus, a two-phase
algorithm is developed for solving the problem effectively and efficiently. Sim-
ulation and case studies are conducted to verify the optimization framework
and demonstrate the economic and performance benefits of the multi-level CR
against traditional multi-hop NCT.
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2 Modeling of Multi-level Cooperative Relaying

In the fundamental multi-level CR model, a source (node 0) communicates with
a destination (node G) through multiple relays (node 1, 2, . . . , G−1). The achiev-
able rate for a fixed destination can be expressed as [9]

R = min
1≤j≤G

[C(
1

N0

j∑
k=1

(
k−1∑
i=0

√
Pikd−α

ij )2)] (1)

where α is the path loss exponent, Pik is the transmit power of node i to node
k, N0 is the power of the background noise, C(.) is the Shannon function such
that C(x) = 1

2 log(1 + x) for x ≥ 0, with dij as the distance between node i and
j. In this paper, we assume that all the nodes use the same power density for
transmission, i.e., Pik = P0 for ∀i, k. The more complex issue of power control
will be deferred for future research.

3 Network Model and Problem Formulation

3.1 Network Model

A three-tier network architecture is considered, which consists of three network
entities: a BS, RSs, and fixed SSs. The BS serves as a central controller in the
cell. The RSs are responsible for relaying data between the BS and the associated
SSs under multi-level CR [9]. The RSs have no direct connections to the core
network. Within a cell, there exists a certain number of new SSs, which could
be a residential or business subscriber. Each SS submits a certain data rate
requirement. These information must be known prior to the network planning,
and they can be acquired by statistical data analysis of traffic measurement as
well as anticipation of future growth. Since an RS cannot be placed anywhere due
to some geographic limitations, certain physical locations in the cell are taken as
candidate positions (CPs) for placing RSs. The COST231-Hata model is adopted
as the channel model which is applicable to the transmissions inside an urban
environment [10]. Small scale fading is not explicitly included in this study since
a long-term planning and design is targeted. Additionally, in consideration of
transmission delay, the maximum number of allowable intermediate RSs between
the BS and an SS in a cell is assumed to be limited.

3.2 Problem Formulation

We consider a practical deployment scenario in a broadband wireless access net-
work. The goals of the DLP problem are

(i) to obtain the minimal number of RSs to be deployed;
(ii) to obtain the optimal locations of the RSs,
(iii) to allocate serving RS(s) to each SS,
(iv) to determine the relay sequence of the serving RS(s) for each SS,
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Table 1. Definitions of important symbols

Symbol Definition
NCP The set of CPs for RSs within the cell, |NCP | = M .
NSS The set of SS within the cell, |NSS| = N .
Ω The set of all the nodes within the cell, Ω = {BS} ∪ NCP ∪ NSS, |Ω| =

1 + M + N .
ρn The minimal rate requirement for SSn.

P0 The transmit power of an RS.
N0 The average thermal noise power in cell.
α The path loss exponent.
ML The maximal allowable number of internal RSs in a cell.−−→
Fn The virtue directed flow for SSn.

C The objective value of the problem DLP.
Z The CP-RS location incidence vector.
U The CP-SS association incidence matrix.
F The virtue flow matrix.
Q The relaying node level (stage) matrix.
H The CP-relay-level incidence matrix.
Fn,t

j The jth column of the virtue flow (relay sequence) for SSn with t relays in
FRS table.

rn,t
j The jth column of the achievable rate for SSn with t relays in FRS table .

ξ(n, m) The contributive index of CPm(∈ NCP ) to SSn(∈ NSS).
Ξ(m) The set contributive index of CPm(∈ NCP ) to NSS.
CLB The lower bound of the objective value.

such that each SS’s minimal rate requirement is satisfied. The notations used in
the problem are listed in Table 1.

Let
−→
G = (Ω,

−→
E ) represent the directed graph, which consists of a node set

Ω = {BS
⋃

NCP

⋃
NSS} and a directed edge set

−→
E . NCP and NSS are the set

of CPs and SSs, respectively. To formulate the problem, we start by defining
the decision variables for RS location (Z) and allocation (U), respectively. Z =
(zm)1×M is a CP-RS incidence vector (location variable) where zm = 1 if CPm

is selected for placing an RS; otherwise, zm = 0. U = (umn)M×N is a CP-SS
incidence matrix (CP allocation variable) where umn = 1 if CPm is allocated to
serving SSn; otherwise, umn = 0.

Since the DLP problem targets at minimizing the total number of RSs, de-
noted by C, the objective function can be expressed as,

minimize C =
∑

m∈NCP

zm (2)

The RS location and allocation variables (i.e., Z and U) are subject to the
following constraints.

umn ≤ zm, ∀m ∈ NCP , n ∈ NSS (3)
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Fig. 1. An illustration of practical relay routes and virtue flow (BS→ SS2)

∑
m∈NCP

umn ≤ML, ∀m ∈ NCP , n ∈ NSS ∈ NSS (4)

Constraint (3) ensures that if CPm is associated with SSn, an RS must be placed
at CPm. Constraint (4) makes a limit for the maximal number of internal relays
(i.e., associated CPs) for an SS.

The complexity of the formulation arises at representing the achievable rate
for each SS in practical deployment scenario. It is because each CP is still unde-
termined whether to place an RS and whether to be allocated to an SS. Moreover,
even the allocation of RSs to an SS has been determined, their exact sequence
in a relay route are still undecided, since there are totally n! permutations of
possible sequences for n RSs. By observing (1), we find that the destination’s
achievable rate heavily depends on the locations and relay sequence of the allo-
cated RSs. To represent the relay sequence for each SS, we adopt the concept
of virtue flow, which is defined as the route with the maximal number of hops
among all the practical transmission routes from BS to SSn, denoted by

−−→
Fn. As

an example shown in Figure 1, suppose CP1, CP3 and CP5 are allocated to pro-
vision transmissions to SS2, while CP2 and CP4 are not. The virtue flow (relay

sequence) from BS to SS2 (
−→
F 2) is illustrated with a blue dotted line. Namely,−→

F 2 : {BS, CP1, CP3, CP5, SS2}, for simplicity,
−→
F 2 : {CP1, CP3, CP5}.

Then, we define a virtue flow matrix F = (fn
ij)(M+1)×(M+1)×N , where fn

ij = 1

if both node i and node j are in
−−→
Fn, and node i is on the upstream of node j

(for i ∈ BS
⋃

NCP , j ∈ NCP

⋃
SSn, n ∈ NSS); otherwise, fn

ij = 0. For each SS,
the virtue flow matrix is subjected to :

fn
ij + fn

ji ≤ 1, ∀i, j ∈ NCP , n ∈ NSS (5)∑
m∈NCP

fn
BS,m = 1, ∀n ∈ NSS (6)

∑
i∈Ω

fn
i,SSn

= 1, ∀n ∈ NSS (7)
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∑
i∈NCP ∪BS

fn
mi = umn, ∀m ∈ NCP , n ∈ NSS (8)

∑
i∈NCP ∪BS

fn
im = umn, ∀m ∈ NCP , n ∈ NSS (9)

∑
j1∈NCP

fn
j1m +

∑
j2∈NCP

fn
mj2 = 2umn, ∀m ∈ NCP , n ∈ NSS (10)

Constraint (5) stipulates the virtue flow is directed where fn
ij = 1 if node

i is on the upstream of j in
−−→
Fn. Constraints (6) and (7) ensure that the BS

and each terminal node (SSn) in
−−→
Fn has only one downstream node and one

upstream node, respectively. Constraints (8) and (9) ensure that each CP in
−−→
Fn

also has exactly one upstream node as well as one downstream node, if the CP
is associated with SSn (i.e., the CP is in

−−→
Fn). Constraint (10) formulates the

flow conservation property; i.e., the number of upstream and downstream nodes
of a CP equals two if the CP is in

−−→
Fn.

To represent the position of a node in a relay sequence, we now define the
relay level of a node as below.

Definition 1. Relay level. The relay level of a node A for a destination D
(denoted by qD

A ) is defined as qD
A =

∑
A∈Ω deg−(A) + 1,where

∑
A∈Ω deg−(A)

represents the indegree of node A in graph G. Note that qD
A = 0 indicates that

node A is not associated with destination D.

In Figure 1, the relay levels of BS, CP1-CP5 are 1, 2, 0, 3, 0 and 4, respectively.
We define a node relay level matrix Q = (qn

i )|Ω|×N , where qn
i is the relay level

of node i ∈ Ω. According to the constructed directed virtue flow, the relay level
of the BS should always be 1. The relay level of node j increases by one, if both
i and j are in

−→
Fn and the upstream node of j is i ; otherwise, the relay level

is set to 0. The following constraints (11)-(13) stipulate the above definition of
relay level.

qn
BS = 1, n ∈ NSS (11)

qn
j − qn

i ≥ fn
ij − β(1 − fn

ij), ∀i ∈ NCP ∪BS, j ∈ NCP ∪ SSn, n ∈ NSS (12)

qn
i ≥ 0, i ∈ Ω, n ∈ NSS (13)

where β = |Ω|. To establish a connection between the relay level of a CP and Eq.
(1), a new set of variable H is needed. H = (Hn

hi)ML×M×N is a CP-relay-level
incidence matrix such that Hn

hi = 1 if node i ∈ NCP is in
−−→
Fn and i’s relay level

is h ∈ {2, . . . , ML + 1}; otherwise, Hn
hi = 0. The following constraints (14) and

(15) stipulate the definition of H. Constraint (16) ensures that there is at most
one node at each level in

−→
Fn.

Hn
hi ≥ γ + γ(qn

i − h), ∀i ∈ NCP , n ∈ NSS , h ∈ {2, . . . , ML + 1} (14)
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1−Hn
hi ≥ γ + γqn

i , ∀i ∈ NCP , n ∈ NSS , h ∈ {2, . . . , ML + 1} (15)∑
i∈NCP

Hn
hi ≤ 1, ∀n ∈ NSS , h ∈ {2, . . . , ML + 1} (16)

where γ = 1
|Ω|2 . To ensure the throughput of each SS is larger than the minimal

rate requirement, the constraints can be expressed as follows.

log[1 + (
1

N0

h2∑
k=2

(
k∑

h1=1

√
P0(Dn

h1h2)−α)2)] ≥ ρn, h2 = 2 . . . ML + 1,∀n ∈ NSS (17)

Dn
h1h2 =

√
(
∑
l∈Ω

Hn
h1lxl −

∑
l∈Ω

Hn
h2lxl)2 + (

∑
l∈Ω

Hn
h1lyl −

∑
l∈Ω

Hn
h2lyl)2, (18)

∀2 ≤ h1 < h2 ≤ ML + 1,∀n ∈ NSS

Dn
1,h1 ≤ Dn

1,h2

ε +
∑

l∈Ω
Hh2l

,∀2 ≤ h1 < h2 ≤ ML + 1, n ∈ NSS (19)

where ε is a very small number. Constraint (19) ensures that the relay sequence
of the internal relays (the selected CPs) is the one with maximal achievable rate
among all the permutations of the nodes.

In summary, the objective function (2) and the constraints (3)-(19) form the
mathematical formulation for problem DLP. Due to the nonlinearity of con-
straints (17), (18) and (19), problem DLP is a nonlinear integer program, which
cannot be solved by any systematic method [11]. In the next section, an effective
algorithm will be presented by exploiting the nature of the problem.

4 An Algorithm to Solve Problem DLP

4.1 Algorithm Description

We propose a two-phase algorithm to solve problem DLP, which is shown in
Algorithm 1. The core idea is as follows. First, we reduce the search space such
that only feasible candidate relay sequences are left. Then, in Phase II, the best
relay sequence for each SS can quickly be found by iteratively removing the least
contributive CP.

• Phase I: Feasible-Relay-Sequence (FRS) Table Setup Phase
The search space is defined in the FRS table, which is the basis for deciding the
RSs’ final locations in the next phase. As an example, assume ML = 3, the FRS
table is shown in Figure 2. Each SS has its own sub-table. The sub-table consists
of two rows: a row of achievable rates, which are sorted in non-increasing order,
and a row of relay sequences, which one-to-one map the rates in the same column
in the first row. rn,t

j , Fn,t
j represent the achievable rate of SSn via t relays, and

the corresponding relay sequence (i.e., virtue flow) for SSn ∈ NSS, respectively.
j is the column index.
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Algorithm 1. A Proposed Two-Phase Algorithm for Problem DLP
Input: NCP , NSS , (ρn)1×N , M, N, c, P0, α, ML;
Output: C, Z, U, Q;
Initialization: Input the given cell layout and system parameters ;1

PHASE I: Feasible-Relay-Sequence (FRS) Table Setup2
for ∀ SSn ∈ NSS do3

Calculate rn,1
1 , the achievable rate of SSn with direct transmission;4

for t = 2 to ML do5

for j = 1 to MCt do6

Calculate rn,t
j , the maximal achievable rate of SSn for the jth

7
combination of t selected CPs in NCP ;
Store the corresponding relay sequence in Fn,t

j to achieve the rate8

rn,t
j ;

end9

Sort rn,t
j s in non-increasing order;10

Map the corresponding Fn,t
j and write relay sequence entries in SSn’s11

sub-table;
end12

if ρn > rn,ML
1 then13

Print{“No solution exists with current network configuration!”};14
return;

else15
Determine tn, the required number of relays, for SSn by Eq. (20);16
Truncate the SSn’s sub-table such that only the columns satisfying17

rn,t
j ≥ ρn and t = tn are remaining;

Calculate the lower bound of the objective value CLB = max∀n∈NSS
Jn;18

end19
end20
PHASE II: Minimum Cost Relay Planning21
Set the initial set of NRS as the union of all the CPs in the FRS table, i.e.,22

NRS =
⋃

n∈NSS

⋃
j∈{1...Jn} Fn,tn

j ;
Calculate contributive index ξ(n, m) and set contributive index Ξ(m) for23
∀m ∈ NRS , ∀n ∈ NSS ;
/* FRS Filter procedure:*/24
repeat25

Compute Δ = max∀m∈NRS
(Ξ(m)) − min∀m∈NRS

(Ξ(m));26
Find CPm with minimal set contributive index, i.e.,27

m = arg min∀m∈NRS
(Ξ(m));

if m ∈ ⋂
j∈{1...Jn} Fn,tn

j then28
Set CPm as optimal, i.e., Z ← m;29

else30
Update NRS by removing CPm, i.e., NRS ← NRS/{m};31
Update SSn’s sub-table for ∀n ∈ NSS by removing the column that32

contains CPm in SSn’s sub-table; Jn ← Jn − ξ(n, m);
Re-calculate ξ(n, m) and Ξ(m) for ∀m ∈ NRS , ∀n ∈ NSS ;33

end34

until (Δ == 0) or (|Fn| == 1 for ∀n ∈ NSS) or (|NRS | == CLB)35

Set the optimal relay sequences of RSs (Q) as the first column (Fn,tn

1 ) in each36
SS’s updated sub-table;
Determine the final locations (Z), the allocation (U) to each SS, and total37

number of RSs (C) according to Q;
return;38
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SS1’s sub-table: 
 j: 1   2  … J1    

rj1,t r1
1,3 … … r1

1,2 … … …  r1
1,1 …

j
1,t … … … … … …

…

SSn’s sub-table:
j: 1 2 … Jn        

rj
n,t r1

n,3 … … r1
n,2 … r1

n,1 …

j
n,t … … … …

t=1      t=3 (3 relays) t=2

t=1         t=3 t=2

FRS TABLE 

Truncated search space 

j
n,t: Virtue directed flow (relay sequence) rj

n,t :Achievable rate for SSn via t relays 

Fig. 2. An illustration of FRS table (ML = 3)

Phase I focuses on setting up such a FRS table. To construct it, for each SS,
rn,t
j is calculated with Eq. (1) by enumerating all the possible combinations of

t relays (CPs) in NCP , where t = {1 . . .ML}. Note that there are t! number of
permutations for a specific set of t relays, which lead to t! achievable rates. Thus,
the maximal one is set as rn,t

j and the corresponding relay sequence is stored in
Fn,t

j . Then, in Line 10, we sort all the rn,t
j s in non-increasing order, and map

the corresponding Fn,t
j . The entries of rn,t

j s and Fn,t
j s are then written in the

FRS table. In Line 13, we check if there exists a feasible solution with current
network configuration (the set of CPs). More specifically, we compare ρn and
rn,ML
1 , which is the maximum possible rate for SSn. If ρn > rn,ML

1 , it indicates
more better CPs are needed in NCP . If ρn ≤ rn,ML

1 for ∀n, there must exist a
feasible solution. By exploiting the monotonicity of achievable rate row in SSn’s
sub-table, we can use the following criteria to determine the required number of
relays (denote as tn) for SSn to achieve its minimum rate requirement.

tn = i + 1, if rn,i+1
1 ≥ ρn > rn,i

1 , ∀n ∈ NSS(i = 0, . . . , ML− 1) (20)

Afterwards, we truncate the search space in each SS’s sub-table such that only
the columns satisfying rn,t

j ≥ ρn and t = tn are remaining. Jn is the total number
of columns in SSn’s sub-table after truncation.

• Phase II: Minimum Cost Relay Planning Phase
In this phase, we propose a FRS Filter method to find the minimum cost placement,
which is a procedure of iteratively removing the least contributive CP to NSS .

Definition 2. Contributive Index. The contributive index of CPm(∈ NCP )
to SSn(∈ NSS) (denoted as ξ(n, m)) is defined as the total number of CPm in
the relay sequence row of SSn’s sub-table .
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Definition 3. Set Contributive Index. The set contributive index of CPm(∈
NCP ) to the set NSS (denoted as Ξ(m)) is defined as the total number of CPm

in all the relay sequence rows in the FRS table, i.e., Ξ(m) =
∑

n∈NSS
ξ(n, m).

Remark. Ξ(m) represents the contributive index of a specific CPm to the
whole set of NSS . The smaller the value of Ξ(m), the less chance that CPm is
selected to the final optimal set of RSs. Based on this concept, in Phase II, the
minimal cost placement will be realized through the process of FRS Filter.

In Line 22, we first get the initial set of RSs (NRS), which is the union of all
CPs in the FRS table. Then, the ξ(n, m)s and Ξ(m)s for ∀m ∈ NRS , ∀n ∈ NSS

are calculated according to Definition 2 and 3. In Lines 24-35, the procedure
of FRS Filter is executed. Suppose CPm(∈ NRS) is the one with minimal set
contributive index. We then check if it appears in each column of relay sequence
in the SSn’s sub-table. If yes, it indicates that CPm must be selected to place an
RS and it can not be removed, i.e., CPm is an optimal location for RS; otherwise,
we can update NRS by removing CPm. Then all the SSs’ sub-tables should also
be updated by removing the whole column that contains CPm. Afterwards, all
the ξ(n, m)s and Ξ(m)s are re-calculated so as to conduct next loop of FRS Filter
operations. The loop terminates when any of the following is true: (1) Δ equals
zero, where Δ = max∀m∈NRS(Ξ(m)) −min∀m∈NRS(Ξ(m)). It indicates that all
the CPs left in the FRS table have an equal chance to be finally selected, namely,
none is worse than the others. Thus, the current NRS is the optimal, and Z can
be determined accordingly. (2) |Fn| equals one for ∀n ∈ NSS . It indicates that
there is only one column remaining in each SS’s sub-table, in which the left relay
sequence is definitely optimal. (3) |NRS | equals CLB. It indicates that the lower
bound of the objective value has been achieved, so the remaining relay sequences
are definitely optimal.

5 Numerical Results

We consider a practical network scenario where an IEEE 802.16 WirelessMAN
air interface [12] is assumed. ML is set to 2. Each node transmits with a unit
power density. The path loss exponent α is set to 3. To simulate the presence of
buildings, trees and other obstructions in practical network environments, the
shadowing effects typically result in 5-10 dB losses are also taken into account in
the simulations. Without loss of generality, the BS is located at the origin point
(0,0). We conduct a series of case studies. Figure 3 shows one of the network
layouts, in which the normalized coordinate of each SS and CP is illustrated and
the amount of minimal rate requirement for each SS is proportional to its radius.

To verify the optimality of our proposed two-phase algorithm, we compare the
results with the optimal one (obtained by an exhaustive search). We find that the
final objective value of our proposed algorithm is the same with the optimum
for all the cases we studied. Figure 3 also shows the resulting configurations
of the RS placement and the optimal relay sequences (virtue flows), which are
represented with the dotted line from BS to each SS.

The proposed algorithm demonstrates excellent computation efficiency as
shown in Figure 4. The computation time of our proposed algorithm increases
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search

linearly with the problem size (i.e., the total number of SSs and CPs), while
the computation time shows an exponential growth with the exhaustive search.
Therefore, our proposed algorithm shows a good scalability in practical large-
scale wireless network design.



218 B. Lin and P.-H. Ho

Table 2. Objective Value Comparison

Number of SSs 4 5 6 7 8 9 10

Objective
multi-level CR 5 7 8 9 9 10 12
multi-hop NCT 8 12 15 17 19 22 24

value Saved Cost 37.5 % 41.7 % 46.7 % 47.1 % 52.6 % 54.6 % 50.0 %

Table 2 compares the objective value (i.e., the number of RSs) with multi-
level CR against traditional multi-hop NCT. It is observed that the number
of RSs to be deployed can be substantially reduced (37.5% ∼ 54.6%) when
multi-level CR is employed. Therefore, by incorporating advanced cooperative
transmission technology, a salient economic benefit in terms of RS deployment
cost reduction can be achieved. On the other hand, given the same RS placement,
a significant improvement on end-user and system throughput can be achieved
with cooperative transmission, which just meets the ever-increasing demands of
future residential and business premises.

6 Conclusions

In this paper, we have conducted a comprehensive study on the issue of di-
mensioning and location planning in wireless networks under multi-level CR.
The tasks of RS placement, relay allocation, and relay sequence design have
been jointly considered and formulated in a unified optimization framework. To
avoid intractable computation complexity in solving the nonlinear formulation,
a two-phase algorithm has been developed to solve it efficiently and effectively.
Simulation and case studies have been conducted, in which the results have
demonstrated the RS deployment cost can be reduce by 37.5% ∼ 54.6% with
multi-level CR compared with that with traditional multi-hop NCT. The pro-
posed framework should provide a guideline for the operators in the effort of RS
placement and evaluation of network expenditure in practice.
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Abstract. State-of-the-art wireless local area networking enables frame
aggregation as approach to increase MAC efficiency. However, frame ag-
gregation is limited to the aggregation of packets destined for the same
station. In order to serve different stations, the access point still has to
contend for the channel multiple times. In this paper we propose and
evaluate a novel approach that enables multi-user frame aggregation.
We combine this concept with channel-dependent OFDMA resource as-
signments, yielding a higher PHY efficiency (by exploiting multi-user di-
versity and instantaneous channel state information) as well as a higher
MAC efficiency. The downside to this approach is the increase in pro-
tocol overhead to enable such multi-user OFDMA frame aggregation.
However, we show that the proposed approach outperforms state-of-the-
art 802.11n for different packet sizes and stations to be served.

Keywords: WLAN, OFDMA, adaptive modulation, frame aggregation.

1 Introduction

IEEE 802.11 wireless local area networks (referred on to as WLANs) are almost
omnipresent today. Nevertheless, the research and standardization activities in
this field are still very intense, addressing a wide range of improvements. How-
ever, the issue of increasing the network capacity has always drawn much atten-
tion. Recently, the 802.11 working group has started discussion on future WLAN
advancement based on two different approaches: utilizing the 60 GHz frequency
band [1], and increasing the aggregated throughput by exploiting multi-user di-
versity [2]. For both projects there is little doubt that orthogonal frequency divi-
sion multiplexing (OFDM) will remain the basic prevailing transmission scheme.

The main feature of OFDM is that it splits the bandwidth into many sub-
channels, also referred to as sub-carriers. Instead of transmitting symbols se-
quentially through one (broadband) channel, multiple symbols are transmitted
� Part of the work has been done while all authors were with the Telecommunication
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in parallel. This mitigates the impact of intersymbol interference leading to a
better system performance in broadband wireless channels. If channel state in-
formation is available at the transmitter, system performance can be further
improved. Due to the frequency diversity of broadband channels, adaptation of
transmission parameters (transmit power, modulation) on a per sub-carrier ba-
sis are more efficient than applying these parameters uniformly to the whole
set of sub-carriers [3]. These adaptations for single-user links (one transmitter,
one receiver) are referred to as loading algorithms. In contrast, a significant im-
provement can be achieved for multi-user settings: multiple data streams are
transmitted in parallel, e.g. from the access point to several stations. In this
case, multi-user diversity is present in the system (different stations experience
different channel states for the same sub-carrier) which can be exploited by so
called dynamic OFDMA assignment algorithms [4].

As multi-user diversity is to be exploited by future WLAN systems, OFDMA
is one candidate technology. This approach provides the advantage that a higher
MAC efficiency can be combined with a higher PHY efficiency. Multi-user frame
aggregation is in contrast to the frame aggregation implemented in state-of-the-
art 802.11n systems, which enables the transmission of several packets destined
for the same station within one channel access. Hence, multi-user frame aggre-
gation is expected to improve MAC efficiency. By combining multi-user frame
aggregation with dynamic OFDMA schemes, higher MAC and PHY efficien-
cies can be obtained. On the other hand, significant overhead has to be added
to the protocol to enable dynamic OFDMA (acquiring the channel states and
signaling the resource assignments). Hence, it is open if (and when) this addi-
tional overhead pays off due to the higher efficiency in the PHY and MAC when
comparing such a system proposal with IEEE 802.11n. Note that [5] presents
a related protocol enhancement for 802.11a. However, the approach does not
support backward compatibility to legacy 802.11a devices and is not evaluated
in comparison to frame aggregation for single stations in WLAN.

In this paper we study these performance effects based on a new protocol con-
cept enabling multi-user frame aggregation via dynamic OFDMA schemes. Our
focus is less on the physical layer aspects of dynamic OFDMA. Instead, we are
interested in evaluating our protocol design in comparison to the performance
of 802.11n. Specifically, our evaluation focuses on the frame aggregation per-
formance of the two different approaches taking a fixed MIMO-OFDM physical
layer as comparison basis. Our protocol design is novel as it allows multi-user
frame aggregation by dynamic OFDMA resource assignment while still being
fully backward compatible to legacy (802.11n and 802.11a) devices. The second
contribution of this paper is the discussion of the performance difference between
802.11n (as state-of-the-art technology) and our proposed extension. Note that
our work has been already presented to the IEEE [6].

The paper is structured as follows. In Section 2 we first summarize the amend-
ment IEEE 802.11n. Next, we present our protocol proposal in Section 3. Next,
the performance evaluation is discussed in Section 4 before we conclude the paper
in Section 5.
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2 Overview of IEEE 802.11n WLAN

IEEE 802.11 chose an OFDM physical layer for its operation in the 5 GHz band
[7] as well as for its extended rate PHY (ERP) amendment for 2.4 GHz oper-
ation in order to provide data rates up to 54 Mbit/s. The available bandwidth
is divided into 52 sub-carriers from which four are exclusively used as pilots [8].
IEEE 802.11n, aiming at providing even higher throughput up to 600 Mbit/s,
introduces enhancements at both the physical and MAC layer. Regarding the
first, it increases the number of sub-carriers from 52 to 56 and incorporates new
error correction coding schemes (5/6 convolutional codes as well as Low-Density-
Parity-Check codes). It also defines optional features such as a shorter guard
period between symbols and channel-bonding, a technique that practically dou-
bles the capacity by simply doubling the available transmission bandwidth. All
OFDM-based PHYs utilize link adaptation: prior the transmission the payload
data is first convolutionally encoded. The resulting data block is transmitted
via all available sub-carriers employing the same modulation type on each sub-
carrier [8, 9]. The choice of the employed modulation and coding scheme (referred
further on to as PHY mode) is crucial for the performance but not standardized.
For that purpose, the MAC may make usage of, e.g., the radio signal strength
indicator (RSSI) level gained during reception of previous packets.

Nevertheless, the most significant enhancement of the PHY is the introduction
of multiple antenna capabilities at the transmitter and receiver side (MIMO).
Specifically, these can be distinguished into transmit beamforming, space-time-
coding and spatial multiplexing. In this work we will only consider the employ-
ment of the latter. Spatial multiplexing is a technique that enables the trans-
mission of several different data flows over a set of multiple antennas (without
requiring more radio spectrum).

With respect to the MAC layer, the major improvement is the introduction
of frame aggregation. This technique allows the transmission of several payload
packets within one channel access. Obviously, this improves the efficiency as the
overhead for framing and channel access is only spent once. On the other hand
frame aggregation is more sensitive to interference as the medium is blocked for
a longer time. The IEEE 802.11n draft suggests two different ways of perform-
ing frame aggregation: aggregated MSDU (A-MSDU) and aggregated MPDU
(A-MPDU). The first performs the aggregation of packets without the specific
802.11 framing, while A-MPDU aggregates payload packets each of them with
its own MAC header. Clearly, A-MSDU reduces the overhead at the cost of an
increased packet error probability. In contrast, A-MPDU enables to check each
single packet for an error while featuring a higher overhead. In addition, the
latter permits the usage of the ’block acknowledgment’ technique which allows
the differentiated retransmission of the incorrect packets out of the set of all ag-
gregated ones. Both frame aggregation types have a maximal data aggregation
size: 8 kByte in case of the A-MSDU and 64 kByte in case of the A-MPDU type.
However, the major constraint (of both schemes) is that the destination address
of all aggregated packets has to be the same.
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3 Multi-user Frame Aggregation Based on Dynamic
OFDMA: 802.11 DYN

The presented approach applies dynamic OFDMA to the payload part, i.e. the
Data field of packet transmissions in IEEE 802.11 WLANs based on the HT-
mixed frame format [9]. Packets with this format can be decoded by 802.11n
high-throughput stations (HT-stations) as well as by 802.11a/g/b ones. We refer
to our new proposal as 802.11 DYN. It consists of two different modes, a single-
user mode and a multi-user mode1. In this paper we solely focus on multi-user
frame aggregation implemented through dynamic OFDMA - we refer to this as
the multi-user mode of 802.11 DYN. We propose the usage of the multi-user
mode for down-link transmissions. As a result, multiple packets can be trans-
mitted in parallel to different stations while the medium is acquired only once.
The multi-user mode employs adaptive modulation, where the modulation type
per sub-carrier is chosen individually according to the channel conditions. By
contrast, the link adaptation technique, as used in legacy 802.11a/g/n stations,
does not consider a sub-carrier granularity. Finally, all presented protocol modi-
fications are compatible with existing equipment such that operating a mixture
of enhanced stations and ”legacy” stations in one cell is feasible.

For supporting the multi-user mode we propose modifications regarding the
frame format and the frame exchange sequence. We first describe the new frame
format and afterwards discuss the modifications to the frame exchange sequence.
Any 802.11 DYN payload frame uses HT-mixed format PPDU with a slightly
modified Signal field (cf. Figure 1). The modified frame starts with the usual
preambles [9]. Afterwards, the first 24 bits of the signal field are in total com-
pliance to legacy IEEE 802.11a/g/n, with the exception that in the Rate field a
different bit sequence is inserted, which is not specified in the standard (causing
legacy stations to discard the frame). For instance, the bit sequence 1100 could
be used to identify the 802.11 DYN frame. After the Tail field a new element of
the signal field is introduced, the Signaling field. This field contains all the infor-
mation to decode the payload transmission within the Data Field according to
802.11 DYN. The precise layout of the Signaling field is discussed in detail below.
Then dynamic OFDMA is applied to the transmission of the payload in the Data
Field. For the multi-user case this consists of several pairs of a Signaling field
and a corresponding PSDU. These pairs are transmitted on the sub-carrier sets
assigned to the respective station. Finally, for each PSDU also a Tail field and
potentially some padding bits are transmitted to complete the data frame. The
modified L-SIG field of the PLCP frame (including the Signaling field) is trans-
mitted applying BPSK with rate 1/2 convolutional coding. Compared to legacy
IEEE 802.11a/g/n systems, the main overhead stems from the Signaling field.
We suggest the following format for the Signaling field (cf. Figure 1). Initially,
an ID field is transmitted with 2 bit in length, indicating either a multi-user
(using a sequence of 11) or a single-user transmission (using 00). Next, a Length

1 Both modes have been presented to the IEEE standardization group recently [6, 10].
Furthermore, the single-user mode was presented in [11].
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Fig. 1. Multi-user mode 802.11 DYN framing – Left figure shows the overall structure
of the new PLCP frame – Right figure shows details of the required Signaling field
of the new PLCP frame

field of 9 bit is inserted, which indicates the entire size of the Signaling field. The
third field is the Representation field. It is 4 bit long and indicates primarily dif-
ferent types of representing the signaling information (for example, compressed
signaling information). Then, the information about the assignments per sub-
carrier follows. In case of the multi-user mode, an assignment per sub-carrier
is characterized by a station identifier and a modulation identifier. One possi-
ble, straight-forward representation of the signaling information could be a sort
of fixed signaling size field: Every assignment tuple <Terminal ID|Modulation
ID> for each sub-carrier is signaled. Hence, the position of the tuple indicates
the sub-carrier this tuple refers to. In 802.11 DYN a station is represented by
a 4 bit sequence while a modulation type is represented by 3 bit (leaving some
bit combinations for future use). This yields to 7 bit per assignment. Depending
on the PLCP frame format, the Signaling field has to contain the assignments
for 48 sub-carriers in case of 802.11a or 52 sub-carriers per spatial stream in
the HT-mixed format of 802.11n. Focusing in the following only on the latter
with 2 spatial stream, the total length of the assignments is 728 bits. However,
each payload packet is also protected by FEC which has to be indicated to the
stations as well. Hence, after the end of the assignments, further tuples are ap-
pended consisting of <Terminal ID|Coding ID>, requiring 6 bit in total. We
propose to limit the number of stations included in one multi-user burst to 16
(which is not a limit of the total amount of stations that can be served in the
cell). Hence, the coding assignment field has a maximum length of 96. This leads
to a total length of 861 uncoded bits for the Signaling field.

Next, let us discuss the modification of the frame exchange sequence. The
new sequence proposed for the multi-user mode is shown in Figure 2. Initially,
the access point holds packets for several stations in its cell. Hence, the ac-
cess point first has to acquire the medium by the standard rules of DCF. After
it acquires the medium, it first transmits a CTS-to-self frame (for reasons re-
lated to the NAV, as discussed below). Next, the access point has to acquire
the channel knowledge. A modified RTS frame is introduced, which carries a
polling list in it. According to this polling list stations answer with a CTS frame
which enables the access point to estimate the sub-carrier states using the re-
ceived frame preamble. The polling order is indicated by transmitting the RTS
frame based on the new frame format (as discussed above). The Signaling field
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Fig. 2. Transmission sequence of the new 802.11 DYN multi-user mode. In order to
set the NAV correctly, a slightly modified transmission sequence is required.

of the new frame carries pairs of 48-bit addresses and 4 bit IDs. The sequence
of the pairs indicates the sequence with which stations transmit a CTS frame.
Furthermore, the pairs also assign 4 bit IDs to each station such that during
the following payload transmission stations do not have to be addressed by
48 bits each but by 4 bits. After the last station replied with a CTS frame,
the access point starts computing the dynamic OFDMA assignments. Then fol-
lows the multi-user payload transmission (we also refer to this as multi-user
burst) which employs the new frame format mentioned above. After the multi-
user burst transmission, the stations confirm correctly received packets with a
legacy ACK frame in the same order already used for channel acquisition. At
the end, the access point finishes the multi-user mode frame exchange with a
CTS-to-self frame.

From the description above, several open issues arise. First of all, the manage-
ment of the NAV is more complicated for the dynamic scheme: After winning the
channel during the contention phase, the access point does not know how long
the packet transmission will take due to the still unknown sub-carrier states.
Hence, up to the payload transmission, it has to announce a pessimistic esti-
mate of the NAV setting, e.g., reserving the channel for the time span needed
to convey all scheduled packets if for all stations only BPSK with rate 1/2 en-
coding can be used. Once the sub-carrier assignments are computed, the exact
NAV can be distributed in the cell. However, as the initial RTS frame and the
payload frame are transmitted with the new PLCP frame format, legacy sta-
tions have to be informed by a different way of the pessimistic NAV estimate
and the updated NAV. This is the reason for starting the whole sequence with
a CTS-to-self frame. The CTS frames, coming back from the stations, announce
this pessimistic NAV value within the entire transmission range. After the ac-
cess point has acquired the channel knowledge, it can announce the correct NAV
value in its multi-user burst frame. However, this is not decoded by legacy sta-
tions due to its new frame format. Hence, after the ACK frames reset the NAV
value within their transmission range, the access point has to ensure by a fi-
nal CTS-to-self frame (carrying the correct NAV setting) that all stations reset
their NAV.
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4 Performance Evaluation

4.1 Simulation Model

The following system model is assumed for our simulations. Located within a
single WLAN cell there are J stations and one access point. Packets arrive at
the latter for down-link transmission. We assume the access point queue is never
empty, thus we consider the saturation mode. Per simulation run, all payload
packets have a fixed size of ς bits.

PHY model. The maximum transmit power equals Pmax = 10 mW. The band-
width, the number of sub-carriers, the symbol duration and the guard interval
are all chosen in accordance to IEEE 802.11n (see Section 2). We assume in
the following the application of 2 by 2 MIMO employing spatial multiplexing
with MMSE reception to separate the spatial streams. In order to generate the
MIMO channel matrix the 802.11n task group published a MATLAB module to
generate traces of MIMO channel states [12, 13]. We use this tool to generate the
channel matrix. We consider channel type ’E’ representing a large office environ-
ment with a certain path loss model and a fading characterized by a delay spread
of 100ns [13]. In general, the sub-carrier gains are assumed to be stable during
the transmission of a PLCP payload frame – either in the legacy mode or in the
802.11 DYN case. The noise power σ2 is computed at an average temperature
of 20◦ C over the bandwidth of one sub-carrier (312.5 kHz).

Packet Error Rate Model. Clearly, we require a detailed packet error model
for the link layer, which takes the fading and modulation setting of individual
OFDM sub-carriers into account. Packet error rate investigations for OFDM
transmission over a frequency-selective channel can be found for example in [14].
We follow a similar approach relying on an upper bound for the packet error
probability, which takes the average bit error probability (of the modulation
types per sub-carrier) as input. Note that in case of 802.11 DYN the system
can control the bit error probability θj by setting the respective switching levels
of the adaptive modulation. These switching levels refer to the SNR points at
which the modulation employed should be changed to a higher or lower one. For
a detailed presentation of the error model we refer the interested reader to [11].

Simulation Methodology. All results are generated with OPNET Modeler
Version 14.0.A PL2. Modifications of standard models required to support 802.11
DYN are with regard to the OPNET model library as of September 2007. For
the simulation of the 802.11 system, we generally follow the standard as close
as possible. We only consider long preambles. All non-payload frames of 802.11
DYN are transmitted in base mode (BPSK with rate 1/2 encoder) and are
assumed to be always received correctly. For all our simulations we vary the
distance between access point and stations as well as the number of stations
present in the cell. For a single simulation run we do not consider mobility.
Furthermore, for a single simulation run all stations have the same distance to
the access point and therefore the same average SNR due to path loss. The fading
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components of the OFDM sub-carrier channel gains are randomly regenerated
for each payload packet transmission and therefore the error behavior for two
sequentially transmitted packets can be assumed to be statistically independent.
However, for all packet transmissions correlation of the fading in frequency is
fully taken into account. The 99% confidence levels of all our results are very
high and are not shown in the following graphs due to their small size.

Comparison Schemes and Metrics. We are interested in the saturation
mode goodput in bit/s of 802.11 DYN versus legacy 802.11n. For this specific
investigation, we assume in addition to the above mentioned model that the
access point always holds a packet for each station in the cell. Stations do not
have any data to send - we are only interested in the down-link performance.
Hence, no collisions occur. We compare two different schemes:

– 802.11n : The access point serves one station after the other one using state-
of-the-art 802.11n. Optionally, frame aggregation can be activated. In that
case the AP transmits multiple packets within a single channel access to
the corresponding station (note that the AP always has enough packets
queued in order to fill any depth of frame aggregation). The depth of the
frame aggregation is key to the observed performance. We explicitly comment
the chosen depths below. Furthermore, we consider the performance of each
transmission PHY mode separately over the full SNR range.

– 802.11 DYN Multi-user mode: The multi-user mode enables the transmission
of several packets simultaneously to different stations by applying multi-user
frame aggregation based on dynamic OFDMA. The PHY applies now adap-
tive modulation with respect to a pre-specified target bit error probability
θj per station. Again, the setting of this error probability has a significant
impact on the system performance, as demonstrated for the 802.11 DYN
single-user mode in [11]. In this section, we only provide results for the opti-
mum setting of θj . We consider up to eight stations in the cell for the satu-
ration mode investigations. This keeps transmission times reasonably short
even if large packet sizes are assumed. Notice that in addition to multi-user
frame aggregation, the access point can also apply frame aggregation per
station.

One particular important issue in case of the multi-user mode is how sub-
carriers are assigned to stations (in general, how the scheduling of packets to
sub-carriers works). The focus of our work is not on optimal scheduling schemes
and resource assignment algorithms. Hence, we pick a straightforward approach
for assigning sub-carriers to packets: Each station receives the same amount
of sub-carriers. Given this fixed sub-carrier allocation, a simple algorithm is
employed to assign the specific sub-carriers to each station [15]. Basically, it
considers one station after the other and assigns the preallocated number of
best sub-carriers to the corresponding station from the set of remaining sub-
carriers. For fairness reasons, the order of picking sub-carriers for stations is
shifted for each frame.
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4.2 Results

We consider four different parameters for our down-link saturation mode evalua-
tion: average SNR, packet size ς, frame aggregation depth and number of stations
present in the cell. In the following we first discuss the results related to a small
packet size (equaling roughly VoIP packets). Afterwards, we consider the results
for large packet sizes. Before starting this discussion, recall that it is generally
known that saturation mode performance in 802.11 systems depends heavily on
the considered packet size (the larger the considered packet is the less does the
MAC overhead influence the performance results).

Small Packets of 234 Byte. For the following discussion notice that we as-
sume a maximum (single station) frame aggregation of 4 packets. This is mo-
tivated by the fact that such small packets are assumed to stem from a VoIP
flow. As such flows are well known to be delay sensitive, we set the maximum
frame aggregation depth to four (considering a G.711 voice encoder at a rate of
64 kbps, one such VoIP packet is generated every 20 ms.

In the first scenario we consider four stations to be present in the cell. In case
of 802.11n always four packets are aggregated (for the same station) while in
case of 802.11 DYN four packets, each for a different station, are multiplexed.
Hence, per station 802.11 DYN does not apply frame aggregation initially. In
this first scenario 802.11n also employs the RTS/CTS handshake prior to trans-
mission of the aggregated frame due to the large payload size. In Figure 3, the
corresponding average goodput per station is presented for an increasing SNR.
Notice that the figure shows eight different curves for 802.11n as we show ini-
tially the performance results of all eight PHY modes (in all other graphs we
will only show the upper envelope of the PHY modes). We observe a significant
performance gain in the case of 802.11 DYN at low SNR values, however from
10 dB on the legacy modes outperform 802.11 DYN clearly. At very high SNR
values, the legacy scheme achieves a goodput which is roughly 150% higher than
the one of 802.11 DYN. What is the reason for this performance behavior? First
notice that for small packets the raw PHY performance plays a smaller role as
a lot of time is spent for resolving medium contention at the MAC. In fact, the
faster the PHY transmits the payload (at high SNR values, for example) the
more important gets the overhead due to RTS/CTS handshake, ACK frames
and framing. From the above sections it is clear that 802.11 DYN is related
to a large additional overhead in order to implement dynamic OFDMA (chan-
nel acquisition, signaling of assignments, NAV management). From Figure 4 we
see that 802.11 DYN features a much lower PER rate while providing a higher
spectral efficiency. Especially, the low PER leads to the observed performance
improvement for small SNR values. However, as packet error rates improve in
case of 802.11n, the protocol overhead becomes much more an issue and so
802.11n outperforms 802.11 DYN. Notice in general the superior performance
of 802.11 DYN regarding the PHY efficiency in the left graph of Figure 4. The
performance of 802.11 DYN increases continuously along the whole SNR range
delivering significant gains (100-300%) compared to IEEE 802.11n. Apart from
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stations are present in the cell. The legacy scheme performs an aggregation of 4 MP-
DUs, while 802.11 DYN does not make usage of this technique.

P
H

Y
 E

ffi
ci

en
cy

 [b
its

/S
ub

−
ca

rr
ie

r/
S

ym
bo

l]

SNR [dB]

 8  10  12  14  16  18  20  22  24  26  28  30  32  34  36  38 6  40

OFDMA
   Dynamic

IEEE 802.11n

 0

 0.5

 1

 1.5

 2

 2.5

 3

 3.5

 4

 5

 4.5

SNR [dB]

P
ac

ke
t E

rr
or

 R
at

e

OFDMA
   Dynamic

Mode 1
Mode 2

Mode 4

Mode 5
Mode 6
Mode 7
Mode 8

Mode 3

 0.0001

 0.001

 0.01

 0.1

 8  10  12  14  16 6  18  20  22  24  26  28  30  32  34  36  38  40

 1

Fig. 4. Performance comparison of 802.11n and 802.11 DYN for small packets and four
stations in the cell. Left figure Average PHY efficiency per sub-carrier and symbol.
Right figure Average packet error probability per station.

the more precise modulation and coding selection, 802.11 DYN also benefits from
multi-user diversity, which helps to further increase the physical layer efficiency.
Notice that these performance improvements are coupled with a much lower
packet error rate (right graph in Figure 4). Recall that the packet error prob-
ability is controlled in 802.11 DYN due to exploiting channel state information
and adapting modulation types with respect to the target bit error probability.
Even though 802.11 DYN has a very efficient behavior at the physical layer,

the overhead caused by the protocol may strongly reduce the achieved gain, as
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Fig. 5. Comparison of the average goodput per station of 802.11 DYN and 802.11n.
The packet size is set to 234 Byte. Left figure J = 4 stations are present in the cell.
802.11 DYN applies a frame aggregation of 1, 2 and 4 packets, while 802.11n aggregates
always 4 packets. Also, 802.11n results are given depending on the usage of RTS/CTS
frame exchange. Right figure Same comparison with J = 8 stations in the cell.

seen in Figure 3. Hence, in Figure 5 (left graph) we activate single station frame
aggregation in case of 802.11 DYN, allowing a maximum aggregation depth of 4
MPDUs. In this case, 802.11 DYN transmits 16 packets per (successfull) medium
access. This leads to a better MAC efficiency of 802.11 DYN and reduces the
impact of the protocol’s overhead. When frame aggregation is deactivated, a
maximal goodput per user of about 1.5 Mbps can be obtained by 802.11 DYN.
When 2 MPDUs are aggregated, the maximal goodput reaches 3 Mbps and it
rises slightly above 5 Mbps when the aggregation of 4 MPDUs is performed.
Again, IEEE 802.11n aggregates 4 MPDUs, but in contrast to Figure 3 only
the envelope of the best performing legacy mode at any SNR is plotted. In this
case, the presented results consider both, the activation and deactivation of the
RTS/CTS frame exchange. Notice that the results corresponding to the deac-
tivation of RTS/CTS handshake have to be seen rather as upper bound as we
assume that the access point always chooses the optimal PHY mode. Without
an initial RTS/CTS handshake this can not be always assumed. In Figure 3 it
can be observed that the higher the aggregation depth used for 802.11 DYN,
the larger the range where it outperforms the legacy scheme. In the comparison
there is always a cross-over point, from which one IEEE 802.11n outperforms
802.11 DYN. Next, consider the right graph of Figure 5. Here we consider the
same scenario but increase the number of stations in the cell to J = 8. Since the
total number of aggregated packets is considerably higher in the case of 802.11
DYN, its MAC efficiency is increased as the overhead’s impact is reduced. Taking
IEEE 802.11n without RTS/CTS as reference, 802.11 DYN without frame aggre-
gation is outperformed by the legacy scheme from 10 dB on. When 802.11 DYN
aggregates 2 MPDUs the crossing-point is shifted to 17 dB and when 4 MPDUs
are aggregated 802.11 DYN performs better over the whole SNR range plotted.
Notice that the increase in PHY efficiency due to multi-user diversity is modest
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- the major performance improvement stems from a better MAC efficiency in
case of a higher frame aggregation depth.

Large Packets of Size 1536 Byte. Next, we increase the packet size to 1536
Byte, corresponding to large IP packets. Assuming the packets to belong to
web traffic or data transfers, delay is less an constraint (compared to VoIP)
allowing a larger aggregation depth. However, aggregation depth is still limited
by the time-selective behavior of the channel. This time-selectivity is measured
for example by the coherence time. Coherence time is defined as the amount
of time during which the autocorrelation function of the channels random gain
is greater than a certain value (for example 0.9). Hence, coherence time can
be assumed to be the period during which the channel is roughly constant. In
the following we will limit the aggregation depth to the coherence time of the
channel. Regarding a system operating at the 5.2 GHz band and considering that
all the objects in the environment do not move faster than 1 m/s (pedestrian
velocity), the coherence time is about 12.5 ms. When analyzing if the coherence
time is exceeded, for simplification purposes, the time needed to transmit packet
headers and control frames is not considered. Since the data size is considerably
large, overhead is negligible and this simplification does not introduce much
error in the calculations. Furthermore, we only do the calculation for the worst
considered SNR (of about 6 dB). When 4 stations are present in the cell, 802.11
DYN can aggregate a maximum of 7 large MPDUs per station (leading to 28
packets transmitted in total), while IEEE 802.11n is able to aggregate 12 such
packets. In case of J = 8 stations present in the cell, 802.11 DYN can aggregate
a maximum of 3 packets per station while 802.11n aggregates again at most 12
packets per station.

The goodput results that correspond to these aggregation depths are shown
in Figure 6. The left figure shows the results for J = 4 stations, while the right
figure shows the results for J = 8 stations in the cell. All 802.11n curves are
based on RTS/CTS handshake. Comparing the best performing curves of each
transmission scheme, the range where 802.11 DYN outperforms IEEE 802.11n
goes up to 36 dB for J = 4 stations in the cell. For all SNR points below 36 dB a
huge gain is observed, sometimes about 200-300%. Frame aggregation increases
significantly the performance of both systems, especially at medium and high
SNR values. Notice that in IEEE 802.11n the use of frame aggregation starts
paying off from an SNR of 18 dBs on. Prior to that point the system’s perfor-
mance does not vary significantly for different aggregation depths. In the low
SNR range, where the PHY efficiency is considerably small, the transmission
of the payload packet takes much more time than needed to transmit protocol
overhead and control frames. If control information is negligible, increasing the
data packet size by a factor α approximately increases the whole transmission
time also by a factor α. Frame aggregation only increases the MAC efficiency of
the protocol significantly if the time required for payload transmission is roughly
in the same order as the duration for transmitting the control information. Since
802.11 DYN introduces much more overhead than the legacy scheme, the gain
that the system can obtain by using this technique is correspondingly higher.
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Fig. 6. Comparison of the average goodput per station for 802.11 DYN and 802.11n
(with RTS/CTS handshake) for various different SNR levels. The packet size is set to
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frame aggregation of 1, 4 and 7 packets, while 802.11n aggregates 4, 8 and 12 packets.
Right figure J = 8 stations are present in the cell. 802.11 DYN applies a frame
aggregation of 1, 2 and 3 packets, while 802.11n aggregates 4, 8 and 12 packets.

Similar observations regarding the performance difference of 802.11 DYN and
802.11n can be found for J = 8 stations in the cell (right graph of Figure 6).
Notice that the limitations on the frame aggregation depth do not hold for larger
SNR values. Under better channel conditions higher aggregation depths could
be considered, thus increasing the gain.

5 Conclusions

In this paper we have presented a novel protocol which allows multi-user frame
aggregation in 802.11 WLANs. The approach is coupled with channel-dependent
(i.e. dynamic) OFDMA resource assignments which exploits multi-user diver-
sity. This combination promises an increase in PHY efficiency as well as in
MAC efficiency. On the other hand, significant additional overhead is required
to guarantee backward compatibility and enable dynamic OFDMA resource
assignments.

In comparison to 802.11n we show that our novel approach outperforms state-
of-the-art WLAN technology whenever payload packet sizes or frame aggregation
depths are large. Under such conditions, the proposed protocol enhancement
benefits from the improvement in PHY efficiency since the required overhead
is less important. However, if only few bytes are to be transmitted, the con-
sidered multi-user approach only outperforms 802.11n for low SNR ranges. We
believe that additional research should focus on ways to reduce the associated
overhead with multi-user frame aggregation via dynamic OFDMA to improve
its performance in case of smaller payload packet sizes even for larger SNR
ranges.
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[10] Gross, J., Emmelmann, M., Puñal, O., Wolisz, A.: Dynamic Multi-User OFDM
for 802.11 Systems. doc. 07/2062, IEEE 802.11 VHT SG Very High Throughput
Study Group, San Francisco, CA, USA (July 2007)
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Abstract. Location awareness of a user or a device has always been
considered as a key element for enhancing network performance and im-
proving user experience by enabling efficient mobility and innovative
location-based services. In this paper, we present our proposal named
WIFE (Wireless Indoor positioning based on Fingerprint Evaluation),
a user-based location determination system which utilizes the informa-
tion of the Signal Strength (SS) received from the surrounding Access
Points (APs) inside a building. We focus on a WiFi environment for
its low cost and ease of deployment and study fingerprint-based deter-
ministic techniques for their simplicity and reduced processing time and
resource requirements. We first address the inherent impairments of an
indoor environment which prevent a positioning system from being ac-
curate and then describe our proposed methodology for mitigating them.

Keywords: Wireless networks, Location, Positioning System.

1 Introduction

Advances in mobile computing, wireless networking and portable devices have
fostered mobility of the users while connected. Information regarding the lo-
cation of the user at any time is important not only for facilitating network
management tasks, like resource management, network planning, load balancing
etc. but also for enabling the so called location-based services or more broadly
speaking context-aware applications, with location being a key attribute of the
term context. The user can interact with his surrounding environment based on
this location information. The goal of a position determination scheme is to pro-
vide an accurate, real-time and reliable estimation of the user or device current
location.

Positioning systems can be classified regarding various parameters: indoor
or outdoor, hardware dependent or independent, deterministic or probabilistic
based on the technique, WiFi, Bluetooth, infrared, ultrasound, ultra-wideband
depending on the technology. In this paper, we focus on WiFi-based indoor po-
sitioning systems and study deterministic methods for their simplicity and low
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complexity. The strength of the signal received at an unknown position from
an AP is related to its distance from the AP’s position and thus this informa-
tion can be utilized for estimating the unknown position. The main benefits of
employing WiFi technology for positioning are that WLAN infrastructure is al-
ready available and the number of WiFi-enabled devices is rapidly increasing in
the markets.

On the other hand, using WiFi for localization has shortcomings as well. Since
the main target of a WLAN is the communication between its components, the
placement and deployment of the APs are such that minimum overlapping is
achieved, undesirable for localization purposes. Moreover, the inherent charac-
teristics of the wireless medium, the so called propagation losses, and uncontrol-
lable environmental changes cause undesirable variations of the SS deteriorating
the positioning process. These hindrances become more intense in an indoor
environment due to the presence of walls, objects and people movements.

In this paper, we first identify how these inherent impairments of the wire-
less and indoor characteristics cause SS variations and then describe how our
proposed system, WIFE, tries to mitigate them. More specifically, we propose
orientation-specific SS calibration of the area before the real-time localization
process. Also, a simple pre-processing of both the calibrated and real-time SS
samples is proposed for testing their quality and reliability before applying them
to the position estimation algorithm. Finally, a modified version of the basic
position estimation technique is described for improving the performance of the
system regarding both the accuracy and time response factors.

The remainder of this paper is organized as follows: in section 2 we refer to
work related to localization issues. In section 3 the main hindrances while apply-
ing localization methods in an indoor environment are addressed. In section 4 we
describe and model the architecture and the positioning methodology followed
by our system and in section 5 we some discuss further enhancements that can
be applied. Section 6 gives the simulation results for the experimental data we
applied to our system. Finally, in section 7 we conclude our work and identify
future directions.

2 Related Work

The significance of the location information for many applications but also the
difficulty in obtaining an accurate and fast location estimation without expen-
sive hardware-dependent solutions have attracted the interest of the research
and industry communities for many years in this topic. For indoor positioning
the proposed algorithms can be classified in three major classes: triangulation,
proximity and scene analysis, [9].

Triangulation can be done via lateration, which uses multiple distance mea-
surements between known points, or via angulation, which measures angle or
bearing relative to points with known separation. Lateration-based techniques
assume a radio propagation model which is easy to derive for an outdoor environ-
ment but almost impossible for a complicated indoor scene. Angulation-based
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approaches, on the other hand, rely on complex and expensive hardware. An-
other family of localization techniques is known as proximity which measures
the nearness to a known set of points. Thus, the estimated location is not very
accurate and can be utilized for specific only applications. Finally, scene analysis
or fingerprint-based examines a view from particular vantage points and tries to
infer the given unknown location based on the similarity between these views.
Depending on the selected format for quantifying this view we can further clas-
sify this technique in deterministic or probabilistic. Scene analysis schemes are
mostly preferred for indoor positioning.

Many proposals can be found in the literature. Some of them, such as [6],
[5], [7], are based on specific hardware. Some others, like [8], use sensors to
sense environmental changes and adapt to them. WLAN-based systems, more
related to our work, include RADAR, [1], HORUS, [3] and COMPASS, [4]. In
RADAR a deterministic based approach is followed and a propagation model
is also proposed for predicting the SS variations. HORUS is a probabilistic-
based approach which tries to exploit the correlation between successive samples
for increasing the accuracy of the system. Finally, COMPASS, also based on a
probabilistic model, incorporates orientation information for dealing with SS
variations due to the human body blocking effects.

3 Problem Description

The main idea of a WiFi-based positioning system is that the strength of the
signal received from an AP is indicative of the distance from this AP because
of its attenuation with the increase in distance. Thus, combining SS levels from
multiple APs the location of the receiver can be inferred. The stability of the SS
values at a specific point and the uniqueness of these SS values among different
points are two desirable factors for inferring accurately a location based on the
available SS information. Unfortunately, unpredictable and uncontrollable SS
variations due to inherent characteristics of the wireless medium and the indoor
environment make positioning inside a building, compared to an outdoor envi-
ronment, more complicated and fusing. In the following these main impairments
are addressed.

3.1 Orientation Issues

It has already been identified that the power level of the signal received from
an AP at a fixed location depends on the orientation of the user due to the
blocking effect of the human body. For instance, consider the case when a user’s
orientation is such that his WiFi-receiver has direct line of sight with an AP but
for the opposite orientation his body fully prevents a signal from being received
from the same AP and the same physical position. Thus, the relation between
a position and SS level is not unique (1-1), but, in contrast, different SS values
correspond to the same position.

In RADAR, the authors try to deal with this by sampling SS for 4 different
orientations and taking the maximum value as representative for this position.
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In COMPASS, the authors assume the existence of digital compasses during the
calibration and the online phases.

3.2 Environmental Changes

The existence of walls, objects, people in an indoor environment and the often
rearrangement of these cause propagation losses (reflection, scattering, diffrac-
tion) and thus prevent the signal strength from remaining stable. In RADAR,
the authors propose a radio propagation model depending on the number of
walls and the construction material in order to model and predict the SS varia-
tions. However, we believe that it is difficult to identify the appropriate model
for each indoor environment and furthermore some environmental changes are
completely random and cannot be incorporated in any model. For example, con-
sider the case when one or more persons enter between the user and an AP
while the SS sampling task is performed. It is obvious that the strength of the
signal will change even though both location and orientation are fixed. In the
Horus system, the authors observe high autocorrelation between successive sam-
ples and propose a first order autoregressive model in order to account for this
high autocorrelation.

3.3 Aliasing

Aliasing is a term used to describe the phenomenon when two points even phys-
ically far apart are very similar in signal space. This is mainly because of the
complex indoor propagation environment. Apparently, since a WiFi-based lo-
cation system is based on the similarity in SS to infer the location, aliasing
should be eliminated. In [2], considering the location history of the tracked user
is proposed. Thus, if a point close in signal space is far away from the previous
location of the user, it is not considered as a candidate for inferring the cur-
rent position. Hardware-based solutions can provide the location system with a
location approximate and thus points not within this range are excluded.

4 WIFE: Architecture and Methodology

This section presents the general architecture and components of the positioning
process followed by the WIFE system.

4.1 Positioning Architecture

WLAN-based location determination systems can be categorized into two classes
from architectural point of view: switch-based and user-based. In the former, a
specific positioning component is required which measures the SS of the mobile
user devices within its range and estimates their location based on a specific
positioning algorithm. In the user-based approach, the user device is responsi-
ble for measuring the SS from the visible APs and in the sequence uses this SS
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information and a positioning algorithm to infer its location. We assume WIFE
follows a user-based architecture so no special component is required and there-
fore it can easily work with the available WLAN system. However, the limited
resources of user devices impose the requirement for a positioning process with
low processing overheads.

4.2 Positioning Methodology Overview

Figure 1 illustrates an overview of the positioning methodology followed by the
WIFE system. It includes two main phases, namely the offline and online. Dur-
ing the offline phase, orientation-specific calibration of the area under study is
conducted. These SS sample measurements are processed by the SS sample filter
module, transformed to an appropriate format and finally stored in a database.
The final format of the SS samples is called SS fingerprint and the database
Radio Map (RM ). Note that the offline phase is conducted only once and re-
peated only in the case of big environmental changes which may affect the SS
characteristics of this area. The online phase is actually the main phase of the
positioning process. Initially, as in the offline phase, run-time SS sampling and
filtering of these samples are performed. The resulting online SS fingerprint is
compared with the RM fingerprints and a subset of RM entries is selected ac-
cording to a mathematical positioning algorithm. Finally, during the location
estimation step, the unknown location of the user device is estimated based on
the known location of the selected RM entries.

Fig. 1. Positioning Process Overview

In the following the system components are described with more details.

4.3 Orientation-Specific Calibration and Radio Map

Since orientation is responsible for SS variations in large extent (see subsection
3.1), we claim that the orientation information should certainly be considered
by the positioning system. During the offline phase, we perform an orientation-
specific calibration of the area under study. Assume r physically distinct points
within the building are selected for training the system and i : i ∈ {1, . . . , r} one
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of these with known location (xi, yi). Instead of ignoring the orientation at this
point and simply sampling SS measurements from all APs, we propose repeating
this SS sampling process for eight possible orientations, i.e. ∀ωj with j = 1 . . . 8.
Let Si(ωj) = [SSi1(ωj), SSi2(ωj), . . . , SSin(ωj)] the SS sample vector at position
(xi, yi) and orientation ωj , where SSi1(ωj) the SS from AP1. This has already
been proposed in the COMPASS system where digital compasses are employed
for that purpose.

However, we follow a different approach during the Radio Map construction.
Let (xi, yi,Si) a RM entry, where Si the SS fingerprint at point (xi, yi), which
should have a format such that the orientation factor is accounted. In COMPASS,
the format of Si depends on the current user orientation, ω, which implies that
users need to be equipped with a compass. More precisely, the SS samples of the
similar orientations of each calibrated point (xi, yi) are merged to finally describe
the SS fingerprint of the corresponding RM entry i, i.e. Si =

⋃
j:|ωj−ω|<T Si(ωj),

where
⋃

the merging operation and T an orientation threshold. In contrast, in
WIFE, we do not require from users to know their orientation and construct the
RM according to two possible formats,

SA
i =

⋃
j=1,...,8

Si(ωj), ∀i ∈ {1, . . . , r} (1)

SB
i = [Si(ω1),Si(ω2), . . . ,Si(ω8)]T , ∀i ∈ {1, . . . , r}. (2)

In the first case the SS fingerprint SA
i actually merges the SS fingerprints from

all 8 orientations, whereas in the second case, SB
i , we differentiate among the SS

fingerprints from the 8 different orientations and consider them as 8 individual
RM entries, even though their physical location is identical.

4.4 Signal Strength Filtering

Uncontrollable environmental changes distort the SS characteristics and prevent
the RF-based location systems from being accurate, (see section 3.2). We try
to cope with this problem with a simple, not hardware-dependent solution. We
believe that even though these environmental changes are random, their impact
in the sample space can be detected and alleviated. Consider a set of SS samples
(for a given point and a specific AP) most of which have absolute value higher
than zero and some of them with value very close to zero. It is obvious, that since
signal from this AP is received, this point is within the AP’s range and the almost
zero-valued samples are most probably due to the instantaneous blocking effect
of obstacles temporally placed during sampling. However, considering these zero
values in the average 1 reduces the correspondence with the real strength level
and the higher the strength of the signal the worse this distortion is, which is
even more undesirable since high SS values are more indicative and significant
for the location estimation process.

1 The average for summarizing the SS samples is chosen as explained in section 4.5.
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Based on this observation, we propose the incorporation of a Sample Filtering
module after the SS sampling step. This additional module initially removes the
almost zero-valued samples in the case of existence of non-zero valued samples.
More complicated filtering approaches, taking into account the frequency of the
samples added complexity without an accuracy improvement, at least for our
experimental data.

4.5 Fingerprint-Based Positioning Algorithm

During the online phase the SS fingerprint of a user u, denoted as Su is compared
with the RM SS fingerprints, Si, i ∈ {1, . . . , r} and the entries corresponding to
the most similar ones are retrieved. The way of defining the format of an SS fin-
gerprint, the similarity between them and the way of selecting the RM entries are
defined by the positioning algorithm. In general, the positioning techniques are
categorized into two main types: namely, deterministic and probabilistic. Since
WIFE is a user-based positioning system we focus on deterministic schemes,
which are simpler and have less processing requirements than the probabilistic.

In the deterministic approaches, a single scalar, usually the mean value of
the measured SS samples is the format selected for representing the fingerprints.
Accordingly, the merging operation in equation (1) is the average. The metric
for quantifying the similarity between them is their distance in signal space, i.e.

dui = |Su − Si| =
n∑

l=1

|SSul − SSil| (3)

where n the total number of APs. The basic idea of the positioning algorithm
is the Nearest Neighbor in Signal Space (NNSS ) concept, since the closeness
in signal information is considered. According to this, the RM entry i with
minimum dui is selected as the NN of the user u. If more than one closest matches
need to be determined we have the k-NNSS positioning algorithm, where k is a
parameter defining the number of these NN s.

We propose a modified version of the k-NNSS positioning algorithm which ac-
tually defines a different method for searching the NNs in the RM. Before giving
the details of the proposed algorithm, we present the motivation behind it.

After the orientation-specific calibration, an increased number of calibrated
points is available, i.e. if r is the number of physically distinct points, a total
number of 8× r SS fingerprints is available. Including them individually in the
RM, see (2), and considering all of them during the online searching phase would
on the one hand increase the probability of finding a closest match in SS but
on the other hand, a large search space would degrade the time response and
the resource utilization performance. Furthermore, even though orientation is
an important factor for SS variations, the actual location still remains the main
indicative one and thus, it should be prioritized during the SS similarity testing.
Finally, the phenomenon of aliasing, as addressed in section 3.3, would become
more possible since the probability of two physically far located points having
the same SS characteristics would increase. In other words, both complexity and
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accuracy related reasons triggered us in proposing a two-level algorithm, called
mk-NNSS,

1. Initially, we consider (1) as the RM representation and the m NNs are de-
termined.

2. In the second level, we consider (2) as the RM representation but only for
the selected m NNs, leading to a search space of 8 ×m points, and the k
NNs are finally determined.

4.6 Location Estimation

After having selected the k NNs of user u, their locations are utilized for estimat-
ing the unknown location of the user. The most common method is to simply
average their coordinates and take the corresponding result as the location esti-
mate. Thus,

(x̂, ŷ) = (

∑
i∈Nu

xi

k
,

∑
i∈Nu

yi

k
) (4)

where Nu the set of the k NNs of users u. Different approaches can also be
used, like a weighted sum of the NNs’ coordinates but we prefer to maintain the
positioning system as simple as possible. Furthermore, for our experiments the
simple average gave the best accuracy.

5 Enhancements

In this section further enhancements are discussed for further improving the
performance of the WIFE system.

5.1 Number of Access Points

An important parameter is the number of APs from which the received SS is
sampled and considered in the final format of the SS fingerprint. In general,
it holds that the more the available information, the more accurate the final
decision. However, this statement is more rational for triangulation-based posi-
tioning techniques, according to which the position of a device is estimated as
the overlapping region of the surrounding APs’ ranges. In our fingerprint-based
approach the similarity between fingerprints is a single scalar which contains SS
information from all APs without discriminating among them (see (3)). Thus, if
many APs are considered it is more possible two different fingerprints have the
same distance from the user fingerprint, and consequently fusing the system.

5.2 Number of Nearest Neighbors

In this section we explore the influence of the parameters m and k, of the mk-
NNSS algorithm, on the system performance.

Parameter m. Obviously, higher values of m result in larger search space
at the second level of the mk-NNSS. Thus, the processing time and the con-
sumed resources for performing more comparisons are increased. Its effect on the
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accuracy is not so obvious. A bigger search space increases the probability of
finding a very similar point but also increases the probability of aliasing.

Parameter k. Parameter k defines how many NNs are finally selected for
estimating the unknown location. Thus, the computational complexity is not
affected by its value. However, it does affect the accuracy.

Intuitively, considering more points increases the accuracy but adding loca-
tions which are far from the real position may distort the final result. Thus, find-
ing the optimal value is an issue. In most works which follow the k-NNSS method
the value of k is fixed for all user-cases and is more related to the grid-geometry
employed during the calibration phase. However, the implicating factors of an
indoor environment make each case different from the others. Therefore, making
the value of k adaptive for each user, i.e. ku instead of a fixed k ∀u, appears to
be promising for increasing the accuracy.

The distance in SS, dui, would maybe give a hint for the optimal value of ku.
Assuming a fixed value for k, we observed that for some users, k or more NNs
had relatively small dui but for some other users only a subset of these k NN s
had relatively small dui. Thus, adding or excluding NN s based on the relativity
of their dui value can lead to the optimal value of ku.

The following algorithm, AdaptiveK(Du,rlt), gives the details for estimat-
ing the optimal value of ku for user u. The input Du is a vector of SS distances
between u and the RM entries, sorted in ascending order and rlt is a param-
eter which defines the number of these distances that should be considered for
defining a relatively small distance in SS. The operations mean and std give
the mean value and the standard deviation of the first rlt smallest distances,
respectively, and their purpose is to define the relatively small distance (RSdist)
and the relatively small deviation (RSdev). The main idea of the algorithm is:
if the absolute difference between the distance in SS of a NN i and the RSdist
is smaller than the RSdev, then this NN should be considered as candidate for
estimating the unknown location of user u.

function ku = AdaptiveK(Du, rlt)

RSdist := mean(Du(1:rlt))
RSDev:= std(Du(1:rlt))
ku := 1
for i=1:length(Du) do

if | d(u,i) - RSdist | < RSdev then
ku = ku + 1;

end if
end for

6 Performance Evaluation

For evaluating the performance of the WIFE system we chose to use a real ex-
perimental scenario instead of simulating one. Also, instead of performing a new
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experiment we preferred to utilize the already available measurement results
from another one performed for the same purpose, [10], so that we can fairly
compare our schema with other systems. In this section, we first describe the
details of the experimental environment and the process for collecting the data
appropriate for the positioning algorithm. After defining the performance met-
rics, we depict the performance improvement achieved by our proposed schema
over two other positioning systems for the same experimental scenario.

6.1 Experiment Specifications

Test Environment. The test environment where the experiment was
performed corresponds to the hallway of an office building on the campus of
the University of Mannheim. The floor plan of the operation area is nearly
15× 36 m2.

Hardware and Software setup. As described in [4] and [10], the test envi-
ronment is equipped with five Linksys/Cisco WRT54GS and four Lancom L-54g
APs. All APs support 802.11b and 802.11g. One Lancom and all Linksys APs
are located on the same floor with the testing area whereas three Lancom APs
are located in other places inside the building.

As a client, a Lucent Orinoco Silver PCMCIA network card supporting
802.11b was used. This card was plugged into an IBM Thinkpad R51 running
Linux kernel 2.6.13 and Wireless Tools 28pre. To collect signal strength samples,
the implemented framework contained two parts: a library cooperating with the
network card driver to perform scans and capture internal driver information,
and an easy-to-use application that stores this information in a file together with
additional data such as the physical position and a timestamp. Further, the ap-
plication configures the library to select a scan frequency and scan technique for
the signal strength measurements. For these experiments active scanning was
used. Active scanning is defined in the 802.11 standard1 and it is a technique
to find a suitable gateway to the Internet by measuring the SS of APs within
communication range. Therefore, the available data we had and used for testing
WIFE was multiple scans with the following information,

– t: timestamp in milliseconds
– id: MAC address of the scanning device
– pos: the physical coordinate of the scanning device
– degree: orientation of the user carrying the scanning device in degrees
– MACi: MAC address of a responding peer i (e.g. an AP or a device in adhoc

mode) with the corresponding values for signal strength in dBm, the channel
frequency and its mode (access point = 3, device in adhoc mode = 1).

For keeping consistency throughout the paper, we did not discriminate between
the cases of whether the responding peer is an access point or a device in adhoc
mode, i.e. mode 1 or mode 3. Thus, we refer to each responding peers as an
access point, leading to an operational area covered in total by 17 APs (the
total number of unique MAC addresses).
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To obtain the orientation of the user the Silicon Laboratories C8051F350
Digital Compass Reference Design Board was used. This device provides a USB-
to-Serial bridge to access the data and is powered by the USB electricity supply.
The compass in the middle of the operation area was calibrated. In a closer
area around the calibration point a variation of 1o was measured. However,
variations up to 23o were rarely detected at a few points of the testing area.
These measurement errors occurred always close to electro magnetic objects
such as high-voltage power lines and electronic devices.

Data Collection. A grid of reference points was applied to the operation area
including 166 points with a spacing of 1 meter. During the offline phase, the signal
strength was measured at these reference points for different orientations. At each
reference point and for each orientation 110 signal strength measurements. This
led to 146,080 measurements for the offline phase. Almost 10 hours were spent
to collect all the data. For the online phase 60 coordinates and orientations were
randomly selected and at each one of them 110 signal strength measurements
were sampled, leading to 6,600 measurements in total.

6.2 Performance Evaluation Metrics

A user-based positioning system is successful when it can estimate the user
current location accurately, fast and without wasting the limited user-device re-
sources. As accuracy metric we choose the Mean Location Error (MLE) between
the real and estimated locations, denoted as (xu, yu) and (x̂u, ŷu), respectively,

MLE =
N∑

u=1

√
(xu − x̂u)2 + (yu − ŷu)2 (5)

where N the total number of users. For our data N = 60.
For evaluating the computational complexity, we measure the number of com-

parisons that need to be made during the online phase. For the mk-NNSS this
is (166 + m× 8), thus it is directly related to the parameter m.

6.3 Simulation Results

In this section we evaluate the performance of WIFE for the real experiment we
already described. To facilitate the comprehension of the following figures, we
employ the following naming for the different cases examined,

– MergedRM is the case when orientation is not considered, i.e. only (1) is
used during the Radio Map construction.

– FullRM is the case when only (2) is used.
– HierarchicalRM when both (1) and (2) are used.

In fig. 2, the superiority of the FullRM cases over the MergedRM cases illus-
trates the improvement in MLE after orientation-specific calibration. MLE is
further decreased for both cases after applying the SS Sample Filtering module.
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Fig. 2. Accuracy improvement after orientation-specific calibration and filtering

Fig. 3. MLE versus number of Access Points

The x axis corresponds to the number of NNs, k. The best accuracy is achieved
when we perform both enhancements and k = 7− 10.

In fig. 3 we examine if we can further improve this best achieved accuracy by
changing the number of APs, n , that should be considered in (3). The x axis
corresponds to the number of APs. Note that it is important not only how many
APs but also which APs are considered. However, drawing such conclusions was
not trivial since the large number of the available APs would lead to a big number
of possible combinations. Thus, we decided to first consider only the mode-1 APs
(real APs) and then include the mode-3 APs (peers in adhoc mode), since the
former were more frequently scanned. We observe that the MLE is improving
as n increases until it exceeds a certain value. This justifies our claim that more
information improves the accuracy but at the same time the phenomenon of
aliasing becomes more possible. The minimum MLE is achieved when n = 11
APs, which is also the average number of the visible APs from each position.
Thus, a general conclusion that could be made after these observations is that,
for each online user case u an AP l should be included in (3) if it is visible by
this user u, i.e. SSul �= 0.
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Fig. 4. MLE versus m for k = 7 or k: adaptive

Table 1. Comparison with other systems

System Average Error Worst Error Complexity Type
(meters) (meters) (� comparisons)

WIFE-k = 7 1.41 4.10 166 + 8 × 42 Deterministic
WIFE-k adaptive 1.37 3.93 166 + 8 × 34 Deterministic
RADAR 2.26 15 166 Deterministic
COMPASS 1.65 11 2 × 166 Probabilistic

The main drawback of the FullRM scheme is the large size of the resulting
Radio Map, which degrades the time response and resource utilization. The
hierarchicalRM scheme was proposed for reducing the time for searching the
possible locations. In fig 4 the MLE is shown for different values of m and for
the cases when k is either 7 or adaptive, as described in section 5.2. We observe
that the HierarchicalRM can be more accurate than the FullRM scheme and
this justifies our motivation behind the mk-KNSS algorithm. Making k adaptive
improves further the system performance. Regarding the parameter m, we see
that for m = 34− 50 the accuracy is optimal.

Finally Table 1 compares the performance of WIFE with RADAR and COM-
PASS for the same experiment.

7 Conclusion - Future Venues

In this paper we have presented WIFE, a WLAN-based system for inferring user
location accurately and with low processing requirements. The main innovations
proposed are: including the orientation information while training the system,
performing a simple processing on the SS sample set and a two-level positioning
algorithm for selecting the most probable locations. We also examined the impact
on the accuracy if we consider the SS from less APs and if, for each user case, we
adapt the number of calibrated points selected as possible locations. As future
work, we plan to experiment the WIFE system in our own testbed.
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Abstract. A cross-layer wireless LAN system is considered which trans-
mits packets for a number of users simultaneously using OFDMA or
SDMA transmission. Due to varying packet lengths and physical bitrates
for each user, this results in different transmission times so that users
with faster transmissions have to wait until the transmission of the slower
users is complete. Packet aggregation can reduce the loss of airtime and
enhance the throughput without affecting the delay by filling in the gaps
with additional packets which are ready for transmission. In this paper,
the throughput is determined analytically and by simulation with and
without packet aggregation for some given distribution functions of the
packet size and the transmission time. For a more realistic channel model,
the throughput enhancement due to packet aggregation is determined by
simulations. It is shown that dependent on the distribution of the differ-
ent flows, a significant throughput enhancement can be achieved.

Keywords: wireless LANs, multi-user access, packet aggregation.

1 Introduction

This paper reports about work in progress where a cross-layer based WLAN
transmission system is designed which considers user quality-of-service demands
from the application layer, queue filling states on the MAC layer and the ra-
dio channel conditions on the PHY layer. The general concept of the system
was introduced in [1] and extended by QoS support in [2]. In each turn of the
scheduling process, the MAC scheduler assigns a priority to the data packet at
the top of each queue according to throughput and delay requirements of the
application. An OFDMA/SDMA platform was introduced in [3] which provides
simultaneous transmission to multiple users by adaptively allocating channel re-
sources to each of them acording to the determined priorities. The decisions of
the channel allocation algorithm is then fed back to the queues which have to
keep track how much data was transferred for each user.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 248–259, 2009.
c© IFIP International Federation for Information Processing 2009
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The cross-layer transmission system is located in the access point which has
full control of the channel access, similar to the Hybrid Coordination Function
Controlled Channel Access (HCCA) specified in IEEE802.11e. In this paper,
only the downlink from the access point to the mobile stations is considered.

In the previous investigations, it was assumed that the packet sizes for all users
were constant and equal. In this paper, the scenario is extended to variable packet
size which, when the users face variable transmission rates because of fading
effects of the radio channel, results in widely varying times that the individual
users need to transmit a packet. The cross-layer scheduler adaptively allocates
power to the different users and the OFDM subcarriers, which requires that the
transmission of all users start at the same time. Hence they have to wait until
the slowest user has completed his transmission before the next set of packets
can be sent so that airtime is wasted unused.

This paper analyzes the gain which can be achieved if the above-mentioned
unused airtime gaps are filled by aggregation of multiple packets. The basic
idea is that each user usually has packets waiting in the queue which may fit
into the gap. In the analysis discussed here, first the mean gap size which the
users experience is calculated; after that, the upper boundary for the increase of
the throughput is analytically determined. Finally, simulation results are given
which illustrate the effect of packet aggregation.

The rest of the paper is organized as follows. An overview about related work is
given in sect. 2. An analytical model for the packet aggregation is developed and
elaborated in sect. 3 for simplified distribution functions which can be closely
expressed. In sect. 4, the analytic calculations are compared with simulation
results. Section 5 concludes the paper.

2 Related Work

Quality-of-service based scheduling in wireless LANs has become an important
research topic in recent years. For example, in [4], a QoS scheduler is shown
which is derived from an optimization problem and then simplified to a heuristic
algorithm. QoS is also considered in the scheduler described in [5] where 802.11e
transmission parameters are modified; [6] proposes a scheduler which takes a
scheduling decision on a packet-level basis and considers the multiple PHY rates
which a WLAN offers. In [7], demands by the application are considered by
abstracting them to a single numerical value. An analysis of a channel state aware
scheduler is given in [8] where the channel is modeled as a Markovian process.
An enhanced channel model is used in [9] where the channel characteristics are
included into a cross-layer approach for the scheduler. The algorithm discussed
here is cross-layer based as well, considering a MIMO-OFDMA transmission; in
this paper, the focus is on a theoretical analysis of the scheduler performance.

The introduced transmission system extends the proposal of the IEEE802.11n
standards draft, where centralized channel access is specified as Hybrid Coordi-
nated Channel Access (HCCA). On the physical layer, MIMO is used, however
only one user is served at a time using TDMA. The scheduler discussed here
introduces the parallelized transmission using OFDMA or SDMA.
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3 Calculation of the Capacity

A scenario is considered where an access point simultaneously transmits packets
to n users. Each of the packets has a different transmission duration, which can
result from varying channel conditions or packet lengths.

Each of the simultaneously transmitted packets take a different time for trans-
mission. For all data flows which transmit their packet faster than the packet
with the slowest transmission time, there is a time gap until the next transmis-
sion can be started. The algorithm which assigns the channel capacities for the
data flows needs to know the priorities of the packets which are determined at
the MAC layer so that a transmission start at the same time is required.

Because of the analytical calculation, simplified distribution functions for the
packet size and the channel capacity are used for which closed expressions are
available. For comparison, the distribution function for a more realistic simulated
channel is shown afterwards along with the resulting throughput figures.

In the calculation, first the mean length of the packet with the longest trans-
mission time interval and the mean lengths of the other (shorter) packets are
calculated. From this, the mean length of the gap δ between the end of the
transmission and the start of the next one is determined.

3.1 Calculation of the Mean Gap Size

The sample of the probability distribution function (PDF) for the transmission
duration for flow i at time t is written as fi(t). The CDF is then

Fi(t) =
∫ t

0
fi(x)dx. (1)

The maximum transmission time within a turn of the scheduler is written as
xmax = max{x1, x2, . . .xn}. The probability that xmax is shorter than a time t
is

P (xmax ≤ t) = P (max{x1, x2, . . .} ≤ t)
= F1(t)F2(t) . . . Fn(t). (2)

Assuming the same distribution functions for all flows, there is fi(t) = f(t) and
Fi(t) = F (t) for all i, so that P (xmax ≤ t) can be written as (F (t))n.

The PDF for the transmission time of the longest packet fmax(t) is then

fmax(t) = d
dt (F (t))n

= nF (t)n−1 · f(t). (3)

To get the mean gap size δ, the difference between the mean value of the longest
packet and the mean value of an individual route is calculated:

δ =
∫ ∞

0
t · fmax(t)dt−

∫ ∞

0
tf(t)dt. (4)
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In case of n data flows with f(t) being a uniform distribution, the minimum
transmission time Tmin and the maximum transmission time Tmax, one gets as
a solution for (4):

δ =
nTmax + Tmin

n + 1
− Tmax + Tmin

2
. (5)

For the exponential distribution with mean transmission time μ, a close expres-
sion (4) as a function of the route number n is not possible. When solving for a
fixed number of n = 8 which is used as the number of data flows in the example
scenario which is discussed here, one gets as the solution

δ =
481
280

μ. (6)

3.2 Calculation of the Throughput

After determining the time gaps, the throughput can be calculated. The calcu-
lations are done for uniform and exponential distribution of the transmission
duration. When the time gap is filled for a certain data flow by packet aggre-
gation and interruptions of the transmission due to interframe spacings and
acknowledgement packets are neglected, a continuous transmission is possible.
The available throughput is then equal to the physical bitrate. With the equa-
tions given for the mean gap size, the increase of the available data rate can then
be calculated. In the following calculations, Smax is the throughput with packet
aggregation, S0 is the throughput without, ΔS = Smax−S0 and Tmeanmax is the
mean value of the TX time needed for the longest packet.

The delay of the packets is not increased by packet aggregation because only
existing gaps are filled in by additional packets which otherwise would be trans-
mitted later. No transmission is delayed in order to aggregate the packets.

The following calculations are presented for three cases, where either the
packet size or the transmission rate or both are variable. For each of these cases,
first the expression for a general distribution is given, after that the equations
for uniform and negative exponential distributions are deduced.

Constant Transmission Rate, Variable Packet Size. When the TX rate R
is assumed to be constant and the packet size is subject to a general distribution,
there is

S0 =
MeanPacketSize

MeanLongestTxTime
. (7)

with

Tmeanmax =
∫ ∞

0
t · fmax(t)dt. (8)

fmax can be calculated according to (1) to (4), where xi = Pi/R, Pi being the
size of the packet of flow i which is currently transmitted.
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Uniform distribution. For the increment of the throughput it can be calculated:

ΔS = R ·
(

n · Tmax + Tmin

n + 1
− Tmax + Tmin

2

)
. (9)

Negative exponential distribution. There is no close expression which expresses
S as a function of n. In case of n = 8 flows, there is

ΔS =
481
761

R. (10)

Constant Packet Size, Variable Transmission Rate. In this case, the
transmission time is dependent on the physical transmission rate. Let g(t) be
the PDF of the transmission rate and f(t) the PDF of the longest transmission
time in a sample. In [10] it is shown that the PDF of the product g(t)f(t) of
dependent random variables g(x) defined in interval (c, d) and f(x) defined in
the interval (a, b) is

PDF =

⎧⎨⎩
∫ ν

c

a g
(

ν
x

)
f(x) 1

xdx, a · c < ν < a · d∫ b
ν
d

g
(

ν
x

)
f(x) 1

xdx, a · d < ν < b · d.
(11)

The average throughput is

Smax =
E[ν]

Tmeanmax
=

∫∞
0 νp(ν)dν

Tmeanmax
. (12)

Uniform distribution. The PDF of the transmission rate is

g(t) =
1

t2(Tmax − Tmin)
. (13)

The PDF of the longest transmission time in a sample is

f(t) = n
(t− Tmin)n−1

(Tmax − Tmin)n
. (14)

The PDF of the product g(t)f(t) of the above random variables is

p(ν) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(vTmax − Tmin)n(Tmin + nTmaxν)
ν2(n + 1)(Tmax − Tmin)n+1 ,

Tmin

Tmax
< ν < 1,

Tmin + nTmax

(n + 1)(Tmax − Tmin)ν2

− T n+1
min (ν − 1)n(nν + 1)

(n + 1)(Tmax − Tmin)n+1ν2 ,

1 < ν <
Tmax

Tmin

(15)
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The throughput Smax with packet aggregation is then

Smax =
E(ν)

Tmeanmax
=

∫ Tmax
Tmin

1 νp(ν)dν +
∫ 1

Tmin
Tmax

νp(ν)dν

Tmeanmax
(16)

which can be solved analytically, however the expression is large and not shown
here due to space reasons.

Without packet aggregation, the throughput is calculated as

S0 = PacketSize/Tmeanmax, (17)

where Tmeanmax can be calculated according to the left fraction of expression (5).

Exponential distribution. In this case, the PDF of the transmission time can be
written as

p(t) = λe−λ(t−s), s < t < m, (18)

where s is the min. and m the max. transmission time.
The PDF of the transmission rate is then

g(t) =
λeλ(s− 1

t )

t2
,

1
m

< t <
1
s
. (19)

The PDF of the largest element in a sample is

fmax(t) = n(1− e−λ(t−s))n−1λe−λ(t−s). (20)

The PDF of the product between the largest element in a sample and the trans-
mission rate for n = 8 is

h(ν) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
8λ2

ν2

∫ ν·m

s

x
(
1− e−λ(x−s)

)7
eλ(2s−x− x

v )dx

8λ2

ν2

∫ m

ν·s
x
(
1− e−λ(x−s)

)7
eλ(2s−x− x

v )dx

(21)

for s
m < ν < 1 and 1 < ν < m

s , respectively.
The average throughput with packet aggregation is

Smax =
E[ν]

Tmeanmax
=

∫ l
s
m

νh(ν)dν +
∫ l

m
s

νh(ν)dν

Tmeanmax
. (22)

The average throughput without packet aggregation S0 can be calculated ac-
cording to (7) where

Tmeanmax =
761

280 · λ + s. (23)
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Transmission Rate and Transmission Time Variable and Independent.
Finally, it is assumed that the transmission rate and time behave according to the
same distribution function, but both parameters are independent. This means
that

MeanPacketSize = MeanTxRate ·MeanTxTime. (24)

The throughput with packet aggregation Smax is equal to the mean transmission
rate independent of the transmission rate distribution.

Uniform distribution. With Tmin and Tmax as described earlier and Rmin, Rmax
being the minimum and maximum rate, the mean throughput is

S0 =
(n + 1)(Rmin + Rmax)(Tmin + Tmax)

4(nTmax + Tmin)
(25)

and

ΔS =
Rmin + Rmax

2
·
(

n · Tmax + Tmin

n + 1
− Tmax + Tmin

2

)
. (26)

Exponential distribution. The throughput without packet aggregation is

S0 =
280
761

MeanTxRate. (27)

With Smax = MeanTxRate, the increment of the throughput ΔS can then easily
be calculated.

4 Simulation Results

4.1 Comparison with the Analytical Calculations

The theoretical deductions are compared with simulations which model the sce-
nario of an access point serving n = 8 stations as it already has been described at
the beginning of sect. 3. The simulator implements the generation and transmis-
sion of packets with given distributions of packet size and transmission time. The
measurement values such as gap size and throughput are obtained by statistical
evaluation.

First, the mean gap is determined by measuring the length of the longest
packet and comparing it with the length of packets which are transmitted faster.
Fig. 1 below shows the analytic results (given by the lines) and the simulation
results (given by the circles). The relationship between the maximum resp. mean
transmission time and the mean gap size is linear for both distribution functions.
The analytic and the simulation results match with negligible difference.

Figure 2 shows the graphs for constant packet size and uniform resp. exponen-
tial distribution of the transmission time. The transmission rate is in this case
dependent on the previously mentioned parameters. This scenario approximates
the case that all users run applications such as file downloads or CBR video
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Fig. 1. Gap size for uniform and exponential distribution

transmissions where the packet size does not change. The achievable through-
put is reduced when the transmission time is increased. The shape of the graph
is similar for uniform and exponential distributions; they differ in the absolute
values yielded for a particular packet size. The enhancement ratio of the through-
put is increased the longer the transmission time becomes, which means it is in
particular effective in case of bad channel conditions.

In Fig. 3, the graphs for constant transmission rate and uniform/exponential
distributions of the transmission time are shown. In this case, the packet size
is a dependent variable. This scenario would appear in reality if the users run
different types of applications with variable packet size, but all have similar
channel conditions. The graphs for the distributions without packet aggregation
have different shapes: for the uniform distribution, it is reciprocal; for the neg-
ative exponential distribution, it is constant. Since the TX rate is assumed to
be constant in this case, this means that the amount of enhancement increases
with growing packet sizes. For the exponential distribution, the analytical re-
sults are slightly lower than the simulated ones. Due to the numeric processing,
large values for the transmission time are not considered so that the numerically
calculated packet length is slightly shorter then the analytical one which results
in a higher throughput. Figure 4 shows the graphs for independent distribution
functions for the transmission rate and the transmission time. In practice, this is
the general case where users run different types of applications and face different
channel conditions. The shapes of the result graphs are similar to the previous
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Fig. 4. Throughput for independent uniform/exp. distribution of TX rate and TX time

case where the transmission rate was constant; the same applies for the amount
of enhancement due to packet aggregation. For the exponential distribution, the
numerically calculated values are slightly higher than the analytical values due
to same reason as in Fig. 3.

4.2 Realistic Channel Model

For comparison, a scenario with a realistic channel model is also considered. Like
in the previous analytical and simulated scenarios, an access point serves n =
8 mobile stations using packet aggregation where each station receives one data
flow. The load generator provides CBR distributed traffic for the flows 1, 2 and 4
and Poisson traffic for the other flows; the traffic load is configured individually
for each flow. The packets for each flow are stored in the respective queue until
they are served by the MAC scheduler. The flows 1 to 3 are time-critical due to
a delay constraint; the scheduler tries to send a packet within max. 15 ms after
arrival in the queue. The other flows are not delay-constrained, they are controlled
according to the target throughput which corresponds to the offered load.

The channel capacities are determined based on the IEEE 802.11 TGn radio
channel model proposed in [3] which is deployed here to implement a MIMO trans-
mission with M = 2 transmit antennas at the base station and N = 2 receive an-
tennas at each of the mobile stations, K = 8 users and L = 52 subcarriers. The
model considers an indoor environment with moving obstacles which scatter the
radio signalwhile it propagates from the sender to the receiver and result in varying
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Fig. 5. Stacked PDF of the channel capacities for the different flows in case of realistic
channel

Fig. 6. Thrp. for the individual flows in case of realistic channel, constant packet size

channel conditions. An OFDMA or SDMA transmission is considered where each
subcarrier is allocated to a particular user or subcarriers are shared between users
based on spatial diversity. An important difference between the idealised scenarios
discussed above and the realisitic channel model is that users in avarage may see
different channel conditions regarding the mean capacity.

In Fig. 5, 6 and 7, measurements for a real channel are shown as it was
described in the previous paragraph. The available data rates can be selected as
in IEEE802.11a or g systems between 6 and 54 Mbit/s. Fig. 5 shows the stacked
distribution function for the relative amount of packets which was transmitted
at a certain data rate. The length of each bar shows the total probability that a
certain data rate was used, the lengths of the sections inside each bar show the
probability for a certain flow. The graph shows the behavior of the QoS-aware
scheduler: the time-critical flows 1 to 3 are assigned more often to higher bitrates
than the non-time-critical flows.

Figures 6 and 7 show the per-flow throughput for data flows with constant
and variable packet size. Each figure shows results which were achieved by using
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Fig. 7. Thrp. for the individual flows in case of realistic channel, variable packet size

OFDMA and SDMA as the method for the parallel transmission of packets. For
each flow, the left bar denotes the offered load, the bars OFDMA_No_Aggr and
SDMA_No_Aggr denote the throughput in case that no packet aggregation is
used, respectively for OFDMA and SDMA. The bars OFDMA_Fill_Gap and
SDMA_Fill_Gap show a hypothetical case, namely the throughput which could
be achieved if the remaining gaps for each flow would be filled entirely with data,
regardless of the offered traffic load. For the time-critical flows, this throughput
is higher than the load, because for these flows the queues are usually empty
due to the quick serivce of the packets. Therefore the gaps between the end of a
packet transmission and the start of the next transmission are not filled in case
of normal operation. Filling the gaps hence means that additional data beyond
the offered load is transferred.

The flows 1 to 3 are real-time flows where the throughput must be kept. The
remaining capacity is distributed among the other flows. The figures show that
the time-critical flows are always served according to their needs. The throughput
of the non-time-critical flows is increased in all scenarios when packet aggregation
is used.

5 Conclusion and Outlook

A theoretical deduction was given how packet aggregation can enhance the
throughput of a cross-layer scheduler with parallel transmissions. The achievable
throughput increase was determined for different scenarios where the distribution
of the packet size and the transmission time are either constant or according to a
given distribution function. It was shown by analytical calculations and validated
by simulations that packet aggregation significantly enhances the throughput.
These results were compared with simulations based on a realistic channel model
and with mixed time-critical and non-time-critical traffic which also showed a
throughput improvement.

It was assumed that each flow fills the gap of air time completely to determine
the theoretical upper boundary of the enhancement by packet aggregation. In
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practice, the packets to be aggregated have given sizes so that the gap might not
be fully closed. Furthermore, it was assumed that each user always has data to
be transmitted. In practice, a user might have a relatively low data rate so that
there is no transmission requirement even if resources are available. Hence there
is the need for more realistic simulations where the filling state of the queues for
the different users are considered.
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Abstract. Performance of short TCP transfers, e.g., Web browsing, has
a direct impact on the way users perceive the health of their Internet
access. It is a common belief that TCP performs better with large than
with short transfers, as the latters are more likely to time-out and their
duration is dominated by the RTT.

In this paper, we revisit the performance of short TCP transfers. We
highlight the interplay between TCP and the application on top. We show
that while losses can have a detrimental impact on short TCP transfers,
the application significantly affects the transfer time of almost all short
- and even long - flows in a variety of way. Indeed, the application can
induce extremely large tear-down times and it can also slow the rate of
actual TCP transfers or affect the ability of TCP to recover using Fast
Retransmit/Fast Recovery. We illustrate our findings using several traces
from realistic networks including DSL, wireless hotspot and a research
lab traffic.

Keywords: TCP, passive measurements, short transfers, application
impact.

1 Introduction

TCP is the dominant transport protocol currently implemented in the Internet
and responsible of the majority of packets and flows sent. Recent measurement
studies show that TCP accounts for 60% to 90% of today’s Internet traffic [1].
It is used by a large range of applications, including web, email, peer-to-peer file
sharing and the newly emerging trend of YouTube-like media streaming.

A large majority of TCP flows are short lived, also known as “mice”. Mice
can contribute up to 97% of total number of flows and 6% of global traffic
[2].This phenomenon was attributed to the domination of Internet flows by web
data transfers, which are characterized by short connections. More generally, the
interactive traffic of the end users often corresponds to short TCP transfers and
a change in their performance directly affects the way the user perceives her
Internet access.
� Corresponding author.
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A closer look at TCP loss recovery mechanisms brings to light some phenom-
ena which can badly impact short connections. TCP detects and recovers from
losses using two basic types of mechanisms: retransmissions timeouts (RTO) and
fast retransmit/recovery (FR/R). Normally, a sender must receive at least three
duplicate acknowledgments (ACKs) before it triggers a fast retransmit [3]. Short
flows in the slow start phase often do not have a congestion window large enough
to generate three duplicate ACKs, making timeouts the only loss recovery mech-
anism available to a TCP sender.

Given the above statements, a commonly used definition for a short TCP
transfer is a transfer that can not rely on FR/R to recover from a loss. We
will use this definition as a starting point and show that the emergence of new
mechanisms to speed up short transfers, like Limited Transmit [3] and larger
initial congestion window [4] prevents the derivation of a universal threshold in
number of packets.

The main contribution of this paper lies in the study of the interplay between
TCP and the application on top of it. Indeed, the application can slow down a TCP
transfer by: (i) being stalled waiting for data to be crafted by back-end servers
or from the end user, (ii) shaping the traffic to a specific rate, or (ii) delaying the
closing of the transfer. In addition, the application can worsen the impact of losses
by preventing TCP from sending large enough bursts of packets. We adopt an
application agnostic approach, i.e., we do not make any assumption on the way the
application is working, to develop a set of techniques that delineate the impact of
the application from other causes that explain a given transfer duration, including
the data transfer itself and the recovery time if any.

We rely on a passive study of more than 35,000 TCP connections to assess the
impact of the application and the recovery mechanisms of TCP. Those connec-
tions originate from a variety of environments: one trace from an ADSL platform
of a European ISP collected in 2005, one wireless trace from a public hotspot
captured in Portland in 2007 (publicly available on Crawdad [5] ) and one trace
from a research lab (Eurecom) collected in 2008.

Overall, we find that while losses can significantly impact the performance
of short TCP transfers, only a small fraction of the short flows actually experi-
ence losses. In contrast, the application tends to affect the vast majority of the
transfers, resulting in a significant drop of performance as compared to a TCP
transfers where all the bytes to be sent are present in the application buffer at
the onset of the transfer.

The reminder of the paper is organized as follows: related work is reviewed in
Section 2. We present the main characteristics of the traces we used in Section 3.
Section 4 reports on how to identify short TCP connections. In Section 5, we
focus on the many different ways an application can impact a TCP transfer.
Finally, Section 6 concludes the paper.

2 Related Work

The study of short TCP connections, a.k.a mice, has been the focus of several
studies over the past two decades. The exact definition of a short transfer varies
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from one publication to the other. Some works rely on a fixed threshold: 10
KB [6],[7], which corresponds to 7 segments with a typical maximum segment
size (MSS) of 1460 bytes, 13.5 KB in [8], i.e., 9 segments, or 32 KB [9], which
is chosen equal to the median size of HTTP responses with status code 200
(indicates that the client request was successfully received). In [2] authors define
short connection as data transfer comprising a number of packets less than or
equal to 20 packets, assuming that the maximum congestion size is 8 KB and
delayed acknowledgment is turned off. Unlike previous studies, the authors in
[10],[11] define short transfers as connections that never leave the slow start
phase of TCP.

Modeling short TCP transfers latency has received considerable attention.
Several approaches have been proposed that take into account RTT estimation
and losses impact. In [7] Cardwell et al. compare analytic models to understand
how well several TCP performance models fit TCP behavior under realistic loss
rate in the Internet. They propose a first model when the loss rate is zero. When
the loss rate is strictly positive, they adapt the model based on the well-known
TCP throughput formula of [12] to the case of short flows. In [8], a recursive
analytical model is proposed to predict the TCP performance of short lived flow
in the presence of losses. Completion time is computed using the connection
establishment time and the duration of previous data transfers.

More recently, the authors in [9] investigated the use of short transfers la-
tency prediction techniques based on the TCP throughput formula proposed
in [7] and historical observations, being done at the server end. They demon-
strated using real traces that prediction based on previous transfers system-
atically outperforms the analytical approach. Hence, they propose an hybrid
approach: an equation based estimation for the first-contact transfer and a
smoothed mean of the client previous bandwidths for subsequent transfers.

Few works have focused on the interplay between the transport and the appli-
cation layers. In [13], the authors analyze passively captured TCP connections
of more than 128 packets. They propose a technique to break each connection
into time intervals where the application explains the transfer rate or not, based
on the silences and also the rate of PUSH flags observed. In contrast, we focus
on small transfers and provide a deeper analysis of the impact of the application
on the transfer time (Section 5.2) and also on the impact of the application on
the recovery mechanisms of TCP (Section 5.1).

3 Data Sets

Table 1 summarizes the main characteristics of the packet level traces used
in this paper. These traces were collected from several different environments:
the network of a DSL ISP, a wireless hotspot in Portland and a research lab
(Eurecom). Those traces are interesting because of their diversity in terms of
access technology and also in terms of applications. For instance, p2p transfers
are banned from the Eurecom network while it represents a large fraction of the
bytes for the DSL trace. A wireless hotspot should differ from a DSL network
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Table 1. Trace description

Capture Duration No. of Well-behaved Size Size
day connection connection connection in MB in packets

ADSL 2005-05-31 1 min and 29 s 37790 5873 357.51 743683

Portland 2007-09-14 2 h and 20 min 5051 3798 174.13 352569
Hotspot
Research 2008-10-20 1 h and 1 min 32153 26837 1567.42 2867321

Lab

in that users tend to focus more on interactive application in such environment
and tend to refrain themselves from generating large transfers, e.g. application
updates or p2p transfers.

3.1 Well-Behaved connections

While analyzing the performance of TCP transfers, we focused on the connec-
tions that correspond to valid and complete transfers. Specifically, well-behaved
TCP connections must fulfill the following conditions: (i) A complete three-way
handshake; (ii) At least one TCP data segment in each direction; (iii) The con-
nection must finish either with a FIN or RESET flag.

When applying the above heuristics, we are left with a total of over 35,000
TCP connections when summing over the three traces (detailed values are given
in Table 1). The DSL trace is the one offering the smallest fraction of well-
behaved connections, 5873 over 37,790, because of a large number of unidirec-
tional transfers (SYN without a reply). P2p applications tend to generate such
abnormal connections (contacting a non available p2p server to download a con-
tent), as well as malicious activities.

Figure 1 depicts the cumulative distribution of well-behaved connection size
using bytes and data packets of the 3 traces. We observe that the Eurecom
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and Portland traces offer a similar connection profile that significantly differs
from the DSL trace. For instance, 65% of the DSL connections are less than
1 Kbytes and 25% are between 1 Kbytes and 1 Mbytes, unlike Portland and
Eurecom traffic which offers larger values at similar connection percentiles. A
reason behind this obervation is the small duration of the DSL trace. However,
our focus is on short transfers, and from this perspective, the DSL trace offers
valuable information.

When focusing on the performance of TCP transfers, the number of data
packets to be transferred is a key element to consider. We can already observe
from Figure 1 that irrespectively of the trace, a significant portion of connections
(between 53% and 65%) have less than 7 data packets.

4 Short Transfers

4.1 Definition

In this section we introduce a first definition of a short TCP connection, which
is commonly used in the literature.

A short TCP connection is a connection unable to perform fast retransmit/
recovery (FR/R), after a packet loss detection.

While simple, the above definition does not lead to a unique threshold value
in terms of number of data packets for a short TCP transfer. Indeed, various
TCP implementations and connection characteristics can affect this definition:
the initial congestion window, the use of delayed ACK, the number of duplicate
acks that triggers a FR/R. For instance, Windows Vista implements Limited
Transmit, which means that only 2 duplicate ACKs are enough to trigger a fast
retransmit. We estimated for the 3 traces, the number of segments observed in
a duration equal to one RTT after the sending of the first data packet, and this
for each direction - see Table 2. The obtained value provides a lower bound on
the initial congestion window that the transport uses as the application may
not provide TCP with enough data to send at the beginning of the transfer.
This is especially true for the initiator side in the case of Web transfer where
the GET might fit in a single data packet. Overall, we observe that values of 1
and 2 MSS (and possibly higher values) seem to be common initial congestion
windows. Initial congestion windows larger than 2 MSS (we observed values
up to 12 MSS) might be due to specific optimizations of operating systems
that cache TCP level variables of previous transfers for a few minutes — see
http://www.csm.ornl.gov/~dunigan/netperf/auto.html.

Given the estimated initial congestion window of Table 2, we report in
Table 3 the main scenarios we focus on to find the threshold in terms of number
of data packets that triggers a FR/R. A short connection is thus, for each sce-
nario, one with a number of packets strictly smaller than the threshold. Those
scenarios cover, to the best of our knowledge, all the most commonly encountered
cases.

http://www.csm.ornl.gov/~dunigan/netperf/auto.html
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Table 2. Estimated initial congestion window

Trace Initiator Remote party
1 pkt 2 pkts > 2 pkts 1 pkt 2 pkts > 2 pkts

DSL 99% 1% 0% 80% 18% 2%
Portland 82% 17% 1% 64% 24% 2%
Eurecom 90% 10% 0% 65% 24% 1%

Table 3. Minimum connection size to perform fast retransmit/recovery

Scenario 1 Scenario 2 Scenario 3 Scenario 4
initial cwnd 1 1 2 2

Delayed ACK no yes yes yes
Duplicate ACK 3 3 3 2

Minimum connection 7 9 8 7
size (data packets)

Based on the results presented in Table 3, we observe that:

– Different scenarios lead to different thresholds, from 7 to 9 data packets;
– A connection size with less than 7 data packets can not recover from packet

loss using FR/R, whatever the exact scenario is;
– When considering a given scenario and a connection whose size is one packet

over the threshold, we observe that this connection is able to perform a FR/R
for only a single packet in its last round. The loss of any other packet will
lead to timeout. A connection is thus not always able to perform FR/R if it
is over the threshold.

Based on the result obtained from this section, we adopt a first definition of
a short TCP transfer as a connection of size less than 7 data packets. This
definition, while simple, relies on the implicit hypothesis that the application
on top of TCP does not impact the way TCP sends packets. As we will see
in Section 5, this assumption can be too strong in practice, as even long TCP
transfers can be divided into short bursts (due to the application on top) that
prevent TCP from relying on FR/R in case of losses.

4.2 Transfer Time Break-Down

To understand the factors that affect the performance of TCP transfers, we rely
on the following decomposition of each transfer into 3 different phases:

Set-up time. This is the time between the first control packet and the first
data packet. Since we consider only transfers which have performed a complete
three-way handshake, the first packet is a SYN packet while the last one is a
pure ACK in general. The connection set-up time is highly correlated to the
RTT of the connection. For the three traces we consider, we have a correlation



266 A. Hafsaoui, D. Collange, and G. Urvoy-Keller

coefficient of 70% for the DSL trace, 60% for the Portland trace, and 39% for
the Eurecom trace.

Data transfer time. This is the time between the first and the last data packet
observed in the connection. Note that it includes loss recovery durations, if any.

Tear-down time. This is the time between the last data packet and the last
control packet of the connection. We impose, as explained in Section 3.1, that at
least one FIN or one RESET be observed, but there can be multiple combinations
of those flags at the end of the transfer. Unlike set-up, tear down is not only a
function of the RTT of the connection, but also a function of the application
on top of TCP. For instance, the default setting of an Apache Web server is
to allow persistent connection but with a keep alive timer of 15 seconds, which
means that if the user does not post a new GET request after 15 seconds, the
connection is closed. A consequence of the relation between the tear-down time
and the application is a weak correlation between tear-down times and RTT
in our traces: 40% for the DSL trace (which is still quite high), 0.7% for the
Portland trace, and -2% for the Eurecom trace.

Using the above decomposition, we analyze, in the remaining of this article,
the impact of losses (Section 4.3) and also of the application (Section 5) on the
data transfer time.

4.3 Recovery Time

As explained above, the data transfer time possibly includes loss events. We
estimate the time spent by TCP in recovering from losses using the recovery
time. Specifically, for a given transfer, each time the sequence number in the
stream of data packet decreases, we record the duration between this event
and the observation of the first data packet whose sequence number is larger
than the largest observed sequence number seen so far. For instance, assuming
that we associate a unique sequence number to each packet, if we observe the
sequence 1,2,3,4,7,6,5,6,8, we will record the duration between packet 7 and
packet 8. This duration is added to the recovery time of the transfer. To filter out
reorderings that occur at the network layer, we discard each recovery time smaller
than one RTT. Rewaskar et al. [14] developed algorithms to assess whether an
observed loss event can be attributed to a time-out or a FR/R. We were not
able to use this technique as it requires to perform a passive OS finger printing
of the sender of the data. However, in our traces, most losses occurred in the
data stream issued by the remote party and not the local clients. While p0f
(http://lcamtuf.coredump.cx/p0f.shtml), which is recommended in [14], is
effective when used on SYN packets, it fails when working on SYN/ACK packets,
which limits the applicability of the techniques proposed in [14].

Figure 2 presents the break-down of the small and large TCP transfers for
the three traces. We first observe from Figure 2 that while set-up durations
are consistently small for all traces and transfer sizes, tear-down take very high
values, between 2.5 and 27.5 seconds on average. The tear-down phase in itself
often represents the majority of the connection time. Note however, that the

http://lcamtuf.coredump.cx/p0f.shtml
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Fig. 2. Transfer time break-down

tear-down time should have no impact on the performance perceived from the
application on top as the data transfer is completed.

As for losses, we present two distinct values for the recovery time: the average
conditional recovery time and the average recovery time. The latter is computed
over all transfers of the category while the former is computed only for the trans-
fers that experience at least one recovery event. Since only a small fraction of the
transfers experience losses (9.4% for DSL trace, 13.2% for Portland and 6.8% for
Eurecom), the average conditional recovery time is often much larger than the
average transfer time. This impact is clearly more pronounced for small than for
large flows, over the three traces, most probably because of the predominance
of time-outs for short transfers.

5 Application Impact

In this section, we are interested in assessing the impact of the application on
the transfer time of a TCP connection. There are many ways by which the ap-
plication can influence the pace at which data flows in a network. First, the user
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might be involved in the transfer, as the case in a persistent HTTP connection,
where the download of a new page is triggered by an HTTP Get message is-
sued by the client browser. Second, the application might cap the rate at which
information is sent to the TCP layer. This is typically what p2p applications
do to limit the congestion on the uplink of the user. A third possibility is when
the generation of data is done online. For instance, when querying Google for a
specific keyword, several tens of machines are involved in this operation.

From the above discussion, we observe that the application may affect the
transfer of data in many different ways. A first simple assessment that can be
made to infer the impact of the application on a TCP transfer is to compute the
fraction of packets with PUSH flags. The PUSH flag is a way for the application
to specify that it has no more bytes to send at the moment and the current
segment can be sent. We plot in Figure 3 the ratio of PUSH flags as a function
of the transfer size for the three traces. We observe that the impact of application
as captured by the PUSH flags decreases with increasing transfer size. For the
short connections, the push flag ratio is extremely high, between 74% and 86%.

In the remaining of this section, we want to assess in more details the way the
application influence the transfer time. We will first show that the application
tends to fragment the transfer in small flights of packets that prevent TCP from
relying on FR/R in cases of losses. In a second stage, we focus on the way the
application forces TCP to pace the data.

5.1 Synchronism and Losses

For client/server applications, one often observes that even if the server is send-
ing a large amount of bytes/packets, the actual exchange is fragmented: the server
sends a few packets (hereafter called a train of packets), then waits for the client
to post another request and then sends its next answer. If such a behavior is pre-
dominant in TCP transfers, it can have a detrimental impact if ever the train size
is too small as it might prevent TCP from performing FR/R in cases of losses.

The question we raise is thus: are the two parties involved in a transfer syn-
chronized or not? Proving synchronism requires an a priori knowledge of the
application semantics. We can however prove that the synchronism hypothesis
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cannot be rejected as follows: for a given transfer, each time we observe a transi-
tion from one side sending packets, say A, to the other side sending packets, say
B, we observe if the first packet from B acknowledges the reception of the last
packet from A. If this is not the case, then there is no synchronism, otherwise,
synchronism can not be rejected. Applying this methodology to the three traces,
we obtained that for each trace, the fraction of connections for which synchro-
nism could not be rejected was extremely high: 88.6% for the ADSL trace, 94.4%
for the Portland trace and 95.3% for the Eurecom trace.
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For the connections for which synchronism could not be rejected, we looked
at the distribution of the size of the trains of packets sent. We distinguished
between the initiator of the connection and the remote party, as we expect the
latter to be some kind of server that usually sends larger amount of packets than
the former that simply posts requests. As illustrated by Figure 4:

– Trains size sent by the remote part are larger than those sent by the initiator,
in line with our hypothesis that the remote party be a server;

– More than 97% of initiator trains are less than 3 data packets, which leaves
TCP unable to trigger any Fast Retransmit, even if Limited Transmit is
used;
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– More than 75% of remote party trains are less than 3 data packets, which
again leaves TCP unable to trigger the fast recovery/retransmit, even if
Limited Transmit is used.

Taking a broader perspective, the fraction of connections that have a maximum
train size of 3 packets is 85.2% for the DSL trace, 40.5% for the Portland trace
and 54% for the Eurecom trace. Sizes of those connections remain quite in line
with our definition of Section 4.1 as about 87% of those Eurecom and Portland
connections have less than 7 packets. It falls to 62% for the DSL trace. For all
3 traces, we observe the vast majority (over 97%) of those connections have less
than 20 packets.

5.2 Data Pacing

In this section, we focus on the transfers that obey to the definition of synchro-
nism introduced in the previous section. For those transfers, we want to assess
how the application1 slows down the actual data transfer. To do so, we term A
and B the two parties involved in the transfer (A is the initiator of the trans-
fer) and we break down the data transfer times into a set of components (see
Figure 5):

– T i
train time(A): time needed to transfer the i-th train of the initiator;

– T i
train time(B): is the time needed to transfer the remote party data train;

– T i
warm-up(A): time between receiving the last data packet from B and sending

train i. The warm-up accounts either for the user thinking time or for some
latency to generate the data at the server side for instance;

– T i
warm-up(B): time between receiving the last data packet from A and sending

train i.

Note that to obtain accurate estimates of those durations that are related to
the sender or receiver side, we have to shift in time the time-series of packets
received at the probe. Specifically, we assume that a packet received from A at
probe P was sent RTTP−A

2 in the past and will be received RTTP −B

2 in the future,
where RTTP−A (resp. RTTP−B) is the RTT between P and A (resp. B) . While
doing this operation, we assume that the RTT of the transfer stays constant.

The above breakdown strategy results in a complete partition of the total
transfer time. The application can impact both warm-up and train times. Con-
cerning train times, we sum for each party, A or B, the total train times, from
which we substract the recovery times if any. We term those values Ttrain time(A)
and Ttrain time(B). We also record the total number of distinct data packets sent
by A or B. We next compute the duration that an ideal TCP layer with an
initial congestion of 1, delayed acknowledgment turned on, an infinite capacity,
an RTT equal to RTTA−B and the same number of packets to send as A or
B would take to complete the transmission of all those packets. We term those
duration Ttheory(A) and Ttheory(B). The difference between theoretical quantities

1 We consider the application in a broad sense, including the user interactions.
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and the total train time, Ttrain time(A)− Ttheory(A) and Ttrain time(B)− Ttheory(B),
represent estimates of the delay introduced by the application on top of TCP.
We term them as pacing times in the remaining of this section.

Figure 6 presents the result of applying the above methodology to the Portland
trace. The two other traces offer qualitatively similar results. We observe when
looking at Figure 6 that the warm up time of A (initiator) and the pacing
time of B (remote party) represent the largest shares of the train time of A
and B respectively. A possible explanation behind this observation is that the
“average” connection features characteristics close to a client/server application
with a large thinking-time of the user, that leads to large warm-up values for
A, and a server whose rate is limited either by some back-end server or the use
of a rate policy. A precise assessment of the causes behind those phenomena
clearly calls for more advanced studies, that we leave for future work. For the
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time being, the major lesson learned from this study is that the application slow
down most transfers in many different ways and this impact is observable for
both small and large transfers. This is somehow in contrast to losses, which can
have a more detrimental impact, but only for a minority of transfers.

6 Conclusion

In this paper, we have analyzed on three different traffic traces the performance
limitations of short and of interactive TCP transfers.

Short transfers sending less than seven packets are not able to apply Fast
Retransmit. Thus, they are really sensitive to loss events in the network. These
short transfers represent the majority of transfers. We have also observed very
long tear-down delays, between the last data packet of the connection and the
last control packet. This tear-down delay does not influence the user perception,
but it may affect the measurement of response times of short transfers in network
management functions.

The sensitivity to loss concerns also many long transfers as many of them are
a sequence of alternate exchanges and the vast majority of these bursts are less
than 3 packets. Such a feature has a direct influence on the ability of TCP to
recover from a loss using Fast Retransmit.

We have also highlighted that the delay to transfer a burst is usually much
larger than the pure transmission time. Causes behind these slow downs can be
found at the sender, e.g., rate shaping, and also at the receiver side, e.g., thinking
time. To the best of our knowledge, this work is the first of its kind to pinpoint
and quantify the impact of the application on top of TCP. An important lesson
learned from this study is that while losses can have a highly detrimental impact
on the transfer times, losses occur in fact (and hopefully) very rarely. In contrast,
the application affects almost all flows and leads to a substantial slow down of
the transfers.
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Abstract. In large-scale P2P live streaming systems, it is shown that
peers in an unpopular channel often experience worse streaming quality
than those in popular channels. In this paper, by analyzing 130 GB worth
of traces from a large-scale P2P streaming system, UUSee, we observe
that a large number of “unpopular” channels, those with dozens or hun-
dreds of concurrent peers, tend to experience inferior streaming quality.
We also notice a short lifespan in these channels, which further exac-
erbates streaming quality. To derive useful insights towards improving
streaming performance, we seek to thoroughly characterize important
factors that may cause peer volatility in unpopular channels. Specifi-
cally, we conduct a comprehensive statistical analysis on the impact of
various factors on peer lifespan, using survival analysis techniques. We
found that the initial buffering level, the variance of peer indegree, and
the peer joining time all have important effects on the lifespan of peers.

Keywords: Measurement, Peer-to-Peer, Live Streaming.

1 Introduction

Real-world live P2P multimedia streaming systems have been successfully de-
ployed in the Internet at a large scale, with hundreds of channels and hundreds of
thousands of users at any given time. With the large number of concurrent chan-
nels, practical experiences have revealed the widely uneven distribution of peers
across different channels: there may be thousands of concurrent users watching
a popular channel, and no more than a few hundred of peers in an unpopu-
lar channel. These unpopular channels, usually representing the majority of the
available channels in the streaming system, generally experience lower stream-
ing quality, as compared to large popular channels. While many research efforts
have been made to guarantee the performance of large popular channels, e.g.,
to accommodate a flash crowd scenario where a large number of peers join in
a short period of time, little attention has been devoted to the improvement of
streaming quality in unpopular channels.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 274–286, 2009.
c© IFIP International Federation for Information Processing 2009
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In this paper, we focus on unpopular channels in large-scale P2P stream-
ing systems. Using more than 130 GB worth of run-time traces from hundreds
of streaming channels in a large-scale real-world P2P live streaming system,
UUSee [1] (among the top three commercial systems in mainland China, along
with PPLive and PPStream), we have investigated the distribution of peer pop-
ulation and streaming quality across different channels, and observed inferior
streaming qualities that are empirically experienced by unpopular channels. We
have further discovered a short peer lifespan (severe peer volatility) in the un-
popular channels, which reveals a less than desirable situation that may lead to
a downward spiral of peer population: On one hand, the low streaming quality
in an unpopular channel may lead to short peer stay in the channel; on the other
hand, the more severe peer churn further exacerbates the streaming quality of
existing peers. To promote peer stability for a better streaming quality, it is
critical to thoroughly understand and characterize the important factors that
may have caused the peer volatility in unpopular channels.

Towards this objective, we conduct a comprehensive and in-depth statistical
analysis using the UUSee traces. Our objective is very clear: we wish to identify
critical performance metrics as risk factors that may influence the lifespan of
peers, in order to derive useful insights towards the improvement of stability
of peers in unpopular channels. To achieve this, we have parsed and imported
all run-time traces into a database, where we apply survival analysis techniques
such as the Cox proportional hazards model and the Mantel-Haenszel test to
discover such influential factors. We have found that the initial buffering level,
peer indegree and peer joining time all have important effects on the lifespan of
individual peers. We are able to discover these influential performance factors
from the real-world traces, which has not been possible in the existing literature.
Based on the results of our regression analysis, we have derived a number of useful
insights to guide the design of better P2P streaming protocols that promote the
stability of peers in unpopular channels.

The remainder of this paper is organized as follows. In Sec. 2, we present our
research methodologies with respect to collecting and parsing UUSee run-time
traces. In Sec. 3, we show our survival analysis of the traces to identify influential
factors on the peer lifespan. In Sec. 4, we model the impact of influential factors
using the Cox regression model. In Sec. 5, we discuss the implication of our
model and its usage in promoting peer stability. We discuss related work and
conclude the paper in Sec. 6 and Sec. 7, respectively.

2 Trace Overview: A First Glance at Unpopular Channels

2.1 Collecting Real-World Traces

Starting from 2006, we have been monitoring the performance statistics of a
real-world commercial P2P streaming system, offered by UUSee Inc. [1]. Simi-
lar to all current-generation mesh pull-based P2P streaming protocols, UUSee’s
streaming protocol design is based on the principle of allowing peers to serve
each other by exchanging blocks of data, that are received and cached in their
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local playback buffers. To dynamically monitor the entire system, we have imple-
mented detailed measurement and reporting capabilities within the UUSee client
application. Each peer collects a set of its vital statistics, and encapsulates them
into “heartbeat” reports to be sent to the tracking servers every 5 minutes via
UDP. The statistics include its IP address, the channel it is watching, its buffer
availability map, the number of consecutive blocks in its current playback buffer
(henceforth referred to as the buffering level), instantaneous aggregate down-
load and upload throughput from and to all partners, as well as its download
and upload bandwidth capacities.

Though we have been continuously monitoring the performance of UUSee, the
study in this paper features a most recent set of run-time traces, collected be-
tween Thursday, May 29, 2008 (GMT+8) and Monday, June 2, 2008 (GMT+8),
which contains continuous-time snapshots of the streaming system throughout
the period, featuring over 16 million peer sessions. We believe these recent traces
best captured the up-to-date characteristics of peers in the millions-of-users scale,
to which the application has expanded over the years. Here, a peer session refers
to the lifespan between the joining and the departure of a peer.

2.2 Observations on Unpopular Channels

Why do we need to investigate the streaming performance in unpopular channels
and popular channels distinctively in such a large-scale system? First of all, we
observe that the popularity differs significantly across channels: a small number
of most popular channels (≈ 2%) with an average peer population over 5000,
a small percentage of less popular channels (≈ 31%) with a population in the
range of 500 to 5000, and the majority of UUSee channels accommodating a
peer population less than 500 (≈ 67%). Fig. 1 plots the correlation between the
streaming quality and peer population in all UUSee channels in two representa-
tive snapshots, 9 a.m. on May 30 and 9 p.m. on May 30. Here, we evaluate the
streaming quality in a channel at each time as the percentage of high-quality peers
in the channel, where a high-quality peer has a buffering level of more than 80%
of the total size of its playback buffer (buffer size in UUSee is 500 media blocks).
The criterion of the buffering level (i.e., the number of consecutive blocks in the
playback buffer of a peer, starting from the current playback position) has been
extensively used in the actual UUSee streaming protocol to evaluate the current
streaming quality of a peer. Accordingly, we also use the peer buffering level as
our basic streaming quality metric, based on the rationale that the more blocks
a peer has cached in its buffer, the higher chance it has to enjoy a smooth play-
back. We can observe from Fig. 1 that unpopular channels generally represent
worse streaming quality, as compared to large popular channels. The less than
satisfactory streaming performance in unpopular channels—which represent the
majority of streaming channels in UUSee—exposes a critical challenge in im-
proving the performance of real-world streaming systems: How shall we boost
the streaming quality of unpopular channels?

In P2P streaming systems, peer instability represents a “killer” factor that neg-
atively affects the achievable streaming quality. It is even more so in unpopular
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channels, as observed by our trace studies in Fig. 2 and Fig. 3. We found that the
peer lifespan (also referred to as peer longevity) tends to be shorter in the unpop-
ular channels from Fig. 2, while in most cases the more severe peer churns further
exacerbate the streaming quality in those channels, as shown in Fig. 3. All these
observations have pointed to the following fact: To promote the streaming qual-
ity in unpopular channels, a key step is to improve the peer stability in these
channels, by promoting peer online times. In order to promote peer stability, we
find it important to obtain a thorough and in-depth understanding of the critical
factors that influence peer online times in unpopular streaming channels, which
constitutes the major objective of our study in this paper.

3 Deciphering Peer Instability in Unpopular Channels

3.1 Survival Analysis and Censoring

Survival analysis [2] represents a set of statistical methods for the analysis of
death or failure events and involves the modeling of time to event data, i.e.,
the survival time. In our analysis of peer longevity in each streaming channel,
a peer’s departure represents a failure or death event, and the time between its
joining and departure, the peer longevity, is the survival time to be considered. In
survival analysis, a survival function is frequently used to describe the probability
that an individual survives to a specific time t. Let a random variable T represent
the longevity of a peer session, the survival function is defined as: S(t) = Pr(T >
t) = 1−Pr(T ≤ t) = 1−F (t), where F (t) is the cumulative distribution function
(CDF) of the longevity. A standard estimator of the survival function, based on
a number of measured survival times, is proposed by Kaplan and Meier, referred



278 Z. Liu et al.

to as the product-limit estimator or the K-M estimator [2]. We now seek to
investigate critical factors that influence peer longevity in unpopular channels
based on correlation plotting and survival function K-M estimator.

3.2 Buffering Level

Intuitively, the higher buffering level a peer experiences, the smoother its stream-
ing is, and the more likely it will stay longer in the channel. Therefore, we start
by investigating: Do peer longevity patterns differ significantly under different
buffering levels? To answer this question, we explore the relevance between peer
longevity and various statistical metrics of the buffering level, including the aver-
age buffering level during a peer session, the standard deviation of the buffering
level throughout a peer session and the initial buffering level, as the first buffer-
ing level measured when a peer starts its playback. As a statistics to represent
the distribution of peer longevity among a group of sessions, we define an EDR(t)
function, i.e., Early Departure Rate function, as the percentage of peers whose
lifespan is less than or equal to t minutes within a group. In each sub-figure in
Fig. 4, we plot the EDR(15 min) of each session group categorized according to
different levels of the respective buffering level metric, as well as the smoothed
lowess curves. Note that in all our studies hereinafter, we use peer session data
from all the unpopular channels, i.e., channels with less than 500 peers most of
the time, in order to derive insights useful for their performance enhancement.
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Fig. 4. Correlation of EDR(15 min) with metrics of buffering level

Fig. 4(a) reveals a negative correlation between the early departure rate and
the average buffering level within the buffering level range of 200−475, showing
that the departure rate is higher (peer lifespan is shorter) when the average
buffering level is lower in this majority range. The positive correlation between
the standard deviation of buffering level and early departure rate, as shown
in Fig. 4(b), meets our expectation that the less stable the buffering level is,
the shorter the peers are staying. We further investigate the tolerance of peers
towards the initial buffering level, by plotting the correlations in Fig. 4(c). A
strong negative correlation is observed in Fig. 4(c) between the early departure
rate and initial buffering level within the buffering level range of 0 − 120 and
320 − 500, respectively. This reveals that at the two ends of the spectrum, an
excellent initial buffering level brings a longer peer online time, and a very poor
initial buffering level will almost definitely result in an early departure. In our
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study, we have varied t in the EDR(t) function from 5 minutes to 60 minutes,
and made similar observations.

3.3 Peer Incoming Degree

In P2P streaming, the number of supplying peers a peer can obtain in a stream-
ing channel, i.e. its incoming degree or indegree, and how stable these incom-
ing connections are, affect the streaming quality it obtains, and thus affect the
longevity of the peer in the channel. To investigate such impact of peer indegree,
we plot in Fig. 5 the EDR(15 min) values of session groups at different levels
of the average indegree during a peer session and the standard deviation of the
indegree throughout a peer session, respectively.
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Fig. 5(a) shows an interesting phenomenon: When the peer indegree is at a
smaller value (< 20), a negative correlation exists between the average indegree
and the early departure rate, meaning that the more suppliers a peer has, the
longer it may stay; however, when the indegree goes up, a positive correlation
result, showing that the departure rate is high even when peers know many
others in the same channel. To explain the latter part of the observation, we have
further observed that the majority of peers in unpopular channels in UUSee have
an indegree lower than 30, and only a few may have large indegree up to one
hundred. Interesting enough, the peers with large indegrees are generally those
with poor buffering levels, which thus strive to find more possible suppliers,
but are nevertheless unable to get a satisfactory streaming quality. Fig. 5(b)
plots a positive correlation between the standard deviation of indegree and the
early departure rate. This reveals the following: when the number of incoming
connection fluctuates significantly at a peer, the peer may not be experiencing
smooth streaming, and thus is more prone to early departure.

3.4 Time Effects

Intuitively, the time when a peer surfs the Internet also influences its viewing
behavior. We then explore any possible effect of the time of the day, using sessions
starting at different times on a same day and classify sessions according to the
hours they start. Fig. 6 exhibits visible differences among survival curves for
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session groups of four different starting times on May 30. We further statistically
validate our observations using the Mantel-Haenszel test [2], also referred to
as the log-rank test. The log-rank test is commonly applied to test the null
hypothesis that a set of survival functions are statistically equivalent, in which
the null hypothesis is rejected if the result p-value is lower than the significance
level of 0.05. The log-rank test result of p ≈ 0, rejects the null hypothesis that
survival functions are equivalent and validates our observations.

4 Modeling Peer Longevity: Cox Regression

4.1 The Cox Regression Model

The Cox proportional hazards model [2] is a classical regression model for the
analysis of survival times with respect to their relationship with covariates (which
are the terminologies in Cox modeling for influential factors). It models the rela-
tionship between the covariates and survival times based on the hazard function.
A hazard function λ(t), also referred to as the hazard rate, represents the instan-
taneous failure rate for a session that has survived to time t. Let T denote the
duration of a survival session. The hazard function is defined as:

λ(t) = lim
Δt→0

Pr(t ≤ T ≤ t + Δt|T ≥ t)
Δt

.

In Cox regression modeling, it models the hazard rate at time t for a session
with covariate vector z = (z1, . . . , zp) as a function of a baseline hazard function
and the influential factors. The basic Cox model is:

λ(t; z) = λ0(t) exp(βT z) = λ0(t) exp(
p∑

k=1

βkzk), (1)

where λ(t; z) is the hazard rate at time t for a session with covariate vector z;
λ0(t) is an arbitrary non-negative baseline hazard function, which is computed
during the regression process; and β = (β1, . . . , βp) is a column p-vector of
coefficients corresponding to the covariates in z. A major property of the Cox
model is that given two sessions with covariate vector z1 and z2, the ratio of
their hazard rate is independent of the time:

λ(t; z1)
λ(t; z2)

=
λ0(t) exp(βT z1)
λ0(t) exp(βT z2)

= exp(βT (z1 − z2)).

Such a property also imposes the proportional hazards assumption for applying
the Cox model, that the hazard rate ratio for any two sessions should be always
proportional, i.e., dependent only on their covariate values.

In our regression modeling, the potential covariates are selected corresponding
to the influential factors we have observed. The potential covariates, along with
their description and type, are listed in Table 1. In order to use the Cox regression
model in (1) to formulate the relationship among these covariates and the hazard
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Table 1. Potential covariates in Cox Regression Model

Covariate Description Type
BUFAVG Average buffering level of the session Continuous
BUFSTD Standard deviation of buffering level during the session Continuous
BUFINIT Initial buffering level of the session Continuous
INDAVG Average incoming degree during the session Continuous
INDSTD Standard deviation of incoming degree during the session Continuous

TOD Joining time of the day Categorical
(TOD ∈ {0, 1, . . . , 23}, corresponding to the hours of the day)

rate, we first need to check if the proportional hazards assumption is satisfied,
and may adjust the form of the covariates in Table 1, in order to meet the
proportional requirement. Once the assumption check is passed, we proceed to
derive the values of regression coefficients βk, k = 1, . . . , p in the model. Using
the Cox model, we can then estimate the probability that a session lasts to any
specific time t (i.e., the survival curve of the session), given the values of the
covariates for the session and using the derived coefficients.

4.2 Proportional Hazards Assumption Check

Categorical Factor. One approach to check the proportional hazards assump-
tion for a categorical covariate, i.e., whether or not the hazard ratio of sessions
with different values of a categorical factor is a constant, is to group the sessions
based on the values of the corresponding categorical factor, and plot the values
of − log(Ŝ(t))) against t for each session group [2], where Ŝ(t) is the estimated
survival function of the group. The plot for the categorical covariate TOD in our
model is shown in Fig. 7(a). If the hazard ratios do not change with time, the
curves in the figure should be approximately parallel, i.e. there is an approximate
constant vertical distance between each pair of them at all times. However, in
Fig. 7(a), we observe that the curves intersect with each other, indicating the
violation of the proportional assumption for TOD.

Given the non-proportionality of the categorical factor, we modify our model
in (1) to the stratified Cox model [2], in order to accommodate the categorical
factor. The stratified Cox model extends the basic Cox model by incorporating
strata, where each stratum corresponds to one hazard rate function, that models
the hazard rate of sessions corresponding to one specific value of each categorical
factor. The stratified Cox model with n strata (i = 1, . . . , n) is given by:

λi(t; z) = λ0,i(t) exp(βT z), i = 1, . . . , n. (2)

In our modeling, we have one categorical variable with 24 possible values, and
thus the total number of strata n is 24. We note that in such a stratified Cox
model, each stratum may have different baseline hazard functions, but all strata
share the same coefficient vector β as all other non-stratified factors are required
to have a constant influence to the hazard functions.
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Fig. 7. Proportional hazards assumption check for covariates

Continuous Factors. For a continuous covariate, the proportional hazards
assumption implies that it should have a linear influence on the hazard ratio,
i.e., the hazard ratio between a session with BUFINIT = 300 and one with
BUFINIT = 340 should be the same as that between a session with BUFINIT =
400 and one with BUFINIT = 440. The approach to conduct such an assumption
check is to plot the Poisson residual curve [2] for each continuous factor. The
Poisson residual of a covariate reflects the impact of this specific factor in the
hazard rate function: a positive Poisson residual implies a positive impact, i.e.,
the hazard rate is greater with a larger value of the covariate, while a negative
Poisson residual indicates a negative impact, vice versa. The Poisson residual
curve should be approximately linear if the hazard ratio between any two sessions
with two specific values of the factor is a time-independent constant. We plot
the Poisson residual curves (black solid lines) for all our continuous factors in
Fig. 7(b)–(f), along with their standard error confidence bands (black dashed
lines), and the linear approximation lines (in red). The plots show that many
of the Poisson residual curves are not satisfactorily linear, reflecting violation
of the proportionality in certain value ranges of the factors. We thus seek to
make necessary adjustments for the form of the covariates, such that all the new
covariates have a linear influence on the hazard ratio.

Fig. 7(b) shows an approximated linear curve in the majority range of the
average buffering level, except in the range of 460 to 500. To include BUFAVG
into the Cox model, we only keep its value range of [0, 460), i.e., we exclude
sessions with BUFAVG in the range of [460, 500] when we derive the model
coefficients, which nevertheless only represent a small portion (≈ 7%) of all the
sessions based on our measurement study. The major part of the Poisson curve
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in Fig. 7(c) can be approximated by two linear segments.To include BUFSTD
into our Cox model, we exclude sessions with BUFSTD in the range of [0, 16]
(which only represent a few extremely short sessions), and include a new variable
BUFSTD L to describe the section of BUFSTD with larger values, corresponding
to the range of the second linear segment we approximate in Fig. 7(c):

BUFSTD L =
{

BUFSTD− 40 if BUFSTD ≥ 40
0 otherwise

The Poisson curve in Fig. 7(d) can be approximated by three line segments con-
nected at two knots at 48 and 351, respectively. Since each section of BUFINIT in-
cludes a substantial number of sessions, we include two new covariates,
BUFINIT M and BUFINIT L, to describe the sections of BUFINIT correspond-
ing to linear segments in the middle and to the right, respectively:

BUFINIT M =
{

BUFINIT− 48 if BUFINIT ≥ 48
0 otherwise;

BUFINIT L =
{

BUFINIT− 351 if BUFINIT ≥ 351
0 otherwise.

In Fig. 7(e), the Poisson curve of INDAVG can be nicely fitted by one line,
revealing the proportionality of the factor on the hazard ratio. In Fig. 7(f), we
remove the leftmost part (corresponding to INDSTD in the range of 0− 7 with
a few sessions), and fit the rest of the curve with a line.

After the adjustment, a covariate vector z = (z1, . . . , zp) with p = 8 com-
ponents is used in our stratified Cox model. The covariates are summarized in
Table 2. We note that in Fig. 7(b)–(f), all the linear approximation lines fall
within the confidential bands of the original Poisson residual curves, indicating
that the Poisson curves in those sections can be effectively approximated by the
linear segments. Therefore, after the adjustment, all the covariates we now use
in the Cox modeling satisfy the proportional hazards assumptions.

4.3 Estimation of the Coefficients and Model Validation

We next use a specific Cox regression technique proposed by Andersen and
Gill [3], to estimate the stratified baseline functions λ0,i, i = 1, 2, . . . , 24 and
the coefficient vector β in our stratified Cox model in (2).

Table 2 gives the coefficients of the covariates along with their standard errors,
estimated using information of 12866 session from 20 unpopular channels in our
traces. The 20 channels, whose average concurrent population varies from 48
to 457, are randomly chosen from all 530 unpopular channels contained in our
traces. The purpose for such sampling is not only to expedite the speed of the
regression process, but also to exhibit the usefulness of our model, trained using
only a limited set of samples, as is to be illustrated in the following subsection.
We have also computed the p values to test the significance of all the coefficients,
which are all far below 0.05, suggesting the significance of the covariates.
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Table 2. Covariates and Coefficients for the Cox Model in (2)

Covariate β Std. Err. Covariate β Std. Err.
BUFAVG −0.0074 1.7e-3 BUFINIT 0.011 1.8e-3
BUFSTD 0.059 2.9e-3 BUFINIT M −0.012 1.9e-3

BUFSTD L −0.044 2.9e-3 BUFINIT L −0.0029 4.9e-4
INDAVG −0.051 1.9e-3 INDSTD 0.046 2.1e-3
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Fig. 8. Regression model validation by prediction of the peer longevity

With the Cox regression model established, we can now derive the survival
curve of a session with covariate vector z in a certain category of TOD. The
estimator of the survival function with covariate vector z at time t is given by
Si(t; z) = exp(−

∫ t

0 λi(u; z)du), where λi(u; z) is the stratum corresponding to a
specific category of TOD of sessions. We may use the expected session time of the
survival curve corresponding to a session with z, as the most probable duration
of the session. In this way, given a covariate vector z and the corresponding TOD,
we are able to predict the most probable duration of a session using our stratified
Cox model. Recall that our regression model is trained using only a limited set
of session data from 20 randomly selected unpopular channels. We now evaluate
its accuracy in estimating the duration of sessions in other channels.

We calculate the overall influence of the continuous covariates by βT z, re-
ferred to as the global impact to the hazard rate. We group all the sessions in the
unpopular channels in UUSee (other than the 20 channels for the regression), by
their values of global impact and TOD, and plot the median session duration for
session groups at different levels of their global impact in different cases of TOD,
as shown by the bar plotting in Fig. 8. In solid curves, we also plot the session du-
ration predicted using our Cox model in (2) at each global impact level, and the
75% confidence intervals (in dashed lines). The actual median session durations
in all four figures fall into the confidence intervals, which validates the useful-
ness of our regression model—derived using a small portion of session data—in
accurately capturing the session duration patterns for unpopular channels.

5 Model Implications to Unpopular Streaming Channels

5.1 Impact of the Streaming Quality Factors

Three streaming quality factors are involved in our Cox regression model. We
seek to investigate the relative significance of their impact on peer longevity,
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by calculating an impact value, βkzk −miny(βkyk), for each individual session
with a specific zk, with respect to the three streaming quality factors of average
buffering level, standard deviation of buffering level and initial buffering level,
respectively. Here, miny(βkyk) is the minimal impact value for the corresponding
streaming quality factor over all the sessions. We then compute the ratio of
the impact values of the three streaming quality factors for each session, and
derive the average ratio across all sessions. The normalized average ratio in the
percentage format is 16% : 33% : 51%, which exhibits the relative level of user’s
intolerance to the three streaming quality factors, respectively.

An intriguing discovery is that the initial buffering level is the most important
streaming quality factor affecting peer longevity. Using the coefficients in Table 2,
we derive the coefficient β corresponding to the initial buffering level factor in the
range of 48 to 351 is βBUFINIT +βBUFINIT M = −0.001, and the coefficient corre-
sponding to the range of 351 and 500 is βBUFINIT + βBUFINIT M + βBUFINIT L =
−0.0039. The more negative coefficient in the latter case illustrates that when the
initial buffer is relatively full, a small increase of buffering level induces more sig-
nificant decrease of failure probability, i.e., more evident effect in keeping peers
longer in the system. Therefore, to promote the stability of high-contribution
peers, efforts should be made to guarantee them a high initial buffering level.

5.2 Impact of the Incoming Degree Factors

Following a similar methodology, we further compare the impact of the average
peer indegree and the standard deviation of peer indegree, and derive a user’s
intolerance ratio of 38% : 62% to the two factors. It confirms that in unpopular
channels, peers are much less tolerant to neighbor churns than the average level
of neighbor numbers. Therefore, the P2P protocol should always try to find
stable good neighbors for each peer, the number of which may be small, but is
much desirable than a large number of transient neighbors.

6 Related Work

With respect to P2P measurements related to peer longevity, Hei et al. [4] char-
acterized the distribution of peer life time in PPLive, and exhibited different
life-time patterns among popular and unpopular channels. Li et al. [5] have also
observed a heavy-tailed peer lifetime distribution in their measurement study of
Coolstreaming. Based on simulations, Tang et al. [6] have shown that the longer
peers stay, the better the overall streaming quality is in a streaming channel.
Focusing on P2P applications other than live streaming, Stutzbach et al. [7]
have characterized peer arrivals and departures in three popular P2P file-sharing
systems (BitTorrent, Kad and Gnutella). Chen et al. [8] have investigated the
influence of network QoS metrics on peer session lengths in a P2P VoIP appli-
cation, Skype. Our work distinguishes itself from all the existing measurement
work, by focusing on a thorough understanding of the causes to peer lifetime
patterns in unpopular channels, in order to improve their streaming quality.
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7 Concluding Remarks

This paper focuses on improving the streaming quality in the large number
of unpopular channels in real-world P2P live streaming systems. Utilizing over
130 GB worth of traces from a large-scale commercial system, UUSee, we thor-
oughly characterize the important factors that influence peer longevity. Our key
contributions include: first, we successfully identify the key factors that decide
the duration of peer sessions, including the initial buffering level, incoming degree
and peer joining time; second, we model their relationship into a Cox regression
model, using a survival analysis approach; third, we discuss implications of our
model and derive a number of useful insights to promote peer stability in un-
popular channels. As important applications of our Cox model, we can compute
and compare the relative stability of peers during the peer selection process, and
can promote the online time of high-contribution peers by guaranteeing them a
better initial buffering level and stable download bandwidth. All these assist in
improving the stability and streaming quality in unpopular channels.
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Abstract. One of the most important challenges for network adminis-
trators is the identification of applications behind the Internet traffic.
This identification serves for many purposes as in network security, traf-
fic engineering and monitoring. The classical methods based on standard
port numbers or deep packet inspection are unfortunately becoming less
and less efficient because of encryption and the utilization of non stan-
dard ports. In this paper we come up with an online iterative probabilistic
method that identifies applications quickly and accurately by only us-
ing the size of packets. Our method associates a configurable confidence
level to the port number carried in the transport header and is able to
consider a variable number of packets at the beginning of a flow. By ver-
ification on real traces we observe that even in the case of no confidence
in the port number, a very high accuracy can be obtained for well known
applications after few packets were examined.

Keywords: Internet traffic identification, statistical methods.

1 Introduction and Related Work

The identification of applications behind the Internet traffic is of major impor-
tance for network operators. On one side, this allows to treat flows in a different
way based on their quality of service requirements. On the other side, it can
serve for security reasons by blocking or looking closely at those users who run
non legacy applications or utilize non-standard port numbers to counter security
controls. Originally, this identification was considered to be straightforward by
simply looking at the port number in the transport header. Legacy applications
are supposed to use standard port numbers as, for example, port 80 for the WEB
and port 25 for the SMTP. However, the Internet users tend more and more to
use non-standard port numbers or to encrypt the payload of their packets includ-
ing the transport header so that it cannot be read along the network path. This
hiding of application information is done either to prohibit intermediate users
and operators from reading packets and accessing private data, or more impor-
tantly, to make network operators believe that the application is legal while it
is not [1] and [2]. A typical example is the case of users audio-conferencing over
port 80 to be able to cross firewalls authorizing only the passage of WEB traffic.
These manipulations of the transport information by end users make it hard to
identify applications inside the network.
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To counter this obstacle, there has been recently a trend to use traffic statistics
for the identification of applications [3] and [4]. Indeed, it is known that different
applications are governed by different end-to-end protocols and consequently
they generate packets of different sizes and with different inter-packet times.
Promising results have been recently found in this direction but we believe there
is still room for more research to understand the capacity of the approach and
of its limitations. For example, in [5] only the first four packets from a flow are
jointly considered. This joint consideration of packet sizes prohibits the method
from extending to more packets, otherwise the space of observations becomes
complex to handle. Our idea in this paper is to separate the observations to
allow more generality. Another example is the work in [6] which is relevant to
our work, in the fact that it considers packets separately, however it uses a
classification algorithm that is built mostly in an empirical way.

BLINC [7] is another solution for application identification that correlates
flows as a function of the machines from which they originate and to which they
are destined. Even though we think BLINC is a useful mechanism, in this paper
we focus on the identification of applications from traffic properties indepen-
dently of the relevance of machines for the different applications. The extension
to the BLINC case is left for future research. We reconsider the application iden-
tification problem and we tackle it by a new statistical method that is able to
extend to any number of packets per flow. In line with [6], we consider pack-
ets separately from each other, which has the main advantage of reducing the
problem complexity at the expense of a small loss in performance caused by the
correlation that might exist among packets. This separation is necessary to be
able to consider more packets than the very few ones at the beginning of a flow.
We introduce a new function that is able to quantify for each new flow the prob-
ability that a classification decision is wrong. We do this for different possible
applications and for variable number of packets per flow. The function can be
easily updated as long as new packets pop up from each flow. The classification
is then simply to tag the flow with the most probable application. In this way
we are able to evaluate with a high precision the probability of wrong or false
decisions which allows a better understanding of the power of this approach and
as a consequence, the proposition of more meaningful classification methods.

Another contribution of our work is that we associate a confidence levels to
the port number carried in the transport header of packets. This level is to be
set by the administrator. A low value of confidence level can be set in case of
no confidence in the port number or a higher value can be set when the port
number is a reliable information. Unfortunately this information on the port
number has been largely overlooked in the literature. The port number has been
either completely ignored or used partially as in [5] to identify flows after a
first classification step. In our work, we choose to model this information by a
configurable confidence level that can be set by administrators based on their
experience about the traffic. The validation will show that even for a very low
confidence level in the port number, we can get a very high accuracy. Clearly
the accuracy increases when more confidence is associated to the port number.
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The main contribution of this paper is then in the proposition of a new sta-
tistical method for application identification that is able to scale to more than
the very few packets at the beginning of a flow. As we will show, this scaling
is necessary since the more packets are monitored from a flow, the higher the
precision of the classification. Our observations are made on real traces that we
collected ourselves on the network of INRIA Sophia Antipolis in Spring 2008. We
also consider the traces used in [6] for further validation. Over all these traces,
one can notice the high performance of our method that is able, for example, to
reach an accuracy of 97% for the first ten packets even without any confidence
in the port number. Clearly, higher accuracy can be obtained if more weight is
given to the value in the port number field. This accuracy is higher than what
has been noticed so far, e.g. [5].

The remainder of the paper is structured as follows. In Section 2 we explain
our methodology and we present our probability function. In Section 3 we de-
scribe the traces used to evaluate our method and in Section 4 we provide val-
idation results and discussions. The paper is concluded in Section 5 with some
perspectives on our future research.

2 Method Description and Assumptions

In this section we explain the details of our study and the assumptions we made.
We are targeting a new statistical method for the identification of applications
in the Internet traffic, which is able to classify flows early, on the fly, and with
very high precision. A flow in our context is a TCP or a UDP connection defined
by the 5-tuple information (IP addresses, port numbers and protocol). We want
to be safe when our method affects a flow to an application while being able to
identify the application before the end of the flow. We start by exploring the
interesting method developed in [5] where the main idea was to identify traffic
based on the size and the direction of the first four packets considered jointly.
A precision of around 88% was announced in [5], but it has been also observed
that if one uses more than four packets together, this will cause a loss in the
identification accuracy. So we depart from the model in [5] but while considering
more packets in order to understand the limitations of online statistical methods.
Then, we make some further assumptions that will allow us to consider more
packets while continuously increasing the accuracy. We couple this with the
proposition of a new probability function to classify flows in a more accurate
way. Our function is calculated on the fly, after a calibration phase by machine
learning techniques to account for different application characteristics.

2.1 Joint Consideration of Packets

We begin to study the classification of traffic while using the size and the di-
rection of the first N packets together (i.e. the first four together, the first five
together, etc). By together we mean that the space in which we put ourselves
is a multidimensional space where one dimension is associated to the size of
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each packet (+ and - to model the direction). Clusters are formed and associ-
ated to applications in this multidimensional space and new flows are classified
accordingly. In this section, we anticipate the description of the clustering and
classification procedure and of our traces used for validation to highlight an
important limitation of a model considering packets jointly as in [5]. Then, we
make and support the claim that studying packets separately from each other
allows statistical traffic classification to scale to more packets and to provide
more accuracy. We plot in figure 1 the global classification accuracy as a func-
tion of the number of packets considered per flow. This figure is an average over
several standard applications existing in two of our traces (one line per trace).
It shows that the precision of the classification increases with the number of
packets until it reaches a maximum of 88% for four packets. At that point, the
precision begins to decrease until it reaches 80% for 10 packets. After looking
closely at the numerical results to understand the reasons behind this decrease
in accuracy beyond four packets, we believe that this decrease is not because the
packets five, six, etc are not distinctive of the different types of applications, but
rather because we are using more dimensions during the classification and so the
forming of clusters in the multidimensional space becomes more challenging. On
one side, it is hard to find the optimal number of clusters to be used (the figure
shows the results for 80 clusters which we found to give the best results for four
packets). And on the other side, increasing the number of dimensions should
be accompanied by an exponential increase in the number of clusters, which
can become larger than what clustering algorithms (e.g. K-Means) can handle
in practice. This is the main reason for which we propose to consider packets
separately from each other as if they come from independent observations. Each
packet (first, second, third, etc) is studied separately in its own low dimensional
space, then the flow is classified using a probability function (kind of likelihood
function) that combines the different observations resulting from its different
packets. This assumption is supported next by the low level of correlation ex-
isting between packets of a flow. The main advantage of our approach is that it
reduces the complexity of the multidimensional space needed for learning packet
size characteristics when packets are considered jointly. We replace this multidi-
mensional space by a separate low dimensional space per packet (one dimension
per packet if the direction is represented by signs + and -). The benefit is clearly
a less complex and a less erroneous learning method and a classification accu-
racy that keeps increasing as long as we add more packets from each flow (for
now have a look at figure 10). In fact, the gain one gets from reducing the space
complexity is much more important than what is lost by ignoring correlation
among packets.

2.2 On the Auto-correlation of Sizes of Packets within a Flow

We don’t claim that packet sizes are uncorrelated or they form independent
observations. We only assume this independence to ease the classification of
flows provided we have learned the individual characteristics of their packet sizes.
Nevertheless, the low level of auto-correlation in the packet size process would
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Fig. 2. Model building phase

help us making this assumption and would make our method even stronger. This
is what we are going to check in this section.

We can evaluate the correlation between two random variables X and Y using
the following correlation coefficient : R(X, Y ) = COV (X,Y )

σ(X)∗σ(Y ) , where COV is the
covariance function and σ is the standard deviation. The common practice is
to suppose a strong correlation between X and Y when |R(X, Y )| ≥ 0.7 and a
weak correlation when |R(X, Y )| ≤ 0.3 . We measure the value of this coefficient
for the first ten packets in each flow of Internet traffic. Several applications are
considered : WEB, HTTPS, SSH, IMAP, SMTP, and POP3. Figures 3 and 4
show the correlation coefficient values between every two packets among the
first ten. The X axis in the figures represents the lag. For example for lag 1,
we plot the correlation value between the sizes of every two consecutive packets
(packet 1 and 2, packet 2 and 3, etc). For lag 3 we consider all packets which are
separated by two other packets from the same flow (packet 1 and 4, packet 2 and
5, etc), and so on. We can clearly see in these figures that the correlation value
between any pair of packets, for all applications and for all lag values, is often
smaller than 0.3 and in most cases even close to 0. This means that we can safely
develop our method with the assumption that packet sizes are independent of
each other, even if we know that this is not absolutely true. The correlation is
low enough to make our method more scalable and more efficient than when
considering packet sizes jointly in the learning and classification phases.

2.3 Our Method Description

In order to benefit from information carried by the first N packets of a flow
and to avoid problems during the clustering phase caused by the use of many
parameters, we resort to an iterative packet-based approach where we use the
size and the direction of every packet individually to calculate the likelihood
of originating from this or that application, then we merge the results from
all packets of a flow together using a probability function that we introduce to
associate the flow to the most probable application. Note that we also considered
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the time between packets, but since the results did not show any improvement
in performance, we limit ourselves to showing a sample of these results and we
focus more on the packet size. We believe this is an intuitive observation since
the size of packets is defined by protocol and application behaviors, whereas the
time between packets is mostly decided by network conditions.

Our method consists of three main phases: the model building phase, the
classification phase and the application probability and labeling phase.

Model building phase, or learning phase, is very important in our work. In
this phase, we construct a set of clusters or models (using a training data set)
which we use later in the traffic classification phase. As we study each packet
individually, we build a separate model for each packet using all flows in the
training data set (model for the first packet, model for the second packet, etc).
This model describes how the size of a packet, say the first one, varies over the
different applications and how it occupies the different parts of the packet size
space.

Let us describe the method that we use to generate models. We begin by ex-
plaining how we create good learning traces. Then, we describe how we represent
spatially the flows in these traces. To cluster the flows in the space, we use the
K-Means algorithm [8].

We choose the training traces such that they are representative of the ap-
plications to identify. To this end, we take a similar number of flows from all
applications because if the number of flows is not the same, applications that
predominate may bias the clustering and the classification afterwards. The num-
ber of flows is made equal by random selection from applications having more
flows than necessary. To build the model for a given packet size (say the size of
the i-th packet from a flow), we represent each flow as a point on an axis. This
point has a positive coordinate if the packet is sent by the client and a negative
coordinate if the packet is sent by the server. The coordinate of this point is
equal to the size of the packet. When the time between packets is used, a flow is
represented by two coordinates on two axis, one for the packet size and one for
the time between this packet and the previous one (or the next one). Without
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loss of generality consider a maximum of ten packets per flow. At the end of the
model building phase, we get ten models for the first ten packets from any flow.
In each model, say for example there are 20 classes (or clusters). Note that 20 was
shown to be a good tradeoff between complexity and precision [5]. Nevertheless,
the performance of the method is of low dependence on this number of classes.
Then, for each application and for each class we associate a specific probability
proportional to the number of flows from this application present in the class.
This probability models the likelihood that a packet from this application fills in
this class in general. As we have the same number of flows from all applications
in the training trace, we define the probability of class i knowing the application
I noted by Pr(i/I) as the number of flows that belong to the application I in
class i, FI,i, divided by the total number of flows belonging to the application I

in the training trace, FI . We have Pr(i/I) = FI,i

FI
.

For example, in a class where we have 400 flows (300 WEB, 60 HTTPS and
40 SMTP), and we have a total of 8000 flows for each application in the training
trace, we associate this class to these three applications following these proba-
bilities:

Pr(i/WEB) =
300
8000

, P r(i/HTTPS) =
60

8000
, P r(i/SMTP) =

40
8000

.

Classification Phase, consists in using the models built in the learning phase
to classify traffic online. Note that here we affect flow packets to classes and
not to applications. Each time there is a new packet from a flow, it is classified
independently of the other packets using the model corresponding to its position
within the flow. For example, when we capture the first packet of a new flow,
we affect the packet (and hence the flow) to one class of the model built for all
packets which are first in their flows. The same for the second packet, and so on.

To carry this association flow-class in a given model, we calculate the Eu-
clidean distance that separates the point corresponding to the new flow in the
model space from the center of each class and we affect it to the closest one. We
repeat this classification for all packets from a flow until we are satisfied or we
reach some threshold. The way the satisfaction is measured is done via a new
probability function to be described later. This function uses the per-packet and
per-class probabilities calculated in the model building phase and identified dur-
ing the classification phase. Clearly, the classification of a flow is different and
independent from one packet to another, hence the result of the classification.
For example, a new flow can be affected to the class number 5 using the first
packet and to the class number 19 using the second one, and so on. It is this
set of classification results that will decide on the most probable application to
which the flow would belong.

Application probability and labeling phase, we affect here flows to appli-
cations while relying on the results of the classification phase. The classification
phase indicates the probability that each packet of a flow belongs to this or that
application. These are the functions Pr(i/I) obtained from the classes in which
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the packets fall. We combine (on the fly) these probabilities together to obtain
a new value evaluating how well we do if we associate the entire flow to this or
that application. This leads to an online iterative application probability func-
tion that we use for assignment and identification. Let us define the following
variables to be used next :

– i: used to denote classes.
– I: used to denote applications.
– N : the maximum number of packets tested from a flow.
– k: the test number k (packet 1, packet 2, etc).
– A: the total number of applications.
– αI : the value (between 0 and 1) affected by the administrator to the confi-

dence in the standarized port number relative to application I.
– FI,i: the number of flows belonging to application I and class i in the training

trace.
– FI : the total number of flows belonging to application I in the training trace.
– Pr(I/Result): the probability that a flow belongs to application I knowing

the results of the classification phase (i.e. class i(1) for the first packet, class
i(2) for the second packet and so on).

– Pr(i(k)/I): the probability that the k-th packet of a flow from application I
falls in class i this can be calculated from the training trace as Pr(i(k)/I) =
FI,i

FI
.

– Pr(I): the probability that any flow randomly selected comes from applica-
tion I, independently of any information on its packet sizes and times. The
sum of these probabilities over all applications under consideration must be
equal to 1. We integrate in this probability the confidence in the port number
carried in the transport header of each packet. For example, for a given flow,
and if the port number is equal to 80 (the standard WEB port number), we
give Pr(WEB) the value α80 set between 0 and 1 (specified by the network
administrator as a function of how confident he is). This value models the
probability that a flow carrying the port number 80 belongs to the WEB
application. For all other applications we give Pr(I) the same value that is
equal to : (1−α80)

(A−1) .
Note that the administrator might not give any weight to the port number.
This can be the case when he does not trust this information. Here, we give
the Pr(I) the same value for all applications independently of what is carried
in the port number field. This specific value is equal to: 1

A .

We aim at calculating the probability that a flow belongs to an application I
given the results of the classification phase applied to the first, let’s say N , pack-
ets of the flow. Take for example the first two packets and their corresponding
classes i(1) and i(2). The probability we are looking for can be written as follows:

Pr( I /(i(1) ∩ i(2))) =
Pr(I ∩ (i(1) ∩ i(2)))

Pr(i(1) ∩ i(2))
=

Pr(I) ∗ Pr((i(1) ∩ i(2))/I)
Pr(i(1) ∩ i(2))

=
Pr(I) ∗ Pr(i(1)/I) ∗ Pr(i(2)/I)

Pr(i(1) ∩ i(2))
=

Pr(I) ∗
∏2

k=1 Pr(i(k)/I)∑A
I=1 Pr(I) ∗

∏2
k=1 Pr(i(k)/I)
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Now, we can generalize this expression to calculate the probability that a
flow belongs to an application I, given the classification results for the first N
packets:

Pr(I/Result) =
Pr(I) ∗

∏N
k=1 Pr(i(k)/I)∑A

I=1 Pr(I) ∗
∏N

k=1 Pr(i(k)/I)

We call this probability the assignment probability and we use it to decide on
how well the profile of packet sizes of a new flow fits some application I. For each
new flow and when we capture the first packet (except the SYN packet), we first
classify the flow according to this packet and we calculate the probability that
it belongs to each application. Then, we take the highest assignment probability
and we compare it with a threshold th specified by the network administrator.
If this probability is greater than the threshold th, we label the flow by the
application, otherwise we take and classify the next packet and we recalculate the
assignment probability using the results of the classification phase obtained for
the first and second packets separately. We check again the resulting probability
and we keep adding more packets until the threshold is exceeded or a maximum
allowed number of tests is reached.

3 Trace Description

We test the validity of our method by the help of two real traces (Table 1). The
first trace, noted Trace I, is collected at the edge gateway of Brescia University’s
campus network in Italy (used and described in [6]). This trace is made up of
three standard applications: HTTP (WEB), SMTP and POP3. The second trace,
noted Trace II, is collected by us at the edge of INRIA Sophia Antipolis network
in France during Spring 2008. Trace II is made up of five standard applications:
HTTP (WEB), HTTPS, IMAP, SSH and SMTP. We divide every trace into
a training trace and a validation trace. The training part is used to construct
the models and the validation part is used to evaluate how well our iterative
packet-based method behaves in identifying the application behind each flow.
Note that we made sure that there are enough flows from each application in
each trace so that our learning phase can provide representative models and our
validation phase meaningful results. To well calibrate and evaluate our classifi-
cation method, we need to know the real application associated with each flow.
For the first trace, the authors use a method based on deep packet inspection to
infer real applications. For the INRIA trace, we use tcpdump ([9]) to measure
each application separately at the interface of the server reserved by INRIA to
this application (for instance we collect the WEB flows from the interface of
INRIA’s WEB server, and so forth). Since servers at INRIA are dedicated to
unique applications, we are sure this way about the real application behind each
collected flow. Traffic coming from the different servers is then mixed together
to form one large trace.
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Table 1. Traces Description

Trace Name Place of capture Applications Time of capture
Trace I Brescia University HTTP, SMTP, POP3 2006
Trace II INRIA Laboratory HTTP, SMTP, HTTPS, SSH, IMAP Spring 2008

4 Experimental Results

In this section, we evaluate the overall effectiveness of our method. We define:

– False Positive Ratio as the number of flows classified by our method as
belonging to an application I without being in reality from this application,
divided by the total number of flows not belonging to this application.

– True Positive Ratio as the number of flows classified by our method as
belonging to an application I and they belong really to this application,
divided by the total number of flows belonging to this application.

– Total Precision as the average of the true positive ratio over all
applications.

We present the results of our method as a function of the number of packets
classified per flow and the weight affected to the port number (specified by the
network administrator). For instance a port number weight equal to 0.5 means
that the chance that the flow comes from the standard application associated
to this port number, Pr(I), is equal to 50% while the chance that the flow does
not come from this standard application is also 50% (see definition of Pr(I) in
Section 2.3.3). Note that one can also reflect in Pr(I) the proportion of flows
from each application. Indeed, if the WEB for example forms the majority of the
traffic, there is a high chance that a new flow belongs to WEB. In our validation,
we don’t account for this factor and we only calculate Pr(I) using information
on the port number.

To associate flows to applications we set the threshold th to a high value equal
to 0.99 and we fix a maximum number of tests that we vary. When the maximum
number of tests is reached, we associate the flow to the application having the
maximum assignment probability. This way the threshold th can be seen as a
way to leave early the identification procedure when we are almost sure about
the flow, otherwise one has to wait the maximum number of tests to decide.

4.1 Assignment Probabilities

In Figure 5, we present an example of the average and the standard deviation of
the assignment probabilities for the real POP3 flows as a function of the number
of classified packets. We calculate the assignment probability for the two other
applications as well when flows are really POP3 (this gives the three curves in
the Figure).

We can clearly see how the assignment probability for the correct application
keeps increasing while adding more packets and how its standard deviation re-
duces which means we become more and more sure for most flows. At the same
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time, the assignment probability for the wrong applications drops to low values
if not zero. We can also see in the Figure that until the fifth packet, there is an
overlap between the standard deviations of the assignment probabilities for the
different applications. This means that the first five packets do not bring enough
information to make a clear separation between flows, most probably because
some of them have common features. Starting from the sixth packet, we become
able to separate between WEB, SMTP and POP3 flows with a high precision.
The other flows present similar behaviors, so we conclude that one needs to take
more than five to six packets to be able to separate flows.

4.2 Classification Accuracy

In Figure 6, we present the false positive ratio and the true positive ratio for
the WEB application (Trace I) and this is for several values of the port number
weight. We can observe that without using any weight for the port number (αI

set to 1/A), we can obtain a true positive ratio that exceeds 99 % at the tenth
packet. On the other hand the false positive ratio for the other applications
drops to zero after testing four packets per flow. The same observation repeats
in Figures 7 and 8, for the SMTP and POP3 applications (Trace I) but with a
little difference that the false positive ratio is a little bit higher (1.6 % for SMTP
and 2.3 % for POP3), and the true positive ratio is smaller than for HTTP at
the tenth packet (95.5 % for SMTP, and 97.2 % for POP3). These values for
the true positive ratio are still larger than previous ones in the literature to be
considered as highly accurate. Note that one can easily improve this result by
giving more weight to the port number.

In Figures 10 and 11 we present respectively the false positive ratio and the
true positive ratio for the five applications: WEB, HTTPS, IMAP, SSH and
SMTP in Trace II, this time without using any weight for the port number
(worst case). It is clear that for all applications, the false positive ratio decreases
with the number of classified packets and approaches zero at the tenth packet.
For some applications as HTTP and HTTPS, it approaches zero even before (it
seems hard for other applications to pass as HTTP or HTTPS).
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The true positive ratio in its turn keeps increasing with the number of classi-
fied packets and approaches 100% (around 97% on average at the tenth packet).
Again some applications approach 100% faster than others (case of SMTP).
These results on Trace II (similar results obtained for Trace I but not shown for
lack of space) confirm the strength of our method in reaching high accuracy lev-
els and in being able to scale with the number of classified packets. Our results
also show how well the packet size reflects the behavior of different applications
either in terms of false positive ratio or true positive ratio.

In Figure 12 we present the average total precision of our method over all
traces and for several values of the port number weight. This is an average
over all true positive ratios. We can see that without using any weight for the
port number, the precision of our method increases over 90% after the sixth
packet and reaches 97% for ten packets. Clearly, one can get higher precision by
assigning more weight to the port number carried in the packet headers.

In Figure 9 we present a comparison of the average precision of our method
between only using the size of the first ten packets and using the size of pack-
ets and the inter-packet times (without considering the port number weight).
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Unfortunately, the Figure shows that using the inter-packet times makes the
precision degrades to around 74% after then packets. It seems that the times
between packets bring to the system wrong information not specific to each
application because of their strong dependency on network conditions. These re-
sults indicate that at least in our setting, one cannot use the inter-packet times
to differentiate between applications.

5 Conclusions

In this paper we have proposed and applied a statistical traffic classification
technique based on the learning and analysis of the size and the direction of
the first packets of flows. By considering packets separately from each other and
with the help of a new probability function that combines the observations made
on the different packets from a flow, we were able to obtain a high classification
accuracy that kept improving by adding more packets from each flow, and that
was able to reach high levels of around 97% and even more. Six applications
were considered and validation was done on real traces. The validation over
other applications and the consideration of other factors as the popularity of
servers and hosts (BLINC [7]) are important steps for our future research.
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Abstract. The delay experienced by mobile applications in HSPA net-
works depends to a large extent on highly dynamical global context
like, e.g., cell load or algorithms and thresholds governing radio resource
scheduling, and on local context like, e.g., user-generated load or load
history. These complex uncertainty factors are outside of an applications
sphere of influence and result in applications perceiving HSPA link be-
havior as non-deterministic and non-reproducible.

This paper analyzes accurate round-trip and one-way delay measure-
ment results for three public HSPA networks to demonstrate the high
degree of network non-determinism which mobile applications are likely
to encounter in practice, particularly significant payload-dependence and
halved delay on slightly increased user-generated link load. We argue that
current HSPA radio link schedulers, relying on instantaneous user load
as decision criterion for channel capacity allocation, neglect real-time
application requirements. Cross-layer optimization is one solution which
enables deterministic scheduler decisions based on application require-
ments.
Keywords: 3G, One-way Delay, HSPA, Measurements, User Experience.

1 Introduction

Next Generation Network (NGN) architectures aim at merging circuit switched
(CS) voice networks and packet switched (PS) data networks into one
common infrastructure. Central to these IP-based NGN architectures is their
access-agnostic nature, meaning that applications need not be aware of the un-
derlying access network technology. However, due to fundamentally different be-
havior of NGN access network technologies, e.g., with respect to delay and transfer
rate, applications face difficulties in hiding access technologies from users. More-
over, high transfer capacities supported by technologies like HSPA in uplink and in
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downlink direction force mobile operators to increasingly optimize radio resource
usage of their networks, meaning that radio resources, e.g., dedicated channels,
are allocated to users for a short time interval based on momentary user-generated
load. Additional factors which may influence on this resource scheduling optimiza-
tion include, among others, the user’s mobile device type, radio provisioning, user
load history, and current cell load generated by all users.

From a single mobile application’s perspective the combination of various
coding schemes and network scheduling parameters along with the uncertainty
factors mentioned earlier yields an unpredictable mobile network behavior with
respect to delay and transfer rate. This holds true for static measurements and
the more for scenarios involving terminal mobility. Mobile applications, specif-
ically real-time applications relying on deterministic network conditions, must
handle delay which varies significantly, depending on the application’s own traffic
pattern, as well as on other background traffic generated by the mobile user.

Main aim of this paper is to raise NGN application developers’ awareness
concerning the peculiarity of mobile access networks. Specifically, the measure-
ment which we present in this paper demonstrate that it is grossly negligent to
infer from application tests in core- or fixed access networks onto application
behavior in mobile access networks. The measurement results presented in this
paper question the relevance of many scientific publications which rely on sim-
plifying assumptions like, e.g., “the round-trip delay of UMTS is 150 ms”. Our
measurement results demonstrate that delay in today’s mobile access networks is
payload dependent and can effectively halve on slight increase in user-generated
network load. Mobile real-time applications must, therefore, be prepared and
tested to appropriately handle this special and apparent paradox behavior.

1.1 Related Work

There are only few publications analyzing 2.5G and 3G packet-switched per-
formance aspects based on real network measurements. The authors of [1] use
ICMP echo messages to infer on conversational and delay aspects of GPRS and
EDGE networks. [2] analyzes impact of network load on TCP RTT in live GPRS
and UMTS networks, whereas [3] proposes the use of passive monitoring for op-
timizing mobile network performance. In recent work, [4] relies on synchronized
packet-level captures in the core network to infer on one-way delay. In [5] we
have presented early GPRS and UMTS network measurement results as well
as the impact of application-layer protocols like HTTP, POP3, SMTP or FTP
on user-perceived performance, while [6], [7] and [8] present previous results of
payload-dependent access network measurement and access network emulation
results.

This paper’s main contribution is to raise mobile application developer’s
awareness concerning the huge dependency of delay and, generally, of the behav-
ioral determinism in mobile networks on user-generated traffic load and traffic
patterns. The measurement results presented in this paper quantify for the first
time application-perceived uncertainty of HSPA networks based on empirical
measurement results and comparison of several public HSPA networks.
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1.2 Structure of This Paper

In this paper we present payload-dependent delay measurement results for round-
trip-, uplink- and downlink delay in public HSPA networks to point out the
impact of resource allocation in mobile networks on real-time applications ex-
pecting deterministic traffic conditions. The remainder of this paper is structured
as follows: Section 2 proposes a measurement methodology for round-trip- and
one-way delay assessment based on round-trip delay decomposition into request
and reply, followed by Section 3 which presents measurement results for this
methodology in three distinct public HSPA networks depending on measurement
configuration. In Section 4 we discuss the impact of our measurement results on
NGN applications and NGN technologies, present methodological implications
and conclude with an outlook on future work.

2 Measurement Methodology

The proposed measurement methodology for assessing HSPA network delay relies
on two randomness factors, specifically on Internet Control Message Protocol
(ICMP) packets having random payload size which are sent at random start
times. Whereas random payload sizes distribute the impact of temporal network
overload over the whole measurement payload space, start time randomness
as proposed by the IP Performance Metrics (IPPM) framework in RFC 2330
eliminates correlations between send time and periodical network behavior.

Fig. 1. Generic setup for automated round-trip delay measurement

The measurement setup in Figure 1 depicts the mobile client, a laptop com-
puter connected to public HSPA networks using a Huawei E870 HSPA modem,
and the measurement server which is connected to the Institute of Broadband
Communication’s switched Ethernet network. Depending on the measurement
methodology, ICMP messages are sent either by the mobile client and reflected
by the measurement server or vice-versa. For one-way measurements the clocks
of mobile client and measurement server are continuously and accurately syn-
chronized against a common global time base, whereas tcpdump [9] processes
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log incoming and outgoing packets along with their headers and timestamps on
both hosts. Correlating the information stored in the two tcpdump trace files
yields accurate uplink and downlink delay values, the precision being better than
0.5 ms. However, only ICMP request messages have been used for one-way delay
computation.

The mobile terminal’s position was fixed during all measurements, this static
measurement regime minimizing the impact of variable measurement parameters
like, e.g., of varying radio conditions and handovers because of terminal motion
onto measurement results.

3 Measurement Results

Any single dot in the diagrams presented in this section represents the value of
one ICMP round-trip- or one-way delay measurement, one diagram displaying
approximatively 10,000 single measurements. Measurement ICMP payload size
is selected uniformly distributed between 12 bytes and 1450 bytes, the start time
of any ICMP-packet being chosen randomly between 50 ms and 500 ms following
the last transmission.

3.1 Round-Trip Delay Measurement Results

Figure 2 depicts round-trip delay measurement results using the random mea-
surement methodology presented in Section 2 for three public Austrian HSPA
networks labeled as Operator A to Operator C.

Figures 2(a) to 2(c) illustrate that payload-dependent ICMP response patterns
of the three measured public HSPA networks differ significantly. Due to the
random measurement methodology, temporary changes in coding and scheduling
influence on a wide range of payload sizes. All three diagrams show clustered
groups of delay values which can be approximated by straight lines, some of
them having a visible block structure. Figure 2(d) depicts the groups to which
in the following we refer to as delay lines. Differentiating factors, which uniquely
identify any delay line, include the payload interval covered by the delay line, its
block size, delay value increase between subsequent blocks, and the delay line’s
initial delay offset.

For instance Operator A’s diagram shows three main delay lines, as depicted
by straight lines and corresponding labels in Figure 2(d). The first one, Delay
line 1, positioned at the top left is composed of 40-byte wide payload blocks.
It starts at an initial delay offset of approximatively 75 ms for 12 bytes ICMP
payload size and ends at a delay value of 200 ms for 439 bytes payload size. The
second delay line, Delay line 2 starts at a delay value of 160 ms for 440 bytes
payload but uses a block size of 160 bytes. The third and lowest one of these
three main delay groups, labeled Delay line 3 spans the entire payload range. It
starts at a delay value of 75 ms for 12 bytes ICMP payload and terminates at
250 ms delay for 1450 bytes payload. Sparse measurement results below Delay
line 3 indicate the existence of a fourth, dotted, high-performance and low-delay
Delay line 4 which, however, is only rarely used for the tested load profile.
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(a) Round-trip delay operator A (b) Round-trip delay operator B

(c) Round-trip delay operator C (d) Round-trip delay lines operator A

Fig. 2. HSPA Round-trip delay measurement results (measurement load only)

Due to the average function’s sensitivity to outliers we have selected the me-
dian as representative function for the “common” network behavior. To compute
the diagram’s median curve, labeled in the diagram’s legend as Median(10), we
have segmented the entire measurement payload range into sets which cluster 10
adjacent payload sizes. The diagram displays the median delay values for these
sets, positioned in the center of the respective 10 payload values, interconnecting
these points by straight lines.

The round-trip delay diagrams for Operator B in Figure 2(b) and for Operator
C in Figure 2(b) exhibit different patterns, although the basic diagram structure
is similar to Operator A. All diagrams start with steeply increasing low-blocksize
delay lines and continue with larger block sizes. However, the “typical” delay at
large payload sizes is significantly lower for Operator B and Operator C (150 ms)
than for Operator A (200 ms to 250 ms).

Fundamental to the diagram discussion is the statement that the slope value of
these delay lines equals the inverse of the channel’s transfer capacity. Therefore,
delay lines having a high slope value represent low-bandwidth channels whereas
low slope values correspond to high-bandwidth channels. This finding raises an
additional question, namely how can it happen that the diagrams in Figure 2
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show two delay lines having equal transfer capacity but a delay offset of more
than 50 ms. This analysis requires decomposition of any HSPA round-trip delay
measurement value in its one-way delay components, which we present exemplary
for Operator A.

3.2 One-Way Delay Measurement Results

Figure 3 depicts uplink delay and downlink delay measurement results and his-
tograms for Operator A. The diagrams evidence that the HSPA uplink originates
the multi-layering which we have noticed in the round-trip delay diagram in Fig-
ure 2(a). Therefore we can infer that the delay lines can be mapped to specific
HSUPA uplink grants. The first (top leftmost) delay line uses E-TFCI 4 (En-
hanced Dedicated Transport Channel Transport Format Combination Indicator)
carrying 372 bits of RLC payload, whereas the lower delay line can be mapped
to E-TFCI 15 which supports 1362 bits of payload for 10 ms Transmit Time
Interval (TTI) according to Annex B.4 - Table 1 of TS 25.321 [10]. E-TFCI

(a) Uplink delay (b) Uplink histogram (1420-1469 bytes
payload)

(c) Downlink delay (d) Downlink histogram (1420-1469 bytes
payload)

Fig. 3. HSPA one-way delay measurement result and histogram Operator A
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payload includes higher layer headers and therefore is larger than the IP layer
block sizes which have been presented in section 3.1.

Our interpretation of the diagram in Figure 3(a) is that the mobile network
grants E-TFCI 15 whenever a packet with payload larger than 440 bytes is to
be sent while the current grant is E-TFCI 4. In this case the terminal starts
transmitting using E-TFCI 4 while switching to E-TFCI 15 and continues using
E-TFCI 15 afterwards. This “slow-start” causes the delay- and payload offset of
the upper right E-TFCI 15-delay-line relative to the lower E-TFCI 15 layer. We
also note that the terminal never obtains a higher grant if it uses E-TFCI 4 and
a packet with payload size of up to 440 bytes must be sent.

The histogram analysis of uplink delay measurement results reveals that the
upper left and right delay lines account for the majority of all measurement
values. Figure 3(b) depicts exemplary the uplink delay histogram for the pay-
load interval between 1420 and 1469 bytes. The percentile curve points out
that approximatively 30% of all measurement values belong to the lower delay
line and 55% to the upper line, this ratio being representative for the entire
measured payload interval. Knowing that the delay between two subsequent
measurement packets is chosen randomly between 50 ms and 500 ms one likely
explanation for this distribution is that Operator A optimizes the network ag-
gressively, downgrading terminal grants from E-TFCI 15 to E-TFCI 4 shortly
after the packet has been transmitted. In a less aggressive optimization case,
i.e., when the E-TFCI 15 grant persists until the next packet is ready to send,
the majority of delay values would have been located in the lower (E-TFCI 15)
delay layer.

Explanations analogous to the ones for Operator A, though with other grants
and payload limits, apply to the diagrams for Operator B and Operator C which
we have presented in Figures 2(b) and 2(c). The low delay at large payload
sizes indicates that both operators use higher grants than E-TFCI 15 for large
packets. Operator B uses the same E-TFCI 4 grant at low packet sizes but
a significantly smaller threshold than Operator A (approximatively 230 byte)
which triggers the switch to a higher grant. Finally, Operator C uses a higher
grant than Operator A and Operator B (most likely E-TFCI 7 or E-TFCI 8) for
packets up to 560 bytes in size.

3.3 Round-Trip Delay Measurement Results (Background Load)

Assuming that user-generated load – i.e., the load due to measurement packets in
the case of measurements – biases on the transfer capacity which mobile networks
allocate to users we have repeated the HSPA measurements with deterministic
background load. The modified measurement methodology uses identical setup
and methodology as presented in section 2 but adds two constant bit rate (CBR)
flows between the mobile terminal and the measurement server, one flow loading
the uplink and one the downlink. Main aim of this user load is to prevent the
network from withdrawing higher grants suddenly after a measurement packet
has been sent while minimizing collisions with measurement packets.
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(a) Round-trip delay operator A (load) (b) Round-trip delay operator B (load)

(c) Round-trip delay operator C (load)

Fig. 4. HSPA Round-trip delay measurement results (deterministic background load)

Figure 4 presents round-trip delay measurement results for the deterministic
background load scenario. Uplink and downlink have been loaded using two pe-
riodic 50 kbit/s data rate 100 byte payload UDP flows generated by IPerf [11],
one in each direction. Although the number of outliers in the background-loaded
measurement diagrams increases visibly when compared to the original diagrams
in Figure 2, the delay pattern in the background load case in Figure 4 is more
deterministic. Specifically, the multi-layering clearly visible in Figure 2(a) dis-
appears when measuring using deterministic background load.

Main result of this new measurement methodology is that the median round-
trip delay value decreases significantly for all three operators throughout the
entire measured payload interval. Most prominent, for Operator A the delay
difference is substantial when comparing Figure 2(a) against 4(a). The median
round-trip delay value at large payload sizes effectively halves from 225 ms to
110 ms when adding background load to the network. For Operator B and Op-
erator C the decrease in round-trip delay is smaller, though still significant.
Round-trip delay drops from 150 ms to 120 ms for Operator B and from 140 ms
to 110 ms for Operator C, taking into account the median values at large payload
sizes.
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3.4 One-Way Delay Measurement Results (Background Load)

Analogous to the non-loaded measurements we have decomposed round-trip de-
lay measurement values into their uplink and downlink delay components, en-
abling accurate analysis of performance improvements. All one-way diagrams
which we have presented for the non-loaded case in Figure 3 are shown in
Figure 5 for the background-load measurement scenario.

A comparison of uplink delay diagrams and their median delay curves in
Figures 3(a) and 5(a) illustrates that adding background load to measurements
decreases the uplink delay significantly. The histograms showing delay frequency
for large payload sizes (1420-1459 bytes) in Figures 3(b) and 5(b) confirm this
finding. Whereas in Figure 3(b) the percentile curve starts to increase at 140 ms
and reaches 90% close to a delay value of 200 ms, the percentile curve in
Figure 5(b) starts at 50 ms and crosses 90% at an uplink delay value of 110 ms.
However, the uplink jitter in the background load case is significant and affects
more than 12% of all measurement values for large payload sizes.

(a) Uplink delay (load) (b) Uplink histogram 1420-1469 bytes
(load)

(c) Downlink delay (load) (d) Downlink histogram 1420-1469 bytes
(load)

Fig. 5. HSPA one-way delay measurement results Operator A (background load)
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(a) HSPA downlink histogram (b) HSPA downlink histogram (load)

Fig. 6. HSPA downlink delay histograms for Operator A

Non-regarding this, the difference in uplink delay median values for the pay-
load interval mentioned above is substantial: adding background load decreases
the uplink delay median value from 182 ms in the non-loaded case to 72 ms
in the loaded case. However, the measurement results indicate that background
load does not improve HSPA downlink performance, on the contrary. A compar-
ison of HSPA downlink delay diagrams shown in Figure 3(c) for the non-loaded
case and in Figure 5(c) for the background load case points out that the median
value curve is affected mainly for low payload values up to 400 bytes, for which
median delay increases by 5 ms to 10 ms. Detrimental is the huge jitter which
in the background load scenario affects more than 15% of all downlink packets
and spreads over the entire measured payload interval. This finding is confirmed
by the evolution of percentile curves in Figure 6(a) for the non-loaded case and
Figure 6(b) for the background load scenario, the diagrams depicting downlink
delay histograms for the entire measured payload interval.

4 Conclusions and Future Work

From an application perspective HSPA networks behave non deterministic. The
measurement results presented in this paper demonstrate that the HSUPA uplink
delay decreases significantly with increasing uplink load and associated higher
grants in terms of radio resources. This radio link scheduling strategy is at least
questionable from a fairness perspective, resulting in delay penalties for appli-
cations which manage their resources economically. However, additional load
does not have a positive effect on downlink delay. Inherent reason for this asym-
metric load influence on performance is the radio link scheduler’s location in
the NodeB. Due to the NodeB’s low-latency fixed network connectivity towards
RNC and core network the scheduler can react almost instantaneously by allo-
cating appropriate radio resources for packets in the downlink, whereas for uplink
transmission it is the mobile terminal’s task to request uplink radio resource al-
location according to the momentary load. Uplink resource requests therefore
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require an additional radio access round-trip delay until the mobile terminal re-
ceives the notification whether a specific request can be fulfilled or not fulfilled,
depending on the radio scheduler policy and momentary context.

Underlying reason to applications perceiving radio link scheduler decisions as
non-deterministic is eventually missing context information in both, the mobile
terminal and in the radio link scheduler. Mobile applications which do posess
a priori or momentary context information – e.g., having configured a specific
real-time traffic profile, stating what amount of data is to be sent at which point
in time – currently have no means to communicate this context information to
lower layers or the radio link scheduler. In other words, data at IP-layer is consid-
ered by lower layers and by the radio link scheduler as being opaque, all packets
having same priority and importance. It is therefore legitimate to question the
traditional OSI layering model which does not foresee cross-layer information
exchange. We expect context propagation in mobile access networks to be im-
plemented using cross-layer optimization in the near future, marking IP packets
by appropriate priorities in terms of delay, loss, and priority requirements, to
enable and support appropriate radio link scheduler decisions.

Our measurements demonstrate that randomness in terms of payload and
packet send time can unleash mobile operator specific configuration parameters
and thresholds. Active measurements can therefore serve as a simple, straight-
forward tool to optimize own mobile networks or to reverse-engineer highly sen-
sitive configuration parameters of competing network operators.

Seen from standardization perspective, the measurement results presented in
this paper question the meaningfulness of compression techniques proposed for
NGNs like, e.g., Signaling Compression [12]. The results demonstrate that these
techniques, which are supposed to decrease delay in narrow-band mobile net-
works and are mandatory part of NGNs like, e.g., the IP Multimedia Subsytem
(IMS), might show the contrary effect of increasing delay because of their reduc-
tion of user-generated network load.

Even more important, this paper’s results point out a major drawback of
existing standards like the ETSI Technical Specification TS 102 250 Part1 to
Part 6, which target the definition of fair metrics for mobile network measure-
ments but completely disregard measurement result dependence on measurement
methodology. Facing the huge influence of measurement methodology, specifi-
cally of traffic profiles, on delay results, we conclude that these standards must
be substantially revised to fulfill basic fairness requirements. As future work we
therefore plan to contact ETSI and contribute our findings in order to enhance
TS 102 250 with respect to measurement methodology specification.
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Abstract. Network coordinate (NC) system allows efficient Internet
distance prediction with scalable measurements. Most of the NC systems
are based on embedding hosts into a low dimensional Euclidean space.
Unfortunately, the accuracy of predicted distances is largely hurt by the
persistent occurrence of Triangle Inequality Violation (TIV) in measured
Internet distances. IDES is a dot product based NC system which can
tolerate the constraints of TIVs. However, it cannot guarantee the pre-
dicted distance non-negative and its prediction accuracy is close to the
Euclidean distance based NC systems. In this paper, we propose Phoenix,
an accurate, practical and decentralized NC system. It adopts a weighted
model adjustment to achieve better prediction accuracy while it ensures
the predicted distances to be positive and usable. Our extensive Internet
trace based simulation shows that Phoenix can achieve higher prediction
accuracy than other representative NC systems. Furthermore, Phoenix
has fast convergence and robustness over measurement anomalies.

Keywords: P2P, Network Coordinate System, Triangle Inequality Vio-
lation, Dot Product, Weighted Model.

1 Introduction

Network Coordinate (NC) system is an efficient and scalable mechanism to pre-
dict distance (Round Trip Time) between any two Internet hosts without ex-
plicit measurements. In most of the NC systems, each host is assigned a set
of numbers called coordinates to represent its position in the Euclidean space,
and the distance between any two hosts can be predicted by their coordinates
using Euclidean distance. NC system reduces the active probing overhead signif-
icantly, which is especially beneficial to large-scale distributed applications. To
date, NC systems are widely used in different Internet applications such as ap-
plication layer multicast [1], locality-aware server selection [1], distributed query
optimization [2], file-sharing via BitTorrent [3], network modeling [4], compact
routing [5], and application layer anycast [6].

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 313–325, 2009.
c© IFIP International Federation for Information Processing 2009



314 Y. Chen et al.

Unfortunately, the Euclidean distance based NC systems have a common unre-
mediable drawback, i.e., the predicted distances among each three hosts must sat-
isfy the triangle inequality. Lots of existing studies report the existence of Triangle
Inequality Violations (TIV) in the Internet delay structure [8,7,10,22,25,32]. As a
result, these distances cannot be predicted accurately by using Euclidean distance
based NC even if we increase the dimension of the space.

A dot product based NC system named IDES is proposed in [9] . The key idea
of this system is that a large distance matrix can be approximately factorized
into two smaller matrices by methods like Singular Value Decomposition (SVD)
or Non-negative Matrix Factorization (NMF) [11]. This results in a compressed
version of the Internet distance matrix. In contrast to the Euclidean distance
based NC systems, the distances predicted by IDES do not have to satisfy the
triangle inequality. However, IDES is still not an ultimate solution. First, unlike
any other existing NC system, IDES will give negative predicted distance. This
will cause the malfunction of the system because the distance (Round Trip Time)
can not be negative. In addition, the prediction accuracy of IDES is close to
typical Euclidean distance based NC system such as GNP [18] according to the
experiments in [1].

In this paper, we propose an accurate, practical and decentralized NC sys-
tem named Phoenix. Phoenix is also based on dot product, but remedies IDES’s
flaws. Phoenix can achieve much higher prediction accuracy than other typical
representative NC systems such as IDES and Vivaldi [19]. The key contributions
of this paper are twofold. (1) We propose a weight calculation algorithm to distin-
guish referred NCs with high errors and low errors. With the error propagation
eliminated, Phoenix demonstrates the advantage of dot product based NC sys-
tems. Our extensive Internet trace based simulation results show that Phoenix
can achieve much higher prediction accuracy than state-of-the-art methods. Our
simulation results also demonstrate Phoenix’s fast convergence and robustness
over measurement anomalies. (2) Compared with IDES, Phoenix not only per-
forms better in prediction accuracy but also guarantees the predicted distance
non-negative. The results show that the implementation of Phoenix is an accu-
rate solution to build a practical NC system.

The rest of this paper is organized as follows. In Section 2, we review the
related work. The design of our accurate, practical and decentralized NC system
- Phoenix is proposed in section 3. We evaluate the performance of Phoenix and
compare it with two representative NC systems with extensive simulation results
in Section 4. We conclude the whole paper in Section 5.

2 Related Work

2.1 Euclidean Distance Based Network Coordinates and Triangle
Inequality Violation (TIV)

Suppose there are N Internet hosts. Let S be the set of these N hosts. Let D be
the N × N distance matrix among the hosts in S. Thus D(i, j) represents the
measured Round Trip Time (RTT) between host i and host j.
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Basically, NC is an embedding of these N hosts into m-dimensional Euclidean
space Rm. Defining xi as the NC of host i, we have xi = (ri

1, r
i
2, ..., r

i
m), ri

k ∈
R, 1 � k � m. Then xi and xj can be used to predict the RTT between host i
and host j. We use DE(i, j) to represent this predicted RTT. The definition of
DE(i, j) is as follows.

DE(i, j) = ‖xi − xj‖ =
√ ∑

1≤k≤m

(ri
k − rj

k)2 (1)

Several NC systems have been proposed in the literature, and they can be
categorized into two classes [8], namely centralized NC systems and decentralized
NC systems. Centralized NC systems such as GNP [18], Virtual Landmarks [14]
require a fixed set of dedicated landmarks to orient the NC calculation of the
whole system, which will be a bottleneck of the system. Therefore, decentralized
NC systems such as Vivaldi [19], NPS [26], PIC [31] were proposed to make
NC system work well on large-scale applications. In this paper, we compare
our system with Vivaldi since it’s the representive Euclidean distance based NC
system due to its clean and decentralized implementation. It is deployed in many
well-known Internet systems, such as Bamboo DHT [28], Stream-Based Overlay
Network (SBON) [2] and Azureus BitTorrent [3].

The prediction accuracy of an NC system is often denoted by the relative error
(RE) of predicted distance over the real RTT measured on Internet. Relative
Error (RE) of the distance between host i and host j is defined as [10,12,13,14,
15, 16, 17]

RE =
| DE(i, j)−D(i, j) |

D(i, j)
(2)

Smaller RE indicates higher prediction accuracy. When measured distance
equals to predicted distance, the RE value will be zero.

Suppose there are three hosts, A, B and C. Let’s consider the triangle ABC.
Suppose AB is the longest edge of the triangle. If D(A, B) > D(A, C)+D(C, B),
then ABC is called a TIV, due to the violation of the triangle inequality. As
mentioned in [25], any three hosts with TIV cannot be embedded into Euclidean
space within some level of accuracy, for the distances among them in Euclidean
space must obey triangle inequality. However, the TIV is natural and persistent
in Internet [25]. Therefore the existence of TIV causes a serious problem for
every Euclidean distance based NC systems [7, 8]. In other words, it hurts the
accuracy of Euclidean distance based NC a lot.

2.2 Dot Product Based NC and IDES

Suppose there are N Internet hosts. Let D be the N×N distance matrix among
these N hosts. D(i, j) represents the measured RTT between host i and host
j. This N × N matrix can be factorized into two smaller matrices. D ≈ XY T

where X and Y are N × d matrices (d << N).
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In dot product based NC system, for host i, Xi is the outgoing vector and Yi

is the incoming vector. The predicted distance from host i to host j is simply
the dot product between the outgoing vector of host i and the incoming vector
of host j as follows

DE(i, j) = Xi · Yj =
d∑

k=1

X(i, k) · Y (j, k) (3)

IDES [9] is the representative NC system based on dot product. There are
several serious problems with IDES. First, IDES’s predicted distance can be
negative, which is very harmful to many practical applications. In a simple ex-
ample, we apply maximum RRL test [10] using the P2PSim latency data set [9]
for the IDES(NMF) methods in 10-dimensional space (with 15 landmarks). We
use IDES simulator which is available at the author’s homepage [29]. In this test,
we select the site with maximum RRL value as the target site. Fig.1 demonstrates
the results. The x-axis enumerates sites while the y-axis corresponds to the RTT
distance of each site from the selected site. The signature plot marked with +’s
indicates RTTs in the original distance matrix, and the sites on the x-axis have
been sorted to ensure that this plot is in ascending order of RTTs. The signa-
ture plot marked with o’s is the predicted distances given by IDES. It is obvious
that IDES results in negativity in distances. This is not realistic or relevant
since the distance stands for RTT on Internet. Despite the small percentage of
negative distances, their impact on the whole application will be very severe.
For example, a typical NC application in overlay multicast is the construction
of Minimum Spanning Tree (MST) using NC predicted distance [1]. If we use
Dijkstra algorithm to construct the MST, even one negative distance can fail
the algorithm.

Furthermore, estimation error will be propagated in IDES’s distance predic-
tion. IDES uses the least square error for NC calculation. For a certain host, it
uses the NCs of reference hosts and its distances to reference hosts to calculate its
own NC. In the NC calculation, this host gives equal confidence to each referred
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NC in both basic IDES and decentralized IDES. However, some NCs are very
inaccurate due to different factors, such as network congestion or error propa-
gation. Once these inaccurate NCs are referred, their errors will be propagated
to the new hosts. Thus, it is not surprising that IDES doesn’t show significant
improvement on the prediction accuracy over Euclidean distance based NC [1].

In IDES, we can add non-negative constraint in the NC calculation of ordinary
hosts to avoid negative predicted distance. However, the prediction accuracy
still cannot be improved [9]. In next section, we will propose our solution, an
accurate, practical and decentralized NC system called Phoenix. Phoenix will
not only guarantee the predicted distance non-negative but also improve the
prediction accuracy a lot.

3 Design of Phoenix

3.1 System Architecture

In this section, we propose the design of Phoenix, a practical dot product based
NC system. Our design focuses on the most important aspects for NC systems,
i.e., accuracy, decentralization and practicability. Basically, NC is used for In-
ternet distance prediction; so the prediction accuracy is principally important.
Moreover, NC is widely used in distributed applications, there may be thousands
of hosts in the swarm; therefore, NC system should be decentralized. Last but
not the least, NC system should be practical. In other words, it should never
give negative predicted distances.

Phoenix maps each host to two d-dimensional row vectors - an incoming vector
and an outgoing vector. The predicted distance from host i to host j is simply
the dot product between the outgoing vector of host i and the incoming vector
of host j. In contrast to IDES, all the elements in these two vectors are non-
negative, which guarantees Phoenix never gives negative predicted distance.

Unlike GNP [18] or other centralized NC systems, Phoenix system has no
fixed network infrastructure or distinguished hosts to serve the whole system.
Any host with calculated NC can serve as a reference host to orient the new
host to participate in. Thus Phoenix is efficient for large scale applications since
the communication and computation overhead will be distributed evenly to all
hosts in the system. After a new host joins the system, it can pick any host with
calculated NC as one of its reference hosts. Let N be the set of hosts whose NCs
have been calculated. When a new host Hnew joins the system, it can select any
m reference hosts randomly from the set N with size m < |N | and starts its NC
update procedure. In every round, Hnew measures its RTTs to these m hosts
as well as retrieves the incoming and outgoing vectors of these m hosts. Then
its NC can be calculated and updated periodically. We will propose the detailed
NC calculation algorithm in section 3.2.

For the first m hosts of the Phoenix system, the NC calculation is a bit
different. If |N | ≤ m, the new host Hnew will be considered as one of the early
hosts. These early hosts will probe each other to obtain the |N | × |N | distance
matrix. The system will use NMF algorithm [11] to get the incoming vectors and
the outgoing vectors of these early hosts.
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3.2 Weighted Non-negative Least Squares NC Calculation

In Phoenix, we use a weighted non-negative least squares module to calculate
the NC. The intuition behind this weighted NC calculation is as follows. The
more accurate the referred NC (vector) is, the higher confidence (weight) should
be given to this NC. In contrast, some referred NCs with abnormal high er-
ror will not be considered for NC calculation. Similar intuition is also used in
decentralized Euclidean distance based NC systems such as [21].

For a host Hnew, it has m reference hosts namely R1, R2, ..., Rm. The outgoing
vectors of these m reference hosts are X1, X2, ..., Xm and the incoming vectors of
these m reference hosts are Y1, Y2, ..., Ym. We define wXi as the weight of vector
Xi and wYi as the weight of vector Yi. In our design, for all Xi and Yi, we have
0 � wXi � 1 and 0 � wYi � 1.

Suppose Dout
i is the distance from the host Hnew to reference host Ri, Din

i is
the distance from reference host Ri to the host Hnew. The solution of the Xnew

and Ynew with the weighted non-negative least squares error is as follows.

Xnew = arg min
U∈R+d

m∑
i=1

wYi(D
out
i −U · Yi)2 (4)

Ynew = arg min
U∈R+d

m∑
i=1

wXi(D
in
i −Xi ·U)2 (5)

We define an m × 1 matrix Dout
W = [√wY1D

out
1
√

wY2D
out
2 ...

√
wYmDout

m ]T

and an m× d matrix YW with √wYiYi as its row vectors. Therefore the Eq.(4)
can be solved as follows.

Xnew = arg min ‖YW XT
new −Dout

W ‖, s.t.Xnew � 0. (6)

Likewise,we define an m × 1 matrix Din
W = [√wX1D

in
1
√

wX2D
in
2 ...√

wXmDin
m ]T and an m×d matrix XW with√wXiXi as its row vectors. Therefore

the Eq.(5) can be solved as follows.

Ynew = arg min ‖XW Y T
new −Din

W ‖, s.t.Ynew � 0. (7)

Eq. (6)-(7) are non-negative least squares constraints problems, they can be
solved by the algorithm proposed in [20]. In our simulator [33] written in Matlab
6.0, the function called lsqnonneg is used to solve the nonnegative least-squares
constraints problem.

In Phoenix, we calculate the weight as follows. If Hnew is a newly joined host,
we set all wXj = wYj = 1 and calculate its initial NC. From this round, it applies
Eq.(8)-(11) to determine the weights and updates its NC periodically.

For each reference host j of Hnew, we define the error of each vector as follows.

EXj = ‖Xj · YHnew −D(j, Hnew)‖
EYj = ‖XHnew · Yj −D(Hnew, j)‖

(8)
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Thus the median values of both the error of EXi(1 ≤ i ≤ m) and EYi(1 ≤ i ≤
m) are

MX = mediani(EXi)
MY = mediani(EYi)

(9)

Then we can get the wXj and wYj as follows.

wXj =

⎧⎪⎨⎪⎩
1, if EXj < MX ;
MX/EXj , if MX < EXj < C ∗MX ;
0, otherwise.

(10)

wYj =

⎧⎪⎨⎪⎩
1, if EYj < MY ;
MY /EYj , if MY < EYj < C ∗MY ;
0, otherwise.

(11)

C is set as 5 in our Phoenix implementation.

Algorithm 1. Phoenix Algorithm
Connect to Rendezvous Point(RP)
Get Reference Host Candidates(RP)
Connect to Reference Hosts()
round = 1
while forever do

Get(d(·),X(·), Y (·))
if round = 1 then

wXj = wYj = 1
[Xnew , Ynew ] = NC Calculation(d(·), X(·), Y (·), wX(·), wY (·))

end if
[wX(·), wY (·)] = Weight Calculation(D(·), X(·), Y (·), Xnew , Ynew)
[Xnew , Ynew] = NC Calculation(D(·), X(·), Y (·), wX(·), wY (·))
Wait(Update Interval);
round = round + 1

end while

Algorithm 1 shows the procedure of a new host joining the Phoenix NC system
(Suppose this host is not one of the early hosts). This new host first contacts
the Rendezvous Point (RP) of the Phoenix system like all other P2P schemes.
After obtaining a list of reference host candidates, it contacts them and select
m hosts out of them as its reference hosts. Then it starts its NC calculation
and updates its NC periodically using the weighted NC calculation model. In
every round, the new host measures its RTTs to its reference hosts as well as
retrieves their NCs before the weighted NC calculation. Specifically, in its first
round, it will calculate its initial NC using non-negative least squares (without
introducing weight), then the weighted model can be applied from then on.



320 Y. Chen et al.

Table 1. TIV of the Data Sets

DataSet Hosts triples in TIV s pairs in TIV s

AMP 110 4.29% 48.07%

PlanetLab 169 25.71% 86.53%

King 1740 12.32% 85.52%

P2PSim 1143 17.10% 97.33%

Meridian 2500 23.50% 96.55%

4 Performance Evaluation

4.1 Setup of the Experiment

In our experiment, we compare Phoenix with IDES and Vivaldi. All of these three
systems use 10-dimensional coordinates. In Phoenix, each host has m reference
hosts. Likewise, there are m randomly selected landmarks in IDES. In Vivaldi,
cc and ce are set to 0.25 as an empirical value and each host has m neighbors.
In our experiments, we set m as 32. 10 runs are performed on each data set and
the average results are reported.

We use five typical data sets from real Internet measurement to study the
prediction accuracy of different NC systems. The first data set is the AMP
data set [9], which includes the RTTs among 110 Internet hosts. The hosts
are mainly at NSF supported HPC sites, with about 10% outside the US. The
second data set is the PlanetLab data set [9], which includes the RTTs among
169 PlanetLab [23] hosts all over the world. The third data set is King data
set which includes the RTTs among 1740 Internet DNS servers [19]. The fourth
data set is P2PSim data set, which includes the RTTs among 1143 Internet
DNS servers. These DNS servers were obtained from an Internet scale Gnutella
network trace [9]. The fifth data set is Meridian data set which is from the Cornell
Meridian project [27]. It measures the pairwise RTTs between 2500 hosts.

The effect of TIV is studied on these five data sets with two metrics proposed
in [30]. The triple of hosts violating the triangle inequality is called a bad triangle.
The first metric is triples in TIVs, which is defined as the percentage of triples
that form bad triangles. The other metric is pairs in TIVs, which is defined as
the percentage of pairs of hosts that are long sides in bad triangles (i.e., pairs
that have an alternate shorter path). Table.1 shows the results. It is obvious
that TIVs are quite different among these data sets. Thus we can evaluate our
Phoenix NC system in different Internet delay structures.

4.2 Evaluation Results on Prediction Accuracy

In this subsection, we compare the REs of IDES, Vivaldi and Phoenix. More
precisely, we evaluate both IDES(SVD) and IDES(NMF). Besides the complete
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Fig. 2. Prediction Accuracy Comparison

Phoenix, we also show the results of Phoenix(Simple). In the NC calculation pro-
cedure, Phoenix(Simple) doesn’t use weighted model. It just simply sets all the
weight to be 1. The comparison between Phoenix and Phoenix(Simple) demon-
strates the improvement of the weighted model. Thus we have five different
implementations of NC systems in this comparison.

Fig.2 shows the comparison between these five NC implementations under
five different data sets. As in [18, 9], more attention is paid to the 90th Per-
centile Relative Error (NPRE) since it can guarantee 90% of the hosts have
lower RE values than it. In all these five data sets, Phoenix performs the best.
The performance of Phoenix(Simple) is close to IDES(SVD) and IDES(NMF)
because weighted model hasn’t been applied on it. But it’s still an improvement
over IDES since it will never give negative predicted distance. Compared with
Vivaldi, the representative Euclidean distance based NC, Phoenix can reduce
the NPRE by between 18.34% (P2PSim data set) and 52.17% (AMP data set).
Our simulation results demonstrate that Phoenix can achieve high prediction
accuracy in a decentralized and practical way.

4.3 Convergence Behavior of Phoenix

In this subsection, we study Phoenix in terms of the number of rounds (samples)
required for convergence under a flash-crowd scenario, i.e., all hosts join simul-
taneously. We define median prediction error as mediani,j(‖DE(i, j)−D(i, j)‖).
As in [19], we plots the median prediction error as a function of NC update
rounds used per host in Fig.4(a). We can see in all the five data sets, the conver-
gence of Phoenix is fast according to our simulation results. Basically, Phoenix
will converge in less than 10 rounds.

We compare Phoenix with Vivaldi in terms of the number of samples required
for convergence. For a Vivaldi host, in each update round it probes one of its
neighbors and retrieves the NC of this neighbor. We regard this process as one
sample. For a Phoenix host, it has 32 neighbors and each neighbor has incoming
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Fig. 4. The Impact on Measurement Anomalies

vector and outgoing vector, thus each update round needs 64 samples. We have
done the comparison on all the five data sets and have drawn similar conclu-
sions. Due to space limitation, we only show the results on PlanetLab data set.
In Fig.4(b), we can see only in first round (first 64 samples), the median pre-
diction error in Phoenix is 9% larger than that of Vivaldi. Thereafter, Phoenix
converges very fast. The median prediction error in Phoenix needs less than 200
samples to converge to 12ms whereas in Vivaldi it needs about 300 samples.
Also, we can find that the final median prediction error of Phoenix is about
31% smaller than Vivaldi. Thus the convergence of Phoenix is very fast and
effective.

4.4 Robustness over Measurement Anomalies

In previous study, we assume that all the measurement results from the data
sets are accurate. However, in the real world, measurement may contain various
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kinds of errors [9]. A robust NC system will still give accurate prediction under
a small amount of measurement anomalies. The robustness of these systems are
evaluated by the experiment proposed in [9]. For a certain data set, we randomly
pick p percent links of the data set and increase the RTTs of these links to λ times
of the original values. Then we run NC system on the modified data set. When
calculating the RE after the simulation, we compare the predicted distances to
the actual network distances (i.e. the original value without injected errors). We
vary the p value and see the evolution of median RE. As in [9], λ value is set as
3 and 10.

We have done the experiment on all the five data sets and have drawn simi-
lar conclusions. Due to space limitation, we only show the results on PlanetLab
data set in Fig. 4. In IDES, Vivaldi and Phoenix(Simple) system, the amount of
median RE increases when the amount of inaccurately measured links increases.
The higher the degree of measurement error λ is, the faster the median RE in-
creases along with p. In contrast, the results in Phoenix are quite different, while
median RE only increases slightly along with p. Thus Phoenix is very robust to
small amount of measurements anomalies. The difference between Phoenix and
Phoenix(Simple) demonstrates that the weighted model can eliminate the im-
pact of measurement anomalies greatly.

5 Conclusion and Future Work

In this paper we proposed the design and implementation of a decentralized dot
product based NC system, Phoenix. Phoenix employs a weighted NC calcula-
tion model to reduce the effect of error propagation and it’s a practical system
which never gives negative predicted distance. Extensive simulation results with
real Internet traces show that Phoenix achieves much higher prediction accu-
racy than state-of-the-art NC systems in different typical Internet data sets. We
have also demonstrated that the convergence of Phoenix is fast and it performs
robustly over small amount of measurement anomalies. Compared with IDES,
Phoenix not only has better prediction accuracy but also can guarantee all the
predicted distances non-negative. In short, Phoenix is an accurate, practical and
decentralized solution to scalable Internet distance prediction.

Our future work of Phoenix is wide-area deployment. We will improve Phoenix
in large scale Internet experiments and we believe Phoenix will be a robust,
accurate and widely-used NC system.
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Abstract. In recent years, a number of commercial peer-to-peer TV
(P2PTV) applications have been launched. Yet, their mechanisms and
characteristics are unknown. In this paper, we study SopCast, a typical
proprietary P2PTV system. Treating SopCast as a black box, we per-
form a set of experiments that are suitable to analyze SopCast in depth.
We attempt to disclose the SopCast protocol. The dynamic nature of the
SopCast overlay, in terms of node degree, is also addressed in this paper.
Our approaches in analyzing the SopCast mechanism and characterizing
its topological properties reveal important design insights in SopCast,
and may help to better understand similar P2PTV systems.

Keywords: Topology dynamics, SopCast, P2PTV.

1 Introduction

The success of peer-to-peer (P2P) file-sharing systems has spurred the deploy-
ment of P2P technologies in many other bandwidth-intensive large-scale ap-
plications. Peer-to-Peer Television (P2PTV) has become a popular means of
streaming audio and video content over the Internet. Example applications are
CoolStreaming [8], TVAnts1, TVU2, SopCast3, etc. It is important to evaluate
the traffic impact of such applications, while modeling their behavior. However,
P2PTV streaming systems, such as SopCast, are developed for commercial pur-
poses: thus, very little is known about their architectures. Some papers claim
that SopCast is based on similar principles as those underlying CoolStreaming,
e.g. [2], some refer to it as a BitTorrent-based P2PTV system, e.g. [1], but all
without substantiating their claims. Furthermore, SopCast traffic is encoded,
which makes understanding the protocol even more challenging. In this paper,
we will investigate the SopCast P2PTV system by answering the following two
questions. What is the operational mechanism in SopCast? How are topology
dynamics reflected in the SopCast overlay?

The rest of the paper is organized as follows. In Section 2, related work is
discussed. Section 3 describes the measurement settings in PlanetLab4 network.
1 http://tvants.en.softonic.com/
2 http://www.tvunetworks.com/
3 http://www.sopcast.org/
4 http://www.planet-lab.org/

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 326–337, 2009.
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Based on the experiments conducted in Section 3, we present our understanding
of the SopCast protocol in Section 4. Our methodology of modeling the time-
variant SopCast overlay and the derived results are provided in Section 5. In
Section 6, we conclude the paper.

2 Related Measurement Studies Performed with SopCast

Ali et al. [6] evaluated the performance of both PPLive5 and SopCast. They
conducted experiments on a single host joining a system. The systems were run
under different environments and the collected data was further analyzed to
give insight into SopCast’s operation. Silverston et al. [7] analyzed the different
traffic patterns and underlying mechanisms of several P2PTV applications. Their
study is based on a single measurement day. The dataset collected in this paper
is from two personal computers that are directly connected to the Internet from
their campus network. Sentinelli et al. [1] performed two sets of experiments on
SopCast. There were in total 27 peers connected to a popular SopCast channel
in the first experiment, while the second experiment was run on the PlanetLab
network with 1 node acting as the source and 10 nodes performing as peers.

Most of the previous work is executed from a single point of observation [7],
or from a small number of vantage points [1], [6]. Thus, results from these pa-
pers cannot accurately reflect the performance of the entire SopCast network.
Furthermore, characterizing dynamic peer-to-peer networks has been considered
a research field with a lot of contentions. The major dispute is on the accuracy
of the captured topology snapshots in reflecting the actual peer-to-peer overlay.
Stutzbach et al. [3] quantified the effects of the crawling duration and the ratio
of unreachable peers on deriving network characterizations.

In this paper we study the SopCast protocol and provide our solutions to
evaluating the topological properties (with respect to the degree distribution)
and dynamics in a P2PTV network.

3 Experimental Settings

We have used PlanetLab for our experiments, because it allows us to evaluate
the entire constructed overlay. The experiment consists of two types of nodes.

A standard personal computer located in our campus network, which acts as
the source provider6 (SP). With the SP, we registered a dedicated channel to
the SopCast network. In this channel, a small cartoon movie with a duration
of 2 minutes and size of 3.5 MBytes is continuously broadcast in a loop. Thus,
our experiment resembles a streaming system. The SP runs Windows XP. It is
equipped with an Intel Pentium 2.4 GHz processor, 512 MB RAM and a 10/100
FastEthernet network interface, which is further connected through a router
5 http://www.pplive.com/
6 The source provider is the node who broadcasts the entire video by using SopCast

software..
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to the Internet. The second type of nodes are PlanetLab nodes that act as
SopCast peers viewing the TV channel released by us. Each of the 51 PlanetLab
nodes under consideration runs the following software: (1) SopCast Client (Linux
version), with command line control; (2) Tcpdump7 to enable passive monitoring
on the traffic transmitted at the SopCast peers; and (3) Perl8 Scripts to remotely
control the PlanetLab nodes.

We conducted a single experiment on 11:00 am, August 22nd, 2008. The ex-
periment lasted for roughly 40 minutes. The 51 PlanetLab nodes were controlled
in such a way that they joined and left the network simultaneously. We collected
the traffic log files captured by tcpdump from all the 51 peers. Traffic collection
at the SP is accomplished with Ethereal [4]. The collected trace files from the
51 PlanetLab nodes are further processed and analyzed with AWK9 scripts.

4 Dissecting the SopCast Protocol

SopCast is a proprietary P2PTV application and consequently the SopCast
website only provides limited information about SopCast’s video delivery mech-
anism. Although the work presented in this paper has been conducted in a thor-
ough and careful way, without having the source code of SopCast, the claims
that we have made are based on our investigation of SopCast. They are not the
exact description of the protocol. In this paper, we only present our conclusions
on the peer communication scheme and video delivery rule in Sopcast, because
they play important roles in determining the topological properties in SopCast.

4.1 Identification of SopCast Packets

Tcpdump reveals that SopCast relies on UDP. Since we are not able to decode the
SopCast traffic, it is not possible to tell exactly what kind of messages are being
exchanged in the captured trace files. To figure out the packet functionalities,
we studied the packet lengths and the corresponding delivery patterns. Table 1
presents our findings.

Table 1. Summary of SopCast traffic
Type Size (bytes) Functionality

Video 1320 Maximum size of the video packets
packet 377, 497, 617, 1081, 1201 Video fragments

52 HELLO packet to initiate link connections
80 Confirmation on receiving the HELLO packet

Control 28 Acknowledgement
packet 42 Keep-alive message with neighbors

46 Video requesting packet

7 http://www.tcpdump.org/
8 http://www.perl.org/
9 AWK is a general programming language that is designed for processing text-based

data, either in files or data streams.
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4.2 Neighbor Communication in SopCast

Assuming that a SopCast peer has retrieved a random list of peers (a peerlist)
in the network, it will start to choose some peers with whom connections are
established. If two peers exchange a 42-byte control packets with each other, we
refer to these peers as being neighbors.

Communication between two peers in SopCast is always initiated by a 52−80
byte packets pair. Once the connection is established, the pair of peers keeps
exchanging a sequence of 42-byte packets with each other. The 42-byte packets
are transmitted with a high frequency, roughly every second. We denote this
packet as a keep-alive packet. With the keep-alive packets, a peer announces
its existence in the network. The purpose is to maintain neighbor relation with
others via the decentralized communication between peers. Peers can lose neigh-
bors. In case a neighbor does not respond to the keep-alive packets, the peer
stops contacting this neighbor until it chooses the neighbor again. A graphic
illustration of the neighbor communication scheme is shown in Fig. 1(a).
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Fig. 1. Diagram of (a) neighbor communication and (b) video delivery in SopCast

4.3 Video Delivery in SopCast

Video delivery in SopCast is chunk-based. The TV content in SopCast is divided
into video chunks or blocks with equal sizes of 10 kbyte. This finding is in line
with the video chopping algorithm implemented in many existing P2P systems,
although the chunk size may be different10. If a peer is providing video packets
to its neighbors, we refer to the peer as a parent. A child is defined if a peer is
receiving video packets. A peer is allowed to have multiple parents and multiple
children. A parent-child relation can be established only when two peers are
neighbors. A peer is free to request multiple video blocks from its parents.

A peer in SopCast never voluntarily delivers video streams to its neighbors. To
download video packets, a child always needs to request them from its parent(s)
via a video request packet with the size of 46 bytes, see Fig. 1(b). After receiving
the request, its parent(s) will deliver a series of video packets to the child. In case
10 In Bittorrent, the default size of the chopped block is 256 kbytes.
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the child needs more blocks, it sends another request. The requested blocks are
treated as a large datagram during transmission. Due to the IP fragmentation
principle, a large datagram such as 10 kbytes should be segmented into smaller
pieces in order to pass over the Ethernet. SopCast sets the maximum size of the
video packet to be transmitted to 1320 bytes. A generalization of the video block
fragmentation rule is

n× 10 kbyte = x× 1320 bytes + y (1)

where n is the number of requested video blocks, x is the number of 1320-byte
video packets, and y is the size of the smaller fragment in bytes (377, 497, etc.),
as presented in Table 1.

5 Topological Properties of SopCast

5.1 A Two-Layer SopCast Overlay

The topology of the SopCast overlay network can be generated with peers as
nodes and connections as links. The SopCast overlay is constructed with decen-
tralized peers. We study the SopCast overlay as a two-layer architecture consist-
ing of the neighbor graph GN and the video graph GV . Both graphs are formed
with directed links. We define a peer as a node that is active in both downloading
and uploading processes. The SP is not included in the two layers, because it
only supports a number of children with video downloading. Notice that not all
neighbors will share video streams with each other. A straightforward relation
between the two layers is GV ⊆ GN .

The neighbor graph is formed by a set of nodes with neighbor relations. A
link in the graph is denoted as a neighbor link. A neighbor link is established if a
node pair is regularly sending keep-alive messages. If the keep-alive messages are
not observed for some time, the link is considered to be inactive. The outgoing
degree Dout of GN defines the number of neighbors that a random peer has
in the network. The video graph consists of peers that are transmitting video
blocks. The incoming degree Din of the video graph indicates the number of
parents that a random peer has. The outgoing degree determines the number of
children that an arbitrary peer supports. A video link is activated if there are
video packets being transmitted from the parent to the child.

5.2 Reflecting the Dynamic Overlay

In a high churning network, such as SopCast, we are not interested in taking
instantaneous snapshots. Because an instantaneous snapshot is taken at an exact
time point (in the order of microseconds), thus capturing only a few nodes and
links. In this paper, we study the network dynamics by continuously taking
network snapshots with the duration τ as time evolves and show them as a time
series. A snapshot captures all participating peers and their connections within
a particular time interval, from which a graph can be generated. The snapshot
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duration may have minor effects on analyzing slowly changing networks, such
as Internet on Autonomous System (AS) level topologies. However, in a P2P
streaming system, the characteristics of the network topology vary greatly with
respect to the time scale of the snapshot duration, as addressed in [3].

We define an active (neighbor or video) link if two peers in SopCast are
continuously transmitting keep-alive messages, or video packets. Often, we could
notice temporary ceasing of the connection between two peers. After a period
which ranges from several seconds to hundred seconds, they contact each other
again. If the time period that two peers stop communication is in the order of
hundred seconds, we can confirm a connection closure on the (neighbor or video)
link. Whereas, due to transmission, or processing delay, or network congestion, a
peer may send the keep-alive packets, or video packets with longer delay. Hence,
such a link should be considered as active even though packet delivery is not
observed for some small time.

To define the activation period of a neighbor link in SopCast, we have
processed the traces and obtained the time interval between two consecutive
keep-alive messages between all node pairs. From the parsed dataset, the corre-
sponding probability density function (pdf) is plotted in Fig. 2 (left figure). This
statistical analysis suggests that, with high probability (more than 95% of the
cases), a peer sends two consecutive keep-alive packets to its neighbors within
2.5 seconds. Thus, we consider the threshold of τN ∼ 2.5 s as the activation
period of a neighbor link. If two peers have not contacted each other within this
interval, termination of a link connection is assumed. With the same approach,
the pdf of the time interval between two consecutive video requests for all node
pairs is plotted. Indicated in Fig. 2 (right figure), the activation period of a video
link is around τV ∼ 2.0 s. If a child A requests video blocks from its parent B
within 2.0 s from the previous request, the video link is considered to be active.
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Fig. 2. Pdf of the activation period of the neighbor link (left) and the video link (right).
Threshold of activation period for the neighbor link is τN ∼ 2.5 s, andτV ∼ 2.0 s for
the video link.

5.3 Topology Evolution of the Neighbor Graph

SopCast deploys certain principles to discover neighbors by exchanging peerlists.
A peer is consequently expected to be able to contact, at least a portion of the
neighboring peers in the network. We take snapshots of the neighbor graph
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Fig. 3. Topology evolution of the neighbor graph as a function of time series. The
outgoing degree defines the number of neighboring connections a node once maintained.
In the bottom-right sub-figure, Pr[Dout = k] is fitted with the degree distribution of a
random graph with link density p = 0.999.

during the time interval of [0, T ], with T = 10, 60, 300, 600 seconds respectively,
so that all the participating peers and links that have once been active from the
beginning of the experiment till the time T have been captured. All the historical
neighboring connections are accumulated in these snapshots.

With the captured snapshots, four directed graphs are obtained. Multiple lines
between two peers are removed. We plot the pdf of the outgoing degree (Dout)
of the four graphs in Fig. 3. We notice that peers discover their neighbors quite
fast in SopCast. After 300 seconds, the neighbor topology already converges to a
full mesh, which means that SopCast peers have the ability to find almost all the
other neighbors within a relatively short period of time. The distinct property
of neighbor discovery is better illustrated in Fig. 4, in which the evolution of the
average outgoing degree of all peers is plotted as a function of time. The average
outgoing degree grows rapidly during the first 5 minutes of the experiment11.
The standard deviation of the average outgoing degree is also shown. In the first
several minutes, peers tend to behave differently. Some of them contacted with
more neighbors, while some only meet a few. This is the reason that a large
standard deviation appears at the beginning of the experiment. As time evolves,
the activity of neighbor discovery gradually converges at different peers. After 5
minutes, the standard deviation has reduced substantially.

The activation period of a neighbor link was found to be 2.5 s in the previous
subsection. By taking network snapshots with this interval, we could obtain some

11 Compared to the entire duration of the experiment (40 minutes), this period can be
considered to be short.
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Fig. 4. The average outgoing degree of the neighbor graphs as a function of time

insights on the number of neighbors that a peer communicates during this period.
The neighbor graph is examined during the time interval of [5 min, 35 min]. This
is because, in the first 5 minutes, peers are trying to discover more neighbors,
thus the peerlist may not be completely filled in. The last 5 minutes are also
excluded, because two PlanetLab nodes came off-line unexpectedly. By taking
snapshots every consecutive 2.5 s, 720 network topologies are obtained, which
generate 28050 samples of the outgoing degree in total. The derived pdf of the
outgoing degree is well fitted with a Gaussian distribution. The average number
of contacted neighbors within 2.5 seconds is around 37.73. We also extended the
snapshot duration to 10 seconds as a comparison. The average outgoing degree
increases slightly to 41.60. This observation reveals relatively stable connections
between peers. If a peer frequently removes its neighbors in the peerlist and
substitutes them with new ones, the average outgoing degree of the neighbor
graph would be larger than 41.60 in the longer snapshot interval of 10 s.

5.4 Topology Dynamics of the Video Graph

The SopCast protocol specifies a set of streaming delivery rules that are used
to guide peers to actively connect to others, or allow other peers to establish
connections to themselves. We aim to understand how SopCast coordinates peers
to share video streams from the perspective of a network topology.

We study the video graph when peers have chances to contact with almost
every neighbor in the network, e.g. after 5 minutes of the experiment in Fig. 3,
because a peer is expected to keep the best performing neighbors in its peerlist
and the network is considered to be more stable from this time. Hence, the
topology of the video graph is also examined during the time interval of [5 min,
35 min].

Recall that the activation period of a video link was found to be 2.0 sec-
onds. We divide the time period of [5 min, 35 min] to sequential time slots of
2.0 seconds, resulting in 900 network snapshots of GV . The 900 snapshots pro-
vide us with 32320 samples of the incoming degree (Din), and 27697 samples of
the outgoing degree (Dout). The incoming and outgoing degree distributions are
obtained by making the histogram of the 32320 in-degree samples and 27697 out-
degree samples respectively. In Fig. 5, SopCast peers only retrieve video packets
from, on average, 1.86 neighbors during 2.0 seconds. In rare cases, a node may
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Fig. 5. Pdf of the incoming degree (number of parents) of the video graph on a linear
scale. Snapshot duration of the video graph is set to 2.0 s. A Gaussian fitting describes
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graph with very low link density p  1.0.

contact more than 10 peers to download streams. The observation suggests that
there might be a threshold γ of the maximum number of parents that a node is
allowed to connect with, most likely with γ = 4.

The outgoing degree distribution of the video graph shows different behaviors.
A supernode structure emerges when looking at the curve plotted on a log-log
scale in Fig. 6 (left). A supernode in a P2P network refers to a node that can
offer good uploading bitrates and establishes many connections with different
children. It seems that SopCast peers are allowed to select several parents to
establish downloading connections, while they will only choose the ones that
provide better uploading performance, which leads to the existence of supern-
odes. In this section, we only inspect the supernode structure in terms of node
degree. In Section 5.5, we will show the supernode structure from the perspec-
tive of uploading throughput. Interestingly, Pr[Dout = k] on a log-lin scale also
fits well with a line curve. A similar observation was found by Janic et al. [5].
We think the network size is not large enough to warrant a definite conclusion.
However, with the PlanetLab network, a large networking scale, e.g. N  100
was not possible during the period in which we performed the experiments. We
have carried out another experiment with 132 PlanetLab nodes, which gave us
similar results as in Fig. 6.

In the following, we will substantiate our statement on the importance of
the snapshot duration for reflecting the network properties. By increasing the
snapshot duration to 10 s, a dominating power-law distribution of the outgoing
degree is still observed. When enlarging the time scale of the snapshot duration
to 100 s, the power-law behavior of Dout is replaced by a Gaussian distribution.
The discrepancy of the distribution in Dout with snapshot duration of 100 s is
mainly caused by the fact that a peer may support different children over time
and these changes are accumulated in the captured snapshots. The divergency
observed with different snapshot durations suggests us to model the video graph
with respect to different time scales that are used to capture network snapshots.
Besides, the accuracy of the obtained snapshots should be discussed carefully.
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In our case, we consider a snapshot duration of 2.0 seconds as the accurate
parameter to characterize the essential properties of the video graph.

5.5 SopCast Network Load Distribution

A critical issue of a peer-to-peer streaming system is to fairly distribute the
network load to peers participating in the video delivery process. It is very likely
that the so called tit-for-tat principle is not implemented in SopCast. A peer
can request video packets from one of its neighbors, without offering any video
blocks to this neighbor. For instance, we have noticed constant uploading from
PlanetLab node freedom.informatik.rwth-aachen.de to planetlab1.pop-mg.rnp.br,
but no uploading activity in the reverse direction.

In Fig. 7, we present the total downloading and uploading throughput at every
single peer. Peers tend to have uniform downloading throughput, as the black
dotted line shows. However, they behave differently regarding their uploading
performance. There are several nodes downloading much less than others, which
may be caused by bandwidth limitations12 at these nodes.

In SopCast, a node can download video streams either from the SP, or from
other peers. We noticed that SopCast has limited the maximum number of chil-
dren connected to the SP simultaneously to 11. The downloading throughput
from decentralized peers and the SP at every single node are also presented in
Fig. 7. We notice that the SP in SopCast does not change its children very often.
During the entire experiment, only 15 nodes downloaded video blocks from the
SP. These 15 peers act as the major force (supernodes) to provide video blocks
to other peers and contribute the most in terms of uploading throughput. The
burden of the SP is consequently alleviated.

We have indicated the existence of supernodes in terms of node degree and
uploading throughput. We also found a strong correlation between the outgo-
ing degree and the uploading throughput of a supernode, namely, a peer that
establishes many connections with its children uploads more video blocks. Our
observations suggest a hierarchical structure of the video graph. Although the

12 Bandwith of a PlanetLab node can be limited by PlanetLab administrator.
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Fig. 7. Uploading and downloading throughput at every SopCast node during the
entire experiment (40 minutes). The x-axis presents the identification number (ID) of
each individual peer. The uploading throughput (downloading throughput) at a single
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(parents) the peer has.

SP performs a critical role in broadcasting the video streams, it is not the major
resource from which peers can download video blocks. The peers that are directly
connected to the SP act as the supernodes in SopCast. They support many chil-
dren, and contribute to the largest uploading bandwidth in the network. The
other peers download video blocks from the supernodes.

6 Conclusions

In this paper, we have performed a series of experiments in a controlled envi-
ronment with a set of PlanetLab nodes running the SopCast application. Our
aim was to understand the mechanisms in SopCast and further to characterize
the topological properties of this dynamic P2PTV overlay. Via passive measure-
ments, we discovered the basic mechanism deployed in the SopCast protocol and
modeled the SopCast network with a two-layer architecture.

Based on our measurements and analysis, our main conclusions are: 1) Sop-
Cast traffic can be categorized in control packets and video packets. The control
packets fulfil different functionalities, which coordinate the operation of the Sop-
Cast application. The video packets deliver the TV content. 2) Communication
between SopCast peers is decentralized. Peers discover their neighbors very fast.
The constructed neighbor graph is considered to be resilient, since it is close to
a full mesh. 3) Video delivery in SopCast is chunk-based. Each video chunk has
equal length of 10 kbytes. A peer is free to request multiple blocks from its par-
ent(s). 4) The incoming degree distribution of the video graph can be modeled as
a random graph with very low link density p! 1.0. While a potential power law
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behavior is observed with the outgoing degree distribution of the video graph.
A node with good uploading performance can act as a supernode in SopCast. A
supernode sacrifices a large amount of upload bandwidth to its many children. 5)
An adequate snapshot duration is important in understanding the actual topol-
ogy changes of P2PTV networks. In SopCast, we have found τN ∼ 2.5 s, and
τV ∼ 2.0 s as the reference snapshot duration in the neighbor graph and video
graph respectively.
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Abstract. Recent research efforts have shown that the popular Bit-
Torrent protocol does not strictly enforce fairness and allows free-riding,
mainly via optimistic unchokes.

This paper proposes a BitTorrent-like protocol, that encourages peers
of similar upload bandwidth to be buddies— peers collaborating for mu-
tual benefit. Buddy peers mostly satisfy their download needs through
their buddies and perform optimistic unchokes only when absolutely nec-
essary. As a result, the buddy protocol improves fairness via explicit
cooperation between buddies, and limits bandwidth spent on random
optimistic unchokes, leading to a system more robust against free-riders.

We implemented the buddy protocol on top of an existing BitTorrent
implementation and ran experiments on a controlled PlanetLab testbed
to evaluate its impact. Our results show that the buddy protocol pro-
motes fairness, discourages free-riding, and improves the robustness of
the system as compared to regular BitTorrent. It also provides incentives
to be adopted by all the peers in the system.

Keywords: BitTorrent, Buddies, fairness, incentives.

1 Introduction

The BitTorrent protocol [1], one of the most popular protocol for peer-to-peer
content distribution, aims to provide fairness among peers by applying the tit-
for-tat (TFT) unchoking mechanism to incentivize contribution and discourage
free-riding. Despite this, previous studies [2, 3,4] showed that BitTorrent suffers
from unfairness, particularly for high capacity leechers. Other studies [5, 6, 7]
showed that free-riding opportunity exists in BitTorrent. One of the main con-
tributor to this lack of fairness is the optimistic unchokes mechanism, another
unchoking mechanism that is used in BitTorrent. As this mechanism facilitates
continuous discovery of better peers to interact with, it also facilitates upload
imbalance, dynamically creates a major opportunity for peers to obtain data
without uploading in exchange. However, it is also been shown to greatly con-
tribute to the robustness of the protocol [5], making it hard to be replaced.

In this paper we propose an alternative mechanism that dynamically creates
buddies—pairs of peers having similar upload bandwidth that collaborate for
mutual benefit. The buddy relation is based on the upload history during the

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 338–351, 2009.
c© IFIP International Federation for Information Processing 2009
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relation existence, and not only on the last round of contribution as in reg-
ular BitTorrent’s TFT mechanism. Peers in buddy mode aim to satisfy their
download needs through their buddies and perform optimistic unchokes only
if absolutely necessary. Hence, the buddy mechanism mostly obviates the need
for optimistic unchokes, while at the same time improves fairness and system
robustness.

We implemented our buddy protocol on top of an existing BitTorrent im-
plementation. We ran experiments with different configurations on controlled
PlanetLab testbed in order to evaluate the impact of the buddy protocol on
different level of contributing leechers and free-riders in comparison to the reg-
ular BitTorrent. In the experiments, our buddy protocol exhibits the following
properties:

1. It promotes fairness as high capacity leechers who suffer from the unfairness
in regular BitTorrent improve their download rate, and low capacity leechers
who used to benefit from this unfairness are slowed down.

2. It provides a clear incentive for all level of contributing leechers to adopt it,
even to those low capacity leechers who are slowed down due to it.

3. It discourages free-riding by limiting the optimistic unchokes, in comparison
to the regular BitTorrent, thus directly hurting free-riders performance.

4. It improves the system robustness as increasing free-riding has less impact
on the contributors performance, as compared to the regular BitTorrent.

We develop an analytical model that explains leechers interactions in the pres-
ence of the buddy protocol and justifies our design choices. Based on this model
and game theory, we prove the existence of Nash Equilibrium when all the con-
tributing leechers adopt the buddy protocol.

The rest of this paper is structured as follows. In section 2 we provide a
brief description of BitTorrent. In section 3 we present the design of our buddy
protocol, while in section 4 we describe the analytical model that has guided this
design. Implementation details are discussed in Section 5, and then the results
of our PlanetLab experiments are presented in Section 6. Finally, section 7 sets
our approach in the context of related work, and section 8 concludes.

2 BitTorrent Overview

The BitTorrent protocol is a popular peer-to-peer content distribution protocol
that has been demonstrated to scale well with many participating clients.

Before the distribution process, the content provider divides the data con-
tent into multiple pieces which further divided into multiple subpieces. It then
creates a metainfo file, containing information necessary for initiating the down-
load process. This information includes the address of the tracker, a centralized
coordinator that facilitates peer discovery.

In order to join a torrent(or swarm)—a group of peers participating in down-
load of a content—a client downloads the metainfo file. It then connects the tracker
from which it receives a peer set of randomly selected peers currently transferring
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the content pieces. These might include both leechers, who are still in the down-
loading process, and seeds, who have the entire content and are providing it to
others. The new client can then connect peers in this set and request pieces.

The decision to whom to upload data is made independently by the leecher via
the choking algorithm, applying the tit-for-tat mechanism that gives preference
to those leechers who upload data to the given leecher at the highest rate. More
specifically, once every rechoke period, typically 10 seconds, a leecher checks the
current download rates of all leechers in its peer set. Then it selects the fastest
uploaders and only uploads to those, while choking the rest for the duration of
the rechoke period. This unchoking mechanism is called regular unchoke. The
number of unchoked peers (slots) depends on the implementation and might be
fixed or changed dynamically as a function of the available upload bandwidth. A
different unchoke strategy is followed by seeds since they do not need to download
any pieces. The most common one is unchoke leechers in a round-robin aiming
to distribute data uniformly. We used this strategy in our experiments.

Beside the regular unchokes, leechers reserve a portion of their available band-
width for sending pieces to random peers, a so-called optimistic unchoke mech-
anism. This mechanism enables the continuous discovery of better partners, and
it also enables newcomer leechers, to download some data and start exchanging
pieces. Optimistic unchokes are rotated randomly among the peer set typically
once every three rechoke periods allowing enough time for leechers to demon-
strate cooperative behavior.

2.1 Motivation

In this section we look at some problems in BitTorrent that motivate our design.
Figure 1 shows the impact of optimistic unchokes on the expected download rate
as a function of the P2P observed bandwidth distribution given in [2]. We assume
that one unchoke slot is used by the optimistic unchokes mechanism, and that
the regular unchoke mechanism works perfectly, i.e. the download rate and the
upload rate through regular unchoke are equal. Clearly, we can see that the
sub linear behavior of the expected download rate leads to unfairness for high
capacity leechers, where low capacity leechers benefit from this unfairness. Note
that in the observed bandwidth distribution the majority of the leechers are
low capacity leechers with 88% of the leechers having less than 300KB/s upload
capacity. This result motivates us to look for a replacement for the optimistic
unchoke mechanism.

As for the regular unchoke mechanism, the number of unchoke slots that
a leecher uses for regular unchoke can be fixed or dynamic as a function of
the leecher’s ability to saturate its upload capacity. This again might lead to
unfairness, since typically, in real torrents, the download capacity of a leecher
might be greater than the upload capacity. Thus, high capacity leechers might
upload in full capacity, but not be able to download as much due to upload
constraints of the downloading leechers and limited number of unchoke slots.

In addition, the choking decision in based on leechers’ upload rate from the
last rechoke period only, ignoring longer history that is available.
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3 Design

We now turn to describe the design of our buddy protocol, which augments Bit-
Torrent with the notion of buddies—pairs of peers having similar upload capacity,
collaborating for mutual benefit. The main goals of the protocol are reducing
the unfairness that BitTorrent suffers from, and discouraging free-riding. The
protocol achieves these goals via explicit cooperation, as well as the tit-for-tat
choking mechanism already employed by BitTorrent. In addition, it significantly
limits the optimistic unchokes, where high capacity clients are forced to peer
with those with low capacity while searching for better peers, an acknowledged
opportunity for free-riding in BitTorrent [7].

The protocol comprises three main parts: the process by which buddy rela-
tions are formed, the process by which buddy relations are monitored, and the
algorithm peers use to decide who to unchoke. We describe these in turn.

3.1 Buddy Formation

A leecher P that is running in buddy mode, is willing to maximize the number
of buddies, who make it their priority to serve P , as P serves them in return.
P reserves an unchoked slot to each buddy it can upload data to in order to
minimize buddy chokes, which can lead to termination of buddy relation. At the
same time, P reserves one unchoke slot for regular unchoke in order to avoid
isolating group of buddies from the rest of the swarm. Therefore, P can have
maximum ns − 1 buddies, given that ns is the number of unchoke slots in P .

Figure 2 shows the buddy formation process. P will run this process once ev-
ery rechoke period, only if it has not reached the maximum number of buddies.

Step 1. Aiming to find a potential buddy with similar upload as its own, P
will estimates the upload bandwidth of peers it interacted with, that are not
its buddies, using its own history about past download interactions with these
peers. If P is not able to find a potential buddy Q due to its upload capac-
ity that is too high(low) compared to the leechers it has interacted with, it may



342 R. Izhak-Ratzin

gradually increase(decrease) the number of unchoke slots ns, while keeping max-
imum(minimum) ns size constraints satisfied.
Step 2. Once P has found a potential buddy Q, P sends a buddy request to Q,
asking Q to be its buddy.
Step 3. Upon receiving a buddy request from P , Q checks that it has not reached
the maximum number of buddies, otherwise it sends a negative buddy response.
Step 4. If Q can have more buddies, it estimates P upload capacity. If it finds
that P has similar upload capacity as its own, Q sends a positive buddy response
to P and tags P as buddy. Otherwise it sends a negative buddy response to P .
Step 5. Upon receiving a positive buddy response from Q, P tags Q as buddy.

In order to keep the design simple the look-up for buddies does not require a
view of all the network peers, thus, we expect the improvement to be suboptimal.

3.2 Monitoring Buddies

Every rechoke period, a peer in buddy mode checks the upload rate of its buddies.
It looks separately at the history of each buddy, since the buddy connection was
established, and checks that the estimated upload rate of the buddy remains
similar to its own. If this is not the case, the peer removes the buddy that
uploads slower than expected from its buddy list. Thus the longer the connection
the more reliable it is in comparison to the regular unchoke mechanism. A buddy
can not gain much from cheating by uploading less than agreed, since it will be
disconnected quickly. Thus, it will not be able to download much before being
caught, and will lose an established buddy connection. Notice that a stronger
punishment can be considered by keeping the cheating buddies’ history and
banning them from download or have a buddy relation for a time.

3.3 Unchoking Decisions

During the uploading process, a leecher decides periodically which peers to un-
choke. In regular BitTorrent protocol, this unchoking decision is made using
two separate mechanisms, the regular unchoke mechanisms and the optimistic
unchoke mechanism. The former guides a leecher to unchoke those peers that
upload data to the given peer at the highest rates, while the latter selects the
unchoked peers at random, independently of their contributions.

Our buddy protocol extends the two given mechanisms with a third, buddy
unchoke mechanism, which dictates that a leecher always unchokes all its bud-
dies. The rationale is that a leecher that has buddies should opt for uploading
to its buddies whenever possible, expecting its buddies to do the same. Hence,
since buddies have similar upload rate, this guarantees similar upload as down-
load rate. At the same time, it performs at least one regular unchoke to a peer
that is not its buddy to avoid isolating group of buddies from the rest of the
swarm. Uploading via optimistic unchokes is performed only as a last resort,
and it may happen only when a leecher has no data other buddies are missing
or does not reach the maximum number of buddies. The combined unchoke de-
cision algorithm is as follows.
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Step 1 (buddy unchokes). A leecher in buddy mode strives to satisfy as many
of its buddies as possible. We denote the number of unchoke slots reserved for
buddies as a function of time with nB(t), where 0 ≤ nB(t) ≤ ns − 1, nB(t) is
bounded by ns − 1 devoting at least one slot for regular unchokes.
Step 2 (optimistic unchokes). Given that P0 is the probability to perform
optimistic unchokes in regular BitTorrent, a leecher in buddy mode performs
optimistic unchokes with probability:

PB(t) = P0
ns − nB(t)− 1

ns − 1
(1)

Step 3 (Regular unchokes). nO(t) denotes the number of optimistic unchokes
slots. Thus, for the remaining (ns−nB(t)−nO(t)) unchoke slots, a leecher selects
those peers that were not selected already, having the highest uploading rates.

Note that for independent leechers that run the regular BitTorrent PB = P0,
since nB = 0. However, PB decreases for buddies as more buddies are served.
Those peers who serve ns − 1 buddies perform no optimistic unchokes (nB =
ns − 1→ PT = 0). They do not need to continue peers discovery.

Based on this unchoking algorithm design, we expect the following effects:

1. High capacity buddy peers’ performance should be improved, as there are
now other high capacity peers who make it their priority to serve them.

2. Reduction in the total number of optimistic unchokes, thus directly hurting
the free-riders, who critically depend on these unchokes to obtain data.

These hypotheses validated by our experimental evaluation results. In a sense,
BitTorrent’s optimistic unchoke mechanism is mostly replaced by buddies as the
means of discovering better partners. Hence, buddies no longer need to explore
the network as much, having the guarantee of other leechers with similar upload
capacity willing to upload to them.

4 Analytical Model

This section presents an analytical model that guides the protocol design pre-
sented in the previous section. It describes peer interactions in the presence
of buddies as a game with rational players, and shows that there is a Nash-
Equilibrium when all the peers in the system are contributing buddies.

4.1 The Game

We model the process of distributing a given content between incentive leechers
in the P2P system as an infinitely repeated game [8], with rational participants.
To simplify this process, we do not consider long-term punishment, although
this is a design issue that is part of future work. The players repeatedly engage
in rounds. In each round they choose their actions simultaneously, where the
actions are determined by the players’ strategy choices. A player can choose one
of the three following strategies.
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1. an independent peer: a contributor who runs the regular BitTorrent
2. a free-rider: a player who does not upload data to others
3. a buddy-aware peer: a player who follows the buddy-enhanced protocol

4.2 Leecher Utility Function

The leecher utility function is defined as the average download rate from all other
leechers, thus leecher i’s utility function is Ui = di. We will ignore the download
from the seeds in the analysis, since a seed upload process does not depend on
the existence of buddies.

In [9], Fan et al. have already expressed the leecher utility function for the
regular BitTorrent protocol as a combination of the average download rate that
is obtained through the regular unchoke and the optimistic unchoke mechanisms.
The buddy-enhanced BitTorrent protocol adds yet another term for the average
download rate that is obtained through the buddy unchoke policy. Thus, the
utility function of a leecher in the buddy-enhanced BitTorrent will be

U i = di(regular) + di(buddies) + di(optimistic) (2)

We assume that all peer i’s buddies have a similar upload rate of ui

ns
to i, given

that ui is i’s upload rate. That is due to the way the buddy connections are
created and maintained. In addition, we assume that the download bandwidth
of a leecher is at least as much as its own upload bandwidth; this is typically the
case in real torrents.

Each peer that has nB buddies enjoys a download rate of ui

ns
from each of its

buddies. As a result, the buddy policy yield will be

di(buddy) ≈ nB ·
ui

ns
(3)

Pdb = nB

ns
describes the download rate a peer enjoys from its buddies, as it also

represents the percentage of upload bandwidth it spends on those buddies.
In [9], Fan et al. have shown mathematically that the download bandwidth of

a leecher is approximately equal to its upload bandwidth, for regular unchokes,
i.e., di ≈ ui. The percentage of the upload bandwidth dedicated to regular
unchokes is 1− Pdb − PB . Thus, the regular unchoke yield will be

di(regular) ≈ (1 − Pdb − PB) · ui (4)

Therefore, from Equations (2), (3), and (4), the utility function of buddy i is:

Ui ≈ (1− PB) · ui + di(optimistic). (5)

The utility function of a free-rider who uploads nothing is:

UFR = dFR(optimistic) (6)

The utility function of an independent peer who runs the regular BitTorrent is:

UIL ≈ (1− P0) · ui + dIL(optimistic). (7)
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Note that since the download through optimistic unchokes can be received from
any peer in i’s peer set as it is based on random selection among all peers, the
optimistic unchokes yield is not sensitive to the strategy choice of peer i. Hence,
the unfairness in the regular BitTorrent is a function of the upload capacity
and P0, and it appears when the amount of upload that is given to optimistic
unchokes is not the same as the amount of download that is received through
optimistic unchokes, i.e., P0 · ui �= di(optimistic).

In the buddy-enhanced BitTorrent, the unfairness is a function of the upload
capacity, and PB . PB gets closer to 0, as the number of buddy connections
increases, which leads to reduction in optimistic unchokes upload. Thus, peers
will benefit more by maximizing the number of buddy connections. Morover,
increasing in number of buddy connections in the system will reduce the average
download that is received through optimistic unchokes. As for the system, if every
peer will choose the buddy-aware strategy, thus minimizing PB and devoting less
upload to the unfairness inequality, the unfairness in the system will decrease.

4.3 Nash Equilibrium

Theorem 1. The game in a buddy-enhanced BitTorrent system has a Nash
Equilibrium when all the rational leechers in the game are buddy-aware peers.

Proof. In order to prove this, we need to show that the utility of a buddy-
aware peer is not lower than any other strategy’s utility. Thus, if all the peers
choose the buddy-aware strategy, none of the peers have the incentive to change
their strategy. Equation 1 shows that PB ≤ PO. Therefore, Ui(IL) ≤ Ui(buddy-
aware). Both utilities are equal when the buddy-aware peer is not able to find
any matching buddy through the whole downloading process. Otherwise, the
utility of the buddy-aware peer will be always greater than the utility of an
independent peer. A free-rider’s utility will be Ui(FR) ≤ Ui(buddy-aware). The
utility of a free-rider will be equal to the utility of a buddy-aware i only in the
case when all the peers in the network do not upload to i through the regular
unchokes or the buddy unchokes policies, during the whole downloading process.

We can thus conclude that the buddy-enhanced system has a Nash Equilibrium
when all the rational peers are buddy-aware peers.

5 Implementation

The analytical model shows that the buddy-enhanced protocol has the potential
to reduce unfairness and free-riding in a BitTorrent system. In order to examine
this claim, we modified an existing open-source BitTorrent client to implement
our buddy protocol. This section discusses interesting aspects of our prototype.

Our buddy-enhanced BitTorrent client was implemented on top of Enhanced
CTorrent, version 3.2 [10]. The modified client can run in buddy mode, or in
regular mode, in which it simply runs the regular BitTorrent. We also added
functionality for a buddy peer to maintain state about its buddies.
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Rechoke period in Enhanced CTorrent takes 10 seconds, and optimistic un-
chokes are rotated every 3 rechoke periods. The number of unchoke slots is
dynamic with a minimum of 4 slots. This number may increase if a client does
not saturate its capacity. In buddy mode, this number might change also if the
upload capacity of a peer is too low/high compared to the peers it interacts with.
We did not limit the maximum number of slots.

In regular mode, one unchoke slot is always devoted to optimistic unchokes,
while in buddy mode, our unchoking mechanism determines the number of op-
timistic unchokes. In particular, every 3 rechoke periods a single optimistic un-
choke is performed with probability given by Equation 1.

Before running in buddy-mode, a peer needs to collect information about
the upload rate of itself and other peers in its peer set. The first 3 minutes (6
optimistic unchoke periods) after a client starts uploading are used for that, only
after this period the peer is able to start running in buddy mode.

No changes were required for the tracker.

6 Experimental Evaluation

We ran extensive experiments on a controlled testbed, validating our protocol
properties. Here we discuss our experimental methodology and results.

6.1 Methodology

All our experiments were ran on the PlanetLab experimental platform [11], uti-
lizing nodes that are located across the globe. We executed all experiment runs
consecutively in time on the same set of machines. Unless otherwise specified,
we use the default BitTorrent client and seeding behavior.

All peers started the downloading process simultaneously, emulating a flash
crowd scenario. The initial seeds stayed connected through the whole experiment.
Leechers left the network once they have downloaded the entire content.

We artificially constrained the upload capacity of the nodes according to the
bandwidth distribution for typical BitTorrent leechers as presented in [2]. This
distribution is based on empirical measurements of BitTorrent swarms including
more than 300,000 unique BitTorrent IPs. Not all nodes were capable of match-
ing the required upload capacity that drawn from the empirical distribution.
Thus, we scaled by 1/20th the upload capacity and other relevant experimental
parameters such as file size. We did not define any download limits.

Unless otherwise specified, the experiments host 104 PlanetLab nodes, 100
leechers and 4 seeds with combined capacity of 128 KB/s serving a 30 MB file.

6.2 Results

We look at comparative results for leechers with different contribution levels, in
order to validate our design.

Leecher Performance - System without free-riders. In this subsection
we discuss two aspects that have been raised in this study: (1) Does the
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buddy-enhanced protocol indeed promote fairness? (2) Do all strategic leechers
(having different upload capacity) have incentives to adopt the buddy-enhanced
protocol.

Figure 3 shows leechers’ download completion time comparing a regular Bit-
Torrent system to a buddy-enhanced system where all leechers run in buddy
mode. For each group of leechers having similar upload capacity, we draw sep-
arate boxplots [12] for the different scenarios. The top and the bottom of the
box represent respectively the 75th and the 25th percentile download rates over
all 7 runs of the experiment. The marker inside the box represents the median,
while the vertical lines extending above and below the box represent respec-
tively, the maximum and minimum values within the ranges of 1.5 time the box
height from the box boarder. Potential outliers are marked individually with
“+” sign.

We observe a clear difference between high capacity leechers which are the
fastest 40% leechers and low capacity leechers which are the slowest 60% leechers.
High capacity leechers improved their download time tremendously. Leechers
with upload capacity of at least 5kB/sec improved their download time by 9%-
35% as measured by the median. This happened due to downloading consistently
from leechers with similar upload rate, as well as limiting in optimistic unchokes,
and increasing number of unchoke slots for high capacity leechers.
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Figure 4 confirms the reduction in optimistic unchokes by showing the average
percentage of optimistic unchokes performed in the buddy enhanced system as
a function of optimistic unchokes time periods. In regular BitTorrent, leechers
run the optimistic unchokes mechanism every optimistic unchokes period, thus,
this percentage value always equal to 1. In the buddy enhanced protocol, the
optimistic unchokes reduced by ∼ 60% for most of the downloading process.
Figure 5 confirms the increasing number of unchoke slots for the fastest 10%
leechers in the buddy-enhanced protocol.

As a result of the aforementioned, low capacity leechers downloaded less from
high capacity leechers, slowing down by 9%-32% as shown in Figure 3.

In summary, we see that the buddy-enhanced protocol indeed promotes fairness
and provides clear incentives for high capacity leechers to run in buddy mode, as
a high capacity buddy leecher achieves improved performance compared to an
independent one. However, it is not clear that the low capacity leechers have the
same incentives, since their download time performance suffers.

Hence, we ran another experiment, where low capacity peers ran in independent
mode, and high capacity peers ran in buddy mode. Figure 6 that compares our
previous results with the “mixed strategies” results shows that by changing strat-
egy to independent, low capacity peers suffered even more, since as independents
they were also losing part of their bandwidth for optimistic unchokes without get-
ting anything in return. Moreover, the high capacity peers performance were not
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very sensitive to the change, most of them slightly improved their performance
in comparison to all are buddies results. This is because in the mixed strategies
experiment high capacity peers enjoy increasing amount of optimistic unchokes
from low capacity peers needing to give nothing in return.

The experiments validate our hypothesis in section 4 showing that it is to the
benefit of all the leechers to run in buddy mode. Furthermore, running in buddy
mode motivates leechers to contribute and improves fairness in the network.

Leecher Performance - System with Free-rider. As this section focuses on
the impact of free-riders, we added 8 free-riders , having a total of 112 peers in the
experiment: 100 contributors and 4 seeds as described in previous experiments
and 8 free-riders that download as much as possible, but do not upload any data.

With free-riders in the network high capacity leechers in buddy mode im-
proved their download time performance by 17%-54% as measured by the me-
dian in comparison to regular BitTorrent, while low capacity leechers were slowed
down by 16%-59%. We got similar results to those shown in Figure 6, however,
the different between the two protocols performance is more pronounce. That is
since contributors in buddy mode limit the optimistic unchokes, hence limit the
possibility to be affected by free-riders. Figure 7 validates this hypothesis, show-
ing that the percentage of content free-riders download from leechers decreases
from ∼ 45% in regular BitTorrent to ∼ 25% in buddy-enhanced system.

Figure 8 shows the download completion times of free-riders, showing that the
existence of buddies slowed down free-riders by 29-56%. As in Figure 7, this is
because free-riders can not take advantage of optimistic unchokes as in regular
BitTorrent and thus have to depend mainly on the seeds for downloading data.

These results also indicate the increased robustness of the system to free-
riding. We also investigate the system robustness by increasing the number of
free-riders in the system to 16, 20, 24, however, due to lack of space we can not
present in detail these results. In summary, these results show that the buddy
enhanced system is less sensitive to the increasing number of free-riders, an
indication to a more robust system.

7 Related Work

There is large amount of works that model the behavior and analyze the perfor-
mance of BitTorrent, since Bram Cohen, the protocol’s creator, first described
the protocol’s main mechanisms and their design rationale [1].

In [13], Qiu et al. presented a fluid analytical model of BitTorrent systems.
They studied the choking algorithm and its effect on peer performance. They
indicated that the optimistic unchokes mechanism may provide a way for leechers
to free-ride. More recently, in [9], Fan et al. model BitTorrent capturing the
fundamental trade-off between performance and fairness. Our analytical model
is inspired by their work. Furthermore, in [14], Legout et al. observed that the
incentives of tit-for-tat tend to cause leechers to cluster together with other
similar upload bandwidth leechers. Our protocol facilitates this explicitly by
having buddies, peers with similar bandwidth to collaborate.
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Other researchers have studied the feasibility of free-riding behavior, when
peers download without uploading, attempting to deceive the protocol mecha-
nisms. The first to pinpoint that effective free-riding in BitTorrent is feasible
were Shneidman et al. [15]. Liogkas et al. [5] designed and implemented 3 ex-
ploits that allow free-riders to obtain high download rates under specific cir-
cumstances. Sirivianos et al. [7] showed that maintaining a larger-than-normal
view of the system, provides a free-rider a much higher probability to receive
data from seeds and via optimistic unchokes. Finally, in [2], Piatek et al. also
observed the unfairness. They proposed a new choking mechanism that reallo-
cates upload bandwidth and aims to maximize peer download rates. The afore-
mentioned studies identify one of the most important vulnerabilities that our
work directly addresses, namely exploiting optimistic unchokes to download data
for free.

Researchers [16, 17, 18, 19] have recognized the value of peers cooperating to
download content. However all these works do not address the incentives of the
volunteer peers to voluntarily download popular content pieces and upload them
to others. Our proposed protocol, on the other hand, addresses this by providing
a clear incentive for leechers to increase their buddy connections and upload to
their buddies. This leads to reduction in enforced altruism and therefore improves
fairness, and limits free-riding.

The most related protocol to our proposed protocol is the protocol that em-
beds teams [20], groups of peers that collaborate to improve their upload rate.
There is a trade-off between the team protocol and the presented buddy proto-
col, which is a simplicity for the price of less improvement. The main different
is that teams are formed and managed by the tracker, a centralized authority,
therefore it achieves a faster convergence and a larger improvement in fairness
and free-riding reduction. However, in the presented work the tracker does not
involve in the buddy related part of the protocol. Hence, here we suggest a
more distributed protocol, involves less management overhead, and is simpler to
implement, which make it more realistic to be adopted.

8 Conclusion

In this paper we present an extension to the BitTorrent protocol, an alternative
buddy mechanism that relies on continuous history to match similar upload
capacity peers. It mostly replaces the optimistic unchokes, partially replaces the
original TFT mechanism, and add more dynamic to the number of unchoke
slots. Experimental results on a controlled testbed demonstrate that our buddy
protocol promotes fairness compared to the regular BitTorrent, and provides
clear incentives to be adopted, even by those low capacity peers that were slowed
down due to the presence of buddies. In the presence of buddies, free-riders
achieve lower download rates, compared to the regular BitTorrent. Furthermore,
the system with buddies is more robust being less sensitive to increasing number
of free-riders in the network.
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Abstract. Internet Coordinates Systems (ICS) are used to predict In-
ternet distances with limited measurements. However the precision of an
ICS is degraded by the presence of Triangle Inequality Violations (TIVs).
Simple methods have been proposed to detect TIVs, based e.g. on the
empirical observation that a TIV is more likely when the distance is
underestimated by the coordinates. In this paper, we apply supervised
machine learning techniques to try and derive more powerful criteria to
detect TIVs. We first show that (ensembles of) Decision Trees (DTs)
learnt on our datasets are very good models for this problem. More-
over, our approach brings out a discriminative variable (called OREE),
which combines the classical estimation error with the variance of the es-
timated distance. This variable alone is as good as an ensemble of DTs,
and provides a much simpler criterion. If every node of the ICS sorts its
neighbours according to OREE, we show that cutting these lists after a
given number of neighbours, or when OREE crosses a given threshold
value, achieves very good performance to detect TIVs.

Keywords: Internet Coordinate System, Triangle Inequality Violation,
Supervised Learning, Decision Trees.

1 Introduction

Internet Coordinate Systems (ICS) have been widely used in large-scale network
applications such as peer-to-peer file sharing [1], dynamic server selection [2]
and overlay multicast [3]. The success roots in the embedding of Internet nodes
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into a metric space or a coordinate system. When the coordinates of the nodes
are computed, the prediction of the distances (delays) between two nodes is a
straightforward application of a distance function where no explicit communica-
tion between them is required. This significantly reduces the overhead of active
probing and largely improves the efficiency of the network.

Most ICS algorithms collect, at each node, a small number of distance mea-
surements and optimize the differences between the distances computed from
the estimated coordinates of the nodes and the measured distances [4, 5, 6]. As
a result, all nodes fall into a metric space where the triangle inequality holds.
However, in reality, the triangle inequality is often violated due to the Internet’s
structure and routing policies. In [7,8,9,10], it has been shown that the violations
of triangle inequality (TIVs) in the Internet delay space are not rare and that
their impacts on ICS are not negligible. Indeed, a TIV indicates the existence of
a shorter path from the source node to the destination node via an intermediate
node than a direct path.

The importance of building TIV-aware systems has been addressed in e.g. [9,
10, 11]. In [11], by observing that TIV edges are often underestimated to some
degree, a TIV alert mechanism was incorporated into ICS’s neighbor selection
procedure, which improved the precision of distance prediction. In our previous
works [9, 10], we confirmed the significance of the impact of TIVs on ICS and
proposed a different mechanism based on the observation that the variance of
TIV edges is often smaller than that of non-TIV edges. A comparative study
showed that the two mechanisms performed inconsistently on different networks:
sometimes ours is better, sometimes the mechanism in [11] is better. This makes
us wonder if there exists more discriminative and more consistent variables for
TIV detection.

This paper introduces a systematic approach to detecting TIVs in ICS. Unlike
previous heuristics-based work, we look for discriminative variables by using
supervised learning methods, the use of which has become a trend in the field
of networking [12, 13]. In particular, we collect training data from popular ICS
algorithms such as Vivaldi [5] and extract as many variables of different kinds as
possible. A classical supervised learning method, namely decision tree, is then
applied. A discriminative variable (called OREE) is found that outperforms
other competing variables consistently. The learned OREE has a clear physical
meaning that explains its discriminativeness. Due to the diverse characteristics
of the TIV distributions, the decision trees learned on different networks have
large variations. We then design a simple distributed algorithm for TIV detection
based on OREE. Our detection algorithm is tested on different networks and
convincing results are achieved.

The rest of the paper is structured as follows. Section 2 analyzes the char-
acteristics of TIVs in Internet delay space. Section 3 introduces the supervised
learning of OREE, the discriminative variable, for TIV detection, including the
collection of training data, the building of decision trees and some experiments
and observations. Section 4 presents a distributed detection algorithm based on
OREE. Section 5 concludes our approach and discusses future work.
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2 TIVs in Delay Space

Let A, B and C be three nodes that form a triangle. Denote d(X, Y ) the distance
or delay between X and Y . Without loss of generality, d(A, B) is the largest
edge in the triangle. Then, we claim that the triangle inequality is violated if
d(A, B) > d(B, C) + d(A, C), in short, TIV. In case of TIV, the largest edge
d(A, B) is referred to as the TIV base. Two criteria are defined to model the
severity of TIVs:

absolute severity: Ga = d(A, B)− (d(A, C) + d(C, B)),

relative severity: Gr =
d(A, B)− (d(A, C) + d(C, B))

d(A, B)
.

These criteria also reflect the possible gains one could achieve by detecting
TIVs. For instance, Ga = 10ms suggests that, instead of the direct path from
A to B, taking a path via C could possibly be 10ms faster. Therefore, larger
(positive) Ga and Gr mean not only more severe violation but also more possible
gains and hence, are more interesting. In this paper, we focus on TIVs that satisfy
both Ga > 10ms and Gr > 0.1 and consider the others as non-TIV.

It is expected that the distribution of TIV characteristics vary in different
networks. We verify it by analyzing two network data sets, P2psim of 1740
nodes [14] and Meridian of 2500 nodes [15]. To this end, the whole range of the
delay space is divided into equal bins of 5ms and the TIV bases that fall into
each bin are counted and normalized. Figure 1 shows the resulting histograms of
delays both for TIVs and non-TIVs in P2psim and Meridian respectively. The
distributions are quite different. In Meridian, it is sharply peaked while it is
much more spread in P2psim. This large difference could potentially mean that
it would be difficult to learn a general model for TIV detection that works well
over different networks. Our experiments in the next section will try to answer
that question.
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Fig. 1. TIV and non-TIV distributions in P2psim and Meridian. 42% of the edges in
P2psim and 83% in Meridian are TIV bases.
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3 Finding Discriminative Variables for TIV Detection

Our objective is to find variables that are consistently discriminative for TIV
detections regardless of the networks. Supervised learning methods are promising
techniques that allow us to achieve this goal.

Generally speaking, supervised learning methods take N input/output pairs,
< x1, y1 >, < x2, y2 >, ..., < xN , yN >, where xi is the vector of the input vari-
ables and yi is its output value or label, and try to reveal the relationships be-
tween the inputs and the outputs. In other words, the goal of supervised learning
is to learn a function f(x) from a set of training data that predicts, at best, the
output y for any new unseen input x.

This section details the use of a particular supervised learning method, namely
decision tree, in finding discriminative variables for TIV detection.

3.1 Collection of Training Data

In this paper, we focus on a classical ICS algorithm, Vivaldi [5], which approx-
imates a network by a system of springs and seeks to minimize its energy. The
minimization is fully distributed and iteratively done at each node. Following [5],
each node communicates with 32 neighbors, among which 16 are the nearest
neighbors and the other 16 are randomly selected. In each iteration, each node
updates its own coordinates by minimizing the embedding error with respect
to its neighbors. After some iterations depending on the complexity of the net-
work, the coordinates of the nodes become stable, i.e., the embedding error of
the whole network is smaller than a threshold, with a small amount of jitter.

To collect training data, we ran Vivaldi on P2psim and Meridian respectively
and recorded the coordinates of the nodes, after they become stable, at K differ-
ent times or ticks. Unless otherwise stated, K will be fixed to 100 in all our exper-
iments. Its effect will be discussed in Section 3.3. From the coordinates obtained,
we computed the time-varying distances between each pair of neighboring nodes.
We denote the measured distance by d and the estimated distance by d̂. Thus,
for each edge, we have {d, d̂1, d̂2, . . . , d̂K}. For the K estimated distances, we
further calculated some statistics including d̂max = max{d̂1, . . . , d̂K}, d̂min =
min{d̂1, . . . , d̂K}, d̂mean = mean{d̂1, . . . , d̂K}, d̂median = median{d̂1, . . . , d̂K}
and d̂std = standard deviation{d̂1, . . . , d̂K}.

The input variables to the machine learning algorithm consist of various com-
binations of these statistical variables and the measured distances. Note that
the input variables are normalized in different ways in order to get rid of the
influence of particular network conditions. Currently, 64 input variables for each
edge are used. A few examples are

d̂max − d̂min

d
,

d̂mean − d̂median

d
,

d̂mean − d

d̂max

,
d̂mean

d̂std

,
d̂K

d
,

d̂std

d
.

Note that the last two variables, d̂K

d and d̂std

d , are equivalent to those used in [11]

and [10] respectively. The former, d̂K

d , is a measure of relative estimation error,
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denoted by REE, while the latter, d̂std

d , is the standard deviation of the relative
estimation error, denoted by std REE.

For supervised learning, the outputs or labels of the edges are needed. Here,
the outputs are simply TIV or non-TIV, which can be easily obtained from
the measured distances. To assess the effect of the random neighbor selection
procedure in Vivaldi, we ran the simulation on each network for 10 times. In
each simulation, we collected 1740× 32 = 55680 edges from P2psim and 2500×
32 = 80000 from Meridian, among which average 23% and 42% are TIV bases
respectively. Note that the numbers of TIV bases vary only slightly in different
simulations.

3.2 Decision Tree

Decision Tree (DT) is one of the most popular supervised learning algorithms.
Each decision tree is a classifier in the form of a tree structure, where each in-
terior node specifies a binary test carried on a single input variable and each
terminal node is labeled with the value of the output. In the learning phase,
a decision-tree builder recursively splits the training samples with binary tests,
trying to reduce as much as possible the uncertainty about the output classifi-
cation in the resulting subsets of the samples. The splitting of a node is stopped
when the output in it is homogeneous or some other stopping criterion is met.
During learning, a byproduct is the ranking of the input variables according
to their importance, which is often used to find discriminative variables. In the
classification phase, we start from the root of the tree and move through it until
a terminal node, where the classification result is provided. See [16] for more
details about decision trees.

In many applications, single decision trees are greatly improved by ensemble
methods like boosting or random forests that combine the predictions of several
trees (see e.g. [13]). However, in our experiments, we did not notice any signifi-
cant improvement with these methods. We thus restrict our discussion below to
standard (single) decision trees.

3.3 Experiments and Observations

In this paper, we learned our decision trees using a data mining software called
PEPITO [16] which integrates most popular machine learning algorithms. The
training data collected in Section 3.1 was randomly divided into disjoint learning
and test sets of roughly equal sizes. In other words, we used half of the data to
build the trees and the other half to evaluate the trees. Two different trees were
separately built for P2psim and Meridian, shown in Figure 21. There are a few
interesting observations to be noticed.

1 Note that the decision trees learned are essentially invariant from one simulation to
another. The invariance can be extended to other results in this paper. Thus, unless
otherwise stated, the results of all the experiments in the paper are derived from one
simulation.
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(a) P2psim (b) Meridian

Fig. 2. Top three levels of the decision trees built on P2psim and Meridian data set. The
colour in the rectangular boxes reflects the proportions of TIV and Non-TIV classes.

The most discriminative variable. By examining the root nodes of both
trees in Figure 2, it can be seen that the first test is on the same variable, d̂std−d

d̂mean
,

which appears to be the most discriminative. For the reason that will be clear in
the next section, we name this variable OREE. On both trees, when the value
of OREE is smaller than the cut point, the edge is more likely to be a TIV base,
and vice versa. Figure 3(a) and 3(c) show the ROC 2 curves of OREE, REE and
std REE. Note that the ROC curve of OREE is consistently the highest while
the other two variables perform inconsistently: REE is more discriminative on
P2psim but less on Meridian than std REE. Figure 3(b) and 3(d) show the mean
ROC curve of OREE and the covariances at some selected thresholds obtained
over the 10 simulations. These figures clearly highlight that the results are very
stable from one simulation to another.

The analysis of the most discriminative variable. The most discrimina-
tive variable d̂std−d

d̂mean
consists of 2 parts, d̂std

d̂mean
and d

d̂mean
. The former can be

considered as a relative oscillation measure and the latter is a relative error
measure. Thus, this variable is named by OREE representing Oscillation and
Relative Estimation Error. Intuitively, the oscillation of the estimated distances
and the embedding error are all the information one can extract and exploit
for TIV detection. In fact, the ROC curves of OREE are almost identical to
those of the decision trees in both networks, shown in Figure 3(a) and 3(c).
This suggests that the other variables provide little extra information so that
their corresponding nodes in the trees can be safely pruned with no performance
degradation. Figure 4 shows the TIV and non-TIV distributions of P2psim and
Meridian with respect to OREE. It can be seen that the overlap of the two
distributions in P2psim is much larger than in Meridian, which is the reason
why the ROC curves in Meridian are much higher than those in P2psim.
2 A ROC (Receiver Operating Characteristic) curve is a graphical plot of the true

positive rates (TPR) versus the false positive rates (FPR) for a binary classifier as
its discrimination threshold is varied [17].
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Fig. 3. ROC curves of the decision trees, obtained by varying the threshold of the
probability of TIV, and of three variables including OREE, REE and std REE, ob-
tained by thresholding the values of the corresponding variables. The right figures show
the mean ROC curves of OREE and the covariances at some selected thresholds (the
covariance ellipses are scaled by 3 times for the sake of visibility).
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Fig. 4. TIV and non-TIV distributions in P2psim and Meridian with respect to OREE.
It can be seen that detecting TIVs in Meridian is much easier than in P2psim and that
there is a shift between the optimal cut points for the two networks.
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Fig. 5. ROC curves of using different numbers of ticks to compute OREE

Table 1. Error rates of applying decision trees on P2psim and Meridian data sets

�����������Test Set
Learning Set

P2psim Meridian P2psim+Meridian

P2psim 15.6% 43.7% 20.5%
Meridian 28.5% 8.4% 9.4%

How many ticks to be used. The parameter K, i.e. the number of ticks that
are used to compute OREE, might affect the accuracy of our model. Figure 5
shows ROC curves obtained with different values of K. It can be seen that a
noticeable improvement can be achieved even when K = 2. With a larger K,
the statistical variables, mean and standard deviation, become more stable and
the performance of the detection is improved. However, no or minor differences
are obtained when K goes from 50 to 100, showing that the optimal value of K
should probably be smaller than 100. We nevertheless set K = 100 in all our
experiments since it doesn’t cause any side effect.

The variations of the decision trees. The two decision trees in Figure 2
have non-negligible variations. Even for the two root nodes that correspond to
the same variable, a shift is found between the optimal cut points in them, which
introduces errors when the tree learned on one network is applied to another.
Table 1 shows the error rates when learning and evaluating on the same data set
and on different data sets. Note that the first row specifies the data sets on which
learning is carried while the first column gives the data sets on which evaluation
is applied. We see that the variability of the trees indeed leads to high error rates
in cross-testing. The tree learned from combining data of both networks gives
better average results but is still inferior to the trees learned on each particular
network. In practice, even if we can collect data and learn a specific classifier for
each network, the TIV distribution in the network often evolves in time due to
e.g. changes in routing or network upgrade. The next section introduces a simple
but effective method for distributed TIV detection based only on OREE.
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4 Distributed TIV Detection Based on OREE

We aim to embed the TIV detection algorithm into the ICS algorithm, Vivaldi in
our case, so that the detection can be done at each node, i.e., each node classifies
the edges with its 32 neighbors into TIV bases and non-TIV based on OREE
variable.

4.1 Detection Algorithm

Recall that when the value of OREE is smaller than a cut point, the edge will
be detected as TIV, and vice versa. This makes us guess that the probability of
an edge being a TIV increases when the value of OREE decreases. To verify it,
we sort the 32 edges connected to each node by the value of OREE in ascending
order and count the number of TIV bases appearing at each position from 1 to
32. These numbers are normalized by the total number of nodes so that we have
the proportion of TIVs at each position. Ideally, we would like the proportions
of TIVs at one side to be close to 1 and at the other side to 0. Figure 6 shows
the proportion of TIVs at each position sorted by OREE, REE and std REE
respectively.
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Fig. 6. Proportions of TIVs at each ordering position sorted respectively by OREE,
REE and std REE on P2psim and Meridian data sets. It can be seen that the TIV
proportions of OREE are larger on the left side and smaller on the right side, which
further justifies the efficiency of OREE for TIV detection.

It is clear that the proportion of TIV decreases monotonously with the order-
ing position. For OREE, the probability drops below 0.5 at the 6th position for
P2psim and at the 14th position for Meridian. This suggests a simple detection
method that, at each node, after the 32 edges are sorted in ascending order, fixes
a cut point at the nth position, where the probability of TIV at the nth position
is larger than a pre-defined threshold that should be at least above 0.5.
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(a) P2psim (b) Meridian

Fig. 7. Roc curves of thresholding OREE and threshold n on P2psim and Meridian.
The circles, in the upper left corner, represent the upper bounds of the detection rates
by choosing an optimal, different threshold for each node.

4.2 Experiments

We first compared our detection algorithm that thresholds n with an alterna-
tive method that directly thresholds the value of OREE. A ROC curve can be
obtained for either method by varying its threshold, shown in Figure 7. It can
be seen that both methods work identically well as their ROC curves coincide,
which is not surprising as the difference between them is subtle. In a distribu-
tive manner, a common fixed threshold on the value of OREE is equivalent to
a different threshold on n chosen at each node. On the other hand, a common
fixed threshold on n for all nodes is equivalent to a different threshold on the
value of OREE at each node. In a sense, these are dual methods.

The two methods share a common problem. For decentralized detection, the
optimal fixed cut point either for the value of OREE or for n can’t be found
out easily. Nevertheless, the advantages of tuning n are twofold. First, n has a
fixed range of [1, 32] while the value of OREE is theoretically unbounded. Then,
from the ROC curves in Figure 7, it can be observed that the detection rates are
influenced by n more evenly than by the value of OREE. Figure 8 shows the
plot of recall versus precision by varying n. It can be seen that tuning n affects
recall and precision in the opposite directions. A large n improves the recall but
decreases the precision, and vice versa. In practice, the optimal n should be set
to trade the precision for the recall in order to meet the specific requirements
of different applications. For instance, when the cost that a non-TIV edge is
erroneously detected as a TIV edge is large, a conservative, small n should be
used, and vice versa.

Since we know whether an edge is TIV or non-TIV in the experiments, it is
possible to calculate the optimal cut point at each node. To test this idea, we
tried out, for each node, all possible n from 1 to 32 and recorded the particular
n that maximizes the information gain [18]. Although these optimal cut points
can’t be computed in practice, they give the upper bound of the detection rates
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Fig. 8. Precision versus recall of our detection algorithm by thresholding n. Precision
is the ratio between the true positive and the total positive detected by the classifier,
and recall is another name of true positive rate.

by using OREE, plotted as a circle in Figure 7, and show how much room we
have to further improve our detection algorithm.

5 Conclusions and Future Work

This paper presents a novel approach to detecting triangle inequality violations
in Internet Coordinate Systems. The strength of our approach lies in the use of
supervised learning methods, particularly decision trees, that successfully find
a discriminative variable for TIV detection. A simple but effective method is
developed that detects TIVs at each node based on the learned variable. This
allows the detection algorithm to be embedded in the ICS algorithms.

One shortcoming of the detection algorithm is that a fixed cut point needs to
be set for all nodes. Clearly, the performance of detection can be further improved
by choosing an optimal cut point for each node autonomously. Another limitation
is that the TIV detection is treated as a classification problem that classifies edges
between nodes as TIV or non-TIV. In practice, it would be more useful to reason
on the severity of the violations, which is a continuous value instead of a discrete
level. This requires to solve a regression problem, which is expected to be more
difficult than the classification problem addressed in this paper.
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Abstract. The phenomenal increase in network capacity to hundreds
and thousands of Gbits/s in the core as well as Gbits/s at the access,
is soon to witness stupendous amounts of packets that have to be pro-
cessed and switched at amplifying line rates. Looking into the future, we
address the need for the integration of packets of larger size, called XL-
Frames (XLFs), into the future Internet framework. This paper analyses
the effects of introducing XLFs in a network that has both packets and
XLFs. We evaluate the gains in terms of processing power and through-
put. As we observe that XLFs have an impact on loss rate and fairness,
we study how, with minimal efforts at routers while keeping the existing
protocols (TCP/UDP, IP), XLFs may integrate in the current scenario.

Keywords: Future Internet, Packet size, IP network.

1 Introduction

The phenomenal growth of the Internet has been accompanied by the increase
in network capacity at a remarkable rate. With the core of the Internet moving
from capacities of tens of Gbits/s to hundreds and thousands of Gbits/s, it is
just a matter of time before the access links will have matching capacities to
flood the network with mammoth data. Such an unprecedented growth brings
along multiple challenges at end-hosts, switches and routers.

In this paper, we explore the concept of large packets, called XLFrames
(XLFs), challenged by the problems facing future Internet. We perform studies
to analyse the effect of introducing XLFs in a network with standard packets.
Indeed, we foresee a future Internet that has classical packets as well as XLFs.
Some of the reasons for keeping standard packets along with XLFs are: (i) Not
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all end-hosts will have the ability to send XLFs, in particular those fixed and
mobile devices whose access rates stay below 100 Mbps. (ii) A TCP connection
has short packets (iii) Some delay-constraint applications (say voice) might stick
to packets (iv) Small flows, e.g HTTP requests, are expected to use packets as
there might not be sufficient data to transfer.

We discuss our motivation and related works in Section 2. In Section 3, we
analyse the gains in processing and throughput. The analyses on loss rates and
unfairness are studied in Section 4. Therein, we present how existing standard
mechanisms can be used to tackle these issues. The effect of having XLFs in
wireless networks is studied in Section 5. We conclude in Section 6.

2 Motivations and Related Work

Huge amounts of traffic implies processing of large number of packets per unit
time at terminals and network nodes. The increase in processing per unit of
time also increases the power consumption at the equipments. The computing
power required would increase too much unless some drastic measures are taken
[1]. Therefore minimizing power consumption at equipments is one important
criteria that any research on Internet architecture should focus on [2].

The growing line rate raises another major concern. The increase in process-
ing power and memory speed is slower compared to the increase in transmission
rates. For example, arrival of consecutive minimum-sized packets (say, 64B) at
a router with 40 Gbps line cards, puts an upper bound of 12.8 ns on processing
time and memory access time. Parallel, pipelined processing and the use of fast
SRAM can keep up with reduced inter-packet time only at increased complex-
ity and cost. As the bottleneck moves from transmission capacity to processing
power and/or memory access time, the maximum throughput achievable by a
flow becomes less than the line capacity. Achieving maximum throughput is an-
other goal

The cost of performing packet-level functions at line rate can be partitioned
into two: per-byte processing cost and per-packet processing cost. Storing and
retrieving packets to and from memory obviously involves per-byte cost (in fact,
it depends on the word size). Functions such as route lookup, classification, arbi-
tration, scheduling etc. have per-packet costs. Besides, flow-level functions also
add to per-packet cost. If the trend towards flow-aware networking is anything to
go by [3], additional flow-level functions (such as flow table lookup, estimation
of flow parameters, flow policing etc.) will add to per-packet cost. Per-packet
processing cost reduces if the number of packets that need to be processed per
unit time is reduced.

At an end-host, the costs in terms of protocol processing and interrupt han-
dling for packets make it challenging to achieve 100% throughput at high line
rates [4]. According to a study [5], it is hardly possible to achieve 1 bps for every
1 Hz. The authors also note that packet transmission/reception form a substan-
tial part (28 - 40%) of commercial server workloads. Though methods like TOE
(TCP Offload Engine) and packet coalescence have been proposed, it is not clear
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if these are long term solutions. To achieve high throughput, and at the same
time, to save CPU cycles for other applications, it is necessary to minimize the
processing cost involved in protocol processing and interrupt handling.

We argue that all the above points are sound motivating factors to break the
barrier of traditional packet size; and look into a future where data is transported
in XLFs.

2.1 Related Work

The concept of large packet sizes has been floating around for a decade [6,7].
Jumbo frames was introduced to solve some of the end-host related problems.
Now, we have more reasons, mainly from the network perspective (as described
above), to pursue the idea of large packet size. The limiting factor of the MTU
comes from the early Ethernet designs. But today, we have Gigabit Ethernet
NICs that support packet sizes of 9000B and even larger [8,9,10]. Research net-
works such as Internet2 and GEANT also support XLFs. Wang et al. showed that
in Ethernet-based storage area networks, the use of XLFs reduce CPU utilization
and interrupts notably, while improving the throughput during data transfers
[11]. The use of larger MTUs also contributes to high throughput achieved on
iSCSI storage networks [12].

Researchers have also put forward the idea of aggregating packets in the net-
work, at the edges. In [13], the authors propose to dynamically encapsulate
packets into large packet at the ingress of a domain, and sent out to the network
with an additional new header. At the egress of the domain the original packets
are decapsulated from the large packet and transmitted to the destination. A
timer is used to decide on the number of packets that will be encapsulated. This
is similar to the burst assembly process in OBS (Optical Burst Switching), one of
the paradigms in optical networks [14]. The burst assembly process is known to
have a significant impact on TCP performance [15]. Short assembly times hinder
the congestion window growing pace, and long assembly time causes unaccept-
able delays. In addition, the burstification might also lead to synchronization of
TCP flows, resulting in inefficient bandwidth utilization.

3 Benefits of Introducing XLFs in a Packet Network

In this section, we analyse the benefits of XLF introduction and also provide
an insight into the main drawback. We focus on the following questions: (i)
What is the gain in terms of processing power? (ii) What is the gain in terms of
throughput? We study these two questions first through simulations.

3.1 Simulation Setup

We simulate the multiplexing of TCP flows with small and large packets using
NS-2; for all the simulations, we consider a dumbbell topology, connecting n src-
dst pairs (see Fig. 1). Packet size is 1500B. XLF size is in number of packets; i.e.,
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Fig. 1. Topology considered for simulations

an XLF of size F has F×1500B in it. We use data units to refer to a transporting
unit independent of its size (a data unit can be a packet or an XLF). Fixing the
bottleneck capacity as Cb, the capacities of links from src nodes to the bottleneck,
and from the bottleneck to dst nodes, are set depending on the level of congestion
desired for the scenario. The congestion factor ρ =

∑n
i=1 Ci/Cb, Ci being the

capacity of link i.
The size of the bottleneck queue is set in bytes, as the bandwidth delay prod-

uct (BDP ) for 100 ms. The buffer size at each source is 1.2×BDP . TCP window
size is set high enough so as to be limited only by the network (and not by the
end-hosts). TCP Sack is used in all scenarios, with no delayed ACKs. Since sim-
ulating events using links with 10 Gbps or higher has practical difficulties, we
set Cb = 1 Gbps for simulations. Simulations are run for 540s . For all mea-
surements, we ignore the first 60s of the simulation to avoid transient states.
The metrics measured are throughput and drop rate of individual and aggregate
flows, all measurements being made at the bottleneck link. For a single flow, the
throughput is measured as the number of bytes transmitted during an interval;
whereas the drop rate equals the number of data units dropped (due to the queue
being full) over the total number of data units sent.

3.2 Processing Gain

The reduction in the number of data units at an equipment results in processing
gain. A recent study shows, the packet size distribution is no more trimodal, but
rather bimodal, with nearly 50% of packet lengths between 40 and 100B, and
around 40% between 1400 and 1500 bytes [16]. Since it is also well-known that
TCP contributes more than 90% in bytes as well as packets seen in the Internet
traffic, it can be concluded that a majority of the small-sized packets are TCP
ACKs (around 40% of IP packets). The use of XLFs for large flows reduces the
number of data units as well as ACKs.

We illustrate this using numerical analysis. TCP flow sizes were generated
using Pareto distribution (with α = 1.2) for varying mean flow sizes. Number of
data units required to transfer each flow was estimated for a given flow size (this
included TCP control packets too). In packet-switched architecture, all flows are
switched in packets of size 1500B. In order to estimate the number of data units
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required to transfer flows in an XLF-switched architecture, we assume flows of
size greater than 50kB to be switched in packets of size 19500B (F = 13) and
the rest in 1500B packets. The volume of bytes contained in flows of size greater
than 50kB is 90% (of a total of 20GB) when the mean flow size is 100kB, and
more than 99% (of a total of around 200GB) when the mean flow size is 1MB.
Fig. 2 compares the number of data units in XLF-switched and packet-switched
architectures. The ratio of data units in XLF-switched architecture to that of
packet-switched architecture is also shown in the same figure, but on the right
axis. For a distribution of flow sizes with a mean of 1MB, the total number of
data units in XLF-switched architecture is just around 8% of that required in
packet-switching architecture.

The reduction in the number of packets also reduces the number of arbitration
decisions required to switch packets from the inputs to the outputs. Though this
is not possible in traditional switches using cell-based switching (where variable
length packets are segmented into fixed size cells), it should be noted that with
the feasibility of adding buffers in a crossbar switch, recent research works have
explored asynchronous buffered crossbar architecture, proposing it as the next
level of crossbar switches that can scale to hundreds of ports [17,18]. As the units
being switched in such architectures are variable-size packets, the gain due to
XLFs is directly proportional to the reduction in the number of packets.

3.3 Throughput Gains

To estimate the gain in throughput when a flow is switched in XLFs, consider
packet processing time in high-capacity switches. For example, processing 64B
packets at 100 Gbps represents about 200M packets/s, whereas with 1500B packet
size, the required speed decreases to 8.3M packets/s, and with even larger packets
of, say 19500B, the required speed is only 640k packets/s. Of course, real traffic is
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a mix of different packet sizes, but the mean time between packet operations will
increase with average size. With appropriate implementation of electronics, sig-
nificant saving of electrical power can be achieved in the packet-header processing
parts of an equipment.

We multiplex two TCP flows, one in packets and the other in XLFs, using
NS-2 for a processing delay equal to the transmission delay. Cb = 1 Gbps, and
ρ = 1.2; that is C1 = C2 = 600 Mbps. The results are displayed in Fig. 3. Observe
that the aggregate throughput achieved is minimum when F = 1 (packet size =
XLF size = 1500B). Higher link utilization is achieved with larger XLFs. In fact,
even the packet-switched flow achieves higher throughput when the other flow
is switched in XLFs. The drop rates are as seen in Fig 3(b). As expected, drop
rates of XLFs is higher than that of packets. The evolutions of TCP congestion
window (cwnd) for both flows are plotted in Fig. 3(c). This gives insights into
the higher drop rates experienced by XLFs. XLFs of size F arriving at a queue
with space for just F−1 packets get rejected, whereas, packets are still accepted.
Additionally, the slowing down of the XLF-switched flow makes more space in
the queue, resulting in the increase in cwnd of packet-switched flow.
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4 Adapting the Protocols and Mechanisms to XLFs

In the previous section, simulation results highlighted the impact of packet size
on the loss rate and the resulting unfairness. In this section, we explore how,
without changing the existing protocols (TCP/UDP, IP), XLFs integrate in the
current scenario.

4.1 XLF and Loss Probability

To understand the loss rate issue, we first analyse the losses at a queue that
has arrivals in packets as well as XLFs using a Markov model. λp is the packet
arrival rate, and λf is the XLF arrival rate; both arrival processes are assumed
to be Poisson in nature. λ = λp +λf . The service time of packets is exponentially
distributed with mean rate μ. The Markov model is as given in Fig. 4.

λp λp λp λp
λp λp λp λp λpλp

λ f λ f λ f λ f

λ f λ fλ f

1 2 F F+1 K−1 K

μμμμμ μ μ μ μμ
0 K−F+1

Fig. 4. Markovian queue with packet and XLF arrivals

The queue is measured in packets. An XLF arrival brings F packets. Hence
an arrival of an XLF when the state is i, results in a transition to state i + F ,
provided i + F < K, where K is the queue size in packets. Similarly, it takes F
stages of services to completely serve an XLF. If πi is the probability for having
i packets in the queue, the steady-state equations are given by,

π0λ = π1μ

πi(λ + μ) = πi−1λp + πi+1μ 1 ≤ i ≤ F − 1
πi(λ + μ) = πi−F λf + πi−1λp + πi+1μ F ≤ i ≤ K − F

πi(λp + μ) = πi−F λf + πi−1λp + πi+1μ K − F + 1 ≤ i ≤ K − 1
πKμ = πK−1λp + πK−F λf (1)

No more XLFs can be accepted if the queue is any state k such that k ≥ K−F+1.
Packet loss probability is πK . Fig. 5 shows the loss probabilities for packets and
XLFs for increasing XLF size. The load brought by the packets was set equal
to that brought by XLFs, and they were kept constant so as to have a constant
load for varying XLF size. The buffer size was set to 200 packets. The losses
are seen to increase; and more importantly, the losses experienced by XLFs are
increasing by orders of magnitude.

4.2 XLFs and Unfairness

As the introduction of XLFs in packet networks increases the losses of both
packets and XLFs, we analyse the effects on individual and aggregated through-
put when classical queuing and scheduling mechanisms are used. We simulate
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Fig. 6. Throughput of flows through Droptail queue, ρ = 1.2

the basic scenario using Droptail queues and FCFS discipline. We assume that
the effect of processing delay (on throughput) is negligible due to pipelining, as
is the case today. We consider 10 parallel flows, each being switched either in
packets or in XLFs. ρ = 1.2, Cb = 1 Gbps. The aggregate throughput achieved
is always more than 999 Mbps, and hence not shown.

Fig. 6 displays the throughputs of 10 TCP flows. In Fig. 6(a), five of them
are switched in XLFs and the rest in packets, whereas nine of the 10 are XLF-
switched flows in Fig. 6(b). The drop rates for individual flows and aggregate
traffic for the scenario corresponding to Fig. 6(b) are as seen in Fig. 7. It is to be
noted that packet-switched flow gets lesser bandwidth as the number of XLF-
switched flow increases, causing unfairness. Besides, XLFs experience higher
drop rates.

4.3 Using Deficit Round Robin (DRR) for Achieving Fairness

To achieve fairness (in terms of throughput) among competing flows of very
different packet sizes, we propose to use DRR (instead of FCFS) for scheduling
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Fig. 7. Drop rates. Nine XLF-switched flows.

the data units. We simulate the same scenarios (as in the previous section) using
DRR for scheduling packets and XLFs. The results for nine XLF-switched flows
and one packet-switched flow are plotted in Fig. 8. We observe from Fig. 8(a)
that each flow gets equal share of the bottleneck bandwidth. The results are
similar for varying number of XLF-switched flows, though not plotted here. The
drop rates of XLFs are seen to be high. Packet drop rate remains more or less a
constant as expected from the standard approximation (see discussion below).
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Fig. 8. Throughput and drop rates using DRR, ρ = 1.2

Observing the ratio of XLF drop rate to packet drop rate, say β, we notice
that β has higher values in simulations using DRR compared to those without
DRR. In the standard approximation of throughput [19],

φ ≈ C × S

RTT × lk
(2)

where l is the packet loss event rate, and C a constant. k is usually around 0.5.
Using subscripts f and p for XLF and packet respectively, and β′ to represent
the ratio of XLF to packet loss event rates (lf : lp), β′ = ( F

φf /φp
)2. Note that
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the throughput formula uses loss event rate, where a loss event corresponds to
one or more packet losses within a single RTT. As the loss (drop) probability
increases, the probability that the losses are in a single RTT is higher for small
packets. Hence β′ ≥ β. Nevertheless, this explains the high values for β with
DRR scheduling: as φp = φf , the ratio grows with the square of XLF size, a
trend well observed in Fig. 8(b).

For the Droptail, assume that the drop probability per arriving bit is constant
and so the packet loss rate is proportional to the size S of a packet. From the
above throughput approximation, it follows immediately that, φ ∝ S/sqrt(S) =
sqrt(S), explaining the observed unfairness of the Droptail model: flows receive
throughput in proportion to the square root of their packet sizes. A simulation
with 50 flows was performed. The dumbbell topology had 25 branches. There
were flows in both directions, and packet sizes were linearly spaced from 1000B
to 20000B. Each source had 1 Gbps capacity, and so did the bottleneck. Fig. 9
shows the throughput and loss behaviour for flows with different packet sizes.
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Fig. 9. Analysis of 50 flows through a Droptail queue

4.4 Loss Reduction Using ECN (Explicit Congestion Notification)

This section motivates the use of ECN, an IETF standard option for packet
marking in routers, to reduce the high drop rates experienced by XLFs. At ECN-
enabled routers, instead of being dropped, packets are marked before the queue
starts to overflow. This makes it necessary to estimate the queue length, and
accordingly mark the packets with some probability. At the same time, we also
use DRR scheduling to ensure fairness among flows with varying packet lengths.
To simulate this setup, we incorporate code in NS-2 to probabilistically mark the
packets, depending on the length of the common queue1. Fig. 10 compares the
drop rates experienced by flows switched in XLFs and packets, when nine out
of ten flows were XLF-switched flows. Evidently, the drop rates have gone down
very low. Obviously, due to the DRR scheduling there was also no unfairness
among flows.
1 Even though NS-2 has RED implementation, its design rules out the use of RED

and DRR scheduling at the same time.
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5 XLFs in Wireless Networks

Nowadays, access to the network is often through some wireless channels that
introduce random drop of packets. We show below that if TCP is used, then
its throughput may be very sensitive to the choice of packet size, making the
access point inefficient. Assume that the probability for an erroneous bit is p.
The probability to lose a packet of size N is

Pl(N) = 1− (1− p)N (3)

Throughput in packets/s is proportional to 1/
√

(Pl(N)), and the goodput is
thus proportional to (1− Pl(N))/

√
(Pl(N)); For small p,

Pl(N) = 1− [(1− p)(N/p)]p ∼ 1− exp(−Np) (4)

To obtain the best packet size N we need to maximize

Goodput(N) =
N exp(−Np)√
1− exp(−Np)

c (5)
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where c is a constant. We write

Goodput =
θ exp(−θ)

p
√

1− exp(−θ)
c (6)

where θ = Np. Fig. 11 shows the goodput in units of length per second, where
we take a unit to be c/p, as a function of the normalized packet length θ. The
function has a unique maximum at θ = 0.6438 obtained by differentiating the
Goodput with respect to θ and equating to zero. We obtain,

Lemma 1. The optimal throughput is obtained for the packet size N = 0.6438/p,
where p is the bit-error rate.

Hence we propose, packets be put into XLFs after the access which suggests
using Split TCP, or that the lower layers should include coding or ARQ so as to
decrease the bit error rate.

5.1 Using Block FEC

Block FEC can be used to reduce the loss rates in wireless networks. We use the
Gilbert loss model and the FEC model described in [20]. A link-level packet is
sent as multiple smaller units called transmission units (TUs in short). Let p be
the probability of losing a TU, and let N be the packet size in TUs. N = K +R,
where R is the number of redundant TUs and K is the number of useful TUs.
In block FEC, such a packet of N TUs is lost, only if more than R TUs are lost.
The probability of losing more than R TUs is,

P(R,N) = 1−
R∑

i=0

(
N

i

)
pi(1 − p)N−i
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For the throughput of a TCP flow, we use the formula, φ = S
RTT

√
3

2P , where
P is the probability of losing a packet. The throughput under the FEC scheme
with parameter R is,
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φ(R,N) = min

(
S

RTT

√
3

2P(R,N)
,
K

N
C

)

where C is the capacity of the (bottlenecked) wireless link. Fig. 12 shows the
throughput as a function of the ratio of K/N . The transmission unit is assumed
to be 100 bytes. N is then set to 15 (TUs) for packets, and to 200 for XLFs.
The capacity C was set to 1 Gbps. We see that, it is possible to achieve higher
throughput with considerably larger K/N ratio for XLFs.

6 Conclusions

Through arguments, analyses and simulations, this article reasoned the need for
having XLFs in future Internet. Numerical analysis showed that the number
of data units at an equipment can be brought down to as low as 8% by the
use of XLFs along with packets, thus bringing savings in processing resources
and electrical power. In the case where processing is the bottleneck, achievable
throughput is close to the line rate when XLFs are used. Increase in packet size
by an order also decreases the speed required to process packets by an order.
Though XLFs introduce unfairness without any fair queueing algorithm, simple
round robin mechanisms like DRR has been illustrated as solving this issue. The
high drop rates experienced by XLFs is brought down by using ECN feature.
Finally, we analyse the redundancy that has to be added in the wireless access
network integrating XLFs. These analyses have shown that XLFs will bring a lot
of benefits and can be integrated with light adaptation of current mechanisms
and no changes to the standard protocols.
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Abstract. In this paper, we examine an emerging combination of chal-
lenges for TCP: increasingly bursty background traffic that is not subject
to flow and congestion control, higher bandwidth networks and small
buffers at network routers. As a result, TCP experiences short-term
bursty packet losses that may not reflect long-term congestion. In this
work, we propose a balanced approach that uses TCP congestion control
mechanisms including Explicit Congestion Notification (ECN) to iden-
tify and overcome congestion, supported by adaptive FEC for short-term
packet loss recovery due to bursty flows. We demonstrate the effective-
ness of using FEC with TCP SACK congestion control by showing that
such an approach improves performance for TCP flows for the emerging
bursty traffic, small buffer, high bandwidth-delay product environments.

Keywords: Next-generation transport, Congestion control, Loss
recovery.

1 Introduction

TCP has been remarkably successful as a transport protocol, and has evolved
over the years to deliver the two core functions of reliability and congestion
control. In this paper, we examine potential ways in which TCP may evolve to
address a new combination of emerging challenges to TCP’s performance.

The first challenge for TCP is to co exist with the exploding growth of multi
media communications, including streaming and interactive video applications.
Multimedia applications predominantly use RTP/UDP, and manifest themselves
as bursty background traffic to regular TCP flows.

The second challenge is the increasing capacity of the end to end communica-
tion path coupled with smaller buffers at core routers (relative to the bandwidth
delay product). The purpose of buffering is to absorb short term burstiness, so

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 378–391, 2009.
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that any loss signal received by the end system is a reasonably unambiguous
indication of medium to long term congestion, in terms of the round trip time
and the time scales of end to end congestion control, and not burstiness. How-
ever, small buffers when subjected to background traffic that is highly bursty
result in buffer overflows that are correspondingly bursty. Packet loss is transient
and short lived, operating in time scales well beyond the dynamic range of end
to end feedback based congestion control mechanisms. Importantly, such packet
loss patterns significantly blur the distinction between medium term congestion
and short term burstiness. TCP will increasingly confuse short term burstiness
for medium term congestion, and cut its transmission window multiplicatively
(following the traditional AIMD principle, and even with the newer versions that
are more aggressive in their increase policies) each time, thereby paying a signifi-
cant performance penalty. Worse yet, TCP may also timeout during larger bursts
when a complete window of packets or a retransmission is lost. Such timeouts
are a more severe response to the bursty cross traffic than is “truly necessary”,
and recovery from such “mistakes” takes several round trip times.

The right response to these short term bursty losses is to combat it with short
term recovery mechanisms that don’t necessarily operate in the larger multiple
RTT time scales of feedback based congestion control schemes. Approaches that
would help TCP recover from short term transient losses can greatly improve
TCP’s goodput and delay performance in these situations. Forward Error Cor-
rection (FEC) coding presents an alternative. If packets at the transport layer
are FEC coded, the receiver would be able to recover the data even when some
packets have been lost in transmission. This “insurance” like property of FEC
coding results in a reduction of packet re transmissions and consequently, saves
time and bandwidth.

The role of FEC coding in recovering from losses due to noisy/lossy links has
been explored earlier [1],[2],[3]. In prior work, we developed enhancements to
TCP like transport protocols MPLOT and LT TCP in [1] and [2] (for multiple
paths and single path respectively) that employed FEC coding at the transport
layer as a means to counter packet losses from noisy/lossy wireless links. Our
protocols distinguished congestion losses from link losses by using the Explicit
Congestion Notification (ECN) [4] as definitive indicator of congestion. Another
useful feature of these protocols was the dynamic adaptation of FEC coding to
match the losses incurred in the network. This helped in minimizing bandwidth
wastage due to coding overhead. The end to end packet delay was also reduced
due to the reduction in re transmissions needed to recover from losses. We showed
in [1],[2] that such features are very effective in recovering from losses due to noisy
links. As a result, the enhanced transport achieves a significantly higher goodput
and lower delay than existing TCP protocols.

In this paper, we are interested in the question whether adaptive FEC mech-
anisms have a role beyond lossy wireless environments, and in the overcoming
the challenge of short term transient losses in high bandwidth delay product
networks with small buffers, combined with the presence of non congestion con-
trolled traffic such as UDP. We show that adaptive FEC mechanisms can be
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used to recover more efficiently from bursty losses in such situations. Beyond
loss recovery, we are also interested in complementing congestion control by dis-
tinguishing true congestion from short term bursty losses. In this paper, we pro-
pose a balanced approach for TCP congestion control evolution: to use explicit
congestion notification (ECN) to respond to congestion, supported by adaptive
FEC for short term packet recovery. While fixed coding overhead may be unde-
sirable as it reduces goodput, we show that adaptive coding feature of MPLOT
and LT TCP, on the other hand, actually boosts goodput. We demonstrate that
this approach results in a much smoother degradation in goodput with increas-
ing packet losses as compared to conventional TCP SACK. This is one of our
fundamental goals to achieve a much more gradual degradation in goodput as
compared to the highly non linear (exponential) decay in goodput seen by TCP
applications as the level of transient overload increases. It is worth noting that
our scheme does not make TCP more aggressive, or send beyond the constraints
placed by congestion control mechanisms such as self clocking, congestion win-
dow, AIMD, timeout window reduction etc. We use FEC primarily as a reliabil-
ity technique to enhance TCP SACK, and it has collateral benefits of helping
in “brittle” phases of congestion control caused by burstiness and small buffers.
In essence, our paper makes the case that FEC as a reliability technique has
broader applicability beyond lossy wireless environments, and can complement
TCP SACK’s congestion control mechanisms for emerging bursty, small buffer,
high bandwidth delay product environments.

The paper is structured as follows: in the next section, we discuss the motiva-
tion for our work along with the related work, followed by a brief discussion on
transport layer FEC coding and how TCP SACK can be modified to make effec-
tive use of FEC. We then discuss the results of our simulation based evaluation
and conclude by summarizing our results.

2 Motivation and Related Work

Liu et al. [5] have observed that medium/high speed streams exhibited high
burstiness due to packet accumulation. One stream was observed to peak at 600
Mb/s for a few micro-seconds when it transferred only 3.1 Mb/s in 3 seconds.
Fitzek et al. [6] observed peak-to-mean values between 15 and 45 for bit-rates of
audio/video streams. These studies indicated a high burstiness in traffic patterns
for new streaming applications.

Appenseller et al. [7] showed that router buffer sizes can be much smaller than
the end-to-end bandwidth-delay product. Their theoretical results showed that
the router buffer size is bounded by 1/

√
n of the bandwidth-delay product when

a link is being used by n identical TCP-like flows. Mascolo et al. [8] take this
study a step further by proposing a TCP congestion control framework aimed at
minimizing end-to-end bandwidth loss due to congestion. However, the results
in [7],[8] were based on the assumption that only identical TCP-like flows use
the network. Furthermore, in deriving bounds on the buffer sizes, these works
only focus on maintaining a desired throughput value, and ignore the goodput
metric which is more relevant in practice.
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A bursty unresponsive flow (e.g. UDP) can quickly overflow small queue
buffers leading to congestion losses for TCP flows. Consequently, TCP flows
would reduce their packet rates, thereby reducing throughput. Due to packet
losses, a TCP flow can take multiple Round Trip Times (RTTs) to recover lost
packets by re-transmissions. Due to the nature (AIMD policy) of TCP congestion
control, after a packet loss has occurred, it can take a long time for a TCP flow
to build up it’s throughput and goodput to levels before the congestion losses.
Consequently, a TCP flow will potentially lose significant amounts of bandwidth
and incur large delays due to the bursty losses caused by an unresponsive flow.

In presence of such bursty losses, therefore, it serves TCP well to recover from
losses quickly to reclaim lost bandwidth. FEC has been used to recover from
packet losses due to noisy links in [1],[2] and [3]. Hayasaka et al. [9] use FEC to
recover lost video packets due to congestion. Their solution needs a long buffering
time to transmit FEC packets before video transmission, however. Yu et al. [10]
use simplistic M/M/1 queueing models to derive optimal block size and code-
rate for FEC to recover from congestion losses, but only under very idealistic
conditions and assumptions (like all flows use TCP and are identical) which may
not hold in reality. Li et al. [11] use fixed coding overhead and flexible packet
scheduling to counter packet losses from noisy links. The packet scheduling is
varied to control the average loss-rate. A fixed coding rate approach may however
reduce goodput due to unnecessary coding overhead, as we demonstrate later in
this paper. Nguyen et al. use an exhaustive line-search to schedule a block of
coded packets for minimizing the likelihood that the receiver would not be able
to recover lost data. Here the authors only consider bandwidth constraints in
their work, ignoring any increments in delays incurred in the process.

Ahlswede et al. [12] present network-coding as a possible solution to recover
from losses in multi-cast applications. Application of network-coding has not
been applied/studied for unicast TCP flows extensively, however. There have
been a few attempts to study the effects of network-coding on TCP flows, but in
the context of wireless networks. For example, Huang et al. [13] and Ghaderi et
al. [14] study the impact of network-coding on unicast TCP flows running over
wireless mesh networks, and conclude that significant gains cannot be attained
unless the MAC layer is significantly changed.

We note that FEC has been primarily used to recover from non-congestion
losses. The overhead required by FEC is an undesirable feature which can poten-
tially reduce goodput (compared to the case with no coding) if FEC provisioning
is not done appropriately. In the next section we show how FEC can be used
intelligently to employ it’s loss-tolerance properties while limiting the overhead
incurred to negligible levels in presence of bursty non-responsive flows. The basic
idea is to employ FEC only when losses are incurred, and in proportion to the
amount of losses incurred. We then show through simulations that our proposal
benefits TCP by allowing it to recover from losses and obtain more goodput
than the conventional TCP-SACK.
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3 Packet Recovery Using FEC Coding

3.1 FEC Coding at the Transport Layer

In this paper, we use the term FEC to refer to erasure codes which have excellent
loss tolerance properties. In brief, a (n, k) block FEC code adds (n−k) redundant
units to k data units in such a fashion that the original k data units can be
recovered from any of the k units. This implies that a few FEC coded packets
can be lost during transmission, but the receiver would still be able to decode
and recover the original data packets from the remaining packets received.

Since our goal is to complement TCP congestion control with FEC, we propose
to code packets (or TCP segments) at the transport layer itself. As a result,
data can be recovered at the receiver even when a few packets are lost due to
short-term congestion. FEC would reduce the number of re-transmissions, thus
increasing TCP goodput during lossy phases. Reduction in re-transmissions also
reduces the delay incurred in recovering from packet losses, allowing the TCP
flow to quickly build up to throughput and goodput levels prevailing before the
losses.

The performance of an (n, k) FEC block code depends on two key parameters
– (i) code-rate n

k , and (ii) block size n. The choice of these two parameters sig-
nificantly influences the goodput and delay properties of the transport protocol.

The degree of loss-tolerance attained by FEC coding is directly proportional to
the code-rate. A higher code-rate also indicates a higher coding overhead. Hence,
there exists a trade-off between degree of loss-tolerance and coding overhead. A
fixed code-rate is clearly not optimal because it would consume bandwidth even
in zero-loss conditions, reducing goodput. A fixed code-rate is also useless if
packet losses exceed the degree of loss-tolerance provided by the code.

Clearly, we require a code-rate that would adapt to variations in network condi-
tions. An adaptable code-rate would only provide loss-tolerance during lossy con-
ditions (more specifically, provision enough FEC based upon an estimate of loss
statistics), thereby reducing bandwidth wastage. Therefore, the transport proto-
col must be able to estimate network losses as well as establish requirements for
the degree of loss-tolerance required from the FEC code. We show in [1] that in
order to decode any block without additional re-transmissions with high prob-
ability, a code-rate that is inversely proportional to the sum of average packet
loss-rate and packet loss-rate deviation is appropriate. The likelihood of decod-
ing bounds the expected goodput from below, providing a minimum performance
guarantee.

The choice of block size determines the average delay experienced by the
application. Since the receiver must at least wait for the amount of time it takes
to transmit the complete block of n packets, a larger block size would lead to
an increase in delay. As a block must consist of an integral number of packets,
the desired code rate often imposes restrictions on the block size. For instance,
a code-rate of 1.01 can be realized exactly only by a block of size 101 (as a
(101, 100) code, for example), or multiples of it.
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Lundqvist et al. [3] and our prior work [1] argue for a maximum block size
equal to the window size (which is a measure of the connection’s bandwidth-delay
product) to attain the optimal trade-off between goodput and delay.

3.2 TCP-SACK Modifications for Effective Use of FEC

We modify the standard TCP-SACK to employ FEC coding as mentioned in
the previous section. We denote this version of TCP as TCP-cd (coded TCP).

The focus of TCP-cd design is to emphasize that FEC, a mechanism for reli-
ability and loss recovery, when integrated into TCP, also has collateral benefits
by reducing the “brittleness” of TCP congestion control. The brittleness is ob-
served particularly in small-window phases and during transient burst losses, in
addition to other situations. The “insurance” provided by FEC helps provide
additional resilience under these conditions, and specifically leads to reduced
latency during the loss recovery phase and reduced fall back to timeouts that
hurt performance.

TCP-cd calculates the packet loss rate from loss measurements using Ex-
ponentially Moving Weighted Average (EWMA), and then calculates the vari-
ance of packet losses accordingly. We use the method described in [1] for the
MPLOT protocol to measure and update packet loss statistics. TCP-cd then
scales the TCP congestion window by the inverse of the packet delivery rate,
i.e., (1 - packet loss rate). This extra redundancy ensures that the “loss ad-
justed” congestion window remains at the level as originally targeted, on an
average. TCP-cd encodes the data packets with a (n, (1 − μ − σ)n) block code
where n is the scaled window size, μ is the average packet loss rate and σ2 is
the packet loss variance. TCP-cd dynamically adapts the code-rate and block
size as the measured/estimated loss rate varies. Unlike some implementations of
TCP, the window is not reduced simply based on the receipt of three duplicate
acknowledgements. Instead, we use ECN to detect congestion and reduce the
window. TCP-cd is a simpler version of MPLOT [1] in the sense that it only
includes FEC coding from MPLOT while excluding any capabilities to take ad-
vantage of out-of-order transmission, packet size adjustment and other policies
employed by MPLOT to take advantage of multiple paths.

In order to estimate the effect of FEC, we also simulate another variant of
TCP-SACK – TCP-la (loss aware TCP), that measures the packet loss statistics
like TCP-cd but does not employ FEC coding. Thus in TCP-la, packet loss
measurements are only used to scale up the congestion window as described
above. We simulate TCP-SACK, TCP-la and TCP-cd under different conditions
to measure the throughput, goodput, packet losses and timeouts. The simulations
in the next section show that TCP-cd achieves better goodput than TCP-SACK
and TCP-la even though all the three protocols have the same throughput.

4 Simulation Results

In this section, we present results from simulation experiments which show that
intelligent use of FEC coding, as discussed in section 3.2, helps in substantially
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improving the performance of TCP by increasing end-to-end goodput. The ef-
fect of bursty packet losses due to short-term transient congestion are overcome
without triggering the more severe congestion response of TCP. Through simu-
lations, we aim to investigate the following issues: (i) whether and by how much
does coding help in improving TCP throughput and goodput in the presence of
bursty unresponsive flows, (ii) how buffer sizes at network core routers impact
the effectiveness of the use of FEC, and (iii) the extent of burstiness (in terms
of the the peak-to-mean ratio of the bursts) for which of FEC is effective in
improving TCP goodput.

Our ns-2.30 simulations use the typical single bottleneck dumb-bell topol-
ogy. We use varying numbers of different types of sources (responsive (TCP),
non-responsive (UDP), with/without congestion control) for assessing the contri-
bution of FEC coding in recovering from congestion losses. We use a bottleneck
link bandwidth of 10 Mb/s and a Round Trip Time (RTT) of 40 ms in the
simulations, unless specified otherwise. To understand the impact of our work
for networks with high bandwidth-delay product environments, we examine our
results with varying buffer sizes, as a function of the bandwidth-delay product,
at the bottleneck.

4.1 Complementarity of FEC and Congestion Control

We first investigate the effectiveness of FEC coding in attaining higher good-
put in the presence of losses due to buffer overflows, both with and without
congestion control. To first understand the role of coding in improving good-
put when a transport protocol does not use flow and congestion control, we
simulate an end-end reliable transport protocol similar to TCP except that the
sources have no window flow control and therefore transmit at a constant packet
rate (e.g., UDP with reliability built-in). We simulate 10 such sources over a
single-bottleneck topology and vary the bottleneck bandwidth from 6 Mb/s to
15 Mb/s. Each source transmits application (data) packets at 1 Mb/s. If the
packet flow is (n, k) coded, then the sending rate is increased to n

k Mb/s to keep
the rate of data packets the same. For the coded flows, a block size of 10 packets
is used. The queue is a simple drop-tail queue with a buffer size equal to the
bandwidth-delay product.

Figure 1(a) shows the cumulative goodput achieved by all the sources as the
traffic overload, defined as the difference between the aggregate application traffic
rate and the bottleneck bandwidth, is increased. The uncoded flow experiences
losses only when the bottleneck is overloaded (i.e., the bottleneck bandwidth is
10 Mb/s or lower). However, for the coded flows, packet loss occurs earlier, once
the sending rate exceeds 10 k

n Mb/s for an (n, k) coded flow (i.e., the aggregate
sending rate exceeds the bottleneck bandwidth). Furthermore, the uncoded flows
exhibit higher goodput as compared to coded flows when the traffic overload is
less than 1 Mb/s. This is intuitively expected, since the code-rates used for
the coded flows in the three cases shown in the simulations are at least 10%.
However, as the traffic overload increases, the coded flows experience a more
gradual decay in goodput than uncoded flows, thereby achieving higher goodputs
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Fig. 1. The use of FEC coding in congested networks can have a significant effect on
goodput. The combination of coding and congestion control leads to more gains.

at higher levels of congestion. These results show that FEC coding can certainly
help reduce packet loss rates at high congestion levels. In addition, the extent of
coding overhead (low with (10,9); high with (10,5)) has a significant impact on
the goodput.

In the next set of simulations (results shown in figure 1(b)), we introduce
a rudimentary congestion control function (similar to the AIMD algorithm in
TCP) along with FEC coding to gauge their combined effect, and compare the
performance of coded flows with the uncoded case subject to similar congestion
control. For coded flows, we only consider the (10, 9) block code case. We use two
block sizes: one a fixed block size of 10 as before, and another where the block size
is set to the bandwidth-delay product. Note that the two curves corresponding
to no congestion control are the same as in figure 1(a), and are included here
for comparison. We observe that the goodput is substantially improved with the
introduction of the simple congestion control mechanism. However, performance
of the coded case improves more than the uncoded case. This is particularly true
if the block size is set to the bandwidth delay product, which attains significantly
higher goodput compared to the uncoded case. More importantly, the reduction
in goodput for coded flows is linear (gradual) in nature as compared to uncoded
flows which experience a more severe non-linear reduction in goodput. These
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results imply that FEC coding can work well with congestion control mechanisms
in improving goodput by reducing losses, particularly if the block size is set to
the bandwidth-delay product. We explore this issue in more detail in the rest of
our simulation experiments.

4.2 Benefits of FEC with TCP Flows under Bursty Losses

In order to represent the conditions of unresponsive and bursty flows that expose
TCP flows to congestion losses, we simulate a periodic UDP flow that transmits
at a peak rate for a certain time-period and then turns off for an equal time
period (50% duty cycle). We use an ON-period of 50 RTT (2000 ms) and vary
the peak rates from 3 Mb/s (low congestion) to 15 Mb/s (high congestion) in
our simulations.

We first compare the throughput values (aggregate rate of packets sent, in-
cluding retransmissions and in the coded case, redundancy packets) obtained by
the three TCP variants for different UDP rates and router buffer sizes, and es-
tablish the fact that our use of coding stays within the window flow control lim-
its of TCP. Figure 2 shows the average throughput values (as a percentage of
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the bottleneck bandwidth) along with their 95% confidence intervals for TCP-
cd, TCP-la and TCP-SACK, when the buffer size at the routers is equal to the
bandwidth-delay product. We note that the throughput values of the three al-
gorithms are roughly the same. (This trend is also observed for buffer sizes of
BW.RTT/2 and BW.RTT/4 – not shown due to space limitations.) The similar
throughput for the three algorithms is because they use the same TCP conges-
tion control mechanism (AIMD algorithm with similar parameters), and there-
fore increase and decrease window sizes similarly in response to congestion losses.
However, for the same throughput, we show below that TCP-cd is able to attain
much higher goodput by being able to convert a larger fraction of the throughput
to goodput, as compared to TCP-SACK and TCP-la.

By using dynamic coding, we limit the coding overhead appropriately (as
compared to using a fixed coding rate), and adapt the coding rate nicely to
match the time-varying loss rate on the path of a flow. We now measure how
dynamic adaptive coding affects goodput in presence of TCP congestion control.
The average goodputs (as a percentage of the capacity of the bottleneck) with
their 95% confidence intervals are shown in figures 3-5, for the three variants
and buffer sizes of BW.RTT , BW.RTT/2 and BW.RTT/4, respectively. Note
that the bottleneck capacity is 10 Mb/s; thus even at an average UDP rate of
6 Mb/s, only 60% of the bottleneck bandwidth is used by the UDP flow.

For TCP-SACK and TCP-la, the goodput reduces by almost 75% as the average
UDP rate increases from 1.5 Mb/s to 6 Mb/s. This shows the severe impact that
bursty flows can cause to goodput, even if they do not lead to long-term conges-
tion. In contrast, the goodput for TCP-cd decays by about 60% across the same
range of average UDP rates. This shows that use of FEC helps in rapid recov-
ery from losses, thereby reducing re-transmissions and increasing goodput. This
behavior is consistent across all values of buffer sizes simulated. Comparing the
throughput and goodput values, we note that TCP-SACK is only able to con-
vert 30% of its throughput to goodput (at an average UDP rate of 6 Mb/s) while
TCP-cd can convert 66.7% of throughput to goodput at the same average UDP
rate. This is more than a 100% improvement in converting throughput to good-
put. Since the goodput performance of TCP-la and TCP-SACK is very similar,
this implies that the performance improvement observed for TCP-cd is exclusively
due to the effective use of coding, and not due to the loss-rate based scaling of the
congestion window. Comparing the three figures (the three different bandwidth-
delay product cases) we observe that the performance difference between TCP-cd
and the other two TCP versions is more pronounced at lower values of the average
UDP rates as the buffer size becomes smaller. This is particularly important as we
go to higher bandwidth-delay product environments, where correspondingly the
amount of buffering available at routers may be smaller.

To understand the cause for the improved goodput with TCP-cd, we examine
the packet loss and timeout behavior of the different alternatives. The packet loss
rate increases with an increase in average UDP rate as expected. In addition to
the reduction in window size as a result of TCP’s loss-based congestion response,
there is also a likelihood of TCP flows suffering timeouts. We look at the average
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Fig. 6. The time spent in timeout by TCP-SACK and TCP-cd

time spent in timeouts by TCP-SACK and TCP-cd respectively in figures 6(a)
and 6(b), for the three different buffer sizes. The timeouts become significant
when the average UDP rate exceeds about 60% of the bottleneck capacity (which
corresponds to the peak UDP rate exceeding 100% of the bottleneck capacity).
However, while there is no dramatic difference between TCP-SACK and TCP-cd
in terms of time spent in timeouts, TCP-cd does in fact see improvements in the
amount of timeouts experienced with smaller router buffers.

Figure 7(a) overlays the variation in UDP traffic and the corresponding aver-
age packet loss rate measured at a TCP receiver when the UDP flow transmits at
a peak rate of 10 Mb/s on a path with a bandwidth 10 Mb/s. TCP experiences
losses when the UDP flow turns on, resulting in TCPs reducing their window,
thereby reducing throughput and goodput as well. Packet retransmission and
the potential of retransmitted packets being lost result in further reduction in
goodput. In figure 7(a), which shows the loss-rates for TCP-SACK, the aver-
age packet loss is high, frequently experiencing 100% packet loss (resulting in
timeouts). We now look at the average loss rate measured by a TCP-cd receiver
in figure 7(b). While the packet loss rate is still high, it is considerably lower
than the loss-rate observed for TCP-SACK. FEC coding thus enables a TCP
flow to tolerate the co-existence of non-cooperating flows and overcome the ef-
fect of transient packet losses. Even under heavy congestion useful information
is delivered through the use of coding.

We now study the impact of increasing the burstiness of UDP flows on TCP-
SACK and TCP-cd. For this purpose, we maintain the peak rate of the UDP
flow equal to the bottleneck bandwidth of 10 Mb/s and vary the ON-period
for the UDP flow. The OFF-period of the UDP flow is fixed (at 2 secs), and
we observe the throughput and goodput achieved by TCP-SACK and TCP-cd,
while varying the ON-period from 0.4 secs to 20 secs, resulting in a peak-to-mean
rate ratio of the UDP flow varying from 1.1 to 6. We present the throughput
and goodput values for the two protocols in figures 8 and 9 respectively, where
the router buffer size equals half the bandwidth-delay product.

We note from figure 8 that the throughput achieved by TCP-cd is the same as
TCP-SACK, across the range of UDP burstiness values considered. In contrast,
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Fig. 7. Comparison of packet losses for TCP-cd and TCP-SACK when UDP is trans-
mitting at peak rate of 10 Mb/s and the buffer size is quarter of the bandwidth-delay
product. The losses seen by TCP-cd are significantly less than those of TCP-SACK.

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 1.5  2  2.5  3  3.5  4  4.5  5  5.5  6

T
h

ro
u

gh
p

u
t 

(%
 o

f 
B

an
d

w
id

th
)

Peak to Mean ratio of UDP Flow

TCP−SACKTCP−cd

 1.1

Fig. 8. Throughput comparion for dif-
ferent levels of burstiness of UDP flow
(buffer=half BW-Delay product)

 0

 10

 20

 30

 40

 50

 60

 70

 80

 90

 100

 1.5  2  2.5  3  3.5  4  4.5  5  5.5  6

G
oo

d
p

u
t 

(%
 o

f 
B

an
d

w
id

th
)

Peak to Mean ratio of UDP Flow

TCP−cd
TCP−SACK

 1.1

Fig. 9. Goodput comparison for differ-
ent levels of burstiness of UDP flow
(buffer=half BW-Delay product)

the goodput achieved by TCP-cd gets significantly better as the burstiness of
UDP flow increases, as we observe in figure 9. For a peak-to-mean ratio of 6,
the goodput achieved by TCP-cd is twice that of TCP-SACK. As the burstiness
reduces, the UDP flow acts more like a constant rate flow, reducing the gains
made by FEC.

In summary, we conclude that the use of adaptive FEC along with TCP
congestion control can lead to significant goodput gains in scenarios that are
typically observed in current networks, where there is likely to exist signifi-
cant amounts of cross-traffic from non-cooperative UDP flows. The goodput
improvement is more pronounced as the burstiness of the unresponsive flows,
and hence the congestion losses, increases. This becomes particularly important
in higher bandwidth-delay product environments, especially with routers having
small buffers. Use of adaptive FEC coding helps in significantly extending the
dynamic range of operation of feedback based congestion control mechanisms.
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5 Summary and Conclusions

As networks evolve to higher bandwidth-delay product environments and have
to carry traffic that is unresponsive to congestion control, the capabilities of
congestion control will be pushed beyond their designed limits. In this paper,
we demonstrated that existing TCP congestion control mechanisms can be effec-
tively complemented by packet level FEC coding to quickly recover from short-
term congestion losses caused by bursty unresponsive flows. The approach we
propose is particularly useful in to help TCP perform reasonably well even when
traffic is bursty causing transient overloads, buffer sizes are small and feedback
delays are large, thus extending the dynamic range of traditional feedback-based
congestion control protocols. The extent of goodput benefit provided by FEC
coding increases as the router buffer size reduces. This is a particularly impor-
tant as it allows routers to retain relatively small buffers for the emerging high
bandwidth-delay environments, thereby reducing queueing delay while FEC cod-
ing protects goodput against short-term queue overflows. We also showed that
the performance gains delivered by packet level FEC increases as the burstiness
in the traffic and the associated packet losses due to congestion increase. The
significant gains in goodput are achieved without a corresponding increase in
throughput, as the overhead of FEC coding is minimized by adapting the code-
rate to network losses. Our scheme is able to use the loss-tolerance property of
FEC to attain higher goodput, while right-sizing the overhead associated with
FEC.

In summary, intelligent/adaptive FEC coding can complement TCP’s conges-
tion control to effectively counter losses caused by the combination of bursty
unresponsive flows and router buffer sizes that are small compared to the band-
width delay product in high-speed networks.
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Abstract. In recent years a number of TCP variants have emerged
to optimise some aspect of data transport where high delay-bandwidth
product paths are common. We evaluate a different scenario - latency-
sensitive UDP-based traffic sharing a consumer-grade ‘broadband’ link
with one or more TCP flows. In particular we compare Linux implemen-
tations of NewReno, H-TCP and CUBIC. We find that dynamic latency
fluctuations induced by each TCP variant is a more significant differen-
tiator than ‘goodput’ (useful throughput), and that CUBIC induces far
more latency than either H-TCP or NewReno when multiple TCP flows
are active concurrently. This potential for ‘collateral damage’ should in-
fluence future efforts to re-design TCP for widespread deployment.

Keywords: TCP, congestion control, latency, interactive, broadband.

1 Introduction

Transmission control protocol (TCP) [1] deserves significant credit for the in-
ternet’s wide-spread utility over the past 25+ years. The relatively modern
NewReno variant of TCP [2] balances two key goals: Provide reliable trans-
fer of byte-streams across the IP layer’s unpredictable packet-based service, and
minimise congestion inside end hosts and the underlying IP network(s) while
maximising performance [3]. As the dominant transport protocol for internet-
based applications [4], maximisation of TCP performance has been an active
and challenging area for academic and industry research into congestion control
(CC) techniques [5]. A common focus has been on the interactions between mul-
tiple TCP sessions when sharing a common congestion point or path segment,
particularly on long paths with high link speeds.

This paper looks at an increasingly important new scenario - TCP flows
sharing consumer-grade ‘broadband’ links with non-reactive, latency-sensitive
UDP-based applications such as Voice over IP (VoIP) and online games. In
particular we focus on the impact of the Linux implementations of NewReno,
CUBIC [6,7] (currently the default CC algorithm for Linux TCP connections),
and H-TCP [8,9] variants of TCP. Each variant provides different dynamic re-
sponse to congestion within an IP network, which has a direct impact on the

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 392–403, 2009.
c© IFIP International Federation for Information Processing 2009
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latency experienced by other flows sharing a congestion point. We characterise
the extent to which both CUBIC and H-TCP induce greater median latency than
NewReno yet provide little nett gain in goodput (useful throughput as measured
by the application on top of TCP).

Section 2 begins with an over-view of issues surrounding TCP CC research.
Section 3 describes our testbed, instrumented to allow precise tracking of latency
versus TCP’s congestion window size and congestion events. In section 4 we il-
lustrate the range of latencies, and frequency of latency fluctuations, experienced
by unrelated UDP flows sharing a congestion point with long-lived NewReno,
CUBIC and H-TCP flows.

2 Background

The evolution of the internet’s IP-based network and underlying infrastructure
has exceeded initial architectural design assumptions and expectations in a num-
ber of areas. Since congestion control (CC) was first proposed [10] and subse-
quently mandated [11], there has been significant ongoing research to ensure CC
kept pace with the underlying network it was designed to efficiently utilise and
protect from congestion collapse.

The Internet Research Task Force’s (IRTF) Internet Congestion Control Re-
search Group (ICCRG) [12] and Transport Modeling Research Group (TMRG)
[13] have been established to shepherd the development, evaluation and (where
applicable) standardisation of improved and altogether new CC mechanisms and
schemes, with a focus on transport protocols.

A particularly large body of work has developed around improvements to the
Additive Increase Multiplicative Decrease (AIMD) congestion window (cwnd)
scaling factors and congestion detection mechanisms used by the defacto-
standard NewReno CC algorithm. Wireless environments (where packet loss is
not indicative of congestion) and large bandwidth-delay product (BDP) paths
(which take multiple minutes to re-probe network capacity after congestion back-
off) are some of NewReno’s current problem areas where it is failing to meet the
goal of efficient network utilisation.

A raft of new protocols have been proposed in recent years, which typically aim
to solve a weakness in NewReno under a specific subset of network scenarios.
The resulting proposals are being discussed, evaluated and refined within the
context of the ICCRG and TMRG, with an eye to eventual publication as an
experimental or fully fledged Internet Engineering Task Force (IETF) standard.

Evaluation of TCP related CC mechanisms is itself an active area of research.
Steps are being taken to develop a set of public baseline test scenarios and metrics
with which to compare new CC algorithms [14]. Evaluation by individual algo-
rithm implementers thus far has largely focused on aspects such as intra-protocol
fairness, inter-protocol fairness with NewReno, throughput and convergence.

While there are good reasons to maintain multiple CC implementations for
research purposes and specific application use cases, the need for a suitable
default for the average network stack is important. It is therefore crucial to test
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real-world implementations of proposed protocols in common network scenarios
that a standardised protocol would likely be deployed in.

To date, we have found very little prior work [15,16] investigating home broad-
band scenarios and the behaviour of emerging TCPs, or TCPs interacting with
non-congestion reactive, latency-sensitive traffic in this environment. The con-
tinuing convergence towards IP based entertainment, information access and
communication service delivery ensures this is an area of increasing importance.

Gaming and voice over IP are two such services of interest, both typically
delivered using constant rate, non-congestion reactive flows of small UDP pack-
ets. Online multiplayer computer games, and the popular first person shooter
genre in particular, have well known latency sensitivity requirements for effective
game play [17]. Voice over IP is another real-time service with well characterised
latency tolerances, previously examined in the context of traditional telephony
[18,19] and now IP networks more recently [20]. The requirements of these in-
creasingly important applications must be taken into consideration within the
context of transport protocol research and development.

3 Experimental Methodology

Figure 1 shows our experimental topology - one congestion point (a FreeBSD
router1 with configurable forwarding latency and instrumented to log actual
queue utilisation over time), four Debian Linux hosts2 acting as TCP or UDP
sources and sinks, and a precision traffic capture tool3 to calculate one way delay
(OWD) through the router. Our simple dumbbell testbed is not topologically
equivalent to the actual network paths traversed by typical consumer traffic.
Nevertheless it is suitable for this paper’s focus on the interactions between
TCP and UDP flows.

As consumer broadband links vary widely around the world we settled on emu-
lating 1Mbps links with drop-tail queues of 60000 bytes in each direction (based
on previously published estimations of buffering in consumer routers [21,22]).
The drop-tail queues create the bottleneck shared by all traffic traversing the
router, and RTT/2 of delay is added in each direction using dummynet [23]. We
experimented with total RTTs of 50ms and 100ms to emulate delays conceiv-
ably experienced by typical consumer activities. Configured latency is accurate
to within 0.5ms as the router’s kernel was set to tick at 2000Hz (kern.hz = 2000).

Hosts A, B, C and D are instrumented with Web100 [24,25] - tracking TCP
connection parameters (such as cwnd) by polling every 1ms over the lifetimes of
active TCP sessions.
1 FreeBSD 7.0-RC1 on a 2.80GHz Intel Celeron D (256K L2 Cache), 512MB PC3200

DDR-400 RAM, with two Intel PRO/1000 GT 82541PI PCI gigabit Ethernet cards
as forwarding interfaces.

2 A 2.6.25 kernel ticking at 1000Hz, each one a 1.86GHz Intel Core2 Duo E6320 (4MB
L2 Cache) CPU, 1GB PC5300 DDR2 RAM and Intel PRO/1000 GT 82541PI PCI
gigabit Ethernet NIC.

3 Two Endace DAG 3.7GF gigabit ethernet capture card ports.
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Fig. 1. Testbed for measurement of shared, congestion-induced queuing delays

Bulk TCP traffic was generated using Iperf [26], with data flowing from Host
A to C and ACKs from Host C to A. Uni-directional UDP traffic from Host B
to D (186byte IP packets every 20ms, emulating non-reactive VoIP traffic) was
generated using Tcpreplay [27]. No traffic flowed in the reverse direction from
Host D to B.

Load-time tunable variables of the Linux CUBIC and H-TCP implementations
were left at their default values, except as noted here. For CUBIC, we set “max
increment” to 1004. To ensure H-TCP’s consistency with the published internet
draft [8] we disabled “adaptive backoff” and “adaptive reset”, but left “RTT
scaling” on5.

Trials were run five times for each combination of TCP algorithm, testbed
RTT and number of TCP flows. Trials lasted for at least three minutes or twenty
congestion epochs, which ever was longer. For each group of five runs we dis-
carded the highest and lowest results and took the average of the remaining
three.

4 Results

Our initial experiments focus on measuring the following characteristics: TCP
goodput, latency as experienced by the UDP flow over time, the frequency of
congestion events as observed in the router’s bottleneck queue and the number
of packets retransmitted by TCP.
4 This variable has been removed in more recent CUBIC specifications and setting it

to 100 effectively disabled any effect it might have in our test scenarios.
5 The H-TCP code also ran with a patch functionally equivalent to [28] that fixed a

visible bug in H-TCP’s behaviour.
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4.1 Goodput Achieved by NewReno, CUBIC and H-TCP

Goodput for each trial run was calculated using tcptrace [29], providing a mea-
sure of the application level (or “usable”) bitrate achieved during each trial. All
three TCP variants exhibited much the same average goodput when RTT was
both 50ms and 100ms. Table 1 lists the average aggregate goodput across all flows.

Table 1. Aggregate ‘goodput’ of one, two and five concurrent flows - NewReno, H-TCP
or CUBIC congestion control, 50ms or 100ms RTT, 1Mbit/sec bottleneck

RTT (ms) Algorithm

No. Flows
1 2 5

Goodput Statistics (KB/s)a

μ σ μ σ μ σ

50
NewReno 111.8 0.01 112.2 0.19 112.2 0.10

H-TCP 111.9 0.06 112.5 0.11 114.2 0.50
CUBIC 111.9 0.04 112.6 0.24 114.5 0.39

100
NewReno 111.9 0.01 112.2 0.01 112.5 0.23

H-TCP 111.8 0.04 112.7 0.19 114.0 0.43
CUBIC 111.9 0.04 112.7 0.25 114.3 0.39

aWhere 1KB = 1000 bytes.

Consumers constrained by 1Mbit/sec links and 50ms or 100ms paths were
not the original design target for TCP variants such as CUBIC and H-TCP.
Indeed, H-TCP and CUBIC were intended to be NewReno-like over links with
low bandwidth delay product (BDP), so our goodput results are not unexpected.

However, our experiments reveal that H-TCP and CUBIC diverge from
NewReno in significant ways when we consider the latency caused by each TCP
variant’s congestion control behaviour in low BDP environments.

4.2 Latency Induced by NewReno, CUBIC and H-TCP

Latency-sensitive applications such as VoIP and online games typically generate
UDP flows that have simplistic (or non-existent) reaction to congestion within
the underlying IP network path. Such applications are increasingly important in
the consumer market, and TCP’s cyclical variation of cwnd is known to cause
bottleneck queuing delays to fluctuate regularly. Our experiments suggest that
this ‘induced latency’ should be considered an important differentiator between
TCP variants that expect deployment in consumer contexts.

Illustrative examples of the cyclical variation in cwnd, one way delay (OWD)
and queue length induced by TCP are provided by Figures 2a and 2b. These
figures clearly highlight the relationship between cwnd, queue occupancy and
induced OWD during three consecutive congestion epochs of a single H-TCP
flow sharing the bottleneck link with a single UDP flow over a 100ms RTT path.
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Fig. 2. Cwnd, Induced OWD and Queue Occupancy vs Time across three consecutive
congestion epochs of a single H-TCP flow. Path is 1Mbit/sec @ 100ms RTT.

More usefully, Figures 3a, 3b and 3c show the CDF of OWD experienced by our
single UDP flow over at least twenty congestion epochs when the bottleneck link is
shared with one, two and five TCP flows respectively. Plots for 100ms looked iden-
tical. In this case the path has a 50ms baseline RTT (25ms OWD), thereby fixing
the best case OWD at 25ms, which is visible in the figures. The upper bound is
the maximum queuing delay (480ms, being 60000 bytes at 1Mbps) plus the path’s
intrinsic 25ms OWD. A statistically insignificant number of UDP packets were
dropped during queue full events, and these are excluded from the latency statis-
tics presented here. NewReno, H-TCP and CUBIC clearly interact very differently
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Fig. 3. Cumulative distribution of OWD for NewReno, H-TCP and CUBIC. Path is
1Mbit/sec @ 50ms RTT.

with the bottleneck queue over time - behaviours directly attributable to their par-
ticular algorithms for managing the TCP congestion window.

H-TCP mimics NewReno cwnd growth for the first second after congestion,
and then follows a parabolic growth function proportional to x2/2 until the next
congestion event (where x is related to the time since last congestion).

CUBIC follows a cubic growth function proportional to 0.4x3 (where x is also
related to the time since last congestion). Unlike H-TCP, CUBIC takes NewReno
cwnd growth as a baseline. The algorithm switches to the NewReno growth
function if the cubic growth function calculates a value less than NewReno would
have achieved in the same amount of time since congestion.

The difference between the growth functions themselves is also pertinent.
Unlike parabolas, cubic functions grow quickly in their concave region, gradu-
ally slowing as they reach an inflection point before switching to convex mode
operation and grow quickly again. This behaviour is particularly noticeable in
Figure 3a. The CUBIC data shows a steep increase in latency at 400ms (con-
cave growth), which slows between 440ms-480ms (near inflection point) before
starting to grow again (convex growth).

As more TCP flows are added (Figures 3b and 3c) the CUBIC flows continue
to induce significant additional delay whereas the H-TCP flows tend to induce
NewReno-like latency. (More concurrent flows create more frequent congestion
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Table 2. Latency induced by NewReno, H-TCP or CUBIC congestion control on one,
two or five concurrent flows, 50ms or 100ms RTT, 1Mbit/sec bottleneck

RTT (ms) Algorithm

No. Flows
1 2 5

Induced Latency Statistics (ms)
Median μ σ Median μ σ Median μ σ

50
NewReno 393.2 387.7 74.2 422.8 410.1 67.1 445.5 427.3 68.2

H-TCP 347.0 371.1 73.5 390.8 397.8 66.3 459.6 439.2 59.7
CUBIC 456.2 452.2 35.5 474.1 465.7 31.9 485.0 476.4 26.1

100
NewReno 409.8 402.4 81.0 442.4 427.6 73.7 466.0 447.1 74.1

H-TCP 353.3 383.6 85.1 405.5 414.8 71.5 479.0 459.1 62.9
CUBIC 487.8 476.7 42.0 494.5 485.2 37.8 504.3 494.7 32.1

events, and the individual H-TCP flows spend proportionally more time ex-
hibiting NewReno-like cwnd growth.) Table 2 quantifies the median, mean and
standard deviation of latencies induced during the separate trials of NewReno,
H-TCP and CUBIC congestion control with one, two or five concurrent flows.

4.3 Impact of Congestion Events

Figure 4 plots the average number of queue full events per minute, observed
during a sixty second period in the middle of each trial. A queue full event occurs
when the dummynet bottleneck queue reaches capacity and drops packets until
it is able to accept a new packet.

In the one and two TCP flow cases, H-TCP’s parabolic cwnd growth function
causes it to consistently overshoot the queue capacity by some margin, resulting
in the larger number of queue full events. However for the five flow case, H-
TCP’s tendency to remain in NewReno mode due to the increased frequency of
congestion events results in fewer queue full events. CUBIC on the other hand
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Fig. 4. Average number of “queue full” events per minute
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Fig. 5. Average number of retransmitted packets

demonstrates no such restraint, which results in faster increases in queue full
events per flow than H-TCP or NewReno.

Retransmitting packets due to network and receiver losses should ideally be
kept to a minimum to ensure efficient network resource utilisation. In the low
BDP bottleneck scenarios under investigation, retransmissions are almost en-
tirely caused by a flow’s cwnd overshooting the path capacity and subsequently
overflowing the bottleneck queue. A TCP’s cwnd growth function therefore plays
an integral part in balancing protocol scalability (quickly probing the path to
utilise available bandwidth) and stability (minimising the time a connection is
not sending user data).

Figures 5a and 5b plot the average aggregate number of retransmissions for the
50ms and 100ms trial sets respectively6. Because they are optimised to aggres-
sively probe for network capacity for benefit in high BDP environments, H-TCP
and CUBIC both trigger significantly more retransmissions than NewReno.

These results also align with those of Figure 4, as we would expect queue full
events and retransmissions due to lost packets to be closely correlated.

5 Conclusion and Further Work

We have performed a comparison of the Linux implementations of NewReno,
H-TCP and CUBIC TCP over an emulated path that (roughly) approximates
a congested consumer broadband link. First we observed that ‘goodput’ (useful
throughput) was essentially equivalent for each TCP variant when pushing data
over a 50ms or 100ms RTT path with a 1Mbps bottleneck link speed and 60000
byte queue. Then we explored the latency that would likely be experienced by
VoIP-like UDP traffic sharing such a congested ‘consumer’ link with each TCP
variant.

CUBIC was observed to induce noticeably more latency than either H-TCP
or NewReno when one or more active TCP flows congest a link. With one or
two concurrent flows, it is even possible for H-TCP to induce less latency than
6 Calculated using tcptrace and summed for each test run.
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both CUBIC and NewReno. For example, two TCP flows sharing a 50ms RTT
path with a 60000 byte queue at a 1Mbps bottleneck induced median latencies of
422.8ms, 390.8ms and 474.1ms for NewReno, H-TCP and CUBIC respectively.
With five concurrent flows the median induced latencies rose to 445.5ms, 459.6ms
and 485.0ms respectively.

The impact of induced latency on VoIP and online game applications is a form
of ‘collateral damage’. We believe future efforts to re-design TCP for widespread
deployment should aim to minimise this impact, rather than aiming for fairness
between TCP flows or maximisation of goodput in long, fast networks. Addition-
ally, the largest difference between the latency induced by the optimised variants
stems from differences in their “low speed” compatibility modes. Algorithm de-
velopers should consider these findings in the future refinement of compatibility
modes, as there are likely gains to be had by defining better behaving options
for broadband-like environments.

The current behaviour of the tested common TCP variants in broadband
environments strongly indicates that CPE manufacturers need to provide better
mechanisms to appropriately manage their device’s queues. The current trend
towards large unmanaged (by default) queues in CPE is demonstrably bad news
for consumers.

Our analysis suggests a number of areas for future work. In order to rule
out implementation effects, a similar suite of tests should be performed using
independent implementations of NewReno, H-TCP and CUBIC (ideally under
a different operating system, such as FreeBSD). Extending the evaluation to a
wider set of TCP variants and further exploring useful metrics to differentiate
the impact of TCPs in the home broadband environment is required. Finally,
exploring simple ways in which CPE manufacturers can easily address the issues
raised by this research would result in some material benefit to consumers. For
example, evaluating the appropriate tuning and impact of various queue man-
agement schemes with a goal of making recommendations to CPE manufacturers
would be a worthwhile outcome.
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Abstract. We are motivated by the fact that fixed Increase rates and
Decrease ratios for AIMD cannot adjust TCP’s performance to the In-
ternet’s diverse networking conditions. Indeed, we find that fixed values
for the increase/decrease factors of AIMD restrain flexibility, which is a
fundamental property of transport protocols in order to guarantee uti-
lization and fairness in Modern and Future internetworks. We propose a
new paradigm for hybrid AIMD designs that has the potential to adjust
TCP’s behavior according to network conditions.

The proposed Multi-Rate AIMD (MR-AIMD) increases additively the
Additive Increase factor of AIMD in case of positive feedback and de-
creases multiplicatively (the AI factor) in case of negative feedback and
Explicit Congestion Notifications. In other words, MR-AIMD takes into
account ECN signals in order to quantify the level of network contention
and adjusts its response accordingly.

We show that MR-AIMD reduces retransmission effort significantly,
when contention is high, becomes aggressive when contention decreases
and tolerates against random, transient errors due to fading channels.

Keywords: TCP, AIMD, Multi-Rate AIMD, Congestion Control, ECN.

1 Introduction

The huge expansion of the Internet and the explosion of its applicability in our
every day life has triggered extensive research in various fields of the networking
technology. Clearly, TCP and its supporting AIMD algorithm is one of the most
overworked topics during the last 15 years. Research efforts have focused on
faster convergence to fairness [1] and efficiency [2], transmission over wireless
lossy links [3], fast exploitation of high-speed links [4], [5], [6], [7], [8], [9] and
optimization for web traffic [10], just to name a few.

Many researchers approached the above issues from a non-end-to-end point of
view. Efforts on that direction focused on cooperation techniques between mo-
bile hosts and base stations to improve TCP’s performance over wireless media
(e.g., [11]), or sophisticated AQM techniques to provide preferential treatment
for short (web) flows (e.g., [12], [13], [14]).

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 404–415, 2009.
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Apart from their design-specific goals (i.e., tolerate wireless loss, converge to
fairness, treat preferentially short flows), the above-mentioned approaches al-
ways target full resource utilization. Here, we argue that full utilization does not
necessarily translate into efficient utilization. That is, when contention is low,
the transport protocol should exploit all available resources. However, when con-
tention increases, demand exceeds resource supply and therefore, full utilization
should not be a matter of concern anymore. Instead, efficient utilization should
become the challenge to deal with.

We consider that an efficient transport and congestion control mechanism
should be aggressive when contention is low (in order to exploit available re-
sources and tolerate against wireless errors) and conservative when contention
increases (in order to reduce retransmission effort and decongest the buffers’
queues). We argue that the fixed increase rates and decrease ratios for AIMD
restrain flexibility and therefore, fail to provide efficient resource utilization.
Motivated by similar studies such as TCP-SIMD [2], which however lacks the
potential to tolerate against wireless errors and AIRA [15], [16], we attempt to
design a hybrid congestion controller for future internetworks, which takes ad-
vantage of ECN signals. The Explicit Congestion Notification mechanism has
been shown to provide some benefits for web traffic (e.g., [14], [17]). However,
not many studies elaborated on the potential benefits that ECN can provide to
long flows, or on its properties as an error discriminator.

We investigate the properties of a Multi-Rate, AIMD-based, Additive Increase
(AI) factor. Briefly, the algorithm operates as follows: upon successful delivery
of cwnd number of packets to the receiver side, not only the cwnd, but also the
the Additive Increase factor increases Additively (i.e., a ← a + a′

cwnd), while on
the face of loss, the Additive Increase factor is Multiplicatively Decreased (i.e.,
a ← a − b · a). Decisions as to whether the AI factor should be increased or
decreased and by how are based on AQM techniques, namely ECN.

The novelty of the proposed algorithm lies on its ability to adjust according
to network conditions. MR-AIMD becomes aggressive when contention is low,
although we explicitly note that it does not target high-speed environments;
conservative when contention increases and tolerant against wireless errors, since
it exploits ECN signals. We also note that although ECN is not famous for its
capability as an error discriminator, our initial results show that there exists a
lot of space for exploitation of such a system property.

2 Motivation: Blind AIMD

Deployment of AIMD is associated with two operational standards: (i) the fixed
increase rate and decrease ratio and (ii) the corresponding selection of appropri-
ate values.

Recent research has focused on altering the values for the Additive Increase,
a, and Multiplicative Decrease, b, factors, in order to achieve fast bandwidth ex-
ploitation (e.g., [4], [5], [6], [7], [8], [9]) or faster convergence to fairness
(e.g., [2], [1] and references therein), but has not questioned really the valid-
ity and efficiency of fixed rates throughout the lifetime of participating flows.
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In this context, research efforts cannot address questions such as: Why do flows
increase their rate by ”a” packets instead of ”2a” packets, even when half users
of a system leave and bandwidth becomes available?

2.1 Congested Wired Network

One possible justification for not highlighting the above research direction is
that:

The Additive Increase factor of AIMD does not contribute to the long-term Good-
put performance of TCP, when losses are due to buffer overflow.

In Figure 1, we present the cwnd evolution for two TCP flavors: Figure 1(a),
where a = 1 (regular TCP) and Figure 1(b), where a = 0.5. The area underneath
the solid cwnd lineplot (Area 1 and 2) represents the Goodput1 performance of
the protocols. In Figure 1(c), we show that both protocols achieve the same
Goodput performance, since A1 = A2 and A3 = A42. However,

Additive Increase affects significantly the Retransmission Effort of flows, which
impacts overall system behavior as well.

For example, TCP a = 1, in Figure 1, experiences 4 congestion events, while TCP
a = 0.5 experiences only 2. Assuming that each congestion event is associated
with a fixed number of lost packets, regular TCP (i.e., a = 1) will retransmit
twice as many packets as TCP with a = 0.5, without any gain in Goodput.
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Fig. 1. Different Increase Factors

We verify the above observations through simulations (using ns-2). We simu-
late TCP-SACK flows, for 200 seconds, over a single bottleneck dumbbell net-
work topology (Figure 2); the backbone link transmits 1Mbps, its propagation
delay is 20ms and the RED Router has buffer capacity equal to 25 packets.

1 We define the system Goodput as Original Data
Connection Time

, where Original Data is the
number of bytes delivered to the high level protocol at the receiver (i.e., exclud-
ing retransmissions and the TCP header overhead) and Connection T ime is the
amount of time required for the data delivery. Instead, system Throughput includes
retransmitted packets and header overhead (i.e., Total Data

Connection Time
).

2 In Figure 1(c) grey areas are common for both protocols; white areas are equal (A1
is similar to A2 and A3 is similar to A4).
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Fig. 2. Dumbbell Network Topology

Table 1. TCP Performance - Different Increase Factors

Wired Goodput Retransmissions Wireless Goodput
2/4 flows 2 flows 4 flows 2 flows 4 flows

a = 5 114.8 KB/s 238.4 KB/s
a = 2 118.9 KB/s 742 pkts 1653 pkts a = 2 81.3 KB/s 179.9 KB/s
a = 1.5 118.9 KB/s 548 pkts 1777 pkts a = 1.5 73.5 KB/s 150.5 KB/s
a = 1 118.8 KB/s 278 pkts 704 pkts a = 1 63.1 KB/s 127.9 KB/s
a = 0.5 118.9 KB/s 172 pkts 452 pkts a = 0.5 44.2 KB/s 89 KB/s

Clearly, there is a tradeoff between Aggressiveness and Retransmission Effort
(see Table 1). The degree of Aggressiveness that a transport protocol can achieve
is tightly associated with its Retransmission Effort. The higher the Additive
Increase factor, the more the retransmission effort of the transport protocol (see
for example, the 4 flow, wired scenario in Table 1). Note that further increasing
the level of contention may even degrade the system Goodput performance, due
to timeout expirations [18], which are not considered in Figure 1.

In high contention scenarios, the higher the Additive Increase factor, the more
retransmissions it causes, with zero gains in system Goodput.

2.2 Wireless, Mobile Computing

On the contrary, losses due to congestion may not always be the case. The evolu-
tion of mobile, wireless networking calls for further investigation and adjustment
of transport layer algorithms to deal with losses due to wireless, fading channels
as well. In this context,

The Additive Increase factor of AIMD may very well impact TCP’s Goodput
performance, when contention is low and losses are due to wireless errors.

We repeat the previous simulation to verify the above statement. The backbone
link can now transfer 10Mbps (instead of 1Mbps) and we additionally insert 0.3
Packet Error Rate (PER) to emulate losses due to fading, wireless channels. The
results are presented on the right side of Table 1. We observe that in case of
low contention and transient errors due to fading channels, higher values for the
Additive Increase factor of AIMD can boost TCP’s performance significantly.

In low contention scenarios, where transient losses happen due to fading chan-
nels, the higher the Additive Increase factor, the more the Goodput gains for
TCP.
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2.3 Bandwidth Exploitation Properties

Today’s Internet application and infrastructure heterogeneity demands for re-
sponsive transport protocols, which are able to exploit extra available band-
width rapidly, in case of contention decrease; at the same time the transport
layer protocol should be able to adjust its transmission rate downwards in case
of incoming flows, in order to (i) leave space for the new flows and (ii) not over-
flow the network. That said, fixed Additive Increase provides fixed transmission
rate acceleration both in case of contention decrease and in case of extra band-
width constraints. We argue that such behavior is undesirable indeed, since it
leads to slow bandwidth exploitation, when bandwidth becomes available, while
it requires significant retransmission effort when bandwidth constraints prevail.

In case of contention decrease / increase scenarios, fixed acceleration leads to
either slow resource exploitation or high retransmission effort, respectively.

3 MR-AIMD: Multi-Rate AIMD

3.1 The Algorithm

Regular TCP increases its congestion window by 1 packet, upon successful
transmission of cwnd number of packets (i.e., cwnd ← cwnd + a

cwnd on ev-
ery ACK), while negative feedback (i.e., three duplicate ACKs), which is inter-
preted as network congestion, triggers multiplicative cwnd decrease (i.e., cwnd←
cwnd− b · cwnd), where a = 1 and b = 0.5, according to [19].

As an initial approach to a ”non-blind”, dynamically adjustable increase fac-
tor, we attempt to graft the basic AIMD functionality into the Additive Increase
factor of TCP. More precisely, the Multi-Rate AIMD algorithm increases the
cwnd value according to:

cwnd← cwnd +
a← a + a′

cwnd

cwnd
(1)

The initial value for a is 1, while for a′ is 0.5. The proposed algorithm makes
use of Active Queue Management (AQM) techniques in order to regulate the Ad-
ditive Increase rate, a′. In particular, the algorithm uses the Explicit Congestion
Notification (ECN) bit. There are two salient points that need to be clarified at
this point regarding the cooperation scheme between the MR-AIMD sender and
ECN: (i) an ECN marked packet triggers adjustment of the Additive Increase
rate (a′) only (i.e., the flow’s cwnd is not reduced), and (ii) an ECN marked
packet decelerates MR-AIMD’s rate a′ to 0.005 (instead of its initial value 0.5).

Modification of the ECN algorithm exhibits a number of desirable proper-
ties: (i) it smooths TCP’s transmission rate and (ii) it avoids (to an extend)
TCP’s drastic rate fluctuations, whenever deemed appropriate according to the
proposed algorithm.

For the AI rate adaptation upon arrival of an ECN marked packet, we reason
as follows: Once set, by the intermediate router, the ECN bit may trigger one
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of three possible responses: (i) Additive Increase, (ii) Multiplicative Decrease or
(iii) stabilization of the AI rate, a′. The current implementation of MR-AIMD
acts according to choice (i) (i.e., AI of rate a′). The rationale behind our choice
is as follows: multiplicative decrease of the AI rate results in very low values for
a′ and therefore, conservative behavior. On the other hand, rate stabilization,
through choice (iii), may result in system instability and flow unfairness, in
the long term. Due to space limitations, we do not elaborate further on this
issue, but we report that initial results verify our decisions for increased system
performance (see Section 4).

The Additive Increase factor, a, decreases multiplicatively, according to Equa-
tion 2, upon a triple duplicate ACK event:

a← a− b · a. (2)

The Multiplicative Decrease factor of MR-AIMD, b, is set to 0.5 similarly
to TCP-AIMD (Equation 2), in order to guarantee fairness and stability [19].
Furthermore, upon a timeout event, MR-AIMD reduces the Additive Increase
rate, a′, to its initial value, 0.5, in order to account for increased levels of network
contention. The rest of TCP’s functions remain unchanged (e.g., RTO back-
off, cwnd adjustments etc.). Although we do not elaborate on the convergence
properties of MR-AIMD here, we report that according to our initial simulation
results the algorithm indeed converges to fairness and stability, due (i) to its
Multiplicative Decrease properties and (ii) to its ability to reduce retransmission
effort, which implicitly increases system stability. We refer the reader to [16] for
a more complete discussion on that topic.

3.2 Discussion

We assume that TCP’s operational space, with regard to the Additive Increase
and Multiplicative Decrease factors ALPHA and BETA, is represented by four
basic domains: (i) conservative, (ii) aggressive, (iii) smooth and (iv) responsive
(see Figure 3). The current, blind TCP-AIMD implementation covers a single
point, only, within TCP’s operational space (see Figure 3(a)). Clearly, the fixed
increase/decrease parameters deal with none of the four operational domains,
efficiency-wise and moreover, any pair of fixed increase/decrease parameters can
deal with one operational domain only. We argue that such settings form an
inflexible, conservative, worst-case approach to TCP’s operational properties.
For instance, a sophisticated transport layer algorithm should adjust according
to network conditions: it should become conservative when contention is high,
aggressive in case of transient wireless errors, responsive in case of contention
increase/decrease and smooth in case of (relatively) static network load.

The proposed scheme extends TCP’s functionality to operate along the x-axis
of TCP’s operational space. This way, several desirable properties are added to
TCP’s inherent functionality. For example, we show that careful design can lead
to more aggressive transmission when contention is low and losses happen on the
wireless portion of the network, while conservative transmission, when contention
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(a) TCP-AIMD (b) MR-AIMD

Fig. 3. x-AIMD Operational Space

increases, can account for reduced retransmission overhead. The current pro-
posal constitutes a first step on the further extension of TCP’s functionality, in
order to exploit the whole spectrum of possible behaviors (i.e., utilization of the
y-axis as well). We note that although there have been some proposals on the
same direction (e.g., [8], [20]), these proposals target high-speed environments
and therefore have different design goals. Hence, we do not attempt to compare
MR-AIMD with those approaches.

We note that MR-AIMD does not target high-speed environments. Although
the MR-AIMD’s transmission rate may increase compared to regular TCP, its
operational properties are not intended to exploit high-speed links. Instead, the
proposed algorithm attempts to deal with the application diversity and infras-
tructure heterogeneity of present and future internetworks.

4 Preliminary Results

We use the SACK version of TCP with the timestamps option enabled. The
simulation scenarios are similar to the ones presented in Section 2. That is, we
use the dumbbell network topology3, the queuing policy is RED and the buffer
size is set according to the bandwidth-delay product of the outgoing link.

4.1 Congested Wired Networks

Initially, we simulate a wired network where the backbone link transfers 48 Mbps
and induces propagation delay of 40ms. We repeat the simulation for increasing
number of participating flows (from 10 to 100), to capture the performance of
the proposed algorithm relatively with the level of contention.

We observe that when contention is low (e.g., 10 flows over 48Mbps) the
proposed algorithm achieves the same Goodput performance as regular AIMD
(see Figure 4(a)); the retransmission effort graph (Figure 4(b)) reveals that for

3 We have experimented with diverse-RTT topologies as well and we report that RED’s
inherent property to penalize higher-bandwidth flows, alleviates RTT-unfairness at
least for RTT-differences in the order of 100ms or less. For the sake of simplicity and
given the space limitations, we present results for equal-RTT flows only.
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(a) System Goodput (b) Retransmitted Packets
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Fig. 4. Performance over Congested Wired Networks

low contention environments, the proposed AIMD operates aggressively. In Fig-
ure 4(c), we graph the average Additive Increase factor for a random flow, when
10 flows compete. This Figure verifies the aggressive behavior of MR-AIMD,
when contention is low. We note that according to our solution framework
this behavior is desirable indeed. That is, when contention is low we want the
algorithm to be aggressive, ready to exploit extra bandwidth that may poten-
tially become available due to flows that end their tasks and leave the system.

As contention increases, however, losses due to buffer overflow become more
frequent, leading to multiplicative decreases of both the cwnd and the Additive
Increase factor. In turn, smaller increase rates lead to reduced retransmission
effort (see Figure 4(b)). In Figure 4(d), we present the average Additive Increase
factor of MR-AIMD, for a random flow, when the total number of participating
flows is 100. Indeed, we see that the average value of MR-AIMD’s Additive
Increase factor is below 1, allowing for less aggressive transmission, since the
level of network contention so permits.

Overall, we see that the proposed algorithm adjusts efficiently to the level of
network contention, taking advantage of its dynamic increase/decrease acceler-
ation properties to utilize resources accordingly. In particular, when contention
is low the algorithm is aggressive, ready to utilize rapidly extra available band-
width, while when contention increases the algorithm lowers the transmission
rate to reduce retransmission effort.

4.2 Wireless Networks

We repeat the simulation presented in Section 2.2 to observe the performance of
the proposed algorithm over lossy links. In the current setup the backbone link
transfers 48Mbps with 40ms propagation delay, while the PER is 0.3.

Figure 5(a) depicts the outcome of the simulation. We see that the proposed
algorithm is tolerant against random, transient errors caused by wireless, fading
channels. MR-AIMD accelerates transmission faster than conventional AIMD,
becoming more aggressive, when conditions permit, which is another desirable
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Fig. 5. Performance over Wireless Networks

property in case of wireless errors [3]. Indeed, we see in Figures 5(b) and 5(c)
that the Additive Increase factor is far above 1, allowing for speedy transmission
and up to, approximately, 30% higher Goodput performance (Figure 5(a)) in
case of errors due to wireless, lossy links.

4.3 Mixed Wired-Wireless Environments

We perform one more experiment in order to verify that MR-AIMD adjusts cor-
rectly in mixed wired-wireless environments, where the level of contention may
vary. The simulation environment is the same as previously, but the backbone
link can now transfer 24Mbps. We repeat the simulation for increasing number
of participating flows, from 5 to 100. Indeed, we see in Figure 6(a) that when
contention is low MR-AIMD exploits the available resources, tolerates against
random link errors and accelerates transmission (see Figure 6(c)), increasing
the overall system Goodput (see Figure 6(a), flows 5-80). In contrast, when
contention increases (i.e., 80 and 100 participating flows), MR-AIMD reduces
its transmission rate, through lower Additive Increase factors (Figure 6(d)), al-
though some errors may still be due to fading channels (i.e., we consider buffer
overflow to be a more important factor for rate reduction than wireless errors).
By doing so, MR-AIMD achieves the same Goodput performance as conven-
tional AIMD, but reduces the retransmission effort of the transport protocol
(Figure 6(b)). The present experiment verifies the hybrid behavior of MR-AIMD,
which based on ECN signals adapts appropriately to the network conditions. Al-
though ECN is not famous as an error discriminator, our initial results show that
ECN-capable transports may be benefited, at least to an extend, from its op-
eration as such. Further experimentation is needed in order to uncover ECN’s
capabilities regarding its accuracy on that direction.

4.4 Bandwidth Exploitation Properties

We attempt to briefly assess the bandwidth exploitation properties of the pro-
posed algorithm. The Additive Increase factor of MR-AIMD progresses in time
according to:

an = an−1 + a′ · n, where n ≥ 1. (3)

In Equation 3, n stands for the number of RTTs, and a′ is the acceleration
factor of MR-AIMD (i.e., either 0.5 or 0.005). The initial value for an, for a new
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Fig. 6. Performance over Mixed Wired-Wireless Networks
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connection for example, is 1. Otherwise, for an existing connection, the initial
value of an depends on the algorithm’s state (i.e., AI through Equation 1, or
MD through Equation 2).

In turn, MR-AIMD’s cwnd after n RTTs is given by:

Wfin = Winit +
∑

an, (4)

TCP’s cwnd after n RTTs is given by:

Wfin = Winit + a · n, (5)

where Winit is the initial cwnd and Wfin is the cwnd after n RTTs. Obviously,
for TCP-AIMD a = 1, while for MR-AIMD a′ is either equal to 0.5 or 0.005.

We assume a contention decrease event, where a number of participating flows
leave the system when Winit = 20. From that point onwards, the rest of the flows
have to exploit the extra bandwidth as fast as possible. We assume that since
contention has decreased there are no ECN signals to the TCP sender (at least up
to a certain point where contention becomes high due to the increased congestion
windows of the rest of the participating flows).

As expected, we see in Figure 7 that MR-AIMD has the potential to exploit
extra available network resources rapidly, without threatening the system’s sta-
bility. That is, although initially the algorithm appears aggressive (MR-AIMD
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doubles its window within 6 RTTs, while TCP-AIMD needs 20 RTTs), it will im-
mediately slow down, when ECN marked packets indicate incipient congestion.
Due to limited space, we do not elaborate further on that issue here.

5 Conclusions

We argue that a blind Additive Increase factor for AIMD limits TCP’s perfor-
mance in terms of efficient resource utilization. We proposed a rather simple but
novel approach towards a new design space for transport layer internetworking.
Although the proposed settings are chosen based on experimental evaluations
only, they seem to boost TCP’s performance significantly. Moreover, additional
modifications can easily be incorporated. For example, we did not evaluate here
the properties of MR-AIMD with regard to the RTT-unfairness problem of TCP.
Although one may argue that the proposed algorithm, in its current form, may
extend TCP’s inability to treat diverse RTT flows fairly, simple modifications
can improve TCP’s performance on that direction as well. For instance, MR-
AIMD’s Additive Increase function may be complemented with a fraction of
the flow’s measured RTT sample (i.e., a ← a + c·a′

cwnd , where c is the flow’s lat-
est measured RTT sample). We note, however, that since MR-AIMD requires
AQM techniques, namely RED with ECN to be implemented in the interme-
diate router [21], RTT-unfairness issues are partially eliminated due to RED’s
inherent properties, as our initial results (not included here) indicate.
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Abstract. The performance of ad hoc networks based on IEEE 802.11
DCF degrade when congestion increases. The issues concern efficiency
and fairness. Many solutions can be found at the MAC layer in the
literature, but very few solutions improve fairness and efficiency at the
same time. In this paper, we design a new backoff solution, called SBA.
SBA uses only local information and two contention window sizes. By
simulations, we compare SBA with IEEE 802.11 and several alternatives
to 802.11 in ad hoc networks. We show that SBA achieves a good trade-
off between fairness, simplicity and efficiency.

Keywords: Ad hoc Networks, MAC protocol, Backoff Algorithm.

1 Introduction

An ad hoc network is a collection of nodes that communicate via wireless links
in a multihop fashion without any fixed infrastructure or centralized servers.
An ad hoc network has many practical applications including emergency/rescue
operations, military operations and personal area networking.

One challenge in designing protocols for such a network is Medium Access
Control. The IEEE 802.11 standard provides a communication mode called DCF
(Distributed Coordination Function) that is fully distributed and usable in ad
hoc networks [1]. However, the MAC protocol described in DCF exhibits some
performance issues in terms of efficiency (often given as the overall throughput
in the network) and fairness [2]. If some stations cannot access to the medium
or cannot send its packets successfully, these nodes can disconnect the network.
Such a disconnection may affect the behaviour of the whole network or prevent
some nodes from providing a given service. On the other hand, if fairness and
efficiency are achieved, QoS guarantees may be expected and/or provided by/for
upper layer and thus for the user application.

Many works have tackled the problem of fairness and efficiency in ad hoc
networks. Some approaches modify the BEB (Binary Exponential Backoff) al-
gorithm of IEEE 802.11 to provide better performance, whereas ohers introduce
new mechanisms. Most ot the existing solutions provide either efficiency or
fairness, but very few solutions consider both of them.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 416–428, 2009.
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In this article, we propose a new approach for a backoff-based algorithm for ad
hoc networks, called hereafter SBA for Simple Backoff Algorithm. Our solution
relies only on local information, as successful transmissions and collisions under-
gone by each station without taking advantage of the carrier sensing mechanism
nor the packets that can be decoded. Contrary to the BEB algorithm, SBA has
only two distinct contention window sizes. SBA also uses the same contention
window for all the packets it has to send in a given time interval. At the end of
this interval, some computations are done to choose the contention window for
the next interval. The first results show that SBA is a good candidate in terms
of trade-off between fairness, simplicity and efficiency.

After a state-of-the-art given in Section 2, SBA is described in Section 3.
Then, the protocol is evaluated by simulation. The results are given in Section 4.
We compare SBA with 802.11 and some other fair MAC protocols. Finally, we
give a preliminary study on the complexity of these protocols in Section 5.

2 Related Work

Due to space limitation, we only cite works that focus on the fairness issue in ad
hoc networks and that design single channel and single interface MAC protocols.

There are mainly two categories of MAC protocols in the literature. The first
one is based on the backoff mechanism: the protocol uses the contention window
to modify the behaviour of the protocol. The use of the contention window can
be a modification of the window size or of the way of increasing/decreasing it.
The protocols that belong to this category are mainly based on the DCF of IEEE
802.11 for the medium access method. The second category consists of protocols
that do not use the backoff algorithm to modify their behaviour. This does not
mean that there is no backoff algorithm but the main changes and evolutions
inside the protocol are not made via the backoff.

Backoff-based approach. The protocols in this category can be also divided
into two classes. The first class, called BEB-like algorithms, contains the backoff
algorithms that behave like the BEB algorithm: this means that, directly after a
successful transmission, the contention window is decreased, and after a collision,
the contention window is increased. The MILD (Multiplicative Increase Linear
Decrease) algorithm [3] and the DIDD (Double Increase Double Decrease) algo-
rithm [4] belong to this category. Surprisingly, in the literature, most of these
algorithms are mainly designed for single-hop networks, and very few of them
are tested in ad hoc networks conditions.

The protocols of the second class modify the contention window based on some
computations made by the station. These computations use some information
gathered by each station from its neighbourhood. For example, in MBFAIR [5],
the algorithm computes what the authors call a fair share and modifies the
contention window size accordingly. The fair share is computed based on some
information received from the two-hop neighborhood. The protocols described
in [6,7] also belong to this category.
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Other approach or non backoff-based approach. In this category, there are
also two main classes of protocols. The first class uses some information other than
the one initially provided by 802.11. In the protocol EHATDMA [8], a handshake
in EHATDMA can be initiated by the sender or the receiver. The protocols of this
category use broad information to provide fairness for all stations.

The protocols of the second class do not use any extra information except the
information gathered from the active carrier sensing mechanism. For instance,
the protocols PNAV [9] and MadMac [10] belong to this category. MadMac and
PNAV insert a waiting time before sending a packet with 802.11. The waiting
time is inserted depending on the activity perceived on the medium.

3 SBA: A Simple Backoff Algorithm

3.1 Basic Issues with 802.11

We describe here some basic ad hoc configurations that present performance
issues when 802.11 is used. These configurations are often sub-configurations
of larger ad hoc topologies. We think that a good understanding of these basic
scenarios is important because the rules of our algorithm SBA are based on these
issues. We describe three configurations: hidden terminals, asymmetric hidden
terminals and the three pairs.

a) The hidden terminals configuration is given on Figure 1(a): the two trans-
mitters are independent and try to send packets to the same receiver. The col-
lisions due to concurrent transmissions lead to a throughput degradation and a
short term unfairness as described in [11]. The collisions may be reduced with
the RTS/CTS mechanism of 802.11. b) The asymmetric hidden terminals con-
figuration is given on Figure 1(b): the transmission of the upper emitter always
collides and the transmission of the lower emitter always succeeds. This asym-
metry leads to a long term unfairness between the two transmitters when 802.11
is used and the RTS/CTS mechanism does not solve the problem [3]. c) The
three pairs scenario is presented on Figure 1(c): there is no collision issue, but
unfairness arises with 802.11 because the central pair cannot access the medium
due to asymmetric contention [12].

(a) The hid-
den terminals.

(b) The asymmet-
ric hidden termi-
nals.

Paire 0 Paire 1 Paire 2

(c) The three
pairs.

Fig. 1. Basic configuration issues with IEEE 802.11 DCF
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3.2 Principles

In SBA, we keep the main principles of the MAC protocol of IEEE 802.11 DCF:
a packet is emitted on the radio medium after a DIFS and a backoff time (dur-
ing which the medium must be free) and in unicast mode, the data packet is
acknowledged after a SIFS. The main differences between SBA and 802.11 are
the number of backoff stages and the conditions that determine the contention
window size to use. Due to space limitations, we do not describe IEEE 802.11
DCF (see [1] for more details).

Only two states. Compared to 802.11, SBA has only two different contention
window sizes, one large called hereafter CWmax and one small called CWmin.

Local information. Our protocol relies only on local information. What we
mean by local information is information that a station can derive from its
own experience without using any measure from the carrier sensing mechanism1

and without exploiting the content of the packets it receives nor the packets
it can listen on the radio medium. Therefore the used information is collisions
and successful transmissions undergone by the station, as done in the DCF
mode. There are many advantages in using such local information. For example,
such information is always available and reliable and if no message is exchanged
the protocol overhead is reduced. Not using the carrier sensing mechanism, for
computing the medium occupancy ratio for instance, can be also of some interest
concerning the energy consumption. But using only local information has also
some drawbacks. For example, when the number of stations is not known, it is
difficult for the protocol to have an optimal behaviour. However locality is an
important property for ad hoc networks protocols, especially for MAC protocols.

How to use local information? The BEB algorithm of IEEE 802.11 is said
to be aggressive due to the adaption of the contention window size after a suc-
cessful transmission. Many BEB-like algorithms try to cope with this aggressive
behaviour by a slow reduction of the contention window size. As SBA has only
two distinct contention window sizes, we do not adapt the contention window
size after each transmission, in order to reduce the oscillations between these
two states. SBA uses the local information gathered during a given time interval
to adapt the contention window for the next time interval. The length of this
interval must not be too short to avoid possible oscillation and not be too long to
increase the reactivity of the algorithm. The time interval used in SBA is fixed
and the same for all stations. This interval is called Δ hereafter.

Computing medium state probabilities. The medium can have different
states. From the station point of view, the medium can be occupied by other
stations, or occupied by its transmission resulting in a successful transmission
or in a collision, or the medium can be idle. We denote the probability for the
1 Note that SBA uses the carrier sensing mechanism for accessing the medium to check

whether the medium is free or not, but does not make any measure, as the medium
occupancy ratio for instance, with this mechanism.
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medium to be in each state by P [occ], P [suc], P [col] and P [free] respectively.
These four probabilities cannot be accurately computed by using only local in-
formation as defined previously. However they can be approximated with this
local information. The local information, known and used by a station, is the
length and the time needed to transmit each packet. The value of P [suc] for a
given interval is thus given by:

P [suc] =
Tsuc

Δ
(1)

where Tsuc is the time spent by a station in successful transmissions. In the
same way, we can compute P [col] based on Tcol, where Tcol is the time spent by
a station in collisions. Another local information used by a station is the number
of successful transmissions and the number of collisions it undergoes during Δ,
and denoted by Nsuc and Ncol (resp.). As SBA uses only one contention window
size during a given time interval, it is possible to approximate, during a given Δ
and without sensing the medium, the period during which the medium is idle,
denoted by P [free], by:

P [free] =
(Ncol + Nsuc) × (cw + DIFS)

Δ
(2)

where cw is the mean backoff time. This value is an approximation, because,
we use the mean backoff time and because it only takes into account the free
periods just before the transmissions. Based on previous equations, we can
compute P [occ] by using the following relation:

P [occ] = 1 − (P [suc] + P [free] + P [col]) (3)

Note also that when the network is unsaturated, the value of P [occ] (P [free]
resp.) is not the real occupation (idle period resp.) of the medium. This be-
haviour is due to the fact that the station does not use the carrier sensing
mechanism to define free periods and thus occupation periods, but only local
information. However, we will see that this approximation ensures good perfor-
mances to SBA in unloaded networks.

3.3 SBA: The Protocol

The code of SBA is presented in Algorithm 1. As we have only two states, the
algorithm can be seen as the transition between these two states. Algorithm 1
shows how the statistics gathered during the Δ period are used to switch from
one state to another.

Algorithm 1 consists of two main cases given in Line 1 and Line 9. If the
condition of Line 1 is true, it means that the station’s occupancy with successful
transmissions is lower than the other stations’ occupancy and then its contention
window is set to CWmin (Line 2), otherwise it is set to CWmax (Line 10).
This condition ensures that a node does not monopolize the medium as in, for
instance, the three pairs or asymmetric hidden nodes scenarios. If a node thinks
that it uses too much the radio medium, then it slows down its emissions by
using CWmax.
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Algorithm 1. SBA
1: if (P [suc] ≤ P [occ] + P [free]) then
2: CW ← CWmin

3: if (P [col] > r && rand{0,1}=1) then
4: CW ← CWmax

5: end if
6: if ((P [free] ≤ s && P [col] > 0) || (Nsuc + Ncol = 0)) then
7: CW ← CWmax

8: end if
9: else
10: CW ← CWmax

11: end if

The condition of Line 1 does not take into account the medium load. The
medium load is considered in the condition of Line 6 with two cases. If the
medium is heavily loaded, then free periods are reduced and the collision prob-
ability is greater than 0 and/or the station can not access to the medium. When
these two conditions are satisfied, the station uses CWmax.

The condition of Line 3 uses a random variable to create asymmetry when
the probability of collisions is greater than r. In this case, a random variable is
drawn, and depending on its value, the contention window is set to CWmax or
left to CWmin. When the collision probability is very high, it means that there is
problem of symmetry in the network. This symmetry appears when the stations
use the same contention window size, especially CWmin. If these configurations
lead to a high collision probability, this is probably due to the value of CWmin

which cannot solve the collisions. In this case, this random drawing tries to break
the symmetry and divides by two the number of stations that can potentially
use CWmin, which may reduce the number of collisions in the next period. This
condition should solve hidden nodes configurations.

4 Simulation Results

In this section we present the simulation results of SBA. The simulations are
realized on different ad hoc scenarios. We selected scenarios presented in the
literature, most of them can be found in [2].

4.1 Simulation Parameters

The simulations presented in this section were run with NS-2 [13]. We modified
the simulator to reflect the DSSS modulation described in 802.11b. We also
removed the overhead due to the routing protocol and the ARP protocol in
order to better understand the behavior of SBA. Table 1 gives the summary of
the simulation parameters we use by defaults2. These parameters are used in all
simulations if changes are not specified.

2 Due to space limitation, we do not discuss the possible values for the SBA parame-
ters. The results are given with a single set of values.
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Table 1. Summary of the simulation parameters

SIFS 10μs Routing protocol static
DIFS 50μs Δ 0.2s
backoff slot 20μs s 0.15
CWmin 31 r 0.5
CWmax 1023 Traffic backlogged / CBR / UDP
Physical header 192μs Packet size random [600;1400] bytes
Data rate 11 Mbps Synchronization random
ARP protocol disabled Mobility none
Transmission range 100 m Carrier Sensing range 200 m

We compare SBA to other MAC layer solutions, including the IEEE 802.11
DCF, MBFAIR [5], PNAV [9], MadMac [10] and DIDD [4]. These protocols be-
long to different categories of MAC protocols presented in Section 2. We also
evaluate SBA when the Δ periods of all the nodes are synchronized, called SBA
sync hereafter. Of course, it is difficult to achieve such a synchronization in ad
hoc networks, but this evaluation shows the upper bound on SBA performance.
The studied results are the global throughput and the fairness of these proto-
cols. The global throughput, i.e. the sum of the throughputs of all the stations,
corresponds to the efficiency of the protocol. We measure fairness, according to
the Jain fairness index defined in [14]. When this index is close to 1, it means
that the protocol is fair according to a fairness scheme. We use the Max-Min
fairness scheme as a baseline comparison, as many studies on fairness in ad hoc
networks do3.

4.2 Performance Results

Specific ad hoc scenarios

The 3 pairs. The results of efficiency and fairness for the three pairs scenario,
depicted in Figure 1(c), are given in Figure 2. In this scenario, the protocol is
fair (under a Max-Min fairness scheme) when the throughputs obtained by the
three pairs are roughly the same.
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Fig. 2. Simulation results for the three pair scenario

This figure shows that the fairness index of SBA is close to 1, therefore SBA is
fair, like MBFAIR, MadMac and PNAV. In this scenario, the three pairs alternate
the use of CWmin and CWmax. This alternation allows the central pair to access
the medium more often than with 802.11, which increases the throughput of
3 The discussion on this choice is out of the scope of this article.
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the central pair and decreases the throughputs of the two external pairs. The
flows throughput are roughly equal, which is not the case for 802.11 (or DIDD).
On the other hand, the throughput reduction of the external pairs reduces the
global throughput of the network. Therefore, SBA is less efficient than 802.11
(or DIDD).

We also see that MadMac has the better global throughput among the fair
MAC protocols. This throughput is the maximum throughput that can be
achieved under a Max-Min fairness restriction. This maximum throughput is
achieved with MadMac by synchronizing the 3 pairs by using carrier sensing
information. In SBA, we do not use such a synchronization scheme and we can
see that the performance of SBA is smaller but not so far from the fair capacity.
We can also notice that SBA is more efficient than MBFAIR and PNAV.

The hidden terminals. Figure 3 shows the fairness index and the global through-
put obtained in the hidden terminals scenario presented in Figure 1(a). As the
stations have a symmetrical behaviour, the two stations have statistically the
same behaviour (see [11] for more details). Thus, there is no long term unfairness
issue with this scenario, as the different fairness indexes show. We can see from
this figure that, when SBA is randomly asynchronous, the global throughput is
roughly the same as with 802.11. But when the stations are fully synchronized,
the global throughput of SBA is better than the throughput of 802.11 with or
without the use of RTS/CTS mechanisms. The throughput of MadMac is better
than the throughput of SBA, because MadMac synchronizes the hidden terminal
by using the acknowledgement to identify the hidden terminals problem. Note
that the performance of MadMac degrades when acknowledgements are not used.
We show here that SBA can provide a good fairness-efficiency trade-off without
any information.
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Fig. 3. Simulation results for the hidden terminals scenario

The asymmetric hidden terminals. Figure 4 shows the simulation results on the
asymmetric hidden terminals, given in Figure 1(b). We can see that when the
stations are synchronized, the throughput of SBA is close to the throughput of
802.11 and the fairness index of SBA is close to 1, which means that the two
emitters have roughly the same throughput. The figure also shows that even if
the stations are not synchronized, the performances of SBA are either better or
close to the performances of the other fair protocols. These good performances
are due to the alternation between the use of the contention window sizes. Con-
cerning 802.11 (or DIDD), it is more efficient than all the other tested protocols,
but much less fair.
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Fig. 4. Simulation results for the asymmetric hidden terminals scenario

Random topologies. In this subsection, we present the results on random
topologies. In these topologies, stations’ positions are uniformly and randomly
chosen in a square of 500m×500m size. The communication range of the station
is set to 150m. Sources and destinations of flows are also randomly chosen. It
is worth noting that, in these simulations, the same topology and flows config-
uration are tested for each protocol. The results given in this section are thus
topology dependent.

Due to the random aspect of these scenarios, the performance metrics we use
are different. For efficiency, we compute the global throughput of the network,
the mean throughput of each flow and the corresponding 95% confidence inter-
val. For fairness, we measure the min−max ratio which is the ratio between the
minimum throughput achieved in the network over the maximum throughput.
This metric has the advantage, compared to the usual variance, of being inde-
pendent from the number of considered emitters and does not mask the situation
in which a few stations are starved. If the min − max ratio is close to 1 this
means that all emitters have the same throughput. If the min −max ratio is
equal to 0, it means that at least one flow is starved in the networks. We also
use the variation coefficient which gives the dispersion around the mean value.
The variation coefficient is the ratio of the standard deviation over the mean.
This metric is independent from the mean value unlike the usual variance. The
higher the value of the coefficient, the higher the dispersion around the mean
value. This metric gives an intuition on how the flows are distributed around the
mean value.

Figure 5 shows the simulations results in a random scenario with 200 stations
and 150 flows. This figure shows that SBA is slightly more efficient than Mad-
Mac, PNAV and MBFAIR. We can also see that no flow is starved with SBA,
unlike the other protocols for which the min−max ratio is equal to 0. The co-
efficient variation also shows that the dispersion around the mean throughput is
smaller for SBA, which means that the flows’ throughputs are close. This figure
shows that in this case, SBA is the best trade-off between fairness and efficiency.
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Fig. 5. Simulation results for a random scenario with 200 stations and 150 flows
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Fig. 6. Throughputs distribution for a random scenario with 200 stations and 150 flows
(throughput vs percentage of flows achieving this throughput)

To better see the difference between SBA and the other protocols, we plotted
the distribution of the flows throughputs.

Figure 6 shows the throughputs distribution of each protocol. The x-axis
gives the throughput in kbps and the y-axis the proportion of flows that get this
throughput. The size of each chart is equal to 3 kbps. We can see that with SBA,
the number of flows that have a throughput close between 0 and 3 kpbs is less
than 6%. Moreover, the min −max ratio tells us that no flow is starved with
SBA. On the other hand, with 802.11, more than 28% of flows have a throughput
between 0 and 3 kpbs. This value is more than 24% for PNAV and MBFAIR and
more than 8% for MadMac. These charts also show that the difference between
the aggregated throughputs of 802.11 and SBA comes from the fact that with
802.11 a little proportion of flows can get more that 1200 kbps. With SBA,
there is no flow with such a throughput, the higher throughput is around 920
Kbps. One interesting point is that even if a small percentage of flows have a
throughput around 1300 Kbps with MadMac, the global throughput of MadMac
is lower than the SBA’s one.

It is worth noting that we ran many other random simulations and the results
are always the same. We mean here that SBA exhibits a good trade-off between
fairness and efficiency among the tested protocols.

5 Complexity

The complexity of MAC protocols for ad hoc networks is hard to quantify. In this
section, we define some parameters to quantify complexity and then we provide
the measure of each indicator for the protocols we compare in the previous section.

5.1 Complexity Parameters

(HD) History dependence. With this parameter, we try to provide the age
of the information used by each protocol.

(Dist) Distance of information. Given in number of hops: it indicates the
locality degree of the protocol.

(E) Event. It indicates the event(s) from which the protocol reacts. We have
identified different events: (a) successful transmission and/or collision: such an
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event gives, to a node, the status of the packet it has just sent; (b) carrier sensing
detection; (c) reception of control packets: the protocol can use control packets
to adapt its behavior; (d) reception of data packets from which the protocol can
extract and use useful information like packet source, packet size, etc.

(NV) Number of variables. We give here the maximum number of variables
that are modified by a node after each different event given previously and used
by the protocol.

5.2 Complexity Results

Table 2 gives the complexity parameters for the MAC protocols we evaluate in
Section 4. For the HD parameter, ε means that the history length is very short,
i.e. the protocol adapts its behavior just after an event. For example, IEEE
802.11 DCF only needs the transmission status of the last sent packet. Stochastic
process means that the history length depends on a stochastic process which can
be probabilistically long even if it can only depend on the previous status of the
protocol.

We give the NV parameter in respect to the format of the parameter (E): for
instance (xa, xb) for NV corresponds to at most xa modified variables after event
(a) and xb modified variables after event (b) if E is denoted by (a,b). With 802.11,
each node stops its backoff decrease after event (a) or changes its contention
window size or not after event (b). When RTS/CTS are activated, these packets
are also used to update the NAV, which corresponds to one variable modification
after event (c). With SBA, Tsucc or Tcol and Nsucc or Ncol are updated after
event (b). At the end of each interval, the four different probabilities, as the
new contention window size, are computed, and Δ is reset. This is denoted by 6
before each Δ in the table. With MadMac, more variables are maintained and
modified: after event (a), the backoff decrease is stopped, but some variables are
updated to indicate the share of the medium as the status of a possible multiple
hidden nodes configuration; after event (b), the contention window size may be
updated, but MadMac also counts, via some variables, the number of collisions
as the number of successive sent packets and infers, via other variables, whether
the node is within a multiple hidden nodes configuration. At the end of the Δ
period, some of these variables are reset. With PNAV, a stochastic process is used
to determine if the NAV is used or not. For that, different variables are updated
after events (a,b). With MBFAIR, four variables are updated after event (b),
(c) or (d): thanks to the sent packets or the received packtets, each node can
compute its medium’s occupancy of the medium, the medium’s occupancy of
the other stations, its fair share and the contention window size to use. With
the receipt of RTS/CTS, each node can also update its NAV.

It is difficult to order these algorithms in terms of complexity. It is clear the
IEEE 802.11 without RTS/CTS uses very few information and very few variables.
If we consider that the use of control packets introduces more complexity in
the protocol than local operations, then SBA is rather simple and requires less
variables than MadMac.
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Table 2. Complexity results

HD Dist E NV
802.11 ε ∅ (a,b) (1,1)
802.11 (RTS/CTS) ε 2 (a,b,c) (1,1,1)
SBA Δ ∅ (a,b) (1,2) + 6 before each Δ
MadMac 2 × Δ ∅ (a,b) (4,6) + 7 before each 2Δ
PNAV stochastic process ∅ (a,b) (2,6)
MBFAIR ∞ 2 (a,b,c,d) (1,4,5,4)

6 Conclusion and Future Works

In this paper, we have presented a new backoff algorithm for ad hoc networks:
only two contention window sizes are used and the choice of the contention
window depends on computations based on local information only. Compared
to existing backoff algorithms, SBA is designed for ad hoc networks. The results
presented in this paper show that SBA is fairer than 802.11. Of course, the
fairness induced by SBA reduces the global throughput (compared to 802.11),
but this decrease is often lower than the one achieved by some other fair MAC
protocols. Given the first obtained results, we think that SBA is a good candidate
in terms of trade-off between fairness, simplicity and efficiency.

The next step of this work is to modify the value of each parameter of SBA
such as CWmin, CWmax and the conditions presented in the algorithm to opti-
mize the performances of SBA depending on the requirement of the networks.
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10. Razafindralambo, T., Guérin-Lassous, I.: Increasing Fairness and Efficiency using
the MadMac Protocol in Ad Hoc Networks. Ad Hoc Networks Journal, Elsevier
Ed. 6(3), 408–423 (2008)

11. Li, Z., Nandi, S., Gupta, A.K.: Modeling the Short-Term Unfairness of IEEE 802.11
in Presence of Hidden Terminals. In: Mitrou, N.M., Kontovasilis, K., Rouskas, G.N.,
Iliadis, I., Merakos, L. (eds.) NETWORKING 2004. LNCS, vol. 3042, pp. 613–625.
Springer, Heidelberg (2004)

12. Dhoutaut, D., Lassous, I.G.: Impact of Heavy Traffic Beyond Communication
Range in Multi-Hops Ad Hoc Networks. In: Third International Network Con-
ference, Plymouth, UK (2002)

13. NS-2: The Network Simulator, http://www.isi.edu/nsnam/ns/
14. Jain, R., Durresi, A., Babic, G.: Throughput Fairness Index: An Explanation. In:

ATM Forum Document Number: ATM Forum/990045 (February 1999)

http://www.isi.edu/nsnam/ns/


Hashing Backoff: A Collision-Free Wireless
Access Method

Paul Starzetz, Martin Heusse, Franck Rousseau, and Andrzej Duda
Grenoble Informatics Laboratory (LIG)�

681 rue de la Passerelle, BP 72
38402 Saint Martin d’Hères Cedex, France

{Paul.Starzetz,Martin.Heusse,Franck.Rousseau,Andrzej.Duda}@imag.fr

Abstract. In this paper, we propose Hashing Backoff, an access method
in which stations select backoff values by means of asymptotically or-
thogonal hashing functions, so that contending stations converge to a
collision-free state. This solution is a half-way between TDMA, CDMA,
and random access. Our simulations show that it presents significant
improvement over Idle Sense, the access method with much better per-
formance that the standard 802.11 DCF. The fact that the proposed
method focuses on reducing collisions makes it particularly interesting
for some specific applications such as sensor networks in which eliminat-
ing collisions leads to energy savings.

Keywords: 802.11, random access methods, collision-free access method.

1 Introduction

Sharing a common radio channel requires an access method to define how con-
tending stations can access the channel. Some existing access methods use fixed
channel allocation based on various multiplexing schemes: time (TDMA), fre-
quency (FDMA), or code (CDMA), however they require some kind of synchro-
nization between stations usually done by a centralized coordinator that adapts
allocation to varying traffic conditions. Other channel allocation schemes rely on
dynamic random access such as the familiar CSMA/CA (Carrier Sense Multiple
Access/Collision Avoidance) that allows stations to operate in a fully distributed
way and to dynamically adapt to changing load. However, this kind of access
methods results in possible collisions that significantly limit performance. The
current IEEE 802.11 DCF (Distributed Coordination Function) access meth-
od [1] is based on the principles of CSMA/CA in which stations independently
choose a backoff interval before transmission—a uniformly distributed number of
slots in a contention window to avoid starting transmission at the same instant
and colliding.
� LIG is a joint research laboratory of CNRS (Centre National de la Recherche

Scientifique), Grenoble INP (Institut Polytechnique de Grenoble), INRIA (Institut
National de Recherche en Informatique et Automatique), UJF (Université Joseph
Fourier), and UPMF (Université Pierre-Mendès-France).
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Most of the recent work on wireless access methods has focused on propos-
ing new access methods such as TCF (TDM-based Coordination Function) [2]
inspired by TDMA or enhancing the operation of 802.11 DCF, e.g. choosing
the right parameters of the contention window CWmin and CWmax, improv-
ing collision resolution (Fast Collision Resolution [3]), or tuning control algo-
rithms of the random backoff (Slow Decrease [4], Asymptotically Optimal Backoff
(AOB) [5], Idle Sense [6]). To improve throughput and fairness in 802.11-like
wireless networks AOB and Idle Sense propose to adjust the contention window
of stations based on the observed average number of idle slots. The value of con-
tention windows increases with the number of active stations, which results in less
collisions.

In the context of recent research on sensor networks, wireless location systems,
and power-saving in ad hoc networks, Tay et al. have proposed CSMA/p∗, a pro-
tocol to minimize collisions between contending stations [7]. It is non-persistent
carrier sense multiple access (CSMA) with a non-uniform probability distribu-
tion that nodes use to randomly select contention slots.

In this paper, we propose a CSMA/CA access method that goes in a simi-
lar direction—Hashing Backoff, a method that is a half-way between TDMA,
CDMA, and random access. Similarly to IEEE 802.11 DCF, it is fully dis-
tributed and independent of N , the number of contending active wireless sta-
tions, i.e. stations do not need to know N to achieve the collision-free state.
It is also somehow similar to CDMA, because it uses orthogonal backoff se-
quences to attain the collision-free state. Under favorable conditions (low error
rates), it converges to the collision-free state by leveraging the information con-
veyed by collisions on the state of colliding stations. For higher error rates,
the performance of the method is limited by the scheme used to control con-
tention windows, which is based on Idle Sense. This means that we obtain bet-
ter performance than Idle Sense in favorable conditions and similar performance
otherwise.

Although we compare the proposed access method with the IEEE 802.11
DCF, our scheme can successfully apply to sensor networks for saving energy
lost in collisions. Consider for instance sensor MAC access schemes based on
Preamble Sampling: sensor nodes sleep for long periods of time instead of being
permanently active and periodically wake up to check if there is an ongoing
transmission. To send a frame, a node transmits a preamble before each data
frame. The preamble is long enough to make sure that all potential receivers will
wake up and get their data. Collisions may arise when several nodes wake up
during a preamble, get the data frame, and reply. Usually, they use a contention
window to avoid collisions, but our method can further improve energy saving
by eliminating collisions.

The rest of the paper is organized as follows. We first define Hashing Backoff,
the access method that converges to a collision-free state (Section 2). We present
simulation results that illustrate its performance (Section 3). Finally, we briefly
review the related work (Section 4) and present some conclusions (Section 5).
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2 Hashing Backoff Access Method

We adopt common assumptions for 802.11-like wireless networks: we assume
a certain number of wireless stations sharing a common radio channel (this
assumption corresponds to the infrastructure mode with an access point acting
as a bridge and to the ad hoc way of operation in which several stations directly
communicate with close neighbors). As in the basic DCF method of 802.11, we
do not deal with spatial problems related to the relative positions of stations—
we assume that other methods such as RTS/CTS can help to cope with spatial
problems such as hidden, blocked, exposed, and masked stations. We also assume
that radio devices are half-duplex, they use carrier sense (there is no busy tone),
and collisions can be resolved only after a frame transmission (they are detected
by the absence of the corresponding ACK frame). Under such assumptions, a
collision occurs when two or more contending stations choose the same slot for
a transmission.

2.1 Distributed Hash Table View

Let us consider a wireless network with N active contending wireless stations.
We observe that the pattern of channel access is a repeating sequence of some
idle time slots terminated by a collision or a successful transmission. A similar
problem arises when we want to insert key values into a hash table of a given
size—it results in a successful insertion or in a collision. We can thus analyze an
access method by analogy with key insertion: each time a wireless station wants
to send a frame, it selects a backoff value bi

j that corresponds to hashing of some
station key value into a slot of a virtual hash table (in this view, the contention
window can be viewed as the hash table). Thus, we can formalize the backoff as:

bi
j = Hi(i, j, ki

j , CW ), i = 1 . . . N, j = 1 . . .∞, (1)

where i enumerates stations, j is the contention cycle number1, ki
j is the key

used as the input to the hash function Hi of station i, and finally CW is the
table size measured in slots. Once each station has selected a slot in the hash
table, contention proceeds as in IEEE 802.11: stations wait counting down time
slots until the station with the shortest backoff wins and sends its frame. Other
stations lose contention and the cycle repeats—stations choose another backoff
according to Eq. 1. The state of the hash table just after the selection of backoffs
determines which station will send a frame (the one with the smallest backoff)
and after what delay (its bi

j measured in time slots).
Note that collisions only happen if two stations select the same smallest

contention-winning table slot, whereas in the classical table hashing scheme,
collisions may happen at any table slot. So, in the access method above, only

1 We use the term contention cycle to denote repeating transmission attempts. Even
if a contention cycle has index j, it does not mean that stations are synchronized in
any way.
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the probability density function of collisions at the contention-winning slot is im-
portant. Therefore, we expect that hash function Hi minimizing the number of
collisions is different from the uniform distribution, the latter being the optimal
choice for the classical hashing problem.

Our idea for a collision-free access method is to construct on the fly orthogonal
hash functions for each station by taking into account the inferred state of other
stations after each collision. Such a scheme should ideally achieve the following
objectives:

• it should adapt to the varying number of active contending wireless stations,
• it must cope with varying load of wireless stations, that is, maintain sufficient

orthogonality if a station is not always backlogged, at least for short time
periods (e.g. few contention cycles),
• and finally, it should obtain better performance than the standard 802.11

DCF access method and its improvements, or in the worst case, just degrade
to their performance.

We start with the case of a network composed of a known number of active
contending stations N and then, we relax this assumption so that the proposed
access method does not require the knowledge of N .

2.2 Simplified Case: Fixed Contention Window

We begin with a simplified case of N stations that use a fixed contention window
of CW slots. We can formalize backoff generation in the IEEE 802.11 DCF by
station i in contention cycle j as:

bi
j = Hi(i, j, ki

j , CW ) = rand(CW ), (2)

where rand(CW ) denotes a discrete uniformly distributed function with the
image [0 . . . CW − 1]. In Hashing Backoff, we define bi

j so that it forms an
orthogonal hash function set:

bi
j = Hi(i, j, ki

j , CW ) = ai
j + m · rand(n) (3)

with
m · n = CW, ai

j = 0 . . . m − 1, m ≥ N. (4)

The idea is to divide the total contention window CW into m disjoint “comb-
like” subsets of n slots each as illustrated in Figure 1. Each subset of slots can be
selected by an appropriate offset ai

j . Note also that for m = 1, Eq. 3 reduces to
Eq. 2. In contention cycle j each station selects the backoff value bj according to
Eq. 3 and counts down to zero. If the channel is still free, it transmits the frame.
When the channel is sensed busy while the station counts down, the backoff value
is discarded and the cycle repeats by generating a new backoff value. It is clear
that for each station having a different offset value ai

j, there will be no collision
at all at the winning (minimal) slot, since Eq. 3 yields orthogonal sequences of
random numbers for different offsets ai

j .
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Fig. 1. Principle of the split of the contention window into orthogonal sequences, m =
2, n = 8

Initially, each station selects its offset ai
j as a random value from interval

0 . . . m − 1 and keeps it constant until a collision occurs. Then, each colliding
station simply reselects a random value for ai

j and repeats this procedure after
each collision until no more collisions occur. This procedure guarantees asymp-
totic convergence to a collision-free state given that the number of active stations
N is less or equal to modulus m. We can prove asymptotic convergence through
the following reasoning. We number collision events with index nc = 0 . . .∞.
Reselecting offset values ai by colliding stations can be considered as redistribut-
ing all ai values into available m subset values (stations that do not collide keep
their previous values). There are x = mN different combinations of how N ai

values of the stations can be distributed and there are y > 0 combinations for
which each station has a different value of ai. Thus, after each reselection of
ai values, each station has a different ai value (orthogonal hash functions) with
probability p=y/x>0 and with probability 1− p < 1 at least two stations have
identical ai values. Then, we can conclude that starting with non-orthogonal
hash functions, probability P (nc) of still having non-orthogonal hash functions
after nc collisions is bounded by:

P (nc) = (1 − p)nc (5)

and since 1 ≥ p > 0 we have:

lim
t→∞(1 − p)nc = 0, (6)

which guarantees asymptotic convergence of the algorithm. Probability P (nc) is
an upper bound, because only stations that collided will reselect a new value of
ai while other stations keep their already orthogonal hash functions, thus the
actual convergence is faster.

The convergence to the collision-free state will be however slowed down by
frame errors: a transmitting station considers a failed transmission as a collision,
which forces the reselection of ai.
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2.3 Improving Fairness with Orthogonal Residual Backoff

While the proposed method asymptotically converges to a collision-free state, it
suffers from unacceptable unfairness: the station with the smallest value of ai

obtains a higher share of the channel capacity, because it has a higher probability
of using smaller backoff values than other stations and thus winning contention
more often. For instance, if the minimal value in the current set of all ai is 0,
then only this station will be able to generate a backoff slot of value 0.

The residual backoff of 802.11 consists of freezing the current value of backoff
bi
j of stations that do not transmit when the channel becomes busy; they resume

the count down again when the channel becomes free. The procedure has a nice
property of improving short time fairness, because even stations that choose
large values of backoff will eventually gain the access to the channel after few
contention cycles. However, we cannot directly reuse the residual backoff scheme
of 802.11, because the set of residual backoff timer values Sj+1 in the next
contention cycle j + 1 will not be anymore distinct. To illustrate this, let us
denote by ri

j = rand(n) the random value drawn by station i in cycle j. Station
l that transmits a frame, draws a new backoff value according to Eq. 3 and all
other stations apply the principle of the residual backoff:

bi
j+1 =

{
ai

j + m · ri
j − (al

j + m · rl
j) − 1, for i �= l,

al
j+1 + m · rl

j+1, for i = l,
(7)

where −1 comes from the fact that as we count the first slot from 0, the residual
backoff subtracts 1 from the timers of other stations, if the sending station has
selected slot 0 and transmitted after sensing the channel idle for one slot. This
relation can also be rewritten as:

bi
j+1 =

{
(ai

j − al
j − 1) + m · (ri

j − rl
j), i �= l,

al
j+1 + m · rl

j+1, i = l,
(8)

which is obviously not orthogonal anymore in cycle j+1, for example ai
j−al

j−1 =
al

j (e.g. for two stations, a1 = 5, a2 = 2, a1 − a2 − 1 = 2).
To solve this problem, we propose to apply the residual backoff procedure not

only to the backoff timer value selected from Eq. 3, but also independently (and
modulo m) to all offsets ai

j of contending stations, which can be written for the
next cycle as:

bi
j+1 =

{
ai

j + m · ri
j − (al

j + m · rl
j) − 1, for i �= l,

(al
j − (al

j + m · rl
j) − 1) + m · rl

j+1 for i = l.
(9)

In modulo-m arithmetic (which applies to the new value of ai
j) we have m ·

rl
j mod m = 0 and −1 mod m = (m − 1), which means that al

j wraps around
to m − 1. Thus, the previous relation can be rewritten as:

bi
j+1 =

{
(ai

j − al
j − 1) + m · (ri

j − rl
j), for i �= l,

(m − 1) + m · rl
j+1 for i = l,

(10)
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which now is obviously orthogonal in cycle j + 1 for an initially orthogonal set
of offsets ai

j: since station l was the last contention winner ai
j > al

j ∀i �= l, it
follows from 0 ≤ ai

j < m that ai
j − al

j − 1 �= m − 1 so the orthogonality is
preserved.

2.4 Dynamic Adaptation of the Contention Window and the
Modulus

The last thing that we need to consider is to propose an algorithm for a dynamic
choice of contention window CW and modulus m in function of the number of
active contending stations N . The algorithm should not rely on the knowledge
of N by contending stations.

We propose to use contention control of Idle Sense [6] in which each station
estimates ni, the number of consecutive idle slots between two transmission
attempts and uses it to adjust its contention window CW to reach a target
value ntarget

i (we keep the notation of Idle Sense with ni denoting the number
of idle slots). The value of ntarget

i is computed numerically for a given variant of
IEEE 802.11 from the parameters of the PHY and MAC layers (its value is 5.68
for IEEE 802.11b and 3.91 for IEEE 802.11g [6]). Dynamic adaptation follows
the AIMD (Additive Increase Multiplicative Decrease) principle [8] applied to
contention window CW :

– if ni ≥ ni
target, CW ← α · CW ,

– if ni < ni
target, CW ← CW + β,

where α and β are the parameters of the AIMD scheme chosen for the implemen-
tation of Idle Sense after tuning and measurements [9] (the parameters result in
the best tradeoff between accuracy and convergence speed):

– 1
α = 1.0666,

– β = 6.0.

As we need to choose modulus m in function of N , the number of contending
stations, we propose to deduce an estimate of N from CWIS , the contention
window controlled through dynamic adaptation of Idle Sense. Recall that the
contention window used by Idle Sense is maintained proportional to the number
of contending stations: ζ = NPe, where ζ is a constant and Pe = 2/(CWIS + 1) is
the transmission attempt probability in a given slot [6]. However, CWIS varies
fast to keep track of the number of contending stations (a station refreshes
CWIS every maxtrans transmissions, by default 5) so we cannot directly use
it to adjust modulus m. Instead, we propose to smooth CWIS out by means
of EWMA (Exponentially Weighted Moving Average) and relate to modulus m
through the following formula:

CWSM = q · CWSM + (1 − q) · CWIS , (11)
e = max{3, round[log2(CWF )] − 1}, (12)

m = 2e, (13)
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where CWSM is the smoothed value of the current contention window. We have
tuned this relation by running simulations described in the next section and we
obtain good results.

In addition to that, Hashing Backoff uses the current estimate of contention
window CWIS to support m orthogonal sequences, so the adaptation scheme
needs to round the value of CWIS to the nearest multiple of modulus m:

CWHB = m · round(CWIS/m). (14)

3 Performance Comparisons

To evaluate the performance of the proposed access method, we have developed a
discrete-event simulator in Java. Our simulator implements the standard 802.11
DCF method (without RTS/CTS), Idle Sense, and Hashing Backoff. The simu-
lator focuses on the MAC layer performance and takes into account the influence
of an imperfect physical layer by simulating frame losses at a given frame error
rate. Before the present study, we validated the simulator by comparing its re-
sults with other simulators [10] and measurements on a 802.11b platform [9]. A
simulation runs for 106 transmissions to obtain a relative precision of the order
of 10−3 (confidence intervals are too small to show in figures).

We present performance results for the PHY and MAC parameters of 802.11b
and frame data size of 1500 Bytes. Stations behave like greedy (backlogged)
sources transmitting at the maximal bit rate—they always have a frame to send.
Considering such saturated conditions enables us to examine performance limits
of the proposed method.2

We start with the detailed results for fixed values of modulus m and then
present the results for dynamic adaptation to the number of contending stations.

3.1 Fixed Modulus, m = 8

Recall that when modulus m is fixed, Hashing Backoff is intended to operate
for the number of contending stations N ≤ m, because it allows for m orthog-
onal sequences resulting in no collisions after convergence. Figure 2 presents a
comparison of throughput for m = 8. We can see a significant improvement over
802.11 DCF and a slight improvement over Idle Sense. In this last case, the dif-
ference is small, because Idle Sense already provides an improvement over DCF
and for N ≤ 8, the collision rate remains small (under 10%).

To characterize the delay, we report on some parts of the transmission delay:
it is composed of some number of backoff slots a station needs to wait before a
transmission attempt, some unsuccessful transmissions due to collisions or frame

2 Note that the network with a given number of greedy stations corresponds to a
network with a much higher number of stations generating intermittent traffic, the
increase factor depending on the proportion of active to idle periods. For instance,
10 greedy stations may correspond to 100 non saturated stations amongst which
10% are active and contending for channel access during a given time period.
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Fig. 2. Throughput for DCF, Idle Sense and Hashing Backoff and the average number
of slots before a transmission, m = 8, no frame errors

ε

(a) no frame errors (b) varying frame error rate

Fig. 3. Collision probability, m = 8

errors, and a final successful transmission. As for Hashing Backoff the collision
rate tends to zero, the only element that influences the delay is the number of
slots to wait before a transmission, a successful transmission being the same for
the compared access methods.

Figure 2 shows the average number of slots a station waits before a transmis-
sion. We can see that for N ≤ m, Hashing Backoff results in a lower value than
that of Idle Sense, which implies that the delay of Hashing Backoff is better,
because unlike Idle Sense, it does not experience collisions. Consequently, Hash-
ing Backoff also performs better than DCF, because Idle Sense provides shorter
delays than DCF (cf. measurement based comparisons [9]).

Figure 3 presents collision probability. We can see from the figure that Hashing
Backoff achieves its objective—the collision rate is closed to 0 for the number of
stations up to m. Then it increases, but even for a larger number of stations, it
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Fig. 4. Jain fairness index for Hashing Backoff and DCF, N contending stations, m = 8

remains lower than the collision probability for Idle Sense. When transmission
conditions degrade and the frame error rate increases, the collision probability
of Hashing Backoff becomes greater than zero, however it remains much better
than that observed in Idle Sense. Note that the comparison is only with Idle
Sense without frame errors to keep the figure legible, a fair comparison would
require comparing the methods for the same frame error rate.

Figure 4 presents a comparison of short term fairness for DCF and Hashing
Backoff. We use the sliding window method that considers patterns of transmis-
sions and computes the average Jain fairness index in a window of an increasing
size [11]. Perfect fairness is achieved for FJ (w) = 1 and perfect unfairness for
FJ (w) = 1/N . We can see that fairness of Hashing Backoff is much better than
DCF.

3.2 Dynamic Adaptation of Modulus m

Finally, we evaluate the dynamic scheme that adapts modulus m to the current
number of contending stations (up to 25 greedy stations, which is a fairly large
scale for 802.11 networks). Figure 5 shows the collision probability in this case
and compares its behavior with the performance of fixed size modulus (m =
8, 16). We can observe that the collision probability is almost zero for a large
range of the number of contending stations. The figure also presents the collision
probability for an increased frame error rate and shows that even in the case of
a 4% error rate, the performance of Hashing Backoff is still much better than
that of Idle Sense without frame errors.

Figure 5 also shows the average number of slots a station waits before a
transmission for Hashing Backoff with dynamic adaptation. We can see that it
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Fig. 5. Collision probability and average number of slots before a transmission for
Hashing Backoff with dynamic adaptation of modulus m, varying frame error rate ε

is lower for Hashing Backoff than for Idle Sense, which implies that Hashing
Backoff presents shorter delays.

3.3 Discussion

The results show that Hashing Backoff presents better performance than Idle
Sense with respect to all performance indices and much better improvement over
the 802.11 DCF. This comes from the reduction of collisions through the use of
orthogonal hash functions that separate sets of slots chosen by different stations.
This feature is even more important for high rate variants such as 802.11g in
which the duration of the slot time compared to the average communication
time is increased (in 802.11g, the slot time is divided by 2, but the bit rate is
increased by the factor of 5).

The physical layer capture effect [12] has a positive impact on our method:
only the station that perceives a collision adjusts its backoff while tending to the
collision free state.

Note that Hashing Backoff with dynamic adaptation of the contention window
and the modulus supports varying numbers of contending stations that can join
and leave the network. Contention control borrowed from Idle Sense leads to
the operation that does not require the knowledge of the number of contending
stations.

In the case of an increased frame error rate, the performance of the method
degrades—the collision probability of Hashing Backoff becomes greater than
zero, however it remains much better than that observed in Idle Sense.

4 Related Work

This section only addresses the work closely related to Hashing Backoff. In par-
ticular, we compare our method with other proposals that try to reduce collisions
of random access methods.
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The Binary Countdown Method [13] can reduce collision overhead. As col-
lisions significantly limit throughput, the method is more efficient than the
standard 802.11 DCF. However, it requires a control channel for transmitting
management messages to schedule each transmission. As the channel consumes
20% of the available bandwidth, it is not a method that compares favorably with
our approach.

CSMA/p∗ lowers the collision rate, because stations use a nonuniform prob-
ability distribution to randomly select backoff contention slots [7]. The opti-
mal distribution derived for a known number of contending stations N is highly
nonuniform—the probability mass is concentrated on the largest values of the
contention window. The reduction of the collision rate is thus obtained at the
expense of a longer average wait before a transmission.

TCF (TDM-based Coordination Function) is an original approach, much dif-
ferent from the contention based methods [2]. It eliminates contention periods by
allocating the channel dynamically using a TDMA scheme. The method offers
high throughput and good fairness if the number of contending stations remains
stable; otherwise, it presents similar problems as other proposals, because the
phase allowing stations to join is based on contention.

5 Conclusion

In this paper, we have proposed a view that considers collision avoidance as a
problem similar to distributed hashing. This formalization leads to the definition
of Hashing Backoff, an access method in which stations choose backoff values
based on hashing functions that are asymptotically orthogonal, so that stations
converge to a collision-free state. We achieve orthogonality by taking advantage
of the information conveyed by collisions.

We have validated the performance of Hashing Backoff by simulation and our
experiments show that it presents significant improvement over Idle Sense, the
access method with much better performance that the standard 802.11 DCF.
The fact that the proposed method focuses on reducing collisions makes it par-
ticularly interesting for some specific applications such as sensor networks in
which eliminating collisions leads to energy savings.

The dynamic adaptation scheme allows Hashing Backoff to efficiently operate
in the presence of joining and leaving stations. As we dynamically estimate
the current number of contending stations and adjust modulus m accordingly, a
joining station will possibly begin with a backoff hashing function that generates
collisions, but after some number of collisions, it will change its hashing function
and finally attain the collision free state.
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Abstract. Data collected by sensors often have to be remotely de-
livered through multi-hop wireless paths to data sinks connected to
application servers for information processing. The position of these
sinks has a huge impact on the quality of the specific Wireless Sen-
sor Network (WSN). Indeed, it may create artificial traffic bottlenecks
which affect the energy efficiency and the WSN lifetime. This paper
considers a heterogeneous network scenario where wireless sensors de-
liver data to intermediate gateways geared with a diverse wireless tech-
nology and interconnected together and to the sink. An optimization
framework based on Integer Linear Programming (ILP) is developed
to locate wireless gateways minimizing the overall installation cost and
the energy consumption in the WSN, while accounting for multi-hop
coverage between sensors and gateways, and connectivity among wire-
less gateways. The proposed ILP formulations are solved to optimality
for medium-size instances to analyze the quality of the designed net-
works, and heuristic algorithms are also proposed to tackle large-scale
heterogeneous scenarios.

Keywords: Wireless Sensor Networks, Gateway Placement,
Optimization.

1 Introduction

Wireless Sensor Networks (WSN) have recently emerged as an ideal solution
to a large number of applications where the goal is collecting measurements
of a physical parameters (temperature, humidity, light intensity, etc.) or de-
tecting events in the covered area (intrusion, wild fire, etc.) [1]. Sensors are
usually low-cost battery-operated devices geared with sensing, processing and
communication functionalities. Obviously, the limited energy availability deeply
impacts on the design of WSN and in particular on communication protocols
running at different levels [2,3,4] as well as on network deployment [5,6] and
topology.
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In many scenarios, data collected by sensors must be delivered to application
servers for processing. These servers can be reached via a sink node that is
connected to a local or geographical network through a communication interface
with a different technology with respect to the WSN. Since the transmission
range of sensor nodes is often much smaller than the area covered by the WSN,
sensors cooperate to deliver information to the sink node through multi-hop
paths.

Multi-hop information delivery to sink nodes requires multiple transmissions
that consume energy in intermediate nodes and heavily limit lifetime of those
nodes that are used more frequently. Even if many routing approaches have been
proposed to balance the load among nodes and prolong the overall network life-
time, it is quite evident that nodes closer to the sink are anyway the most critical
ones since they are required to relay all traffic generated by the other nodes and
headed to the sink. For this reason, several methods have been proposed for
optimizing the sink position in WSN design [13,15].

However, a single sink node collecting all data from the network is not for
sure an efficient solution when dealing with large size WSNs, like e.g. in applica-
tions for monitoring natural areas. Indeed, as the network grows, the amount of
information that must be delivered to the sink by surrounding nodes increases
creating traffic and energy consumption bottlenecks. A promising alternative
approach is based on the use of additional concentration nodes, gateways, that
allow to spread the load and also to keep multi-hop paths within a reasonable
length [8,9,10]. Also in this case gateway positioning is a key element for de-
signing efficient networks. The entire set of sensor nodes need to be divided
into independent subsets that send their traffic to a gateway, giving rise to a
clustering problem.

Generally speaking, gateways are more powerful and expensive devices with
respect to sensors and a reasonable objective is minimizing their number while
matching constraints on energy efficiency and network quality [8,10,12]. However,
this approach focuses on the WSN only neglecting the problem of interconnect-
ing the gateways to the sink or more in general to the network where application
servers are located. According to the specific application scenario, several solu-
tions can be adopted for this problem, including the use of direct geographical
links among the gateways (wired links, satellite links, etc.). However, this may
be quite expensive and inefficient, since the traffic collected at each gateway is
usually much smaller than the link capacity while its cost (interface, installation,
and operation) often high.

For this reason, in this paper we consider an alternative network scenario
where gateways are inter-connected through a Wireless Mesh Network (WMN)
and act as Wireless Routers (WRs) forwarding traffic along multi-hop paths
toward a sink node that is the only one equipped with a geographical link (see
Figure 1). The resulting architecture is an heterogenous multi-hop network with
different devices (sensors, MRs, and access point) and wireless links (low-power
low-rate links for sensors, and high rate links for mesh routers) that can be
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Fig. 1. Reference Network Scenario

adapted to the specific application scenario using available technologies (like
e.g. ZigBee, WiFi, WiMax, etc.).

In this work we investigate the joint problem of selecting/positioning the
gateways and designing the WMN that interconnects them. We provide an
optimization framework that minimizes installation costs and maximizes the
energy efficiency, while considering both multi-hop coverage and connectivity
constraints. Coverage considers the availability of a multi-hop path between each
sensor node and at least a gateway, while connectivity among gateways must be
ensured by properly designing the WMN. The proposed optimization framework
is independent on the specific routing strategy in the WSN; indeed, routes in
the WSN (from sensors to gateways) are assumed to be given. This allows to
use any of the routing mechanisms that have been proposed for WSNs [3] and
to plug it into our optimization framework just modifying a separate software
module that compute traffic loads in the WSN. We note here that routing could
be easily optimized together with gateway positions by including further degrees
of freedom (variables) in the optimization framework [8,12]. However, we believe
that our approach is more practical since in real-life wireless sensor networks
the network installer can hardly modify/optimize the routing schemes running
in the specific WSNs technology.

We propose an Integer Linear Programming (ILP) framework that allows
to solve to optimality reasonable size networks and to evaluate the impact of
system parameters, including the routing strategy, on the obtained solutions. We
also propose an heuristic approach that allows to achieve good quality solutions
(within 10% from the optimum in the considered scenarios) in short computing
time, tackling also the optimization of large-scale networks.

The paper is organized as follows. In Section 2 we provide a detailed descrip-
tion of the the Multiple Interconnected Gateway Placement (MIG-P) problem
and we present our ILP framework to formulate the problem. Section 3 provides
numerical results to get insight on the characteristics of the optimal solutions ob-
tained through the ILP framework. The heuristic algorithms proposed for tack-
ling large size instances and results to assess their performance are presented in
Section 4. We review and discuss previous works on this topic in Section 5 and
conclude the paper in Section 6.
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2 The Multiple Interconnected Gateway Placement
Problem

We consider a heterogeneous network scenario where clouds of Wireless Sensor
Networks (WSNs) for data collection are connected to a sink node through a
wireless mesh backbone of gateway devices. We will use gateways and WRs as
synonyms throughout the paper. Each WR acts as a traffic concentration point
for all the sensor nodes belonging to the corresponding WSN. In such network
scenario, the number and the positions of the WRs obviously impact on the
wireless sensor network lifetime. In fact, roughly speaking, placing a WR in a
given position increases the load of all the sensors in the one-hop neighborhood,
which are forced to relay to the gateway also the traffic coming from the leaves
sensors. We will call these sensor nodes critical nodes with respect to a given
WR (e.g., nodes S1 and S2 in Fig. 1 are critical nodes).

In this work, we aim at optimizing the overall network topology by properly
selecting number and locations of WRs in such a way that installation cost
are minimized and energy efficiency (network lifetime) maximized, under the
constraints that each sensor must be connected through a multi-hop path to the
closest WR (to limit energy consumption due to packet forwarding), and that a
multi-hop path does exist also between each WR and the traffic sink. Therefore,
the optimization framework jointly considers the selection/positioning of WRs,
as well as the design of the WMN among WRs.

We take a constructive approach in presenting the mathematical program-
ming framework. Indeed, we introduce first a basic version of the MIG-P prob-
lem which considers only installation cost minimization while ensuring coverage
within a maximum number of hops of all the sensors and connectivity between
gateways and sink node; finally, we extend the basic version to an advanced
version which also minimizes the load of critical nodes.

The WSN can be represented as a set of test points S = {1..NS} in the
network, whereas a set of candidate sites, denoted by W = {1..NW}, defines
the potential positions where WRs can be installed. Each WR can establish a
wireless link with any other WR at a distance smaller than its communication
range RW on the backbone, as well as with any sensor at distance lower than RC

in the WSN1. According to that, we define an adjacency matrix that summarizes
connectivity among candidate sites:

Iij =
{

1 if i ∈ W , j ∈ W , dist(i, j) ≤ RW

0 otherwise

where dist(·) is the Euclidean distance between the positions of the two involved
devices.

The routing pattern is an input parameter of the optimization problem. Given
a candidate site, the specific routing strategy adopted in the WSN determines
1 The link definition on the basis of a communication range is only for the sake of

presentation. We note here that the proposed framework holds for any type of con-
nectivity matrix.
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the assignment of sensor nodes to gateways, as well as the set of multi-hop paths
used for collecting data. To account for the pre-computed routes, we introduce
matrix R which represents the pre-computed routing trees rooted at each WR:

Rc
ij =

{
1 if link (i, j), i, j ∈ S, belongs to the tree rooted at WR c
0 otherwise

To further represent the concept of multi-hop coverage, we introduce the follow-
ing binary matrix C, which indicates whether each sensor is connected through
a multi-hop path to a given WR:

Cij =

⎧⎨⎩
1 if there exists a route from sensor node i and WR j

with no more than MAXHOPS hops
0 otherwise

being MAXHOPS is the maximum allowed number of hops of a route.
Finally, for each sensor node i we define the ordered vector Oi of the reachable

WRs. The ordering relation is such that given two WRs, one at the j-th place,
Oi(j), and one at the k-th, Oi(k), if j < k then dist(i, j) ≤ dist(i, k). Sets Ji

are index sets of vectors Oi.
We introduce the following sets of decision variables defining WR installation,

node-gateway assignment and routing in the WMN. In detail:

yi =
{

1 if a WR is installed in candidate site i
0 otherwise

xij =

⎧⎨⎩
1 if sensor node i is assigned to WR j,

that is, node i routes its traffic toward WR j
0 otherwise

fij are integer flow variables for links (i, j), i, j ∈ S in the WMN formed by
installed WRs, while the fw represents the overall traffic entering the sink node.

The proposed ILP model formulation for the basic version of the MIG-P
problem is:

min
∑
i∈W

yi (1)

s.t. ∑
j∈W

xij = 1 ∀ i ∈ S (2)

xij ≤ Cijyj ∀ i ∈ S , j ∈ W (3)∑
i∈S

xij +
∑
l∈W

(flj − fjl) =
{

fw, if j = SINK
0, otherwise ∀ j ∈ W (4)

fij ≤ NSIijyi, fij ≤ NSIijyj ∀ i, j ∈ W (5)

yOi(k) +
∑

h∈Ji,h>k

xiOi(h) ≤ 1 ∀ i ∈ S , k ∈ Ji (6)

yi ∈ {0, 1} , xhj ∈ {0, 1} , fij ∈ Z
+, fw ∈ Z

+ ∀i, j ∈ W, ∀h ∈ S (7)
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where SINK is the WR chosen as sink node (MAP). Objective function (1)
states the minimization of the WR installation cost. In this formulation all can-
didate sites have the same installation cost, however, it can be easily extended to
consider a different cost for each site. Constraints (2) and (3) impose that each
sensor node is covered by an installed WR. Constraints (4) are flow balance con-
straints defining the routing among WRs, while constraints (5) allow the traffic
flowing through a link only if the two extreme WRs are installed. Constraints
(6) force each sensor node to be assigned to the closest installed WR. Finally,
constraints (7) define the domain of each variable.

The second version of the MIG-P problem directly accounts for load balancing
and energy efficiency, by minimizing the number of concurrent flows travelling
through of the most loaded nodes around the WRs (critical nodes). The set
of critical nodes can be denoted by SC ⊂ S, whereas WC

i ⊂ W is the set of
candidate sites for which a sensor node i is a critical node. The number of paths
through a critical node i is given by variable pi, ∀i ∈ SC . The new ILP model
consists in replacing objective function (1) with the following:

min
∑
i∈W

yi + α
∑

j∈SC

pj (8)

and including the additional constraints:∑
j∈S:j �=i

Rc
jixjc ≤ MP xic + pi ∀i ∈ SC , c ∈ WC

i (9)

pi ∈ Z
+ ∀i ∈ SC (10)

where MP is a threshold on the number of paths going through a critical node:
when this number is greater than MP the critical nodes is considered overloaded.
These constraints enforce the number of actually used routing paths through a
critical node i (left term) to be less or equal to the overload threshold MP . Note
that (9) does not define a hard constraint, but, on the other hand, if the overload
threshold is violated, the variable pi records the violation.

The new objective function (8) aims at minimizing both the number of in-
stalled WRs and the overload of critical nodes. The scalar α is a conversion pa-
rameter between the cost of installing a WR and the overload of critical nodes.
The amount of overload recorded in pi penalizes the objective function and can
be actually mapped into the cost of additional power supply for node i (f.i.,
recharging costs, high capacity batteries, etc.). We have experimentally set α
equal to 0.1.

3 Optimal Gateway Placement

We have tested the quality of the planned heterogeneous WSNs under two differ-
ent routing algorithms: a classical min-hop shortest path, and an ideal energy-
aware routing. In the latter case, routing paths are obtained solving a Minimum
Cost Flow problem towards each candidate site, where the the best routing paths
from every sensor to a given candidate site are determined according to the fol-
lowing objective function: min

∑
(i,j)∈L dist(i, j)flowij + βmC , where L is the set



448 A. Capone et al.

of wireless links among sensor nodes and the gateway located at the site, flowij

are variables defining the number of node-gateway paths through link (i, j) and
mC expresses the number of routing paths going through the most loaded criti-
cal node. Note that the obtained routes preserve a shortest path nature but, at
the same time, guarantee an even load distribution among critical nodes. Once
the routing is defined, matrices R and C can be fed into the formulations to be
solved in reference scenarios.

We consider here randomly deployed sensors and candidate sites over a square
area with edge in the range 250m-350m. The communication ranges for sensors
and WRs are 20m, and 100m, respectively. The maximum route length parameter
MAXHOPS varies from 3 to 5. The problem is modelled with AMPL [21] and
solved with the CPLEX 10.0 solver [22] on INTEL 3.2GHz machines with 2GB
of RAM operated by Linux. Each result has been averaged on 10 instances.

(a) Candidate sites (b) Deployment density

Fig. 2. Installed MRs vs. the number of candidate sites (a) and deployment (b). Area
300m x 300m and MAXHOPS = 3, 4, 5. a) 1000 sensors; b) from 500 to 1000 sensors,
60 candidate sites.

Figure 2(a) shows the average number of installed WRs when varying the
number of candidate sites and the maximum path length. As the number of can-
didate sites increases, the solution space enlarges and, therefore, the solver can
select better options reducing the overall installation cost. As for the maximum
path length, achieving coverage is more difficult with shorter paths and cost
increases since additional WRs must be installed to provide multi-hop coverage
to isolated sensors. We observe that the network installation cost halves when
passing from MAXHOPS = 3 to MAXHOPS = 5. Figure 2(b) shows the average
number of installed WRs vs. the density of sensor nodes (expressed as number
of neighbors). As expected, the installation cost decreases as the sensor density
increases since more multi-hop paths between sensors and WRs area available
and coverage is easier.

In order to assess the importance of modelling the energy efficiency directly
into the optimization problem, we compare the solutions obtained with the basic
version of the gateway placement problem against the advanced one. Some results
on the load distribution of critical nodes are reported in Figures 3(a) and 3(b)
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which refer to the minimum hop routing, and the ideal energy-aware routing
algorithm, respectively. Plots show the percentage of critical nodes crossed by
the number of routing paths reported on x-axis. For a given critical node, the
number of crossing paths corresponds to the number of incoming traffic flows
to be forwarded to the closest installed WR. We observe that the advanced
formulation provides a larger fraction of critical nodes with less than MP paths
(MP = 3 in the figure), that is, a larger fraction of not overloaded critical nodes.
The gap between the two curves is larger when the energy-aware routing is used
as it allows to spread the load among critical nodes.

(a) Min-hop routing (b) Energy-aware routing

Fig. 3. Comparison of the basic and advanced formulations according to the load dis-
tribution among critical nodes for both min-hop and energy-aware routing. Area 300m
x 300m, 1000 sensor nodes, 70 candidate sites, and MAXHOPS = 4.

Table 1. Comparison among different problem formulations. Area 300m x 300m, 1000
sensor nodes, 70 candidate sites, and MAXHOPS = 3.

Formulation Routing Average Load Installed WRs
of critical nodes

Basic Min-hop 2.75 23.2
Advanced MP = 3 Min-hop 2.37 25.2
Advanced MP = 0 Min-hop 2.23 29.2
Advanced MP = 3 Energy-aware 1.97 26.9

In Table 1 we summarize the average results for the number of installed WRs
and the load of critical nodes with possible combinations of problem versions and
routing algorithms. Note that the results with MP = 0 refer to the minimization
of the total load of critical nodes, and not only the load of the overloaded ones.
Results confirm that the best solutions are obtained with the advanced problem
formulation and the energy-aware routing. Moreover, with min-hop routing the
lower routing efficiency needs to be compensated by a high number of gateways.

Figures 4(a) and 4(b) report two snapshots of planned networks with different
MAXHOPS . We reported the Voronoi diagrams representing the WSNs clouds
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(a) MAXHOPS = 3 (b) MAXHOPS = 5

Fig. 4. Network Planned with the advanced version model. Area 300m x 300m, 1000
sensor nodes, 70 candidate sites.

around each installed gateway that allow to easily observe that increasing the
MAXHOPS leads to larger clusters.

4 Heuristic Algorithms

It is easy to show that the MIG-P problem is NP-hard since it contains the
Minimum Cardinality Set Covering problem as sub-problem. Even if we have
shown that the problem can be solved for reasonable size instances, we have also
designed heuristics to cope with large networks. We present first an algorithm
for the basic version of the MIG-P problem, and then we extend it to solve the
advanced version.

Our heuristic approach is based on a continuous relaxation of the correspond-
ing ILP model, and it can be summarized in the following three steps.

STEP 1 - Continuous relaxation. The ILP model (1)-(7) is solved relaxing
the integrality of variables yj (WR installation) and xij (node-WR assignment).
Experimentally, we noted that about 60 − 70% of relaxed variables are integer
(with 10−9 precision), thus, we set the value of these variables to 1 or 0. Other
variables are rounded in the following step.

STEP 2 - Variable rounding. It consists of a greedy rounding over variables
yj :

– We generate an ordered list of candidate sites associated to fractional vari-
ables yj . The top-list candidate site is the one covering the largest number
of sensor nodes.

– We scroll down the list starting from the top. For each site, we round to
1 the associated variable until full coverage is achieved. At this point the
coverage requirement is satisfied, but the connectivity one may be not.

– We generate a new ordered list of the candidate sites not yet considered: the
first item is the candidate site with the smallest number of installed WRs
in its neighborhood. In other words, the head of the list is the most isolated
candidate sites.
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– Again, we scroll the list rounding to 1 the associated variables, until the
WMN is connected. At the end of this step coverage and connectivity re-
quirements are satisfied, thereby remaining fractional variables are set to 0.
The result is an initial feasible solution to be refined in STEP 3 removing
WRS in excess.

STEP 3 - Refinement This step removes as many installed WRs as possible
without violating coverage and connectivity constraints. The installed WRs are
ordered according to the non-increasing number of neighboring WRs. We scroll
the list iteratively removing WRs. At each WR, if the solution is still feasible after
its removal, we keep the new solution, otherwise, we re-insert the WR. When
the end of the list is reached, the last feasible solution is the final one. Finally,
the node-WR assignment is obtained running the ILP model where variable yi

are now parameters set according to the above-described algorithm.
Figures 5(a) and 5(b) show the average optimality gap of the heuristic algo-

rithm under different numbers of sensor nodes and candidate sites. As expected,
the quality of the heuristic solution slightly decreases when the solution space
increases (candidate sites number increases). However, the largest gap is way
below 10%.

As for the advanced version of the problem, the workflow of the heuristic does
not change: STEP 1 solves the relaxed ILP model for the advanced formulation,
while STEP 2 and STEP 3 provide a feasible initial solution. Only one further
step, STEP 4, has been added to the previous framework.

STEP 4 - WR re-positioning The step that most significantly impacts on the
result of the algorithm is STEP 1, which fixes values of 60 − 70% of the over-
all variables. However, since assignment variables xij are relaxed during STEP
1, constraints (9) on the load of critical nodes cannot be properly evaluated.
Consequently, after STEP 3, we have solutions with a small number of installed
WRs, but with a poor quality in terms of energy consumption. The aim of this
STEP 4 is to re-position installed WRs in order to decrease the load of critical
nodes. We iteratively perform the following move:

– We place each installed WR in one of the free candidate sites (yj = 0) in
its neighborhood. At each iteration, coverage and connectivity requirements
are verified. If the solution is feasible and it decreases the load of critical
nodes (the second term of the objective function (8)) with respect to the
last feasible solution, then the new solution is kept.

This move is repeated until an improving solution cannot be found or a maximum
number of iterations is reached.

We remark here that STEP 4 does not change the number of installed WRs
which are just re-positioned in order to achieve a better load balancing among
critical nodes. The optimality gap of this approach, not reported here for the
sake of brevity, has a very similar behavior to the one reported in Figures 5(a)
and 5(b). Again, the gap is upper bounded by 10% in all the cases under analysis.

We have tested the heuristic approaches also in large scale heterogeneous
WSNs with 1000-3000 deployed sensor nodes and 50-200 available candidate
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(a) Area 250m x 250m, 700 sensor nodes
and MAXHOPS = 3, 4

(b) Area 300m x 300m, 1000 sensor nodes
and MAXHOPS = 3, 4

(c) Area 350m x 350m and MAXHOPS = 3

Fig. 5. Installed WRs as the number of candidate site changes using heuristic
algorithms

sites in a square area 350m x 350m, which corresponds to a density of 10-30
neighbors within the communication range. The corresponding numerical results
are shown in Figure 5(c) and confirm the same performance trend highlighted
by the optimal solutions.

5 Related Work

The Gateway Placement problem has been extensively studied in literature.
The whole set of works can be divided into two classes. One is the class of
Static Base Station Positioning problems where the WSN is deployed, gateways
are installed and their positions never change for the entire network lifetime.
The other class, the class of Dynamic Base Station Positioning problems is
characterized by the gateway re-positioning during the network operation. The
latter type of problems investigate the way of moving gateways to react in front
of topology changes, failures, new QoS parameters or simply to balance the
energy consumption among sensor nodes. Even though many works of this class
exist [11,18,20], this type of problems is out of the scope of our work.



Optimal Placement of Multiple Interconnected Gateways 453

We focus on the class of Static Base Station Positioning problems. Some
approaches consider the best placement of a single sink node. In [13] authors
propose an iterative repositioning geometric algorithm to find the best sink lo-
cation in terms of minimum overall transmission energy. However, they assume
the gateway is always reachable within a single hop. General sensor-sink paths
are considered in [15] where an approximated algorithm aims to maximize the
lifetime of a single-sink WSN.

When more gateways are available the problem gets harder because both
positions and number of installed gateways must be chosen. The installation
of multiple gateways induces the partition of the WSN into clusters, each one
assigned to a gateway. Authors in [16] study the problem of positioning the
smallest number of gateways in such a way sensors are covered in a single hop
by gateway and the set of gateways forms a connected network. They propose
a solution approach that divides the deployment area in square cells, finds the
best single gateway placement for each cell, and then connects cells installing, if
required, new gateways. It does not include any energy issue and lack in multi-
hop paths between sensors and gateways.

In [10] heuristic algorithms based on local search and greedy techniques are
proposed. Their objective is finding the best sensor nodes to be selected as gate-
ways. The selection of the fixed number of gateways aims to minimize the overall
energy consumption. Authors in [9] propose ILP models. They define several ver-
sions of the Gateway Placement problem that minimize the number of gateways
with a coverage requirement or minimize path lengths from nodes to gateways
with an installation budget and coverage constraints. However, these approaches
do not guarantee connectivity among gateways and/or pay not attention to the
load of critical nodes.

The work in [17] present ILP models where energy issues are expressed as
limits on the cluster size and the number of hops between a node and a gate-
way. Authors in [8] propose an ILP model. The objective is minimizing the
maximum number of transmitted/received packets at each sensor node. Given
a fixed number of gateways, the solution provides optimum gateway placement
and flows along links. The work in [12] presents Linear Programming (LP) mod-
els that maximize the total throughput during the network lifetime with fairness
guarantees. Solutions provide gateway positions and data rate values. The last
three modeling aproaches, besides not address gateway connectivity, force the
selection of optimized routing paths.

Some further works start from a planned network and try to improve the topol-
ogy according to some energy-aware principles. Although they do not consider
an actual placement problem, they are interesting because of their approaches to
energy-aware sensor clustering. Authors in [14] consider the problem of adding
a given amount of energy to the WSN, expressed as gateways to be properly lo-
cated in the area, in order to extend the network lifetime. In [7] a node-gateway
assignment algorithm is proposed. It aims at distributing evenly the number of
nodes among gateways. In [19], instead, the assignment algorithm is a genetic
algorithm aiming at minimizing the total number of hops within the network.
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6 Conclusion

In this paper we have proposed an optimization framework for the design of
WSNs where gateways must be placed in the area and interconnected with the
sink through the wireless links of a WMN. The resulting network architecture is
an heterogeneous multi-hop wireless networks where short-range low-rate links
interconnect sensor nodes, while long-rage high-rate links create a wireless back-
bone among gateways.

The objective is that of optimizing a tradeoff between the network installation
cost (the number of gateways if their installation cost is the same) and the
energy consumption which is modelled considering the load of nodes directly
connected to the gateways (critical nodes). The gateway selection is subject to
multi-hop sensor coverage constraints that guarantee that each sensor can reach
a gateway within a maximum number of hops. Moreover, the wireless network
among gateways must be connected so as to allow them to deliver data to the
sink.

The proposed solution approach is based on ILP models that allow to obtain
optimum solutions for instances of reasonable size. Our problem formulation
can consider any type of routing mechanism in the WSN and just account for
its effect on the network energy efficiency. This is a key issue since in most
application scenarios it is absolutely not possible to enforce a routing scheme
optimized during the network design phase as it is constrained by the wireless
technology and protocols adopted.

We have analyzed the effect of several parameters on the optimal solutions
obtained via the ILP formulations and showed that the coverage constraints
and the routing scheme can greatly impact the overall network cost and energy
efficiency.

Furthermore, to tackle large problem instances we developed heuristic algo-
rithms based on the continuous relaxation of ILP models. We showed that our
heuristics provide good sub-optimal solutions (within 10% from the optimum)
in short time and allow planning very big networks with thousands of nodes.
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Abstract. Diversity techniques for communications among sensors are very ef-
fective tool to increase reception quality and battery lifetimes.  A well-known 
method to increase diversity in cooperative communications is sensor (relay) 
selection.  However, sensor selection method may lead to the selection of the 
same (near) sensor for transmission over a long period. One of the alternative 
techniques to sensor selection is cooperative balanced space-time block coding 
which utilizes every sensor in sight, thus, distributes the energy consumption 
among many sensors.  Furthermore, it guarantees full diversity for any number 
of relay sensors.  In this work, we consider dual-hop amplify-and-forward wire-
less sensor network and extend the cooperative balanced space-time block code 
family to improve its performance. In the proposed scheme, a larger number of 
codes can be generated for improved coding gain, and better signal-to-noise ra-
tio improvement can be obtained compared to sensor selection schemes. 

Keywords: Balanced space-time block codes, Cooperative communications, 
Relay selection, Wireless sensor networks. 

1   Introduction 

Recently, the desire for connectivity has caused an exponential growth in wireless 
sensor networks. These networks support a wide variety services while maintaining 
low power consumption and increased spectrum efficiency. On the other hand, they 
suffer from fading which causes severe variation in signal attenuation. These con-
straints can be met via diversity techniques which combine independent fading copies 
of transmitted signal at the receiver [1]. One of the well-known diversity methods in 
MIMO systems is transmit antenna diversity which does not especially increase 
transmission bandwidth and power. Space-time coding methods have been developed 
to utilize the transmit diversity potential [2-5]. 
                                                           
*  The work of Ali Ekşim is supported partially by the European Comission (EC), FP-7 Project 

ICE, Project No. 206546. The work of Mehmet Ertuğrul Çelebi is supported partially by the 
Scientific and Technological Research Council of Turkey (TUBITAK), Project No.107E022. 
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One of the space-time coding scheme is Orthogonal Space-Time Block Codes 
(OSTBCs) which provide full diversity advantages with a low decoding complexity. 
The transmitted symbols are decoded separately using linear processing [5]. However, 
full diversity and full rate for more than two antennas cannot be achieved with 
OSTBCs. Several quasi-orthogonal STBCs that provide full rate at the expense of 
some loss in diversity [6],[7] and  OSTBCs that provide full diversity with some loss 
in code rate [5], [8] have been proposed in the literature.  In [4], full rate Balanced 
Space-Time Block Codes (BSTBCs) have been proposed which achieve full diversity 
for arbitrary number of transmit antennas when one or more feedback bits are trans-
mitted via feedback channel. 

Due to insufficient antenna space, cost and hardware limitations, wireless sensors 
may not be able to support multiple transmit antennas.  To overcome this difficulty, 
recently, with the increasing interests in sensor networks, researchers have been looking 
for methods to exploit spatial diversity using the antennas of different units in the net-
work. This type of diversity is called cooperative diversity [9-13] where virtual antenna 
arrays can be formed to overcome the drawback of channel correlation and space limita-
tions of mobile units. Cooperative diversity reduces the required transmit power which 
leads to longer battery life, and increases capacity in interference limited systems. 

In [14], Cooperative Balanced Space-Time Block Codes (CBSTBCs) have been 
proposed where the number of relay sensors can be arbitrary. CBSTBCs cause uni-
form energy consumption over relay sensors and increase the wireless sensor network 
lifetime. However, in the proposed scheme, the number of CBSTBCs is limited. For 
example, if three or four sensors are active in the environment, the number of avail-
able codes is only six and twenty-eight, respectively. It can be seen that extension of 
available coding family increase the efficiency.      

In this paper, we propose the Extended Cooperative Balanced Space-Time Block 
Codes (ECBSTBCs) scheme. With the help of the feedback information, arbitrary 
number of ECBSTBCs can be utilized. The reason for this extension is to improve 
upon relay (sensor) selection methods [17] in terms of bit-error performance and 
energy consumption. In this regard, in the second section, the system model is de-
scribed, in the third section, the ECBSTBCs are explained, in the fourth section, per-
formance analysis is presented, and in the last section, the results of the paper and the 
conclusion are given. 

The following notation used in the paper: * denotes the conjugate operation; Re{.} 
and Im{.} are the real and imaginary part of the argument, respectively. diag{d1,..,dN} 
is the NxN diagonal matrix whose ith diagonal entry is di. ( )ˆk kP s s→  is the Pairwise 

Error Probability (PEP) of deciding in favor of symbol ˆks  when sk is transmitted. The 

operator E(.) and exp(.) indicate the statistical expectation and the exponential of the 
elements of the argument, respectively. The operator ceil{.} rounds to the largest 
integer less or equal than its argument. 

2   System Model 

The wireless sensor network consists of one source sensor, one fusion center and N 
relay sensors which are located randomly and independently. All sensors are equipped 
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with a single antenna. They cannot transmit and receive at the same time. The relay 
sensors utilize amplify and forward cooperative protocol [9]. All channels are as-
sumed frequency flat Rayleigh fading channel where channel gains are circularly 
complex Gaussian random variables and statistically independent from each other. 
The channels are quasi-static, namely, the fading coefficients remain constant over the 
duration of one frame. hsri 

is the channel coefficient from the source sensor to the ith 
relay sensor and hrid is the channel coefficient from the ith relay sensor to the fusion 
center where i=1, 2,.., N. 

The fusion center is assumed to have perfect knowledge of the relay-fusion center 
channels. It is also assumed that the fusion center has no knowledge of the source 
sensor-relay sensor channels, since perfect knowledge of the source sensor-relay sen-
sor channels at the fusion center requires considerable protocol overhead. Each sensor 
is assumed to have perfect knowledge of its own source sensor-relay sensor channel. 
T is the coherence interval, P1 is the average transmit power of the source sensor, and 
P2 is the average total transmit power of the relay sensors. The source sensor data bits 
are mapped by streams of y bits into M-PSK symbols where M=2y.  

3   Extended Cooperative Balanced Space-Time Block Codes 

The ECBSTBCs can be obtained with an OSTBC multiplied by an extension matrix.  
Since Alamouti`s code is the only orthogonal code with rate one and minimum delay, 
the ECBSTBCs can be obtained as an extension of the Alamouti`s code [15] 

C=XW. (1) 

Here X is the Alamouti`s code matrix, W is a 2xN (N>2) matrix whose columns are 
2x1 standard basis vectors, and the rank of W must be 2. The following example 
shows how to generate the ECBSTBCs for three relay sensors. Consider the 
ECBSTBC pair with transmission matrix 

1 2 2
1 * * *

2 1 1

s s as
C

s s as

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

. (2) 

where a=ej2πm/q, q is the extension level and m=0, 1,…q-1. The columns and rows of 
C1 denote symbols transmitted from three relay sensors in two signaling intervals, 
respectively. C1 is obtained from the Alamouti code using (1) where 

1 2
* *
2 1

1 0 0
    

0 1

s s
X W

s s a

⎡ ⎤ ⎡ ⎤
= =⎢ ⎥ ⎢ ⎥− ⎣ ⎦⎣ ⎦

. (3) 

In this fashion, arbitrary number of the ECBSTBCs can be generated by increasing 
the extension level. In CBSTBC, the number of codes is limited since q is equal to 2 
and a=±1. It can be shown that the number of possible ECBSTBCs is ( )N 2 N 12 1q − − − . 

For that reason, the fusion center needs N+d feedback bits (N≥3) to select any possi-
ble ECBSTBCs where d=ceil{(N-2)log2q}-1. N-2 feedback bits are needed to achieve 
full diversity as in CBSTBCs [14]. The rest of the d-1 feedback bits provide coding 
gain. In CBSTBCs, the extension level is only two, then, the number of available 
codes is ( )N 2 N 12 2 1− − − [14].   
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Fig. 1. Frame Initialization phase of the ECBSTBCs 
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Fig. 2. Broadcast and Cooperation phases of the ECBSTBCs 

The ECBSTBCs can be used in wireless sensor networks. The ECBSTBCs contain 
two phases: Broadcast and cooperation. There are many broadcasts and cooperation 
phases respectively within a frame. Additionally, each frame includes an initialization 
phase. In the initialization phase, which occurs at the beginning of the each frame, the 
fusion center informs the relay sensors about which ECBSTBC would be utilized 
within the frame as shown in Figure 1. The selected code is fixed over one frame. 
Figure 2 depicts the broadcast and cooperation phases of the ECBSTBCs. In the 
broadcast phase, the source sensor transmits symbols s1 and s2 to the relay sensors and 
the received signals at the sensor relays can be given as follows   

,1 1 1 ,1

,2 1 2 ,2 .

ri sri ri

ri sri ri

r P h s n

r P h s n

= +

= +
 (4) 
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Here rri,j is the received signal by the ith relay sensor at the jth symbol interval, nri,j is 
the additive white Gaussian noise at the ith relay sensor at the jth symbol interval. 
Each cooperating relay sensor makes a basic linear transformation to normalize the 
received signal.  

,1 ,2
,1 ,2

,1 ,2

     .ri ri
ri ri

ri ri

r r
r r

r r
= =  

(5) 

Here ,ri kr  is the normalized received signal by the ith relay sensor at the jth symbol 

interval. In the cooperation phase of the ECBSTBCs, the fusion center receives the 
signal, rD, 

2P

N
= +D rd Dr Ch n . (6) 

Here hrd is the channel coefficient vector that contains path gains from the relay sen-
sors to the fusion center, nD is additive white Gaussian noise vector whose compo-
nents are complex zero-mean with variance σ2, and C is the ECBSTBC matrix. 

In [16], distributed space-time coding scenario is analyzed. The optimum power al-
location between the source and the relays is chosen to minimize the PEP [16]. For 
large number of relays which utilize the amplify-and-forward protocol, the optimum 
power allocation is when the source consumes half of the power and the relays con-
sume the other half. Following a similar analysis carried out in [16] an upper bound 
for the ECBSTBCs PEP expression is given as, 

( ) 21

2

1

ˆ det

8
k k N k k rdN

rid
i

PT
P s s E I s s H

N h

−

=

⎛ ⎞⎡ ⎤
⎜ ⎟⎢ ⎥
⎜ ⎟⎢ ⎥→ ≤ + −⎜ ⎟⎢ ⎥⎛ ⎞⎜ ⎟⎢ ⎥+⎜ ⎟⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦⎝ ⎠

∑
. (7) 

where PT is the total power used in the network and Hrd=diag{|hr1d|
2, |hr2d|

2,…, |hrNd|
2}. 

Then, the achievable diversity of the ECBSTBCs is min{T,N}(1-loglogP/logP) [16]. 
With the assumption that T is greater or equal to N and P is very large, the diversity 
gain about N is obtained [16]. 

3.1   Three Relay Sensors 

Due to energy efficiency, when three relay sensors are active in the wireless environ-
ment, then, C1, C2 and C3 are available ECBSTBC matrices. These matrices are 

1 2 2
1 * * *

2 1 1

s s as
C

s s as

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

1 2 1
2 * * *

2 1 2

s s as
C

s s as

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

1 1 2
3 * * *

2 2 1

s as s
C

s as s

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

. (8) 

Here a is the coefficient as defined previously. The fusion center selects the 
ECBSTBC Cj, j=1,2,3 and the feedback bit a that gives the maximum coding gain. 
Two bits of feedback is needed to select the ECBSTBC matrices and k bit of is 
needed to select the feedback bit a where k=ceil{log2q}.  
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The decoding of the ECBSTBCs is similar to CBSTBCs [14].  Assume that the C1 
matrix gives maximum coding gain. The received signals at fusion center are given as  

1
,1 1 1,1 2 2,2 3 3,2 1

* * *1
,2 1 1,2 2 2,1 3 3,1 2

3

.
3

D r d r r d r r d r

D r d r r d r r d r

P
r h r h r ah r

P
r h r h r ah r

η

η

⎡ ⎤= + + +⎣ ⎦

⎡ ⎤= − + + +⎣ ⎦

 
(9) 

Here η1 and η2 are noise at the fusion center. The fusion center estimates s1 and s2 by 
linear processing  

* *
1 1 ,1 2 3 ,2

* * * *
2 2 3 ,1 1 ,2

ˆ ( )

ˆ ( )  .

r d D r d r d D

r d r d D r d D

s h r h ah r

s h ah r h r

= + +

= + −
 (10) 

Substituting ,1Dr  and ,2Dr  in Eq.10,   

{ } { } { }( )( )
{ } { } { }( )( )

2 2 2 * * *2
1 1 2 3 2 3 1 3 1 2 1 1

2 2 2 * * *2
2 1 2 3 2 3 1 3 1 2 2 2

ˆ 2 max Re , Re , Re
3

ˆ 2 max Re , Re , Re
3

r d r d r d r d r d r d r d r d r d

r d r d r d r d r d r d r d r d r d

P
s h h h ah h ah h ah h s n

P
s h h h ah h ah h ah h s n

⎡ ⎤= + + + +⎢ ⎥⎣ ⎦

⎡ ⎤= + + + +⎢ ⎥⎣ ⎦

. 
(11) 

where n1 and n2 are the noise terms which include the observation noise of the both at 
the relay sensors and at the fusion center. The contribution of the 

{ } { } { }( )* * *
2 3 1 3 1 22max Re ,Re , Rer d r d r d r d r d r dah h ah h ah h  in Eq.11 will always be positive 

and the gain will be greater than the sum of the magnitude squares of all path gains 
( 2 2 2

1 2 3r d r d r dh h h+ + ). 

3.2   Four Relay Sensors 

It is assumed that four relay sensors are active in wireless environment, then, 7 differ-
ent ECBSTBC matrices can be obtained. These matrices are 

1 1 1 2
1 * * * *

2 2 2 1

s as bs s
C

s as bs s

⎡ ⎤
= ⎢ ⎥− − −⎣ ⎦

1 1 2 1
2 * * * *

2 2 1 2

s as s bs
C

s as s bs

⎡ ⎤
= ⎢ ⎥− − −⎣ ⎦

1 2 1 1
3 * * * *

2 1 2 2

s s as bs
C

s s as bs

⎡ ⎤
= ⎢ ⎥− − −⎣ ⎦

1 2 2 2
4 * * * *

2 1 1 1

s s as bs
C

s s as bs

⎡ ⎤
= ⎢ ⎥−⎣ ⎦

1 1 2 2
5 * * * *

2 2 1 1

s as s bs
C

s as s bs

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

1 2 1 2
6 * * * *

2 1 2 1

s s as bs
C

s s as bs

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

1 2 2 1
7 * * * *

2 1 1 2

s s as bs
C

s s as bs

⎡ ⎤
= ⎢ ⎥− −⎣ ⎦

. 

(12) 

where a=ej2πm/q and b=ej2πm/q. The fusion center selects the ECBSTBC matrix Cj, 
j=1,.,7 and the coefficients a and b that yields the maximum coding gain. Three bits of 
feedback is needed to select the ECBSTBC matrix and (N-2)k bits of feedback is 
needed to select feedback a and b where k = ceil{log2q}.  
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The decoding of the ECBSTBCs is similar to CBSTBCs [14]. After combining and 
linear processing of received signals, the estimates of the PSK symbols s1 and s2 can 
be expressed as follows 

{ } { } { }
{ } { } { }
{ } { } { }
{ } { }

2 2 2 2

1 2 3 4

* * * *
1 2 1 3 2 3

* * * *
1 2 1 4 2 4

* * * *
1 3 1 4 3 4

2
1

* *
2 3 2 4

Re Re Re ,

Re Re Re ,

Re Re Re ,
ˆ

2 2 max Re Re Re

r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d

h h h h

ah h bh h ab h h

ah h bh h ab h h

ah h bh h ab h hP
s

ah h bh h ab

+ + +

⎡ ⎤+ +⎣ ⎦
⎡ ⎤+ +⎣ ⎦
⎡ ⎤+ +⎣ ⎦=

+ + + { }
{ } { }
{ } { }
{ } { }

* *
3 4

* *
1 2 3 4

* *
1 3 2 4

* *
2 3 1 4

,

Re Re ,

Re Re ,

Re Re

r d r d

r d r d r d r d

r d r d r d r d

r d r d r d r d

h h

ah h bh h

ah h bh h

ah h bh h

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟⎛ ⎞⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢⎜ ⎟⎡ ⎤⎜ ⎟⎣ ⎦⎢⎜ ⎟⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤+⎢⎜ ⎟⎣ ⎦⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤+⎢⎜ ⎟⎣ ⎦⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤⎢ ⎜ ⎟⎜ ⎟+⎣ ⎦⎝ ⎠⎝ ⎠⎣ ⎦

1 1s ω+
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

 

(13) 

{ } { } { }
{ } { } { }
{ } { } { }
{ } { }

2 2 2 2

1 2 3 4

* * * *
1 2 1 3 2 3

* * * *
1 2 1 4 2 4

* * * *
1 3 1 4 3 4

2
2

* *
2 3 2 4

Re Re Re ,

Re Re Re ,

Re Re Re ,
ˆ

2 2max Re Re Re

r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d r d r d

r d r d r d r d

h h h h

ah h bh h ab h h

ah h bh h ab h h

ah h bh h ab h hP
s

ah h bh h ab

+ + +

⎡ ⎤+ +⎣ ⎦
⎡ ⎤+ +⎣ ⎦
⎡ ⎤+ +⎣ ⎦=

+ + + { }
{ } { }
{ } { }
{ } { }

* *
3 4

* *
1 2 3 4

* *
1 3 2 4

* *
2 3 1 4

,

Re Re ,

Re Re ,

Re Re

r d r d

r d r d r d r d

r d r d r d r d

r d r d r d r d

h h

ah h bh h

ah h bh h

ah h bh h

⎡ ⎤⎛ ⎞
⎢ ⎥⎜ ⎟
⎢ ⎥⎜ ⎟⎛ ⎞⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢ ⎥⎜ ⎟⎜ ⎟⎢⎜ ⎟⎡ ⎤⎜ ⎟⎣ ⎦⎢⎜ ⎟⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤+⎢⎜ ⎟⎣ ⎦⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤+⎢⎜ ⎟⎣ ⎦⎜ ⎟⎢⎜ ⎟⎜ ⎟⎡ ⎤⎢ ⎜ ⎟⎜ ⎟+⎣ ⎦⎝ ⎠⎝ ⎠⎣ ⎦

2 2s ω+
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

 

(14) 

where ω1 and ω2 are the noise terms which include the observation noise of both at 
the relay sensors and at the fusion center. The contribution of the coding gain in 
Eq.13-14 will always be positive and the gain will be greater than the sum of the 
magnitude squares of all path gains ( 2 2 2 2

1 2 3 4r d r d r d r dh h h h+ + + ). 

4   Performance Evaluations 

In the cooperative communication transmitting only from selected relays is called 
distributed transmit antenna selection (DTAS) [17] which is an alternative approach 
to the ECBSTBCs. The criterion in selecting a single relay sensor is the best instanta-
neous relay-fusion center channel gain [18], and this is called as transmit sensor selec-
tion (TSS N:1). To maximize  SNR at the fusion center, two relay sensors are chosen 
out of all the available transmit relay sensors and then the relay sensors transmit the 
received signals using the Alamouti scheme [19]. In the simulations, the best relay 
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pair which has best instantaneous relay-fusion center channel pair is selected. This is 
called as transmit sensor selection with Alamouti (TSS N:2). 

The bit error probabilities of the proposed ECBSTBC sets are evaluated for quater-
nary phase-shift keying (QPSK) modulation by computer simulations. A frame of 130 
symbols is used. For meaningful comparison, the total transmission power and band-
width are fixed. Namely, in the broadcast phase; the source sensor transmits with full 
power but in the cooperation phase, the power is divided equally among relay sensors.  

For comparison purposes, the bit error rate (BER) curves of the transmit sensor se-
lection with Alamouti’s scheme and transmit sensor selection are also included in 
Figs. 3–6. 
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Fig. 3. Bit-error probability performance of sensor networks when three relay sensors are active 
and the source sensor-relay sensors’ channels are ideal 

 

Figure 3 presents the bit error probabilities of the ECBSTBC with one to four bits 
extension of feedback and ideal (infinite) feedback for three relay sensors. We assume 
that the source-relay sensor channels are ideal to be able to investigate pure coding 
performance. Compared to the transmit sensor selection with Alamouti’s scheme 
(TSS 3:2), the ECBSTBC with one bit extension (ECBSTBCs (k=1)) provides an 
SNR advantage of approximately 0.74dB for a BER value of Pb=10-4. However, 
transmit sensor selection (TSS 3:1) provides approximately 0.31dB better perform-
ance than ECBSTBC with one bit extension due to limited coding gain. If we extend 
feedback by two bits (ECBSTBCs (k=2)), the ECBSTBCs provide approximately 
0.21dB better performance than the TSS. Thus, on the basis of the same SNR, the 
ECBSTBCs outperform the transmit sensor selection.  If three bits of extension 
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(ECBSTBCs (k=3)) is available for feedback, an additional 0.13dB coding gain is 
available. Performance of four bits extension of feedback (ECBSTBCs (k=4)) is simi-
lar to ideal feedback (ECBSTBCs (k=Inf.)). As expected, when the number of exten-
sion level is increased, the bit error performance of ECBSTBC is improved. 
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Fig. 4. Bit-error probability performance of sensor networks when four relay sensors are active 
and the source sensor-relay sensors’ channels are ideal 

 
Figure 4 presents the bit error probabilities of the ECBSTBC with one to five bits 

extension of feedback bits for four relay sensors. Compared to the TSS with 
Alamouti’s scheme (TSS 4:2), the TSS (TSS 4:1) provides an SNR advantage of 
approximately 0.89 dB for a BER value of Pb=10-5. However, the ECBSTBCs with 
one bit extension (ECBSTBCs (k=1)) provides approximately 0.29dB better perform-
ance than the TSS. If we extend the feedback information by two bits (ECBSTBCs 
(k=2)), the ECBSTBC provides approximately 0.94dB better performance than the 
ECBSTBCs with one bit extension. If three bits extension of feedback is available, an 
additional 0.23dB coding gain is obtained. Four bits and five bits extension of feed-
back yields approximately similar performance. As expected, as the number of avail-
able codes is increased the coding gain is increased. 

In the sequel, we assumed that the source-relay channels are not ideal, neverthe-
less, are better quality than relay-fusion center channels whose difference is quanti-
fied by differential signal-to-noise ratio (DSNR). In the Figure 5-6, DSNR is assumed 
to be 15dB for three and four relay sensors. Once again, the ECBSTBCs provide 
better performance than the sensor selection schemes and the CBSTBCs.   
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Fig. 5. Bit-error probability performance of sensor networks when three relay sensors are active 
and the source sensor-relay sensors’ channels are 15dB DSNR  
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Fig. 6. Bit-error probability performance of sensor networks when four relay sensors are active 
and the source sensor-relay sensors’ channels are 15dB DSNR  
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5   Conclusions 

Network lifetime extension is better achieved via uniform energy distribution over a 
wireless sensor network. One of the promising methods for effective communication in 
wireless sensor networks is the CBSTBC which provides full diversity and distributes 
the energy consumption over a larger part of the network as opposed to sensor selec-
tion methods.  In this work, we improve the performance of the CBSTBCs by means of 
extending the number of available codes to provide improved coding gain. Simula-
tions, demonstrated that four bit extension of feedback gives approximately ideal feed-
back performance. In addition, the ECBSTBCs have better signal-to-noise ratio 
improvement compared to sensor selection schemes.  Consequently, we conclude that 
the ECBSTBC is a useful tool to increase the QoS of wireless sensor networks.  
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Abstract. Congestion and flow control are key mechanisms used to reg-
ulate the load in modern packet networks. The new IETF Stream Con-
trol Transmission Protocol (SCTP) inherited these algorithms from the
Transmission Control Protocol (TCP). Although the principles used are
the same, some issues arise from the fact that SCTP operates message-
oriented whereas TCP operates byte-stream oriented. SCTP also sup-
ports bundling of multiple small user messages into one SCTP packet.
As a consequence, the overall overhead of an SCTP packet depends on
the user message size and the number of user messages that are bun-
dled into the packet. RFC 4960 defining SCTP does not specify whether
the message specific headers have to be considered when updating the
parameters for congestion control. We will show that neglecting the addi-
tional headers when calculating outstanding bytes can lead to unfairness
towards TCP connections. We will also show that incorrect handling of
the additional memory needed to process each message in the flow control
calculations will lead to an exhaustion of the receiver window resulting
in a huge amount of unnecessary retransmissions. Based on experiments
with the flow control of the SCTP implementations available in several
operating systems, we will identify the issues and analyze them by us-
ing simulations. As a result, we will present solutions that will lead to
fairness towards TCP and reduce the number of retransmissions sub-
stantially. Although we will focus on SCTP, the results are also true for
other message-oriented protocols using bundling.

Keywords: Congestion Control, Flow Control, Message Orientation,
SCTP.

1 Introduction

Although the TransmissionControlProtocol (TCP) is still the main transport pro-
tocol for IP-based networks, the Stream ControlTransmissionProtocol (SCTP) [1]
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gains more and more importance being integrated in the major operating systems.
In contrast to TCP, SCTP is not byte-stream oriented but message-oriented. It
also supports bundling of multiple small user messages into one SCTP packet to
increase transport efficiency.

In order to prevent congestion, SCTP adopted the window based algorithms
for flow control and congestion control from TCP. Although the mechanisms
seem to be the same for both protocols, the message orientation of SCTP and
thus the data processing on a per message basis requires specific consideration.

In TCP, the header size is relatively small and almost constant (between 20
and 60 bytes depending on the TCP options used). Therefore, it is not consid-
ered for the flow and congestion control computations. In SCTP, however, every
packet requires a common header and an additional header of 16 bytes for each
user message. When bundling several small messages into one SCTP packet, this
additional overhead is variable and can have a significant impact on the flow and
congestion control calculations.

RFC 4960 defining SCTP gives no clear recommendation how to handle the
message overhead, and it is up to the implementer of the protocol, if it is included
in the calculations or not. As a consequence, implementations like Solaris include
the additional headers whereas in FreeBSD they are excluded.

The choice on handling the message overhead in the calculation of the amount
of outstanding (not yet acknowledged) data for congestion control can lead to un-
fairness towards competing TCP connections, if small messages are sent. There-
fore, after a short introduction of the relevant SCTP features in Section 2, we
will investigate this issue in detail in Section 3 by using simulations. We will
show that only including the message headers allows to achieve the mandatory
TCP-friendliness.

Inappropriate handling of the overhead, when calculating the amount of data
a (slow) receiver is still able to accept, can lead to memory exhaustion at the
receiver before the sender is prevented from sending. This leads to packet loss
and consequently to unnecessary retransmissions. Based on experiments with
the implementations of the Linux 2.6.25 kernel, FreeBSD release 7.0 and Solaris
10, we will highlight the flow control issues in Section 4 and propose a way
to implement SCTP flow control such that no unnecessary retransmissions are
triggered. This includes a correct announcement of the receiver window as well
as applying the silly window syndrome (SWS) avoidance and enabling the Nagle
algorithm. The proposal will be validated by simulations.

The simulations in this paper have been performed with the OMNeT++ simu-
lation environment [2] and an extended version of the SCTP simulation model [3]
we contributed to the INET framework [4].

2 SCTP, a Message-Oriented Protocol

With the emergence of IP-based networks as universal platform for communica-
tion services the need arose to send telephony signaling data across the internet.
Signaling data feature relatively small single messages that have to be sent
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reliably and some of them also in the correct sequence. To fulfill this task, the
new protocol SCTP was designed as a reliable message-oriented protocol and
finally adopted by the IETF as official standard in RFC 2960 in 2000. After
some modifications, RFC 4960 [1] adopted in September 2007, is the current
SCTP specification.

An SCTP packet consists of a 12 byte common header and a number of so
called chunks. Each chunk has a chunk header that varies with the chunk type.
The DATA-chunk header is 16 bytes long. Its payload has to be 32 bit aligned.
Each chunk is identified by a transmission sequence number (TSN).

As SCTP is a reliable transport protocol, the arrival of user data has to be
acknowledged. This is handled by SACK-chunks. Here the cumulative TSN ack
parameter indicates the highest TSN received in sequence. The acceptance of
additional chunks is reflected in gap ack blocks. Another important parameter
of the SACK-chunk is the advertised receiver window (arwnd), that announces
the amount of bytes the receiving endpoint can still accept.

More information about other distinctive features of SCTP like multi-homing
or multi-streaming is provided in RFC 3286 [5].

3 SCTP Congestion Control

Congestion control is a mechanism to control the traffic of a network. The goal
is to prevent senders from blocking links by reducing the rate of sending pack-
ets. Although in the next subsections we will focus on the congestion control
mechanism integrated in the examined implementations, the considerations are
also true for other congestion control algorithms and other message-orientated
protocols using bundling.

3.1 The Congestion Window

The congestion window limits the number of bytes the sender is allowed to
transmit before waiting for a new acknowledgement. That means, that not more
than cwnd bytes may be outstanding.

The congestion control mechanism is divided into two phases. The first one
is called slow start. It operates for cwnd values less than or equal to the slow
start threshold, which is set to an arbitrary value (mostly the advertised receiver
window of the peer during association setup) at the beginning of an association.
Slow start is characterized by an exponential increase of the congestion window.
Every time an incoming SACK-chunk announces that the cumulative TSN ack
parameter has advanced and the cwnd is fully utilized, i.e. the number of out-
standing bytes is greater than cwnd, the minimum of the path MTU and the
acknowledged bytes is added to cwnd.

When cwnd exceeds the slow start threshold, congestion avoidance makes for a
linear increase of cwnd. As the growth of cwnd can lead to an excessive injection
of data into the network, packet loss is the consequence. While fast retrans-
missions result in halving the congestion window, a timer based retransmission
leaves cwnd at the size of the path MTU and in slow start again. Thus cwnd
follows usually a zigzag curve in the lifetime of a connection.
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3.2 Counting Outstanding Bytes

As pointed out, cwnd has an influence on the network load and thus on the
throughput. Therefore, the way the outstanding bytes, that limit cwnd, are
counted, is important and should be examined.

Looking at an SCTP packet containing several data chunks, the amount of
user data can vary significantly with the size of the individual chunks (i.e. mes-
sages) assuming the same packet length.

IP
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Header

Data
Chunk
Header

12 16

User Data

143620

(a) One chunk with 1436 bytes of user data
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(b) 33 chunks, each containing 28 bytes of user data

length
[bytes]
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Fig. 1. SCTP packet format

In Figure 1(b) the packet contains 33 DATA-chunks with 28 bytes of user data
each, adding up to 924 bytes of user data compared to 1436 bytes in the packet
in Figure 1(a). Both packets have a size of 1484 bytes. Whereas the overhead is
just 1 % in (a) the headers add up to 36 % in (b) and can be more than 60 %
for even smaller user message sizes.

Therefore, we have to distinguish between the amount of data that is injected
into the network and the user data that arrive at the application layer. Whereas
the first has a direct impact on the network load, the second results in the
goodput. Both depend on the number of packets (1), that are allowed by the
cwnd.

NoOfPackets =
⌈

cwnd
SizeP

⌉
(1)

Calculating the size of a packet (SizeP ), the headers for IP (HIP ) and SCTP
(HSCTP ) have to be considered as well as the size of the DATA-chunks (SizeChunk ).

SizeP = HIP + HSCTP + CPP · SizeChunk (2)

The number of the chunks per packet (CPP ) is calculated as

CPP =
⌊

MTU −HIP −HSCTP

UMS + PUMS + HChunk

⌋
(3)

The average user message size (UMS ) per packet and the corresponding padding
bytes (PUMS ) feature the variable parts of the packets.
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SizeP is a variable used for calculating the bytes allowed by the cwnd, and is
not necessarily equivalent to the real size of a packet. If talking about Size+

P , the
bundled chunks are calculated with header Size+

Chunk = UMS + PUMS + HChunk

and for Size−
P is Size−

Chunk = UMS without header. To compute the number of
bytes that are induced into the network and which arrive at the receiver, four
different cases are possible:

– Network load taking the header into account

Bytes+
SCTP =

⌈
cwnd
Size+

P

⌉
· Size+

P (4)

– Bytes at the application layer if the header had been taken into account

Bytes+
App =

⌈
cwnd
Size+

P

⌉
· CPP · Size−

Chunk (5)

– Network load without taking the header into account

Bytes−SCTP =
⌈

cwnd
Size−

P

⌉
· Size+

P (6)

– Bytes at the application layer if the header had not been taken into account

Bytes−App =
⌈

cwnd
Size−

P

⌉
· CPP · Size−

Chunk (7)

After the initialization of a connection, the initial window is specified in [6] to
be

min(4 ∗MSS, max(2 ∗MSS, 4380 bytes)) (8)

Assuming a path MTU of 1500 bytes, the maximum segment size (MSS) equals
1460 bytes, which is 1500 bytes minus 20 bytes for the IP header and 20 bytes
for the TCP header. Thus the initial cwnd is 4380 bytes.

As one property of fairness is the evenly distribution of the link bandwidth,
we will look at the behavior of associations (terminology for SCTP connections)
with and without header inclusion in more detail.

3.3 TCP-Friendliness

When SCTP was designed, one of the major goals was to guarantee TCP-
friendliness. In RFC 2309 [7] a TCP-friendly or TCP-compatible flow is defined
as follows: ”A TCP-compatible flow is responsive to congestion notification, and
in steady state it uses no more bandwidth than a conforming TCP running under
comparable conditions.”

Since TCP is a byte-stream oriented protocol and typically the Nagle algo-
rithm is not disabled, all packets are filled with enough user data to result in
full sized link layer frames, if sufficient data are provided in the send queue. The
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overhead consists of the IP-header and the TCP-header, which is independent
from the user message sizes.

Although SCTP and TCP implementations, which we inspected for the dif-
ferences in the handling of header bytes, are readily available, we will base our
solutions on simulation results. Since we found that some implementations have
bugs substantially influencing the measurement results we decided to use a sim-
ulation for the measurements instead of waiting for the bugfixes to be included
in the implementations.

3.4 The Simulation Scenario

We have used the INET framework [4] as a simulation tool. Although TCP is
integrated in the framework, not all optional TCP features that are common
nowadays, like Appropriate Byte Counting (ABC) [8] or delayed acknowledge-
ments [9], are implemented. However, some of these features are mandatory for
SCTP and are, therefore, implemented in the INET SCTP model, contributed
by us [3]. Hence, a meaningful comparison between SCTP and TCP is not pos-
sible with INET. Nevertheless, we wanted to examine TCP-friendliness for flows
with and without counting the header. Therefore we used an SCTP association
transporting user data messages of 1452 bytes length to mimic the behavior of a
state-of-the-art TCP connection. From a congestion control perspective, such an
SCTP association behaves identical to a TCP connection. When talking about
including or excluding the header, we always refer to the DATA-chunk header of
16 bytes.

The scenario for the simulation consists of an SCTPClient, connected to an
SCTPServer, and an TCP-like client, connected to a TCP-like server. The con-
nections have to share a bottleneck link between two routers with a data rate of
1 Mbps. The SCTP client sends data with configurable user message sizes from
12 to 204 bytes to the SCTP server. The TCP-like client only sends full packets
with a payload of 1452 bytes, the headers are not included. Including them does
not change the result, since the difference is neglectable for large user messages.

To test the behavior with and without counting the header bytes, the SCTP
simulation has been extended by two parameters, osbWithHeader and padding.
They are boolean variables that can be set to true, if the header and the padding
bytes should be taken into account for the congestion control calculations.Tests
showed that the influence of the padding bytes is not significant. Therefore, all
described simulations were run with either both variables true or false.

3.5 Fairness on the Transport Layer

The SCTP association and the ”TCP-like” association have to share the band-
width equally. This means that all bytes that have been sent over the network
have to be counted, including the retransmitted bytes. To assure that the same
time interval is chosen and the associations have reached a steady state, a start
and stop time can be configured for counting the bytes that have arrived at the
server. The timers were set for the measurement to start after 50 secs and con-
tinue for 400 secs. As the ratio of additional header bytes to the user message
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Fig. 2. Throughput on the transport layer

size is only significant for small payload sizes, we chose user messages from 10
to 200 bytes length in 10 byte intervals. Each simulation run was repeated 100
times with different seeds for the random numbers to ensure validity. Figure 2
shows the throughput on the transport layer. The vertical bars represent the
95 % confidence intervals. It is obvious that the associations that calculate the
outstanding bytes with header share the link, symbolized by the straight line,
equally, whereas the behavior is not fair for small message sizes, if the header is
not taken into account. The SCTP client utilizes the link much more intensively
than the TCP-like client, thus taking bandwidth from the other connection.

3.6 Fairness on the Application Layer

The behavior on the transport layer has an influence on the throughput on
the application layer (goodput). Therefore, we chose the same setup as in the
last section and counted the bytes that arrived at the user level of the servers
during a predefined time period and calculated the throughput. Figure 3 shows
the graphs when the header is not taken into account. Although the TCP-like
client achieves a higher throughput than the SCTP client using the different
message sizes, the throughput is much lower than it should be. As Figure 2
indicated, the SCTP client takes over so much bandwidth that the TCP goodput
is considerably reduced. The two theoretical graphs show the ideal case, where
the SCTP client (lowest graph) and the TCP-like client (top graph) share the
link equally. The zigzagging of the lowest graph results from padding, i.e. the
necessity to add 1 to 3 bytes to the payload to get it 32 bit aligned. The graphs
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in Figure 4 illustrate the results, if the header is taken into account. Now the
curves show the desired behavior and fit the theoretical graphs.



476 I. Rüngeler, M. Tüxen, and E.P. Rathgeb

As a result it can be postulated, that all implementations of message-oriented
protocols with bundling should take the headers into account, when calculating
the outstanding bytes, in order to be TCP-compliant.

4 Flow Control

4.1 The Concept of SCTP Flow Control

Flow control like congestion control is a mechanism to influence the amount
of data injected into the network. Whereas the congestion control protects the
network from a fast sender, the flow control should prevent the overload of the
receiver.

To achieve this, the advertised receiver window parameter (arwnd) is used
to announce the amount of data that the receiver is willing to accept. During
the setup of the association the hosts exchange their initial arwnd in the INIT
and INIT ACK-chunk. Upon arrival of a DATA-chunk, arwnd is decremented by
the message size. When the data is delivered to the upper layer, arwnd can
be incremented again. When the receiver sends a SACK-chunk to acknowledge
data, it includes the actual value of the arwnd. The sender tries to keep track
of the size of its peer’s arwnd by trying to predict the window size. It takes the
value of the announced arwnd as basis, reduces it by the number of outstanding
bytes, i.e. the data that are assumed to be in flight. If the peer’s arwnd reaches
zero, only one DATA-chunk may be sent to probe the window, which is similar
to the Zero Window Probing mechanism in TCP (see [10]). But before zero is
reached the silly window syndrome (SWS) avoidance algorithm (see [11]) has
to be applied. FreeBSD achieves this by announcing a window of 1, if its size
has dropped below two MTUs. During that time data is still accepted, but the
sender is warned to reduce the amount of data.

4.2 SCTP Flow Control in Implementations

As flow control is a major feature of SCTP, it is supported in all available
implementations. The advertised receiver window corresponds to the important
resource receiver window, but the sizes are not necessarily the same. Upon arrival
of a packet, the kernel has to provide memory for the storage of each chunk.
Besides the actual user message, information has to be stored, like the stream
sequence number, the TSN and so on. The amount of memory needed depends
on the operating system.

We examined the change of the advertised receiver window for the Linux
Kernel 2.6.25, OpenSolaris 10 and FreeBSD version 7.0. We distinguished two
scenarios to see whether the implementations behaved in a different way, when
gaps were reported or not. First, the application at the receiver was prevented
from reading. Second, the first Transmission Sequence Number (TSN) was left
out. Thus a gap was created preventing SCTP from pushing data to the upper
layer.
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The experiment was performed by using an SCTP testtool [12], to generate
SCTP packets. Test scripts were programmed with the Guile scheme implemen-
tation [13] to create the desired message flow on the sending side.

FreeBSD behaved differently in the two scenarios. In the first one, the arwnd
was reduced by the payload size plus an overhead of 256 bytes, which is equal to
the memory that the kernel allocates for a chunk. In the second case the arwnd
was only decremented by the payload size. For small message sizes a limit of the
maximum number of chunks that were accepted was observed. When this limit
of 3200 chunks was reached, the arwnd was not reduced any more, and newly
arrived packets were dropped. This limit is a means for the kernel to protect
resources. It can be configured by the network administrator, if necessary. Hence,
the number of chunks accepted can be computed by

n = max(3200 ,

⌈
arwnd

256 + UMS

⌉
) (9)

Linux showed the same behavior in both scenarios. The arwnd is always re-
duced by the user message size (UMS). For messages smaller than 176 bytes,
only

n =
⌈

arwnd ∗ 2
176 + UMS

⌉
(10)

chunks are accepted. Then the arwnd is not reduced any more.
OpenSolaris decrements the arwnd by the UMS until the next message does

not fit any more. Thus the window is reduced to a value smaller than UMS and
the number of accepted messages equals

n =
⌊
arwnd
UMS

⌋
(11)

Neither in the Linux nor in the OpenSolaris SCTP kernel the silly window syn-
drome avoidance principle is implemented.

4.3 Simulation Results

Keeping in mind that all implementations need extra memory to store the re-
ceived user data, and that the arwnd is coupled with the receiver window, we
wanted to examine the effects of the different implementation dependent algo-
rithms and their impact on interoperability. Therefore, we extended the simu-
lation by a parameter for the additional memory needed per chunk. As seen in
Linux and partly in FreeBSD, the receiver reduces its receiver window by the
UMS plus the additional memory, but announces an arwnd, that is only decre-
mented by the UMS. The sender, not knowing that the arwnd does not report
the true value, tries to keep track of its peer’s window and adjusts the value
every time a SACK-chunk arrives.

To simulate this behavior and examine its impact on the network load, we
configured a slow receiver by distributing the reading intervals exponentially
with a mean of 5000bytes

UMS secs. After each interval, one message was read, so that
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Fig. 5. Ratio of transmitted to delivered bytes for a varying amount of additional
memory

approximately 5000 bytes were read per second independent from the UMS.
Figure 5 shows the results for 50 to 250 bytes overhead. Here and in the next
simulations, each run was repeated 10 times. The black dots represent the 95%
confidence intervals. As a rate of the network load we calculated the ratio of
the transmitted bytes, meaning the data sent over the network including all
retransmissions, to the data that reached the upper layer. For an overhead of
250 bytes, which is even less than the memory needed by FreeBSD, almost twice
the necessary data is transmitted. The other graphs show that the number of
retransmissions is less for larger message sizes. Nevertheless, the ideal ratio of 1
is never reached. Noteworthy is also the slight inclination of the lowest graph for
larger message sizes. This can be explained as follows. When an arwnd of 0 is
announced, the sender is allowed to send zero window probes in the absence of
outstanding data. Zero window probes consist of one DATA-chunk. The method
that was chosen to simulate a slow receiver implies that the reading intervals are
much smaller for small message sizes than for bigger ones. Thus the probability
that data has been pushed and a new chunk can be accepted is higher for smaller
messages. As a consequence the larger messages are more likely to be dropped.

Another difference between the operating systems is the implementation of
the silly window syndrome avoidance algorithm. Of the three operating systems
only FreeBSD has integrated this feature. In the following, we will examine the
impact of its availability.

We varied the presence of SWS avoidance for sender and receiver and plotted
again the ratio of transmitted to delivered bytes. We chose an additional memory
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of 50 bytes, because the measurements with the more realistic memory size
of 250 bytes revealed a worse ratio, that made a graphical judgment almost
impossible. Figure 6 shows the results for this scenario. As the measurements of
Figure 5 were taken with SWS enabled for sender and receiver, the lowest graph
of Figure 6 is equal to the 50 bytes graph of Figure 5. It is well to be seen, that
the absence of the SWS avoidance algorithm on the sending side has a negative
impact on the network load, whereas the implementation on the receiving side is
not as important. The network load can be reduced by up to 20% , if the sender
follows the principals of SWS avoidance.

For smaller chunks bundling results in a better payload to header ratio. The
Nagle algorithm (see [14]) is a feature, first introduced in TCP, to prevent the
sending of small packets, if there are still data in flight. For SCTP this means,
that chunks have to be bundled, until the next chunk does not fit in the packet
any more, unless there are no bytes outstanding. Applying this algorithm leads
to delaying the sending of data. To examine the impact of the Nagle algorithm
on the network load, we carried out the same runs as in Figure 6 and disabled
the execution of the Nagle algorithm. The results showed that the number of
retransmissions stayed at 80% to 90%, if the SWS avoidance algorithm was not
applied on the client.

4.4 Solutions

Our first idea was to notify the sender about the amount of additional memory
needed. Thus the sender was to be able to predict the reduction of the arwnd
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more exactly. However, simulation runs with this feature did not lead to signifi-
cantly better results.

The best outcomes were achieved by ”telling the truth”. Like in FreeBSD,
when the receiver did not read, the arwnd was reduced by the payload and the
additional memory. Even if the sender cannot follow the peer window closely,
the regular updates are enough to guide the sender.

Figure 7 shows the transmitted to delivered bytes ratio for the cases that SWS
avoidance is present and Nagle enabled. It is well to be seen, that the application
of the Nagle algorithm only has an impact on the number of retransmissions,
if SWS avoidance is not present. In the other case, both graphs are the same.
Thus, if SWS avoidance is applied, there are almost no retransmissions needed.
The reason for the increase of the graph for larger user message sizes has been
explained in the last subsection.

As a consequence, the strategy for implementors to avoid retransmissions in
case of flow control is to set the advertised receiver window to the real value,
so that it reflects the receiver window. Thus it is not possible that the receiver
window runs out of memory before the arwnd reaches zero.

5 Conclusion

In this paper we discussed the influence of the message orientation on the
implementation of congestion and flow control, using the example of SCTP.
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We pointed out that the way the outstanding bytes are counted, has an impact
on the fairness towards TCP connections. Therefore we recommended that the
outstanding bytes should be calculated by taking the data message headers into
account.

Looking at the different implementations and their way to apply flow control,
we encountered problems, if the receiver window was exhausted faster than the
advertised receiver window. The absence of the SWS avoidance algorithm still
worsened the transmitted to delivered bytes ratio. Simulation results revealed
that a solution to this problem is the announcement of the value of the actual
receiver window in the advertised receiver window parameter. The application
of the SWS avoidance algorithm even led to runs without retransmissions.
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Abstract. We analyze the performance of a single, long-lived, Com-
pound TCP (CTCP) connection in the presence of random packet losses.
CTCP is a new version of TCP implemented in Microsoft Windows
to improve the performance on networks with large bandwidth delay-
products. We derive a Markovian model for the CTCP sending window
and compute the steady state distribution of the window and the average
throughput of a CTCP connection. We observe that the previous approx-
imation, using a “typical cycle,” underestimates the average window and
its variance while the Markovian model gives more accurate results. We
use our model to compare CTCP and TCP Reno. We notice that CTCP
gives always a throughput equal or greater than Reno, while relative
performance in terms of jitter depends on the specific network scenario:
CTCP generates more jitter for moderate-high drop rate values, while
the opposite is true for low drop rate values.

Keywords: TCP, Compound TCP, Bernoulli Losses, Markov Model.

1 Introduction

With the increasing popularity of faster access links like Fiber To The Home [1],
the current standard TCP is not always ideal. As indicated by Floyd [2] the cur-
rent standard is not able to reach high rates in realistic environments, i.e. with
typical packet loss rates. Many new transport protocols have been proposed and
are currently being studied to replace it. Some of them are already implemented
in the latest versions of some operating systems, like Compound TCP (CTCP)
on Windows, and Cubic (and others) on Linux. For a survey and comparative
analysis of several high speed TCP versions see, for example, [3,4,5]. For the
next few years, the new high speed TCP versions will play an increasing role
in resource sharing among flows in the Internet. Yet the behavior, the perfor-
mance, and the impact on the network of these protocols are not well-known. In
particular, there is no comprehensive analytical study of CTCP.

CTCP has been presented by Microsoft Research in [6] and [7] in 2006. It
is currently submitted as a draft to the IETF Network Working group with
minor differences [8]. CTCP is enabled by default in computers running Windows
Server 2008 and disabled by default in computers running Windows Vista [9]. It

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 482–494, 2009.
c© IFIP International Federation for Information Processing 2009
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is also possible to add support for CTCP to Windows XP. An implementation
of CTCP, based on [7,8], is also available for Linux [10]. The main objective
of the authors of CTCP [7] is to specify a transport protocol which is efficient,
using all the available bandwidth, fair and conservative, limiting its impact on
the network. They propose to combine the fairness of a delay-based approach
with the aggressiveness of a loss-based approach. As the proposal of CTCP is
still recent, there are only a few published evaluations of it. The only analytical
model of CTCP in [7] is based on a de facto deterministic model.

In the present work we study the performance of CTCP under random losses.
This model has been widely used in the literature (e.g. [11,12,13]) to analyze the
influence of random traffic fluctuations on the performance of TCP Reno. While
it is not necessarily the most sophisticated model, it does capture the behavior
of TCP Reno in several real cases (see, for example, [11,13]). Whether the same
holds true for more recent versions of TCP is an open question, to the best of our
knowledge. The present work is just a first attempt at studying the influence of
random losses on long-lived CTCP connections. These losses can be caused by a
large number of connections sharing the same bottleneck link or by transmission
errors in wireless networks. As new physical layer rates keep increasing thanks
to new technologies like WiMax, wireless networks can have larger bandwidth
delay products, reaching values for which the behavior of new versions of TCP
differs from Reno. (In the case of CTCP if the window is less than 41 packets
CTCP behaves like Reno.)

The outline of the paper and of our results is as follows. In Section 2 we give
a brief overview CTCP. In Section 3 we present a two-dimensional Markov chain
model for CTCP. With the help of this model we obtain the long-run average
throughput of CTCP and the distribution of its congestion window at congestion
events. Then, in Section 3.2 we use Palm calculus to obtain the distribution of
the congestion window at arbitrary time moments. In Section 3.3 we propose
some heuristics and compare them with the accurate two-dimension Markov
chain model. Finally, in Section 4 we provide numerical and simulation results
which confirm our theoretical findings. In particular, we conclude that CTCP
provides a higher throughput than TCP Reno and , even if more aggressive, it
causes less traffic jitter than TCP Reno on high speed links with small random
losses.

Due to space constraints, some technical details are provided in a companion
technical report [14].

2 Compound TCP Overview

In this section we give a very brief overview of CTCP (see [7] for a complete
description). The main idea of CTCP is to quickly increase the window as long
as the network path is not fully utilized, then to keep it constant for a certain
period of time and finally to increase it by one MSS (Maximum Segment Size)
per round trip time just like TCP Reno. We will often use the term “phases” for
these three different behaviors.
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During phase 1 the sender computes the sending window (w) at the (i+1)-th
round trip as wi+1 = wi +αwk

i (as suggested in [7] we use α = 1/8 and k = 3/4).
At each round trip the sender estimates the bandwidth-delay product and the
amount of data backlogged in the network using the same method adopted by
TCP Vegas [15]. If the amount of backlogged data is greater than a certain
threshold (γ, usually set to 30 [7,16]) the sender switches to phase 2 and keeps the
window constant. This constant value corresponds to the sum of the estimated
bandwidth-delay product and the estimated amount of backlogged data. We
consider an ideal behavior of CTCP, assuming that such estimates are correct.
In such case the window in phase 2 is equal to θ � μτ̃ +γ, where μ is the capacity
of the bottleneck link and τ̃ is the round trip propagation delay. In reality any
queue size estimate available at the sender is outdated due to feedback delays,
this fact combined with the CTCP algorithm presented in [7] causes the window
to oscillate during this phase as we analyzed in [17]. The length of phase 2 is
dictated by the “congestion component” of the window. In fact in CTCP the
congestion window w is the sum of two components: the delay window wd and
the congestion window wc. The congestion component is incremented by one
every round trip (just like the TCP Reno congestion window) and when this
component reaches θ phase 2 ends. The delay component is set such that the
value of the total window (wi = wci + wdi) at the i-th round trip time follows
the following evolution in absence of packet losses:

wi =

⎧⎪⎨⎪⎩
wi−1 + δi , if wi−1 + δi < θ

θ , if wi−1 + δi ≥ θ and wc0 + i < θ

wi−1 + 1 , otherwise
(1)

where δi = max
{⌊

αwk
i−1

⌋
, 1

}
. Figure 1 shows the three phases of the window

evolution. When a loss occurs both the total window and the congestion window
are halved.

t

w(t)

1 2 3

w0

wc0

θ

wc

w

Fig. 1. The evolution of w and wc in CTCP
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3 Performances with Random Losses

We consider a single long lived TCP compound flow using a path with μτ̃ band-
width delay product and buffer size equal to b. The flow will experience a loss
every time that its window size reaches the value μτ̃ + b. For this reason, we
can consider wmax = μτ̃ + b as an upper bound for the the window size. Beside
the deterministic losses due to buffer overflow, we consider also that each packet
can be dropped with some probability p, independently from all other packets,
i.e. according to a Bernoulli process. In what follows we derive the throughput
and the window distribution in steady state. We are going to assume that w can
only take integer values.

3.1 Throughput Calculation

We define a cycle as the time interval between two consecutive losses. We denote
as wt

cn
(respectively wt

dn
) the congestion (respectively delay) window at the begin

of the (n + 1)-th round trip time of the t-th cycle. We will omit the superscript
t whenever it is clear which cycle is being considered.

We observe that in our framework the evolution of the window in each cycle
t depends from previous cycles only through the window value at the begin of
the cycle, or, more precisely, through the two initial values wt

c0
and wt

d0
, which

can be determined by the final value of the windows at the t− 1-th cycle. This
also implies that it is possible to use the renewal reward theorem to compute
the average throughput as (see [13]):

E[λ] =
E[S]
E[T ]

(2)

where λ is the throughput (in MSS/s), S is the total number of packets sent
during a cycle and T is the duration of the cycle.

Both E[T ] and E[S] can be evaluated starting from the knowledge of the dis-
tribution size of the two (correlated) random variables Wc0 and Wd0 . We denote
g(wc0 , wd0), the probability mass function (pmf) of these random variables. We
first show how to derive the distribution of cycle duration from g(wc0 , wd0) and
then derive the pmf g() itself. E[S] can be evaluated similarly to E[T ].

A cycle has length equal to n if there is a loss at the n-th round trip time. As
we are assuming that there is a loss whenever w = wmax, all cycles have a finite
length. Let m(w0) = min {n|wn ≥ wmax} be the maximum possible length (in
round trips) of a cycle starting at w0. For n < m(w0) the probability of a cycle
having length equal to n can be derived from the Bernoulli loss process as:

P [T = n|Wc0 = wc0 , Wd0 = wd0 ] = (1− p)Vn−1(w0) − (1− p)Vn(w0) (3)

� an(wc0 , wd0),

where

Vn(w0) �
n−1∑
i=0

wi, V0 � 0,
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and wi is computed as in (1) so that Vn is the number of packets sent during
the n-th round trip of a cycle starting with w = w0. Both Vn and an, as most
quantities used in this section, depend on the initial window w0 = wc0 + wd0 as
highlighted by the notation an(w0) and Vn(w0), even though we will also use the
simplified notation an and Vn.

The probability that a loss occurs at the m(w0)-th round trip can be evaluated
simply considering that

∑m
i=1 P [T = i] = 1:

P [T = m(w0)|Wc0 = wc0 , Wd0 = wd0 ] = 1−
m(w0)−1∑

i=1

ai(wc0 , wd0).

Finally, being that the support of the discrete random variables Wc0 and Wd0 is
finite, we can use a finite sum to compute P [T ]:

P [T = n] =
∑

wc0 ,wd0

an(wc0 , wd0)g(wc0 , wd0). (4)

In order to compute g(wc0 , wd0) we model the evolution of the window (at
the beginning of each cycle) with a Markov chain. The evolution of the window
of TCP Reno at the begin of a cycle (wt

0) has been modeled in other works as
a Markov chain (see, for example, [12,13]). In fact wt

0 is equal to half of the
window value at the end of the (t−1)-th cycle, which depends only on wt−1

0 and
on packet loss probability p.

In order to model CTCP we use a two-dimensional discrete Markov chain Xt

to account for wt
c0

and wt
d0

. For each state (i, j) the first index represents wt
c0

and the second wt
d0

. For any pair of states it is possible to compute the transition
probability as:

P [Xt+1 = (k, l)|Xt = (i, j)] =
∑
n∈B

an(i, j)

with wt
c0

= i, wt
d0

= j, B =
{
n|

⌊
wt

cn
/2

⌋
= k,

⌊
wt

dn
/2

⌋
= l

}
, where wt

cn
and wt

dn

are evaluated according to (1). The sum on the right hand side is needed because
different pairs (wt

cn
,wt

dn
) can originate, after a loss, the same pair (wt+1

d0
,wt+1

d0
)

as we use integer values for the window. As w ≤ wmax we have that wc0 ≤
�wmax/2� � N and, if θ is the value of the window during the constant window
phase, wd0 ≤ �θ/2� � M (as wd ≤ θ). Combining these two bounds we obtain
that the number of states in the Markov chain is NM . Using the ARPACK
implementation of the Arnoldi method [18] it is possible to efficiently calculate
the steady state distribution of the Markov chain Xt even for large values of NM .
The more time consuming step is actually to compute the transition matrix for
X . The complexity of the algorithm we used is O(MN2); we believe that it is not
possible to decrease the complexity of the algorithm given that it has to compute
all the possible transitions and these grow like MN2. Note that the number of
possible transitions for a Markov chain with NM states is N2M2 therefore we
already take into account that, in this case, some transitions are not possible.

Once the steady state distribution of the Markov chain Xt (g(wc0 , wd0)) is
derived, we can use it to compute E[T ], E[S] and then the average throughput
using (2).
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We observe that so far we have implicitly measured T in terms of number of
round trip times, but we can slightly change our model in order to consider real
time duration (seconds) taking into account also queuing delay variation due to
the TCP flow itself [14].

3.2 Steady State Distribution of the Window

In the previous section we have described how to compute the steady state
distribution of wc0 and wd0 , and consequently also the value of the window
w0 = wc0 + wd at the beginning of each cycle. In this section we are interested
in the steady state distribution of the window as a function of time. We denote
as Yn the value of the window at the begin of the (n − 1)-th round trip time.
Note that Yn is different both from Xt, which is the value of the window after a
packet loss, and from wt

n, which is the value of the window at the begin of the
(n− 1)-th round trip time in the t-th cycle. Clearly Xt represents a subsequence
of the sequence Yn. We observe that Yn can also be modeled as a discrete time
Markov chain where a transition occurs every round trip. Also this Markov chain
is ergodic, hence it admits a steady state and we assume that it is in steady state
at time 0.

Using Palm calculus, we first compute P [Yn = k] starting from P [W0 = w0],
where Yn represents the window after n round trip times starting from some
arbitrary value (given that all the Markov chains involved are ergodic, the initial
value is irrelevant).

Let Zn be the (discrete) time of the n-th packet drop after time 0. Using the
intensity and inversion formulas of Palm calculus [19] we can compute P [Yn = k]
as a function of P [W0 = w0]:

P [Yn = k] = E
[
1{Yn=k}

]
= P [Z0 = 0]E0

[
Z1∑
s=1

1{Ys=k}

]
(5)

= ηE0

[
Z1∑
s=1

1{Ys=k}

]
(6)

= η
∑
w0,l

[
P [W0 = w0]P [Z1 = l|W0 = w0]

l∑
s=1

1{Ys=k|W0=w0}

]
(7)

where E0 is the Palm expectation, 1{Yn=k} is the indicator function for the event
Yn = k and η is the intensity of the process Zn. The second (5) and third (6)
equalities follow from the inversion and intensity formulas, respectively, while
(7) follows from the total probability theorem, conditioning on all the possible
values of W0 and l. Given that Zn is an ergodic process P [Z0 = 0] can be
computed, using the intensity formula, as the inverse of the expected value of
T

d= Zn − Zn−1 that is as the average length of a cycle (in round trips) so that
η = 1/E[T ] where E[T ] can be computed using (4).

As for the calculations in section 3.1 we can evaluate the distribution of the
window taking into account the effect of queueing delays as well [14].
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3.3 A Simple Approximation and the Deterministic Response
Function

The method described in the previous section provides an exact solution, but
it can be computationally expensive for medium and large values of wmax and
θ. Using the same method as in [12] it is possible to quickly find an approxi-
mate solution for the average window size. The idea is to consider a sequence
of “typical” or “average” cycle. If p is the probability that a packet is dropped,
the average cycle has exactly 1/p packets (provided the probability of reaching
wmax is negligible). Let us denote w0 the initial window of an average cycle and
wn(w0) the final window, after n round trip times during which 1/p packets are
transmitted. Being that the following average cycle has to be identical and that
CTCP, as Reno, halves the window at the end of each cycle, it has to be:

wn(w0) = 2w0. (8)

Imposing the constraint Vn(w0) = 1/p (Vn(w0) is defined in section 3.1), we can
identify the unique possible value of w0 and then the unique possible window
evolution corresponding to p. Once the window evolution is known, the average
window can be obtained and can be plotted as a function of the drop rate.

As previously noted in [11] this approach corresponds to the calculation of
what is usually called the“deterministic response function.”This function is often
used in the literature on TCP. For example, [2] defines the response function
as “the function mapping the steady-state packet drop rate to TCP’s average
sending rate in packets per round-trip time.” Where the drop rate is simply the
inverse of the number of packets sent during each cycle. In this case the term
“drop rate” always refers to this quantity and not to any probabilistic model,
while this usage is not the most appropriate one it is, nonetheless, common in
the literature. From another point of view, we observe that the average cycle
corresponds to the actual evolution of the window under our loss model, when
there is no random loss, but the bandwidth delay product and the buffer size
are such to cause a deterministic loss every 1/p packets.

When the window update rule operates on a round trip time basis - as in
CTCP but also in Reno and HighSpeed for example - the deterministic response
function does not depend on physical parameters like capacity or propagation
delay. In other words it can be considered as an intrinsic property of the specific
growth function used to increment the window. On the contrary, for TCP Cubic
the growth of the window depends on real time and hence also on link capacities
and propagation delays, so that a comparison with the TCP versions indicated
above would need special care.

Figure 2 shows the response function for different values of θ, between 100MSS
and 1000MSS (Maximum Segment Size). The two lines correspond to two differ-
ent ways to express the window evolution in (8). The dotted line corresponds to
a fluid model where the growth of the window is approximated with a continuous
function (see [20]). More precisely

wn(w0) =
(
(1− k)αn + w∗1−k

0

) 1
1−k .
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Fig. 2. The deterministic response function for θ = 100, 250, 450, 1000

The solid line, instead, considers only integer values of the window and computes
the increment of the window as according to (1) with wc0 = w0. In this case the
last round trip time of the cycle -the n-th one- is evaluated as n = min{i :
wi ≥ 2w0}. In both cases we have considered w0 as the independent value.
For each value of w0 we have then computed S, the total amount of packets
sent during a cycle starting with w = w0 and then we have plotted the average
window as a function of 1/S = p. Clearly the total number of packets sent during
such a cycle is a monotonically increasing function of w0 (as the TCP window
is monotonically increasing during each cycle) so that increasing values of w0
correspond to increasing values of S, and decreasing values of p = 1/S.

Regarding the integer approximation we observe that, for α = 1/8 and k = 3/4
(values suggested in [7]), αwk ≥ 2 only if w > 30. That is the CTCP window
grows by one each round trip, the same as Reno, as long as w < 30. This is some-
what consistent with what suggested in [7] where the authors call for the delay
component to be used (that is to increment the window by αwk) only if the win-
dow is larger than lowwnd which they set equal to 41. This observation explains
why for small values of w the fluid and integer approximation are different, with
the integer approximation giving a larger average value of the window.

In the case of the integer approximation and for large drop rates (more than
10−3) the response function is the same as Reno. The same is true, regardless
of the approximation, for small drop rates (less than 10−6) given that, in this
latter case, the evolution of the window is the same in CTCP and Reno. For
drop rates roughly between 4 · 10−4 and 10−3 only the rapid increase phase of
CTCP is used so that the response function is steeper. For drop rates between
10−6 and 4 · 10−4 the “constant” window phase is used along with all the other
phases and this explains why the response function increases more slowly until
it reaches the Reno response function.

While for Reno and HighSpeed TCP the response function is only a function
of the drop rate, for CTCP the response function is also a function of θ (the value
of the window during the constant window phase). The larger the value of θ the
longer the rapid increase phase can be. In the extreme case of θ =∞ the other
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phases would not take place at all and the response function would be much
steeper. Note that in [7] the authors compute the response function for exactly
this case (θ =∞). Given that they are interested in limiting the aggressiveness
of CTCP, they are in effect considering the worst case, by only considering the
rapid increase phase. At the same time it can be argued that, as a consequence,
CTCP is less aggressive than HighSpeed TCP as, for small values of p, CTCP
is as aggressive Reno, which is less aggressive than HighSpeed TCP.

Finally it is worth noting that, as p decreases, the difference between the fluid
and integer models for the rapid increase phase becomes negligible.

4 Numerical Results

Using the models presented in the previous sections we can compute the av-
erage throughput and the average window size for different values of the drop
probability p. Figure 3 shows the CTCP response function computed using the
two deterministic models presented in section 3.3 and the probabilistic model
discussed in section 3.1, for θ = 250MSS. For the same “drop probability” the
deterministic model with integer approximations gives a smaller average window
than the probabilistic model, which uses the very same integer approximations,
as already observed in [11]. The fluid model, instead, does agree with the prob-
abilistic model, for larger values of p. As discussed in the previous section, the
fluid model overestimates the window growth for certain values of p (roughly
between 10−4 and 10−2). We cannot explain why this overestimation is almost
in agreement with the probabilistic model and we believe that it is just a coin-
cidence.

The probabilistic and deterministic models do have almost the same values
for values of p around 2 · 10−4. This can be explained by the fact that, for these
values of p, most of the drops take place during the “constant window” phase.
In this case even if the cycles have a different length the average window size is
the same: random drops do change the cycle length but not the average window
size.

One should take some care in comparing these two models: in the case of the
deterministic model the buffer size at the bottleneck is fixed (so that all the
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cycles have the same size) while in the case of the probabilistic model the buffer
size at the bottleneck link is much larger (in theory infinite, set to 1600MSS for
the numerical results) and allows the window to reach larger values. If we used
the same buffer size in both models the average window would be smaller in the
probabilistic case.

Figure 4 shows the average throughput for CTCP and TCP Reno. For CTCP
we have used the probabilistic model introduced in section 3.1 while for Reno
we have used an equivalent model but with a “one dimensional” Markov chain
as Reno does not have two components in the congestion window. The squares
and triangles in Figure 4 correspond to simulation results. For both versions of
TCP there is a good match between the probabilistic model and the simulations,
obtained using ns-2 (version 2.33) with a Linux implementation of CTCP [10].
The simulations use the classical “dumbbell” topology with a single source and a
single destination. There is a single TCP connection with no cross traffic going
through a bottleneck of 100Mb/s with propagation delay of 26.4ms and where
each packet of 1500B is dropped with probability p. The duration of each simula-
tion is 200 000 s. As the difference between different simulation runs is very small
(less than 1%) we did not plot errorbars. As the simulations and the model share
the same assumptions they can only be used as a sanity check. While assessing
the influence of the assumptions used in the model and how realistic they are is
a very interesting problem it is outside the scope of this work.

In Figure 4 wmax = 370MSS, the bandwidth-delay-product is 220MSS and
the buffer size is 150MSS, while in Figure 3 wmax = 1600MSS. This explains
why in Figure 4 the throughput is constant for small drop probabilities (most
of the packets are dropped when w = wmax) a similar behavior takes place for
larger values of wmax but for drop probabilities smaller than those included in
Figure 3.

Figures 5 and 6 show the distributions for w0, wc0 and wd0 when θ = 430MSS
and wmax = 600MSS for p = 3 · 10−4 and p = 5 · 10−6 respectively. The dotted
lines represent simulation results, confirming that there is a good match with
the Markov model. Figure 5 corresponds to the case where most of the packet
are dropped during phase 1 when the window is growing quickly. In this case the
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distribution of wc0 is greater than the distribution of wd0 , so that, on average,
wc0 < wd0 . Figure 6 corresponds to the case where a significant fraction of
packets is dropped during the Reno phase (almost 50%). The jump at w0 =
215MSS represents the packets dropped during the constant window phase (with
the simulations having smaller jumps caused by the oscillations of the window).
The jump at w = 300MSS correspond to the case when packets are dropped
due to a buffer overflow (recall that in this case wmax = 600MSS and for the
simulations the buffer size b is 200MSS and μτ̃ = 400MSS). In this case the
distribution of wc0 is smaller than the distribution of wd0 , the opposite of what
happens in the previous case.

Figure 7 shows the steady state distribution of Yn for different values of p
with θ = 430MSS and wmax = 2000MSS. Again the dotted lines represent
the same distribution for the corresponding ns-2 simulations. As expected, with
increasing drop probabilities, each distribution is strictly greater than all the
previous ones. In Figures 6 and 7 while the probabilistic models have a sharp
jump for w = 215MSS and w = 430MSS the simulations (dotted lines) have
smaller jumps. This is caused the oscillations of the sending window during phase
2 in the simulations. As mentioned in section 2 this is consistent with the CTCP
algorithm but it is not taken into account by the probabilistic model. While it
is, at least in principle, possible to incorporate this aspect into the model, we
prefer using a simpler model with a constant value during phase 2 given that the
differences between this simplified model and the simulations are not significant
(especially as far as the throughput is concerned).

Figure 8 show the coefficient of variations (CoV) for CTCP (θ = 250MSS,
wmax = 2000MSS) and Reno for μτ̃ = 220MSS. In this cases the difference
between the deterministic and probabilistic model is more pronounced than in
the case of the average window (response function). This can be explained by
the fact that the average window depends only the first moment of Yn while the
CoV depends on the second moment as well. For the CoV, in particular, the
difference between the two models is significant. For small values of p the CoV
of CTCP is smaller than Reno but for larger values of p the opposite is true
indicating that for p > 10−4 CTCP might not be the best solution.
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5 Conclusions and Future Work

In this paper we have presented a Markovian model of CTCP under random
losses. This kind of model is a first attempt to roughly assess the impact of
varying network conditions on a CTCP connection. The network is seen as a
black box randomly dropping packets, due to buffer overflows. This model could
also be used to describe the impact of transmission errors in some ”challenging
environments” (e.g. wireless networks) as expected from new TCP versions [21].

In this first analysis, we have assumed that the loss arrivals follow a simple
Bernoulli process. We have computed the distribution of the sending window on
loss events with a Markovian model, and then the average throughput. Using
Palm Calculus we have computed the steady state distribution of the window. Its
value has a direct influence on the buffer occupancy and on the jitter experienced
by all the flows sharing the same bottleneck link.

This analysis can be extended in many ways. The Bernoulli loss process could
be replaced with a more bursty and realistic process. In this case, multiple losses
could take place during the same round-trip time, and the recovery time could
be longer. We could also consider time-outs in the case of high loss rates, as in
[13]. A similar analytical study could also be applied to the other TCP versions,
currently under standardization, comparing their efficiency and their robustness.
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Abstract. Due to the way BGP paths are distributed over iBGP ses-
sions inside an Autonomous System (AS), a BGP withdraw that follows
a failure may be propagated outside the AS although other routers of the
AS know a valid alternate path. This causes transient losses of connectiv-
ity and contributes to the propagation of a large number of unnecessary
BGP messages. In this paper, we show, based on RouteViews data, that a
significant number of BGP withdraws are propagated even though alter-
nate paths exists in another border router of the same AS. We propose
an incrementally deployable solution based on BGP communities that
allows the BGP routers of an AS to suspend the propagation of BGP
withdraws when an alternate path is available at the borders of their AS.
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1 Introduction

The Border Gateway Protocol (BGP) [1] plays a key role in today’s Internet as
it allows Internet Service Providers (ISPs) and enterprise networks to announce
routes towards their IP prefixes. During the last years, network operators and
researchers have been concerned by the limits to the scalability of the Internet
architecture and BGP in particular [2]. An important problem that affects BGP
is the BGP churn, i.e. the number of BGP messages exchanged among BGP
routers.
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BGP is a path vector protocol with two different types of BGP messages :
updates and withdraws. A BGP update is used to advertise a path towards a
prefix or a change in a previously announced path towards a prefix. A BGP
withdraw indicates that a previously announced prefix becomes unreachable.
BGP routers exchange BGP messages over a BGP session.

An analysis of the BGP messages exchanged in the global Internet shows that
their number is very high [2]. This BGP churn causes high-CPU load on smaller
BGP routers. Several causes have been identified. First, some interdomain links
are unstable and fail frequently [3,4,5]. Each of these failures causes the trans-
mission of a number of BGP withdraws. Second, as BGP relies on path vectors, it
suffers from the path exploration problem when a route becomes unavailable[6].
When a route fails, a new BGP convergence starts. During this convergence,
routers may advertise paths that they consider valid although they are also
affected by the failure. These paths will be withdrawn later causing another
exchange of BGP messages. The MRAI timer [1] and the route flap damping
mechanism [7] may further delay this convergence. Third, due to their routing
policies and internal BGP organization [8], some BGP routers from large ASes
may transiently send BGP withdraws although alternate paths are available in-
side the AS, because those alternate paths are not known by all the routers of
the AS [9].

In this paper, we analyse Route Views data to show that an important number
of BGP withdraws are probably due to an insufficient alternate paths propaga-
tion in iBGP. We propose an incrementally deployable solution that can be used
in an AS to ensure that its BGP routers will not propagate a withdraw to neigh-
boring ASes when an alternate path is already known by another BGP router
inside this AS. This problem has been identified in [8] as one of the main factors
that causes interdomain transient losses of connectivity.

The paper is organised as follows. First, we explain in Sect. 2 how iBGP is used
in large ASes. In the next section, we evaluate the number of BGP withdraws
that are transienty sent by routers of large ASes although an alternate path is
known by another router of this AS. The fourth section details the impact of the
internal BGP organization on the propagation of those withdraws. In the fifth
section, we present our solution for preventing those unnecessary withdraws. The
penultimate section is a review of the related work, and we finish by a conclusion.

2 iBGP Organizations

There are two types of BGP sessions : external BGP (eBGP) sessions between
routers belonging to two different Autonomous Systems (AS) and internal BGP
(iBGP) sessions established between routers belonging to the same AS. Over an
eBGP session, a router announces one path towards each prefix according to its
routing policies. Common policies are Customer-Provider and Shared-Cost [10] :
Routes learned from customers are advertised to all peers while routes learned
from providers and shared-cost peers are only advertised to customers. When an
AS contains more than one BGP router, its BGP routers must exchange BGP
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routes among themselves over iBGP sessions. If the AS is small, these iBGP
sessions are usually organised as a full-mesh, i.e. each BGP router has one iBGP
session with each other router of the AS. Figure 1(a) shows an AS with a full-
mesh of iBGP sessions. Over an iBGP session, each router only advertises the
best routes that it learned over eBGP sessions. A BGP router does not advertise
over an iBGP session a route that it learned over another iBGP session. The
main drawbacks of using a full-mesh of iBGP sessions are that n×(n−1)

2 iBGP
sessions need to be established in an AS with n BGP routers. Moreover, each
BGP router receives all the best eBGP paths learned by the AS. This increases
the load on all routers inside the AS as they need to process and store a large
number of paths.
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Fig. 1. iBGP organizations

In large ASes containing hundreds or even thousands of BGP routers, it is
impossible to use a full-mesh of iBGP sessions. Such large ASes can rely on two
possible iBGP organisations : confederations and route reflectors (RR). We focus
on route reflection, which is the most widespread iBGP organization, but our
solution is also applicable to confederations. A RR is a BGP router that is allowed
to advertise over some iBGP sessions the routes that it received over other iBGP
sessions. Figure 1(b) show an AS using one route reflector. In most ASes, each
edge router has one iBGP session with two different RRs for redundancy. In
medium-sized networks, a full-mesh of iBGP sessions is used among the RRs.
In larger networks, a hierarchy of RRs is used and only the top-level RRs are
interconnected by using a full-mesh of iBGP sessions [9].

We evaluated the cost of using an iBGP full-mesh in GEANT, the pan-
european research network, and in a Tier-1 ISP. Geant has 23 routers, each
of them having 22 iBGP sessions and about four routes for each prefix in their
BGP tables. The Tier-1 ISP uses a two-level hierarchy of Route Reflectors. If it
used an iBGP full-mesh instead, the number of iBGP sessions to be maintained
by border routers would increase by a factor of 50. With Route Reflection, those
routers are RR-clients of two RRs and typically receive two paths for each prefix,
one from each of their Route Reflectors. Those two paths are often identical [9],
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i.e they have the same nexthop address. With a full-mesh, the total number of
paths that they have to maintain in their routing tables would be three times
higher than with Route Reflection, because in that AS, on average, six different
paths are known for each prefix. The number of BGP messages would also be
accordingly higher.

When an interdomain link fails, the failure is notified either by the IGP proto-
col or by the sending of BGP withdraws. The first case occurs when the nexthop
address of those BGP routes is the interface to the router from the neighboring
AS. It is thus advertised by the IGP protocol. When the link fails, that nexthop
address becomes unreachable in the IGP and the corresponding BGP routes
are removed from the BGP tables. If the nexthop address of the eBGP learned
routes is the loopback of a local BGP router, the failure is not learned via the in-
tradomain protocol but from BGP withdraws received over iBGP sessions. This
is for example the case in Fig. 1(a) : For R2, the nexthop of destination D is
local router R1 and not router RA. Failure detection is faster in the first case,
as it relies upon the convergence of the intradomain protocol.

3 Evaluation of the Number of iBGP-Caused Withdraws

The propagation of unnecessary BGP withdraws by an AS is responsible for
transient losses of connectivity [8,11]. In this section, we present an analysis of
RouteViews BGP feeds that evaluates the number of occurences of such BGP
withdraws.

We define a withdraw as iBGP-caused if it was sent by a router of some AS
but at least one other router of the same AS did not send a withdraw for the
same destination during the same period of time. Indeed, if the second router
does not send a withdraw, this means that either it uses another path, or that
it knew an alternate path to replace the withdrawn one. In such a situation, at
least two paths are available inside the AS, but the alternate path is not known
by all routers.

For our evaluation, we took the BGP data from the first two weeks of October
2008 on the RouteViews Oregon collector, and considered the BGP messages
received from pairs of routers belonging to the same AS. First, we filter all BGP
messages received during reboot periods using the BGPMCT algorithm [12].
Second, we classify a BGP withdraw for a destination as iBGP-caused if it is
seen on one session with an AS while the other router of this AS has a stable
route, i.e. no withdraw for that destination is seen on the session with the other
router during 30 seconds before and after the withdraw. This is an upper bound
to the propagation time of the withdraw for the path inside an AS, if we assume
that, at worst, the withdraw has to cross a whole two-levels iBGP hierarchy
between two edge routers, which gives 5 BGP hops.

Figure 2 shows that most of the routers send several thousands of iBGP-caused
withdraws per day. On a per-hour basis, results show peaks of more than 2000
iBGP-caused withdraws per hour. Variations between the results for different
routers are probably due to different iBGP configurations, but we don’t have
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Fig. 2. Number of iBGP-caused BGP withdraws

information about the organizations of the observed ASes. Still, this analysis
shows that for all the routers that we analysed, the number of iBGP-caused
withdraws is important, and reducing this particular churn would help reducing
transient losses of connectivity in the Internet.

4 iBGP Organization and Withdraws Propagation

In this section, we explore the BGP withdraw propagation, and identify that path
diversity is the key for blocking this propagation. First, we analyse the problem
at the AS level, then we focus on the influence of the iBGP organization on
withdraw propagation.

To prevent the unnecessary announcement of a local failure to the entire
Internet, the corresponding BGP withdraw must be stopped as close as possible
to the failure. We call Withdraw-Blocking a router or an AS that is able to stop
the propagation of a withdraw message.

Definition 1. An AS is said to be Withdraw-Blocking for a destination D
if that AS advertises D on at least one eBGP session and does not propagate a
BGP withdraw to a neighbor not advertising D itself, upon reception of a BGP
withdraw for its primary path towards that destination.

On the topology of Fig. 3, AS3 is Withdraw-Blocking for destination D. For
example, if the link between AS1 and AS2 fails, the withdraw is propagated by
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AS2 to AS3. AS3 knows the alternate path via AS5, such that it can advertise
this alternate path to AS4 instead of a propagating the withdraw. A withdraw
is still sent to AS5, but as this neighbor uses and advertises the alternate path,
this withdraw won’t result in any connectivity loss.

An AS must know an alternate path to reach the destination in order to be
withdraw-blocking. However, this is not sufficient, as the AS must forward this
alternate path to its neighbor to replace the withdraw message. Policies can
prohibit the announcement of the alternate path on some eBGP sessions [10].
Therefore, we define a new property for an alternate path :

Definition 2. Let SPX be the set of eBGP sessions on which a path PX would
be advertised if it were the only path available in the AS. A path PA to destina-
tion D is export-policy compliant (EPC) with another path PB to the same
destination if SPB is included in SPA .

In the following subsections, we give conditions for an AS to be withdraw-
blocking, first at the AS level (i.e. with ASes composed of a single router).
Then, we describe the conditions in the context of ASes composed of multiple
routers.

4.1 Withdraw Propagation Prevention with Blackboxed ASes

When modeling an AS as a single router, that "router" knows about all the
paths to a given destination learned by the AS. In this case, the conditions to
be Withdraw-Blocking are the following :

Theorem 1. An AS is withdraw-blocking for a destination if and only if it
knows an export policy compliant alternate path for its primary path to that
destination.

When the policies used in the AS are the classical routing policies [10], this
theorem can easily be proven :

Proof. Two cases must be considered. First, if a withdraw is received from a
provider or a shared-cost peer, the only sessions on which the AS was advertising
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the destination D are customer sessions. In this case, any other path is export-
policy compliant, and the AS advertises the alternate path to its customers The
second case is when the withdraw is received from a customer. If there exists
an alternate path via a peer or a provider, the alternate path is advertised to
the customers, but as it is not export-policy compliant, it cannot be advertised
over session with peers or providers. The destination is thus withdrawn on those
sessions. If the alternate path is learned from the same or another customer,
this path is export-policy compliant. As customer path should be preferred over
peers and providers paths [10], it will be selected as best once the primary path
is withdrawn. The propagation of this customer alternate path is not constrained
by policies and an update is sent instead of a withdraw.

4.2 Withdraw Propagation Prevention at the Router Level

In the previous subsection, we analysed the withdraw-blocking property of ASes
containing only one router. Real ASes usually contain multiple routers, connected
together by iBGP sessions. When two paths for a given destination are available
inside an AS, they are learned over two different eBGP sessions. However, due
to the iBGP organization, there can be several routers in the AS that are not
necessarily aware of the alternate path [9]. Thus, even if the AS is Withdraw-
Blocking, some of its routers may not be Withdraw-Blocking themselves.

For example, consider an AS with a full-mesh of iBGP sessions. If a destination
D is learned over two eBGP sessions on two different routers with the same
local preference, MED and AS path length, all routers receive both paths. No
withdraw is propagated in case of failure of one of those paths. However, if one
path has a higher local preference than the other, the alternate path is hidden
at the router that received it, because that router prefers the other path. On
Fig. 1(a), the path via RB is not advertised by R3. If the best path fails, i.e. the
path via RA, R1 and R2 will send withdraws for D on their eBGP sessions.

If Route Reflection is used, the situation is even more problematic [9]. In this
case, even if two paths have the same local preference, one of them can be stuck in
the Route Reflector, as shown on Fig. 1(b). All RR clients except R3 only know
the path via R1. At least R1 will send a withdraw outside the AS if its primary
path fails. If the failure is learned via BGP, the BGP withdraw can be blocked
by the Route Reflector, because it knows the alternate path via R3 and sends to
R2 and R3 an update containing that path instead of a withdraw. However, if
the information that the nexthop is not reachable anymore is propagated inside
the AS by the intra-domain protocol faster than the BGP messages, all routers
that do not have any alternate path will send a withdraw outside the AS even
if the Route Reflector does not send withdraws.

Based on this example, we can extend Theorem 1 to ASes containing several
routers to give a sufficient condition for the Withdraw-Blocking property :

Theorem 2. An AS is withdraw-blocking for destination D if all routers of the
AS know at least one alternate path to D that is export-policy compliant with
their primary path.



502 V. Van den Schrieck et al.

Proof. If all routers of the AS have at least one export-policy compliant alternate
path, any router that receives a withdraw is able to send an update with the
alternate path instead of propagating the withdraw for the primary path on its
eBGP sessions. Withdraw propagation is then blocked directly at the border of
the AS. Also, when an external nexthop fails, all routers that learn the failure
via the IGP have an alternate path, and none will send a withdraw.

Autonomous systems often connect with each other using multiple links [13].
Inside an AS, export-policy compliant paths are then usually available for desti-
nations advertised by multi-connected neighbors. That makes the AS Withdraw-
Blocking for these neighbors. However, as explained earlier, local preference
settings or iBGP organization prevent this diversity to be propagated to all
routers of the AS. It has been evaluated that, in a Tier-1 AS using a two levels’
hierarchy of Route Reflectors, most routers typically know only a single path
towards a destination [9]. In such an AS, a withdraw can easily be propagated
outside the AS even if diversity is available.

5 Blocking Withdraw Propagation Outside an AS

Avoiding unnecessary BGP withdraw propagation should allow ISPs to improve
the stability of the prefixes advertised by their customer in case of link failure.
Furthermore, providing a solution to this problem is affordable, as it can be
tackled within the iBGP organization.

When a full-mesh of iBGP sessions is used, it is easy to provide diversity
to all routers. Diversity is stuck in a router when there is a better iBGP path
(i.e. higher local preference, lower MED or shorter AS path) in the AS. If the
advertisement rule is modified such that a router announces its best eBGP-
learned path for each destination to its iBGP peers, up to one path per router
is propagated in the AS. This mechanism is called Best-External [14].

When an AS uses Route Reflection, it is also possible to prevent withdraw
propagation. Using Best-External with Route Reflection is not sufficient, al-
though the best external paths are advertised to Route Reflectors. They do not
propagate this diversity further in the network because they only advertise one
path per prefix. Modifying the BGP protocol for advertising several paths for
each prefix is a solution that has been proposed at the IETF [15]. This allows
for a perfect diversity propagation thus achieving the Withdraw-Blocking prop-
erty, but as it implies increased memory usage and number of BGP messages for
exchanging those paths, it is not suitable for ASBR with limited resources.

We propose a lighter solution that would allow routers to propagate the in-
formation about the existence of alternate paths without modifying BGP itself.
Upon reception of a BGP withdraw, a router that knows that an alternate path
exists in the AS can wait until iBGP has converged before sending a withdraw
over its eBGP sessions. The AS becomes thus Withdraw-Blocking without re-
quiring its routers to store all BGP routes learned by the AS in their memory.

The principle of our solution is that, whenever a router knows an alternate
path, it tags a special BGP community PATH_DIVERSITY to the primary path
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when it advertises it to its iBGP peers, including the one from which the path has
been learned if that path comes from iBGP. This is needed because the router
that sent the primary path also needs to learn the existence of the backup path.

The primary path is then propagated in the AS with the PATH_DIVERSITY
community. Legacy BGP routers that do not support the community simply
propagate the path with the community following classical iBGP rules, without
taking its signification into account. The PATH_DIVERSITY community is removed
when the path is advertised over eBGP sessions.

When the primary path is withdrawn, all routers that support the community
and do not have an alternate path themselves will not propagate the withdraw on
their eBGP session. Instead, they start a timer and re-advertise the route for the
withdrawn path with a local-preference of 0 in iBGP. We thus allow the path to
stay temporarily in the routing table of the router. This does not prevent traffic
losses, as explained later, but blocks withdraw sending. Also, the routers that do
not support the PATH_DIVERSITY community will not remove the primary path
when receiving the advertisement with the low local-preference and won’t send
BGP withdraws before receiving the alternate path. With this local-preference
value, alternate paths will be preferred over the primary by routers that know
them and they will be propagated in the AS [16].

If the timer expires and no alternate path has been received, the router sends
the BGP withdraw on its eBGP sessions. The timer is needed if the alternate
path is withdrawn shortly after the primary, which can happens when both paths
are impacted by the same failure. In that case, the alternate path cannot be
propagated in the AS even if the PATH_DIVERSITY community has been tagged
to the primary path. The timer prevents the BGP convergence to be blocked,
waiting for an alternate path that doesn’t exist anymore. A suitable value for
the timer should be established by evaluating the iBGP convergence time. This
value will typically depend on the type of iBGP organization of the AS, and the
number of primary paths that can be impacted by a given eBGP link failure.

In the example of Fig. 1(b), R3 tags the path learned via R1 with the commu-
nity, and sends it back to the Route Reflector, which in turn advertises it to all
its clients including R1. Thanks to this community, R1 knows that there exists
an alternate path, and if the primary path is withdrawn, it will not send a BGP
withdraw on its eBGP sessions. Instead, it will wait until the Route Reflector
advertises the alternate path via R3.

However, as such, the mechanism is not sufficient to ensure the Withdraw-
Blocking property of the AS. Indeed, the first alternate path received during
the convergence is not necessarily export-policy compliant with the primary
one. In this case, the router will have to send a BGP withdraw on the eBGP
sessions over which that alternate path cannot be advertised. We refine our solu-
tion to face this issue by relying on two community values, EPC_DIVERSITY and
NON_EPC_DIVERSITY. The procedure for tagging those diversity communities is
explained in Algorithm 1 : A router tags a path with either community depend-
ing on whether its alternate path is export-policy compliant with the primary
or not. The export-policy compliance can be easily computed by a router if the
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Algorithm 1. Update reception
1: if BGP path received then
2: Run decision process
3: {C}heck diversity
4: if alternate path exists in Adjribins then
5: Tag diversity community to the best path, depending on the policies applied to the alter-

nate path.
6: end if
7: if Best path changed then
8: Propagate new best path on eBGP sessions and iBGP sessions (including the originator

of the path)
9: end if

10: if Best path unchanged, but a community has been tagged then
11: Advertise on iBGP sessions, including originator of the best path.
12: end if
13: end if

Algorithm 2. Withdraw reception
1: if BGP withdraw received from eBGP session or BGP nexthop becomes unreachable then
2: Run decision process
3: if best path unchanged then
4: check diversity, update communities and readvertise over iBGP if needed
5: else
6: if best path is tagged with EPC_DIVERSITY then
7: if Export-policy compliant path available in Adjribins then
8: Propagate alternate path as new best path over iBGP sessions and eBGP sessions
9: else

10: Set local-preference of the path to 0
11: Wait until export-policy compliant path is received, or timer expires
12: if Timer expires then
13: Propagate withdraw
14: else
15: Propagate alternate path as new best path over iBGP sessions and eBGP sessions
16: end if
17: end if
18: else if best path is tagged with NON_EPC_DIVERSITY then
19: if alternate path is available in Adjribins then
20: Propagate alternate path over iBGP sessions and over policy-compliant eBGP ses-

sions
21: Propagage withdraw over non policy-compliant eBGP sessions
22: else
23: Set local-preference of the path to 0
24: Wait until any alternate path is received, or timer expires
25: if Timer expires then
26: Propagate withdraw
27: else
28: Propagate alternate path as new best path over iBGP sessions and over policy-

compliant eBGP sessions
29: Propagage withdraw over non policy-compliant eBGP sessions
30: end if
31: end if
32: else
33: Act as usual
34: end if
35: end if
36: end if

paths are tagged with a community that identifies their origin [17], i.e. if they
come from a customer or from a peer or provider. This is a good practice rule
that is often used. The router then readvertises the path to its iBGP neighbors,
including to the one from which it was learned.
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Algorithm 2 is applied when a router receives a BGP withdraw. The principle
is that when a router receives a BGP withdraw for a path tagged with one of
the communities, and for which it does not have an alternate path, it does not
send any BGP withdraw over eBGP sessions. Instead, it waits until it receives
that alternate path. If, during the convergence, a first alternate path that is not
export-policy compliant is learned while the path is tagged with EPC_DIVERSITY,
the router still waits for the export-policy compliant path instead of sending
withdraws. When common policies are used [10], the export-policy compliant
path will finally be selected as best, and no BGP withdraw is sent over eBGP
sessions.

On Fig. 4, RR1 knows an export-policy compliant path via RB, so it adds the
community EPC_DIVERSITY to the BGP route. RR2 also has diversity for that
path. As its alternate path is not export-policy compliant (this is a path received
from a provider while the primary comes from a customer), RR2 also tags the
community NON_EPC_DIVERSITY. All routers know that diversity is available,
and the AS is Withdraw-Blocking. For example, if the link between RA and
R1 fails, R3 has no diversity but knows that an export-policy compliant path
is available, so it does not advertise a withdraw to its eBGP peer. When RR2
learns the failure via the IGP, it will not yet send an update for D with the
path via RC, because it is not export-policy compliant. Instead, it waits until it
receives the export-policy compliant path. Eventually, RR2 then R3 will learn
the alternate path via RB, and R3 can send an update with the export-policy
compliant path on its eBGP session.

BGP convergence Using those communities slightly increases the number
of BGP messages exchanged during the initial convergence, as an additionnal
update is emitted when the route is tagged with a diversity community. In the
worst case, two additionnal updates will be emitted by a router, one when a non
export-policy compliant alternate path is known to exist, and a second when
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the existence of an export-policy compliant alternate path is learned. Also, upon
failure of an alternate path, a few BGP messages are also exchanged to update
the communities of the primary path. However, those BGP messages will not
be announced outside the AS, hence the small message overhead is limited to
the AS.

The diversity communities also do not impact routing stability : Tagging the
diversity communities is a deterministic process that does not lead to routing
loops. Indeed, when the paths to a destination are stable, once a diversity com-
munity has been tagged to a route, it is not removed as long as there is a
corresponding alternate path in the AS. Sending the tagged path back to the
sender or the original path also does not result in routing loops. As a path is
at most tagged twice, it is sent back to the sender at most twice and then the
routing state becomes stable. Also, if the alternate path fails, the router that
tagged the primary path stops re-advertising it with the backup community,
and the tagged path is replaced by the original path in all routers after iBGP
convergence.

Impact on the data plane. When a router receives a withdraw for a destina-
tion and waits for the alternate path, it doesn’t know any other nexthop to which
send the traffic until it receives the new path. The traffic might then be dropped
during the iBGP convergence. However, even if it cannot prevent the local loss
of connectivity, waiting for the new path before sending the withdraw on eBGP
reduces the losses of connectivity that would occur further in the Internet due
to the unnecessary withdraw propagation.

6 Related Work

As explained in the introduction, the churn that affects BGP has several causes.
The first one is the path vector nature of BGP. This, combined with routing
policies, leads to path exploration as explained by Gao et al. among others in [18].
Several solutions have been proposed to reduce the impact of path exploration in
the global Internet. These solutions rely on the utilization of new BGP attributes.
The most complete ones are BGP RCN proposed by Pei et al. [19] and EPIC
proposed by Chandrashekar et al. [20], but are not currently deployed. Our
solution complements these approaches.

The current iBGP organizations are known to be imperfect [21]. Several re-
searchers have proposed solutions to improve them. One approach is to centralise
all routing decisions in a Routing Control Platform that can be considered as a
super Route Reflector RCP [22]. Another approach is to extend iBGP to allow
each router/RR to advertise several paths towards each destination [15]. This
iBGP extension allows all BGP routers inside an AS to learn several paths to-
wards each destination and thus block the propagation of withdraws, achieving
the same objective as our communities. Furthermore, as the backup paths are
propagated and not only the information about their availability, connectivity
losses are also prevented. This extension also allows for other utilizations of ad-
ditionnal paths, such as multipath routing. This is definitely a very promising
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solution for the future, but currently, as this mechanism increases the number
of BGP messages and the memory required to store all the additional paths,
all routers cannot support it. In the meantime, our communities can be used
to prevent withraw propagation, as they do not require any change to the BGP
syntax and could be deployed incrementally .

7 Conclusion

In this paper, we have first explained that the iBGP organisation used in large
ASes reduces the number of paths learned by each router. When a link fails or
a path is withdrawn, BGP routers inside an AS may send an unnecessary BGP
withdraw. This causes transient losses of connectivity. We proposed a solution
that allows routers to know if there is an alternate path for each prefix inside the
AS. When a link fails or a BGP withdraw is received, BGP routers will block
the propagation of withdraws for prefixes for which an alternate path is known
in the AS.

Our further work is to evaluate the convergence time of iBGP with and with-
out using our solution.
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Abstract. We propose a new approach exploiting the failure risk (node,
link or Shared Risk Link Group) structures to enhance the backup path
computation. Upon failure, our approach classifies the backup paths into
two categories: operative backup paths and inoperative backup paths.
An operative backup path is an active backup path which really receives
traffic of some affected communications while an inoperative backup path
does not receive any traffic.

With the observation that only the operative backup paths really
participate to the recovery procedure, we enhance the backup path com-
putation (1) by limiting the concurrence for the protection bandwidth
allocations to the operative backup paths (instead of all the active backup
paths like in the classical approaches) and (2) by reducing the set of fail-
ure risks that a backup path must bypass.

Simulations show that our approach improves the protection band-
width allocations and decreases the ratio of rejected backup paths.

Keywords: network, survivability, local protection, Shared Risk Link
Group (SRLG), resource optimization, MPLS, backup path computation.

1 Introduction

With the explosion of the number of real-time network applications which are sen-
sitive to the disruption time of communications, local proactive protection tech-
niques [1,2] are more and more deployed and used to ensure service continuity.
Indeed, the proactive protection techniques permit to achieve fast recovery from
failures by pre-computing and generally pre-configuring local backup paths capa-
ble to receive and reroute the traffic of affected communications upon failure.

To provide local protection for communications, two types of backup paths
are defined [3]: Next HOP path (or NHOP path) and Next Next HOP path (or
NNHOP path). A NHOP path (resp. NNHOP path) is a backup path protect-
ing against a link failure (resp. a node failure); it is setup between a primary
router called Point of Local Repair (PLR) and one primary router downstream
to the PLR (resp. to the PLR next-hop) called Merge Point (MP). Such backup
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path bypasses the link (resp. the node) downstream to the PLR on the primary
path. When a link failure (resp. node failure) is detected by a router, this later
activates1locally all its NHOP and NNHOP (resp. its NNHOP) backup paths
by switching traffic from the affected primary paths to their backup paths.

In order to guarantee the recovery success from any failure, enough resources
(bandwidth) must be pre-allocated to the backup paths to reroute the traffic
of affected communications. Due to the high number of backup paths (number
which can be very higher than that of primary protected paths), the backup
path bandwidth pre-allocation can lead to a rapid decrease of the network avail-
able bandwidth which, in its turn, can block (or prevent) the establishment of
new communications. To decrease the blocking risks, numerous works consider
only single physical failures [4,5,6,7,8,9]. With such practical hypothesis, the
bandwidth allocation could be performed efficiently since the bandwidth can be
shared between some backup paths. Indeed, in such a case, the backup paths
which protect against different failure risks are never active at the same time and
as a result, they can share the bandwidth on their common links. For instance,
to decrease the amount of bandwidth allocated to the backup paths, several clas-
sical approaches [4,5,6,7,8,9] suggest to determine the cumulative bandwidth of
the backup paths which would be activated on each link, to recover quickly from
any possible failure. As only the activated backup paths can really use their re-
sources, the classical approaches propose to allocate the maximum between the
cumulative bandwidths of the backup paths which could be active at the same
time on each link.

To deal with a physical failure in a logical layer (Network Layer), three types
of failure risks are defined: link, node and Shared Link Risk Group (SRLG).
The first type of failure risk corresponds to the risk of a logical link failure due
to the breakdown of an exclusive physical component of the logical link. The
second type of failure risk corresponds to the risk of a logical node failure due to
the breakdown of an exclusive physical component of the logical node. Finally,
a SRLG risk is a set of links that share a common physical component whose
failure may impact all links in the set. For instance, two logical links using the
same fiber (or sharing the same crossconnect) belong to the same SRLG. More
details about the SRLG risk can be found in [10,7,11,12].

Contrarily to the protection against link and node failure risks which requires
the setup of only one backup path, the protection against a SRLG risk requires
the setup of several backup paths, one for each primary (logical) link belong-
ing to the protected SRLG. Moreover, for fast recovery, all the backup paths
which protect against the failure of links belonging to a failed SRLG will be ac-
tivated simultaneously. With the observation that some activated backup paths
don’t really use their resources (bandwidth) upon a SRLG failure (because the
traffic of the primary paths they protect was switched towards other backup
paths bypassing their head-end routers), we propose in this article to enhance
the protection quality and increase the bandwidth sharing by extending its ap-

1 When a backup path b protecting a primary path p is activated, all the packets of p
which traverse the source router of b are sent and redirected onto this backup path.
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plication to some activated backup paths. In our approach, we exploit the SRLG
structures to determine the active backup paths which do not really use their re-
sources upon a failure. Such active backup paths are in reality inoperative (they
do not receive/reroute any data flow) and thus, they can share the bandwidth
with any other active or inactive backup path which is inoperative at that time.
In addition to the bandwidth sharing improvement, we enhance the protection
quality (protection rate) by decreasing the number of backup paths which pro-
tect against SRLG failure risks. In our proposition, more flexibility is provided
for backup path selection since a backup path does not systematically bypass all
the links sharing a SRLG with the protected link.

The rest of this article is organized as follows: In section 2, we review some
works related to the bandwidth sharing. Then, we explain in section 3 the princi-
ples of the failure risk-based backup path classification (FRBPC) algorithm which
enhances the backup path computation. In section 4, we present and analyze
some simulation results and we finish, in section 5, by giving some conclusions.

2 Related Works

With the increasing interest for local proactive protection in the last decade, sev-
eral works [4,5,1,2,7,8,9] are devoted to the determination of algorithms comput-
ing the backup paths. To minimize the quantity of bandwidth allocated on links
while avoiding the bandwidth constraint violation (bandwidth insufficiency), the
backup path computation (BPC) algorithms require the knowledge of some infor-
mation like the primary and backup paths, the bandwidth allocations and the
protected risks. This information enables the Backup Path Computation Element
(BPCE) to deduce, for each new protection request, the additional bandwidth
quantity which should be reserved and the bandwidth quantity which can be
shared on each link to satisfy the new request.

Depending on the number of simultaneous failures that can be treated, the
quantity of protection bandwidth reserved on each link can be high (when the
number of simultaneous failures is large) or low (when the number of simulta-
neous failures is small). Indeed, the number of simultaneous failures that can be
treated successfully determines all the failure scenarios, which in turn control
the number and structures of the backup paths which provide the protection.
Due to the rarety of multiple failures and to the difficulty to protect (in local
and proactive manner) against this type of failure, and in order to increase the
bandwidth availability (increase the bandwidth sharing), most of works in the
literature consider only single failures [4,5,7,8,9]. With such type of failure (sin-
gle failures), the quantity of protection bandwidth Bkλ that should be reserved
on each unidirectional link λ, depends on the cumulative bandwidth of the paths
which could be active at the same time after any single failure occurrence. It is
computed as follows:

Bkλ = Maxr(δλ
r ) (1)

where δλ
r , called the protection cost of the risk r on the unidirectional link λ,

corresponds to the cumulative bandwidth of the backup paths (BPaths) which
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would be activated on the unidirectional link λ upon a failure of the risk r, i.e.:

δλ
r =

∑
b∈BPaths: λ∈ b

Act(b, r)×BW (b) (2)

where BW (b) returns the bandwidth of b and Act(b, r) return 1 if the backup
path b is active upon a failure of the risk r. Otherwise, it returns 0.

When a new backup path b is computing, only the links λ verifying the fol-
lowing inequality can be used:

Prλ + Maxr: Act(b,r)=1(δλ
r ) + BW (b) ≤ Cλ (3)

where Prλ is the cumulative bandwidth of the primary paths traversing the
unidirectional link λ and Cλ is the capacity of the unidirectional link λ.

Once the links verifying the bandwidth constraints are selected according to
(3), any BPC algorithm can be used to determine the backup path in com-
putation. This approach increases the bandwidth availability by sharing the
bandwidth between the backup paths. It is easy to be deployed in centralized
environments where the unique BPCEs know the bandwidth information (pro-
tection costs, link capacities, cumulative primary bandwidths, etc.) required for
the backup path computation. In distributed environments however, the adver-
tisement of the bandwidth information required for the backup path computa-
tion is costly and could overload the network. Thus, using heuristics aggregating
and/or reducing this bandwidth information before its advertisement in the net-
work could give some interesting and practical solutions [4,5,7]. For instance,
to decrease the size and frequency of the advertisement messages, the Kini’s
heuristic [4] suggests to approximate all the protection costs on a given unidi-
rectional link by the highest protection cost on that link. In this way, a given
unidirectional link λ can be used to establish a new backup path b if it verifies
the following inequality: Prλ + Maxr(δλ

r ) + BW (b) ≤ Cλ.

3 Failure Risk-Based Backup Path Classification
Algorithm for Efficient Backup Path Computation

For fast recovery, each router detecting a failure on its interface activates locally
all the backup paths which protect the primary paths traversing the failed in-
terface (because it cannot distinguish quickly the different types of failures). Al-
though active, some backup paths (inoperative backup paths) do not participate
to the recovery of the affected communications because the traffic was already
redirected by upstream routers onto other backup paths (operative backup paths)
bypassing their head-end routers. Hence, to improve the bandwidth availability,
we propose in this section to take into account the risk structures (specifically
the SRLG structures) to determine the operative backup paths which really par-
ticipate to the recovery. In our proposal, only the operative backup paths can be
in concurrence for bandwidth allocation. Moreover, to provide more flexibility
for the backup path selection, we restrict the set of risks protected by a backup
path to the risks whose failure induces traffic to be switched onto this backup
path.
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3.1 Active Backup Paths vs. Operative Backup Paths

Due to the difficulty to distinguish quickly between the types of failure (node, link
or SRLG) [13], each router detecting a failure on its outgoing interface activates
all the backup paths which protect the primary paths traversing the affected
interface. As a single physical failure can affect many logical links (cf. case of
a SRLG failure), several backup paths protecting the same primary path can
be activated upon a failure. In some cases, the head-end router of an activated
backup path b1 is bypassed by another activated backup path b2 protecting the
same primary path. In such a case, the backup path b1 does not receive and
reroute the traffic of the affected primary path; it is considered as inoperative
since it does not really use its resources (particularly its bandwidth). Hence,
the bandwidth allocated for such inoperative path can be freed and reallocated
to other paths. Contrarily to the backup path b1, the other backup path b2
really participates to the recovery since it reroutes the traffic of the affected
primary path. This path is considered as operative. Its resources (particularly
the bandwidth) cannot be reallocated to other paths.

In figure 1 (a), two backup paths bE (E→F→D→C ) and bB (B→A→E→
F→D→C ) are setup to protect the primary path p (E→B→C ) against the
failure of the four following risks: node B, link E-B, link B-C and SRLG srlg =
(B-C, B-E ). When router E (resp. router B) detects a failure on the interface
leading to its adjacent router B (resp. router C ), it activates locally the backup
path bE (resp. bB) which protects the unique primary path traversing the failed
interface. Hence, for the failure of node B or the failure of link E-B (resp. the
failure of link B-C ), traffic of the affected primary path p will be switched onto
the unique activated backup path bE (resp. bB). As only one outgoing interface
of the primary path routers can be affected upon a single link or node failure,
we conclude that at most one backup path per primary path could be activated.
As a result, all the backup paths activated to recover from a link or node failure
really receive and reroute the traffic of the affected primary paths.

(a) Local protection of a primary
path

(b) Backup path activation and traf-
fic rerouting

Fig. 1. Operative vs inoperative backup paths
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With risks of type SRLG however, some activated backup paths do not receive
or reroute the traffic of the affected primary paths. For instance, when the SRLG
srlg in figure 1 (a) fails, all the end routers of the srlg’s links (i.e. routers E, B and
C ) will detect a failure. As a result, all the backup paths protecting an affected
primary path and whose head-end router is an end router of a link belonging
to the failed SRLG will be activated. Typically, the backup path bE (resp. bB)
will be activated since it protects an affected primary path (p) and its head-end
router E (resp. B) is an end router of a link E-B (resp. B-C ) belonging to the
affected SRLG srlg. As the traffic switching toward a backup path results in
the bypassing of a primary path segment located between the head-end and the
tail-end routers of the backup path, we deduce that only the backup path bE

receives and reroutes the traffic of the affected primary path p after the recovery
from the failure of the SRLG srlg (cf. figure 1 (b)). Indeed, after the activation
of the backup path bE, the traffic of the primary path p is forwarded on the path
E→F→D→C : the head-end router B of the second activated backup path bB is
bypassed and thus, no data flow traverses this backup path.

3.2 Decreasing the Bandwidth Allocation

To decrease the protection bandwidth reserved on a link, the bandwidth sharing
should be extended to all the backup paths which cannot be operative at the
same time. Concretely, if a backup path really receives traffic of an affected
primary path upon a failure, the backup path is considered as operative and
should be assigned a sufficient quantity of bandwidth to recover from the failure.
However, if a backup path is inoperative upon a failure of a given risk, it will be
assigned a null quantity of bandwidth since it does not receive any data flow.

In order to determine the exact set of operative backup paths OPBr upon a
failure of a risk r, we consider the simple risks (node and link risks) and composite

(a) Two operative backup
paths upon the SRLG failure

(b) One operative backup path
upon the SRLG failure

Fig. 2. Operative backup paths
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risks (SRLGs). With a simple failure risk r, the operative backup path set OPBr

is composed of all the activated backup paths upon a failure of r (cf. section 3.1).
With a composite risk srlg, a backup path b protecting a primary path p is in
the operative backup path set OPBsrlg if and only if:

1. The backup path b protects against the failure of a link belonging to the
SRLG srlg.

2. There is no backup path b’ (b’ �= b) such as:
– b’ protects the primary path p against the failure of a link belonging to

the SRLG srlg,
– the sub-path of p located between the end routers of b’ contains, as

transit router, the head-end router of b.

To better understand the process of the operative backup path determination
upon a SRLG failure, let us consider an example. In figure 2, a primary path
p (B→D→G→H ) traversing the unique SRLG srlg = (B-D, D-G, G-H ) of the
network is established. To protect this primary path against the failure of link
G-H, we setup the same NHOP backup path G→F→A→B→C→E→H in both
subfigures 2 (a) and 2 (b) (bG in subfigure 2 (a) and b′G in subfigure 2 (b)). To
protect the primary path p against the failure of node D (and against the failure
of link B-D), we used two different backup paths. In subfigure 2 (a), we setup
the backup path bB (B→A→F→G) and in subfigure 2 (b), we configured the
backup path b′B (B→C→E→H ).

Upon a failure of the SRLG srlg, node B and node G activate the backup
paths bB and bG in the subfigure 2 (a) (resp. the backup paths b′B and b′G in the
subfigure 2 (b)) for recovery. In figure 2 (a), both the backup paths bB and bG

become operative after the recovery from the SRLG failure. Indeed, the backup
path bB (resp. bG) protects the primary path p against the failure of a srlg’s
link B-D (resp. G-H ) and its head-end router B (resp. G) does not belong to
the primary path segment located between the end routers G and H (resp. B
and G) of the unique other backup path bG (resp. bB) protecting the primary
path p (against the failure of a link belonging to the SRLG srlg). In figure 2 (b)
however, only the backup path b′B becomes operative (for the same reasons as bB

in figure 2 (a)) upon the failure of the unique network SRLG srlg. The second
backup path b′G is inoperative upon the failure of the SRLG srlg since there
is another backup path b′B verifying these two conditions: (1) b′B protects the
primary path p (i.e. the same primary path as that protected by b′G) against the
failure of a link (B-D) belonging to srlg. (2) the sub-path (B→D→G→H ) of p
located between the end routers (B and H ) of b′B contains, as a transit router,
the head-end router (G) of the backup path b′G.

With the definition of the protection price γλ
r as the cumulative bandwidth of

the operative backup paths that traverse the unidirectional link λ upon a failure
of the risk r, we obtain:

γλ
r =

∑
b∈ BPaths: λ∈ b

Op(b, r) ×BW (b) (4)
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where Op(b, r) return 1 if the backup path b is operative upon a failure of the
risk r. Otherwise, it returns 0.

As only the operative backup paths can be in concurrence for resources, we
reduce and deduce the minimal protection bandwidth Bkλ required on a unidi-
rectional link λ as follows:

Bkλ = Maxr(γλ
r ) (5)

To compute a new backup path b, only the unidirectional links (λ) verifying the
following inequality can be used:

Prλ + Maxr: Op(b,r)=1(γλ
r ) + BW (b) ≤ Cλ (6)

Since the set of the operative backup paths is included in the set of the activated
backup paths, we deduce that all the protection prices are lower or equal to their
corresponding protection costs (∀(r, λ) : γλ

r ≤ δλ
r ). As a result, we conclude that

our approach permits to save much more bandwidth.

Example: Consider the link B→C in figure 2 (b).
Without the exploitation of the failure risk structures, we compute the mini-

mal protection bandwidth Bk1BC allocated on the link B→C as follows:
Bk1BC = Max(δBC

BD, δBC
D , δBC

GH , δBC
srlg) = δBC

srlg = 2×BW (p)
With the FRBPC algorithm, we compute the minimal protection bandwidth

Bk2AB allocated on the link A→B as follows:
Bk2BC = Max(γBC

BD, γBC
D , γBC

GH , γBC
srlg) = γBC

srlg = BW (p)
Thus, we conclude that Bk2BC = Bk1BC/2

3.3 Providing Flexibility for the Backup Path Selection

In addition to the decrease of the protection bandwidth, our approach provides
more flexibility for the backup path selection by reducing the set of risks that

Algorithm 1. Computation of a backup path b with the FRBPC algorithm
inputs

A graph G = (V, E) corresponding to the network topology. V is the set of vertices
(routers) and E is the set of edges (links)

begin algorithm

1. Determine the links verifying the bandwidth constraints.
E’ ← {λ \ λ ∈ E ∧ ∀ r ∈ Risks: Prλ + Maxr \ Op(b,r)=1(γλ

r ) + BW (b) ≤ Cλ}
2. Deduce the links and nodes which should be bypassed by b.

E” ← {λ \ ∃ (λ, r): λ ∈ r ∧ Op(b, r) = 1}
V” ← {n \ ∃ (n, r): n ∈ r ∧ Op(b, r) = 1}

3. Use any local protection technique (one-to-one backup or facility backup) and
any path computation algorithm to determine the backup path b on the graph
G’ = (V \ V”, E’ \ E”).

end algorithm
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must be protected by the backup paths. Concretely, with our FRBPC algorithm,
the set of risks that must be bypassed by a backup path is reduced and composed
only of risks whose failure operates that backup path. For instance, in subfig-
ure 2 (b), any new NHOP backup path b′G protecting the primary path p against
the failure of the link G−H is inoperative upon the failure of the SRLG srlg. As
a result, any link of srlg (except the protected link G−H ) can be utilized to build
the new backup path b′G. For instance, the backup path G→D→B→C→E→H
can be selected (as b′G) to protect the primary path p against the failure of link
G−H.

To summarize, the steps of algorithm 1 permit the computation of a backup
path with our FRBPC algorithm. In the first step, the links verifying the band-
width constraints are selected according to (6). In the second step, the set of
risks whose failure operates the backup path which is being computed are de-
termined. Finally, in the last step, we run any BPC algorithm on the network
topology reduced to the links and nodes (1) verifying the bandwidth constraints
(step 1) and (2) whose failure does not operate the backup path (step 2) which
is being computed.

4 Analysis and Simulation Results

4.1 Simulation Model

In order to evaluate the performances of our FRBPC algorithm, we compared it
to two classical approaches: Kini’s heuristic [4] and the TDRA algorithm [8]. We
have chosen the Kini’s heuristic for its practicability whereas we opted for the
TDRA algorithm for its efficiency to reduce the protection bandwidth allocation.

Two metrics are used for the comparison: ratio of rejected backup paths
(RRP) and normalized SRLG protection bandwidth (NSPB).

The first metric RRP measures the ratio of backup paths that are rejected
because of the lack of protection bandwidth on the links. It corresponds to the
ratio between the number of backup path requests that are rejected and the
total number of backup path requests. Formally, RPR is computed as follows:
RRP = #rejected protection requests / #protection requests

The second metric NSPB measures the efficiency of the SRLG protection
bandwidth allocations. For classical approaches (i.e. Kini’s heuristic and TDRA
algorithm), this metric is determined as the ratio between the sum of the SRLG
protection costs and the cumulative bandwidth of the backup paths on all the
links. For our FRBPC algorithm, this metric is determined as the ratio between
the sum of the SRLG protection prices and the cumulative bandwidth of the
backup paths on all the links. Note that, more high the NSPB is, less SRLG can
be protected and more protection bandwidth is wasted.

To focus only on the impact of the compared methods on the ratio of rejected
backup paths and on the normalized SRLG protection bandwidth, we splitted
the capacity of each unidirectional link in two pools: primary pool and protection
pool. The primary pool is used to allocate the bandwidth for the primary paths
whereas the protection pool is used for backup path bandwidth allocations. In
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Fig. 3. Test topology (162 risks)

our simulations, we considered that the primary pool capacities are sufficient
to satisfy all the requests of primary path establishment whereas we set the
protection pool capacity (PCλ) of each link λ to 200 units. Hence, to ensure
the respect of the bandwidth constraints, the protection bandwidth allocated on
each unidirectional link should be always lower or equal to the corresponding
protection pool capacity (i.e. ∀λ : Bkλ ≤ PCλ).

The network topology used in our tests is depicted in figure 3. It is composed
of 162 risks: 50 routers, 87 bidirectional links and 25 SRLGs (crescent-shaped
in figure 3). The traffic matrix is generated randomly and consists of requests
arriving one by one and asking for quantities of bandwidth uniformly distributed
between 1 and 10. The head-end and tail-end routers of each primary path are
chosen randomly among the network routers. Both the primary and backup path
computations are based on the Dijkstra’s algorithm.

At each establishment of 20 primary paths, the two metrics RRP and NSPB
are computed for the compared methods.

4.2 Results and Analysis

Figure 4 depicts the evolution of RRP as a function of the number of primary
paths setup in the network. This figure shows clearly that the RRP values of the
FRBPC algorithm are lower and better (except for the 240 first primary paths
where the RRP values of the three compared methods are null) than those of
TDRA which are in turn lower than those of Kini’s heuristic.

The wide difference in the RRP values between the Kini’s heuristic and the
FRBPC algorithm is essentially due to the partial knowledge of the protection
bandwidth information with the Kini’s heuristic (thus, the Kini’s heuristic over-
estimates the bandwidth parameters required for the BPC) whereas the FRBPC
algorithm (and the TDRA algorithm) utilizes and has a complete knowledge of
the protection bandwidth parameter information. Concerning the comparison
between the RRP values of TDRA and those of FRBPC, we note that the dif-
ference is large and considerable although it is not high in relation to the total
number of protection requests. For instance, the difference varies between 4.5%
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and 5.5% when the number of primary paths is between [600, 800]). When rejec-
tion of the protection requests is not allowed (as desired by the Internet service
providers), the selection of FRBPC instead of TDRA permits to increase the
number of protected primary paths from 240 to 400. Obviously, the positive
difference between the RRP values of FRBPC and TDRA is totally due to the
presence of SRLGs in the network.

In figure 5, the evolution of the normalized SRLG protection bandwidth
(NSPB) as a function of the number of primary paths setup in the network is de-
picted. As we see, the application of the FRBPC algorithm instead of the TDRA
algorithm and the Kini’s heuristic permits to save up to 10% of the normalized
SRLG bandwidth (i.e. for the 20 first primary paths, we have NSPB (TDRA)
/ NSPB (FRBPC) ≈ NSPB (Kini) / NSPB (FRBPC) ≈ 1.1). This difference
in the NSPB values between FRBPC and TDRA (or Kini’s heuristic) is due to
the limitation of the concurrence for the protection bandwidth allocations (see
section 3.2) and to the reduction of the risks to be bypassed by each backup
path (see section 3.3) with FRBPC (contrarily to TDRA algorithm and Kini’s
heuristic which waste the protection bandwidth and bypass more risks).

Fig. 4. Ratio of rejected backup paths
(RRP)

Fig. 5. Normalized SRLG protection
bandwidth (NSPB)

5 Conclusion

In this paper, we shown that upon a SRLG failure some activated backup paths
are inoperative (they don’t receive traffic) and don’t participate to the recovery
process. As the operative state of a backup path can be determined beforehand
by taking into account the risk structures (particularly the SRLG structures),
we proposed a new algorithm, called Failure Risk-based Backup Path Classifica-
tion (FRBPC) algorithm, decreasing the protection bandwidth allocations and
providing more flexibility for the path selection.

Since it is useless to protect against the failure of a SRLG whose failure
activates but does not operates a backup path, we proposed to restrict the set of
SRLGs to be protected to those whose failure operates the backup path which
is being computed. In this way, the amount of bandwidth required to protect
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against SRLG failures is decreased and much more flexibility is provided for
the backup path selection. As a result, the reject probability of new protection
requests is decreased.

Simulations results show that our failure risk-based backup path classification
algorithm decreases the number of rejected backup paths and reduces the amount
of protection bandwidth dedicated to the protection against the SRLG risks.

References

1. Meyer, P., Van Den Bosch, S., Degrande, N.: High Availability in MPLS-based
Networks. Alcatel telecommunication review (4th Quarter 2004)

2. Ramamurthy, S., Mukherjee, B.: Survivable WDM Mesh Networks (Part I - Pro-
tection). In: IEEE INFOCOM, vol. 2, pp. 744–751 (1999)

3. Pan, P., Swallow, G., Atlas, A.: Fast Reroute Extensions to RSVP-TE for LSP
Tunnels. RFC 4090 (May 2005)

4. Kini, S., Kodialam, K., Lakshman, T.V., Sengupta, S., Villamizar, C.: Shared
Backup Label Switched Path Restoration. Internet Draft draft-kini-restoration-
shared-backup-01.txt, IETF (May 2001)

5. Kodialam, M.S., Lakshman, T.V.: Dynamic Routing of Locally Restorable Band-
width Guaranteed Tunnels using Aggregated Link Usage Information. In: IEEE
INFOCOM, pp. 376–385 (2001)

6. Mélon, L., Blanchy, F., Leduc, G.: Decentralized Local Backup LSP Calculation
with Efficient Bandwidth Sharing. In: Proceeding of 10th International Conference
on Telecommunications (February 2003)

7. Saidi, M.Y., Cousin, B., Le Roux, J.L.: A Distributed Bandwidth Sharing Heuristic
for Backup LSP Computation. In: Global Telecommunications Conference (IEEE
GLOBECOM 2007), Washington (USA), pp. 2477–2482 (November 2007)

8. Saidi, M.Y., Cousin, B., Le Roux, J.L.: Targeted Distribution of Resource Alloca-
tion for Backup LSP Computation. In: Seventh European Dependable Computing
Conference (May 2008)

9. Vasseur, J.P., Charny, A., Le Faucheur, F., Achirica, J., Le Roux, J.L.: Framework
for PCE-based MPLS-TE Fast Reroute Backup Path Computation. Internet Draft
draft-leroux-pce-backup-comp-frwk-00.txt, IETF (July 2004)

10. Le Roux, J.L., Calvignac, G.: A Method for an Optimized Online Placement of
MPLS Bypass Tunnels. Internet Draft draft-leroux-mpls-bypass-placement-00.txt,
IETF (February 2002)

11. Kompella, K., Rekhter, Y.: Intermediate System to Intermediate System (IS-IS)
Extensions in Support of Generalized Multi-Protocol Label Switching (GMPLS).
RFC 4205 (October 2005)

12. Kompella, K., Rekhter, Y.: OSPF Extensions in Support of Generalized Multi-
Protocol Label Switching (GMPLS). RFC 4203 (October 2005)

13. Aggarwal, R., Kompella, K., Nadeau, T., Swallow, G.: BFD For MPLS LSPs.
Internet Draft draft-ietf-bfd-mpls-07.txt, IETF (June 2008)



An Efficient Analytical Model for the
Dimensioning of WiMAX Networks

Bruno Baynat1, Georges Nogueira1, Masood Maqbool2,
and Marceau Coupechoux2

1 Universite Pierre et Marie Curie - Paris, France
{firstname.lastname}@lip6.fr

2 Telecom ParisTech - Paris, France
{firstname.lastname}@telecom-paristech.fr

Abstract. This paper tackles the challenging task of developing a sim-
ple and accurate analytical model for performance evaluation of WiMAX
networks. The need for accurate and fast-computing tools is of primary
importance to face complex and exhaustive dimensioning issues for this
promising access technology. In this paper, we present a generic Marko-
vian model developed for three usual scheduling policies (slot sharing
fairness, throughput fairness and opportunistic scheduling) that provides
closed-form expressions for all the required performance parameters at a
click speed. This model is compared in depth with realistic simulations
that show its accuracy and robustness regarding the different modeling
assumptions. Finally, the speed of our analytical tool allows us to carry
on dimensioning studies that require several thousands of evaluations,
which would not be tractable with any simulation tool.

Keywords: WiMAX, performance evaluation, dimensioning, analytical
models.

1 Introduction

The evolution of last-mile infrastructure for wired broadband networks faces
acute implications such as difficult terrain and high cost-to-serve ratio. Latest
developments in wireless domain could not only address these issues but could
also complement the existing framework. One of such highly anticipated tech-
nologies is WiMAX (Worldwide Interoperability for Microwave Access) based
on IEEE standard 802.16. The first operative version of IEEE 802.16 is 802.16-
2004 (fixed/nomadic WiMAX) [1]. It was followed by a ratification of mobile
WiMAX amendment IEEE 802.16e in 2005 [2]. On the other hand, the con-
sortium WiMAX Forum was found to specify profiles (technology options are
chosen among those proposed by the IEEE standard), define an end-to-end ar-
chitecture (IEEE does not go beyond physical and MAC layer), and certify
products (through inter-operability tests).

Some WiMAX networks are already deployed but most operators are still
under trial phases. As deployment is coming, the need arises for manufacturers
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and operators to have fast and efficient tools for network design and perfor-
mance evaluation. In [3] authors propose an analytical model for studying the
random access scheme of IEEE 802.16d. Niyato and Hossain [4] formulate the
bandwidth allocation of multiple services with different QoS requirements by
using linear programming. They also propose performance analysis, first at con-
nection level, and then, at packet level. In the former case, variations of the
radio channel are however not taken into account. In the latter case, the com-
putation of performance measures rely on multi-dimensional Markovian model
that requires numerical resolutions. Not specific to WiMAX systems, generic
analytical models for performance evaluation of cellular networks with varying
channel conditions have been proposed in [5,6,7]. The models presented in these
articles are mostly based on multi-class processor-sharing queues with each class
corresponding to users having similar radio conditions and subsequently equal
data rates. The variability of radio channel conditions at flow level is taken into
account by integrating propagation models, mobility models or spatial distribu-
tion of users in a cell. In order to use classical PS-queues results, these papers
consider implicitly that users can only switch class between two successive data
transfers. However, as highlighted in the next section, in WiMAX systems, radio
conditions and thus data rates of a particular user can change frequently during
a data transfer. In addition, capacity of a WiMAX cell may vary as a result of
varying radio conditions of users. As a consequence, any PS, DPS (discrimina-
tory PS) or even GPS (generalized PS) queue is not appropriate for modeling
these channel variations.

In this paper, we develop a novel and generic analytical model that takes
into account frame structure, precise slot sharing-based scheduling and channel
quality variation of WiMAX systems. Unlike existing models [5,6,7], our model
is adapted to WiMAX systems’ assumptions and is generic enough to integrate
any appropriate scheduling policy. Here, we consider three classical policies: slot
sharing fairness, instantaneous throughput fairness, and opportunistic. For each
of them, we develop closed-form expressions for all performance metrics. More-
over, our approach makes it possible to take into account the so-called “outage”
situation. A user experiences an outage, if at a given time radio conditions are
so bad that it cannot transfer any data and is thus not scheduled. Once again,
classical PS-like queues are not appropriate to model this feature.

The paper is organized as follows. Modeling assumptions are presented in
Section 2. Section 3 presents the generic analytical model and its adaption to
the three considered scheduling policies. Validation and robustness are discussed
in Section 4. Section 5 finally gives an example of WiMAX dimensioning process.

2 Modeling Assumptions

The development of our analytical model is based on several assumptions related
to the system, the channel, the traffic and the scheduling algorithm. We present
here these assumptions. All of them will be discussed in Section 3.4, and, as
will be developed in that section, most of them can be relaxed, if necessary,
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by slightly modifying the model. Wherever required, related details of WiMAX
system are specified. Various notations are also introduced in this section.

A WiMAX time division duplex (TDD) frame comprises of slots that are the
smallest unit of resource and which occupies space both in time and frequency
domain. A part of the frame is used for overhead (e.g., DL MAP and UL MAP)
and the rest for user data. The duration TF of this TDD frame is equal to 5 ms [2].

System assumptions. We consider a single WiMAX cell and focus on the
downlink part which is a critical portion of asymmetric data traffic.

1. Overhead in the TDD frame is assumed to be constant and independent of
the number of concurrent active mobile station (MS). As a consequence, the
total number of slots available for data transmission in the downlink part is
constant and will be denoted by NS .

2. We assume that the number of MS that can simultaneously be in active
transfer is not limited. As a consequence, any connection demand will be
accepted and no blocking can occur.

One of the important features of IEEE 802.16e is link adaptation: differ-
ent modulation and coding schemes (MCS) allows a dynamic adaptation of the
transmission to the radio conditions. As the number of data subcarriers per slot
is the same for all permutation schemes, the number of bits carried by a slot
for a given MCS is constant. The selection of appropriate MCS is carried out
according to the value of signal to interference plus noise ratio (SINR). In case of
outage, i.e., if the SINR is too low, no data can be transmitted without error. We
denote the radio channel states as: MCSk, 1 ≤ k ≤ K, where K is the number
of MCS. By extension, MCS0 represents the outage state. The number of bits
transmitted per slot by a MS using MCSk is denoted by mk. For the particular
case of outage, m0 = 0.

Channel assumption. The MCS used by a given MS can change very often
because of the high variability of the radio link quality.

3. We assume that each MS sends a feedback channel estimation on a frame by
frame basis, and thus, the base station (BS) can change its MCS every frame.
Since we do not make any distinction between users and consider all MS as
statistically identical, we associate a probability pk with each coding scheme
MCSk, and assume that, at each time-step TF , any MS has a probability pk

to use MCSk.

Traffic assumptions. The traffic model is based on the following assumptions.

4. All users have the same traffic characteristics. In addition, we don’t consider
any QoS differentiation here.

5. We assume that there is a fixed number N of MS that are sharing the
available bandwidth of the cell.
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6. Each of the N MS is assumed to generate an infinite length ON/OFF elastic
traffic. An ON period corresponds to the download of an element (e.g., a
web page including all embedded objects). The downloading duration de-
pends on the system load and the radio link quality, so ON periods must be
characterized by their size. An OFF period corresponds to the reading time
of the last downloaded element, and is independent of the system load. As
opposed to ON, OFF periods must then be characterized by their duration.

7. We assume that both ON sizes and OFF durations are exponentially dis-
tributed. We denote by x̄on the average size of ON data volumes (in bits)
and by t̄off the average duration of OFF periods (in seconds).

Scheduling assumption. The scheduling algorithm is responsible for allo-
cating radio resources to users. In wireless networks, scheduling may take into
account their radio link quality. In this paper, we have considered three tradi-
tional schemes. The slot fairness scheduling allocates the same number of slots to
all active users. The throughput fairness scheduling ensures that all active users
have the same instantaneous throughput. The opportunistic scheduling gives all
resources to active users with the best channel.

8. At any time and for all scheduling policies, if there is only one active user, we
assume that the scheduler can allocate all the available slots for its transfer.

3 WiMAX Analytical Model

3.1 Markovian Model

A first attempt for modeling this system would be to develop a multi-dimensional
Continuous Time Markov Chain (CTMC). A state (n0, ..., nK) of this chain
would be a precise description of the current number nk of MS using coding
scheme MCSk, 0 ≤ k ≤ K (including outage). The derivation of the transitions
of such a model is an easy task. However the complexity of the resolution of this
model makes it intractable for any realistic value of K. In order to work around
the complexity problem, we aggregate the state description of the system into
a single dimension n, representing the total number of concurrent active MS,
regardless of the MCS they use. The resulting CTMC is thus made of N + 1
states as shown in Fig 1.

– A transition out of a generic state n to a state n + 1 occurs when a MS in
OFF period starts its transfer. This “arrival” transition corresponds to one
MS among the (N −n) in OFF period, ending its reading, and is performed
with a rate (N−n)λ, where λ is defined as the inverse of the average reading
time: λ = 1

t̄off
.

– A transition out of a generic state n to a state n−1 occurs when a MS in ON
period completes its transfer. This “departure” transition is performed with
a generic rate μ(n) corresponding to the total departure rate of the frame
when n MS are active.
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Fig. 1. General CTMC with state-dependent departure rates

Obviously, the main difficulty of the model resides in estimating the aggregate
departure rates μ(n). In order to do so, we first express μ(n) as follows:

μ(n) =
m̄(n)NS

x̄on TF
, (1)

where m̄(n) is the average number of bits per slot when there are n concurrent
active transfers. Obviously, m̄(n) depends on K, the number of MCS, and pk,
0 ≤ k ≤ K, the MCS vector probability. It also strongly depends on n, because
the number of bits per slot must be estimated by considering all possible distri-
butions of the n MS between the K + 1 possible MCS (including outage). It is
worthwhile noting that the parameters m̄(n) finally depend on the scheduling
policy, as it defines, at each time-step, the quantity of slots given to each of the
n MS with respect to the MCS they use.

In order to provide a generic expression of m̄(n), we define xk(j0, ..., jK) the
proportion of the resource (i.e., of the NS slots) that is associated to a MS using
MCSk, when the current distribution of the n MS among the K + 1 coding
schemes is (j0, ..., jK). The average number of bits per slot, m̄(n), when there
are n active users, can then be expressed as follows:

m̄(n) =
(n,...,n)∑

(j0, ..., jK) = (0, ..., 0)|
j0 + ... + jK = n

j0 �= n

(
K∑

k=1

mkjkxk(j0, ..., jK)

)(
n

j1, ..., jK

) K∏
k=0

pjk

k , (2)

where
∏K

k=0 pjk

k is the probability of any distribution of the n MS such that the
number of MS using MSCk is jk, and

(
n

j0,...,jK

)
is the multinomial coefficient

that takes into account all such possibles distributions.

3.2 Scheduling Policy Modeling

We now present the adaptation of the model, for the three specific scheduling
policies we consider in this paper. For each of them we provide closed-form
expressions for the average number of bits per slots, m̄(n).

Slot sharing fairness. Each time-step, the scheduler equally shares the NS

slots among the active users that are not in outage. If, at a given time-step,
there are n active MS, each of the MS that are not in outage receives a portion

NS

n−j0
of the whole resource. As a consequence, the proportion of the resource that
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is associated to a MS using MCSk, is thus given by: xk(j0, ..., jK) = 1
n−j0

for
any k �= 0. By replacing these proportions in generic expression (2) we obtain:

m̄(n) =
(n,...,n)∑

(j0, ..., jK) = (0, ..., 0)|
j0 + ... + jK = n

j0 �= n

n!
n− j0

(
K∑

k=1

mkjk

)
K∏

k=0

pjk

k

jk!
. (3)

Instantaneous throughput fairness. The resource is shared in order to pro-
vide the same instantaneous throughput to all active users that are not in outage.
This policy allows MS using MCS with a low bit rate per slot to obtain, at a
given time-step, proportionally more slots compared to MS using a MCS with
a high bit rate per slot. In order to respect instantaneous throughput fairness
between all active users that are not in outage, the xk(j0, ..., jK) must be such
that: mkxk(j0, ..., jK) = C for any k �= 0, where C is a constant such that∑K

k=1 jkxk(j0, ..., jK) = 1. By replacing the proportions xk(j0, ..., jK) in generic
expression (2), the average number of bits per slot m̄(n) becomes:

m̄(n) =
(n,...,n)∑

(j0, ..., jK) = (0, ..., 0)|
j0 + ... + jK = n

j0 �= n

(n− j0)n!
K∏

k=0

pjk

k

jk!
K∑

k=1

jk

mk

. (4)

Opportunistic scheduling. All the resource is given to users having the high-
est transmission bit rate, i.e., the better radio conditions and then the better
MCS. Without loss of generality, we assume here that the MCS are classified in
increasing order: m0 < m1 < ... < mK . And even if it is still possible to derive
the average bit rates from generic expression (2), we prefer to give here a more
intuitive and equivalent derivation.

We consider a system with n current active MS. We denote by αi(n) the
probability of having at least one active user (among n) using MCSi and none
using a MCS giving higher transmission rates (i.e., MCSj with j > i). As a
matter of fact, αi(n) corresponds to the probability that the scheduler gives at
a given time-step all the resource to MS that use MCSi. As a consequence, we
can express the average number of bits per slot when there are n active users as:

m̄(n) =
K∑

i=1

αi(n)mi. (5)

In order to calculate the αi(n), we first express the probability that there are no

MS using a MCS higher than MCSi as: p≤i(n) =
(
1−

∑K
j=i+1 pj

)n

. Then, we
calculate the probability that there is at least one MS using MCSi conditioned
by the fact that there are no MS using a better MCS: p=i(n) = 1−

(
1− pi∑ i

j=0 pj

)n

.

αi(n) can thus be expressed as: αi(n) = p=i(n) p≤i(n).
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3.3 Performance Parameters

The steady-state probabilities π(n) can easily be derived from the birth-and-
death structure of the Markov chain (depicted in Fig. 1):

π(n) =
N !

(N − n)!
T n

F ρn

Nn
S

n∏
i=1

m̄(i)

π(0), (6)

where ρ is given by relation (7) and plays a role equivalent to the “traffic inten-
sity” of Erlang laws [8], and π(0) is obtained by normalization.

ρ =
x̄on

t̄off
(7)

The performance parameters of this system can be derived from the steady-
state probabilities as follows. The average utilization Ū of the TDD frame is:

Ū =
N∑

n=1

(1 − pn
0 )π(n). (8)

The average number of active users Q̄ is expressed as:

Q̄ =
N∑

n=1

n π(n). (9)

The mean number of departures D̄ (MS completing their transfer) by unit of
time, is obtained as: D̄ =

∑N
n=1 π(n)μ(n). From Little’s law, we can derive the

average duration t̄on of an ON period (duration of an active transfer): t̄on = Q̄
D̄

.
We finally compute the average throughput X̄ obtained by each MS in active
transfer as:

X̄ =
x̄on

t̄on
. (10)

3.4 Discussion of the Modeling Assumptions

Our Markovian model is based on several assumptions presented in Section 2.
We now discuss these assumptions one by one (item numbers are related to the
corresponding assumptions), evaluate their accuracy, and provide, if necessary
and possible, extensions and generalization propositions.

1. DL MAP and UL MAP are located in the downlink part of the TDD frame.
They contain the information elements that allow MS to identify the slots
to be used. The size of these MAPs, and as a consequence the number NS

of available slots for downlink data transmissions, depends on the number
of MS scheduled in the TDD frame. In order to relax assumption 1, we can
express the number of data slots, NS(n), as a function of n, the number
of active users. This dependency can be easily integrated in the model by
replacing NS by

∏n
i=1 NS(n) in relation (6), and NS by NS(n) in relation (1).
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2. A limit nmax on the total number of MS that can simultaneously be in active
transfer, can be introduced easily if required. The corresponding Markov
chain (Fig. 1) has just to be truncated to this limiting state (i.e., the last
state becomes min(nmax, N)). As a result, a blocking can occur when a new
transfer demand arrives and the limit is reached. The blocking probability
can be derived easily from the Markov chain [9].

3. Radio channel may be highly variable or may vary with some memory. Our
analytical model only depends upon stationary probabilities of different MCS
whatever be the radio channel dynamics. This approach is authenticated
through simulations in Section 4.

4. More complex systems with multiple-traffic or differentiation between users
would naturally result into more complex models. This is left for future work.

5. Poisson processes are currently used in the case of a large population of users,
assuming independence between the arrivals and the current population of
the system. As we focus in this paper on the performance of a single cell
system, the potential population of users is relatively small. The higher the
number of on-going data connections, the less likely the arrival of new ones.
Poisson processes are thus a non-relevant choice for our models. Note however
that if Poisson assumptions have to be made for connection demand arrivals,
one can directly modify the arrival rates of the Markov chain (i.e., replace
the state-dependent rates (N − n)λ by some constant value, and limit the
number of states of the Markov chain as explained above in point 2).

6. Each MS is supposed to generate infinite length ON/OFF session traffic.
In [10], an extension to finite length sessions is proposed in the context
of (E)GPRS networks, where each MS generates ON/OFF traffic during
a session and does not generate any traffic during an inter-session. This
work shows that a very simple transformation of traffic characteristics that
increases OFF periods by a portion of the inter-session period, enables to
derive the average performance from the infinite length session model. The
accuracy of this transformation is related to the insensibility of the average
performance parameters with regards to the traffic distributions (see next
point). A similar transformation can be applied to our WiMAX traffic model.

7. Memoryless traffic distributions are strong assumptions that are validated by
several theoretical results on PS-like queues. Several works on insensitivity
have shown that the average performance parameters are insensitive to the
distribution of ON and OFF periods [11,12,13]. In its generic form, our model
is no longer equivalent to any PS-like queue, but we show in Section 4 by
comparing our model to extensive simulations (using Pareto distributions),
that insensibility still holds or is at least a very good approximation.

8. In some cellular networks (e.g. (E)GPRS), MS have limited transmission
capabilities because of hardware considerations. This constraint defines a
maximum throughput the network interface can reach or a maximum number
of resource units that can be used by the MS. This characteristic has been
introduced in the case of (E)GPRS networks [9] and consists in reducing the
departure rates of the first states of the Markov chain. The same idea can
be applied to our WiMAX model.
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4 Validation

In this section we discuss the validation and robustness of our analytical model
through extensive simulations. For this purpose, a simulator has been developed
that implements an ON/OFF traffic generator and a wireless channel for each
user, and a centralized scheduler that allocates radio resources, i.e., slots, to
active users on a frame by frame basis.

4.1 Simulation Models

System Parameters. System bandwidth is assumed to be 10 MHz. The down-
link/uplink ratio of the WiMAX TDD frame is considered to be 2/3. We assume
for the sake of simplicity that the protocol overhead is of fixed length (2 sym-
bols). Considering subcarrier permutation PUSC, the total number of data slots
(excluding overhead) per TDD downlink sub-frame is NS = 450.

Traffic Parameters. In our analytical model, we consider an elastic ON/OFF
traffic. Mean values of ON data volume (main page and embedded objects) and
OFF period (reading time), are 3 Mbits and 3 s respectively.

In the first phase (validation study), we assume that the ON data volume is
exponentially distributed as it is the case in the analytical model assumptions.
Although well adapted to Markov theory based analysis, exponential law does
not always fit the reality for data traffic. This is the reason why we consider
truncated Pareto distributions in the second phase (the robustness study). Re-
call that the mean value of the truncated Pareto distribution is given by equation
x̄on = αb

α−1

[
1− (b/q)α−1

]
, where α is the shape parameter, b is the minimum

value of Pareto variable and q is the cutoff value for truncated Pareto distribu-
tion. Two values of q are considered: lower and higher. The mean value in both
cases (q = 300 Mbits and b = 611822 bits for the higher cutoff and q = 3000
Mbits and b = 712926 bits lower cutoff) is 3 Mbits for the sake of comparison
with the exponential model. The value of α = 1.2 has been adopted from [14].

Channel Models. A generic method for describing the channel between the
BS and a MS is to model the transitions between MCS by a finite state Markov
chain (FSMC). The chain is discrete time and transitions occurs every L frames,
with L TF < t̄coh, the coherence time of the channel. In our case, and for the sake
of simplicity, L = 1. Such a FSMC is fully characterized by its transition matrix
PT = (pij)0≤i,j≤K , where state 0 represents outage. Stationary probabilities pk

provide the long term probabilities for a MS to receive data with MCS k.
In our analytical study, channel model is assumed to be memoryless, i.e., MCS

are independently drawn from frame to frame for each user, and the discrete
distribution is given by the (pi)0≤i,j≤K . This corresponds to the case where
pij = pj for all i. This simple approach, referred as the memoryless channel
model, is the one considered in the validation study. Let PT (0) be the transition
matrix associated to the memoryless model.
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Table 1. Stationary probabilities

Channel
model

Memoryless Average Combined

good bad

50% MS 50% MS

a 0 0.5 0.5 0.5

p0 0.225 0.225 0.020 0.430
p1 0.110 0.110 0.040 0.180
p2 0.070 0.070 0.050 0.090
p3 0.125 0.125 0.140 0.110
p4 0.470 0.470 0.750 0.190

Table 2. Channel parameters

Channel MCS Bits per

state and slot

{0, ..., K} outage mk

0 Outage m0 = 0
1 QPSK-1/2 m1 = 48
2 QPSK-3/4 m2 = 72
3 16QAM-1/2 m3 = 96
4 16QAM-3/4 m4 = 144

In the robustness study, we introduce two additional channel models with
memory. In these models, the MCS observed for a given MS in a frame depends
on the MCS observed in the previous frame according to the FSMC presented
above. The transition matrix is derived from equation PT (a) = aI +(1−a)PT (0)
given that 0 ≤ a ≤ 1. In this equation, I is the identity matrix and parameter
a is a measure of the channel memory. A MS maintains its MCS for a certain
duration with mean t̄coh = 1/(1 − a). With a = 0, the transition process be-
comes memoryless. On the other extreme, with a = 1, the transition process will
have infinite memory and MS will never change its MCS. For simulations we
have taken a equal to 0.5, so that the channel is constant in average 2 frames.
This value is consistent with the coherence time given in [15] for 45 Km/h at
2.5 GHz. We call the case where all MS have the same channel model with
memory (a = 0.5), the average channel model. Note that the stationary proba-
bilities of the average channel model are the same as those of the memoryless
model.

As the channel depends on the BS-MS link, it is possible to refine the previous
approach by considering part of the MS to be in a “bad” state, and the rest in
a “good” state. Bad and good states are characterized by different stationary
probabilities but have the same coherence time. In the so called combined channel
model, half of the MS are in a good state, the rest in a bad state, and a is kept
to 0.5 for both populations.

Three models are thus considered: the memoryless, the average, and the com-
bined channel models. Wireless channel parameters are summarized in Tab. 2.
Considered MCS are given including outage, and for each of them, the num-
ber of bits transmitted per slot. Channel stationary probabilities are given in
Tab. 1. The probabilities for the combined model are obtained by averaging
corresponding values of good and bad model stationary probabilities.

4.2 Simulation Results

In this section, we first present a comparison between the results obtained
through our analytical model and scheduling simulator. The output parameters
in consideration are Ū , X̄, and π(n) (see Section 3.3).
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Fig. 2. Validation for the three scheduling policies with x̄on = 3 Mbits and t̄off = 3 s

Fig. 3. Average throughput
per user for different loads

Fig. 4. Average throughput
per user for different traffic
distributions

Fig. 5. Average throughput
per user for different chan-
nel models

Validation Study. In this study, simulations take into account the same traffic
and channel assumptions as those of the analytical model. However, in simulator
MCS of users are determined on per frame basis and scheduling is carried out
in real time, based on MCS at that instant. The analytical model on the other
hand, considers stationary probabilities of MCS only.

Fig. 2(a, b) show respectively the average channel utilization (Ū) and the
average instantaneous throughput per user (X̄) for the three scheduling schemes.
It is clear that simulation and analytical results show a good agreement: for both
utilization and throughput, the maximum relative error stays below 6% and the
average relative error is less than 1%. Fig. 2(c) further proves that our analytical
model is a very good description of the system: stationary probabilities π(n)
are compared with those of simulations for a given total number N = 50 of
MS. Again results show a perfect match between two methods with an average
relative error below 9%. At the end, Fig. 3 shows the validation for three different
loads (1, 3 and 5 Mbps). Our model shows a comparable accuracy for all three
load conditions with a maximum relative error of about 5%.

Robustness Study. In order to check the robustness of our analytical model
towards distribution of ON data volumes, simulations are carried out for ex-
ponential and truncated pareto (with lower and higher cutoff). The results for
this analysis are shown in Fig. 4. The average relative error between analytical
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results and simulations stays below 10% for all sets. It is clear that considering
a truncated Pareto distribution has little influence on the design parameters.

Next we evaluate the robustness of our analytical model with respect to the
channel model. We compare the analytical results with simulation for the three
pre-cited channel models: memoryless, average and combined (with stationary
probabilities given in Tab. 1). If we look at the plot of Fig. 5, we can say that
even for a complex wireless channel, our analytical model shows considerable
robustness with an average relative error below 7%. We can thus deduce that for
designing a WiMAX network, channel information is almost completely included
in the stationary probabilities of the MCS.

5 Network Design

In this section we provide some examples to demonstrate application of our
model while considering throughput fairness scheduling. However, results can
be obtained in the same manner for other scheduling schemes by using their
respective average bits per slot m̄(n).

5.1 Performance Graphs

We first draw 3-dimensional surfaces where performance parameters are function
of, e.g., N , the number of users in the cell and ρ, the combination of traffic
parameters. For each performance parameter, the surface is cut out into level
lines and the resulting 2-dimensional projections are drawn. The step between
level lines can be arbitrarily chosen.

The average radio resource utilization of the WiMAX cell Ū , and the aver-
age throughput per user X̄ for any MS in the system are presented in Fig. 6
and 7 (corresponding to the radio link characteristics presented in Section 4).
These graphs allow to directly derive any performance parameter knowing the
traffic load profile, i.e., the couple (N, ρ). Each graph is the result of several
thousands of input parameter sets. Obviously, any simulation tool or even any
multi-dimensional Markov chain requiring numerical resolution, would have pre-
cluded the drawing of such graphs.

5.2 Dimensioning Study

In this section, we show how our model can be advantageously used for dimen-
sioning issues. Two examples, each respecting a certain QoS criterion, are given.

In Fig. 8 we find minimum number N of MS in the cell to guarantee that
the average radio utilization is over 50%. This kind of criterion allows operators
to maximize the utilization of network resource in comparison with the traffic
load of their customers. For a given traffic load profile and a given set of system
parameters, the point of coordinates (NS , ρ) in the graph is located between two
level lines, and the level line with the higher value gives the optimal value of N .

The QoS criterion chosen for second example is the user throughput. We
have taken 50 Kbps, an arbitrary value of minimum user throughput. Next we
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Fig. 6. Average utilization Ū Fig. 7. Average throughput per user X̄

Fig. 8. Dimensioning the minimum value of
N for having Ū ≥ 50%

Fig. 9. Dimensioning the maximum value
of N for having X̄ ≥ 50 Kbps per user

find the maximum number Nmax of users in the cell to guarantee the minimum
throughput threshold. In Fig. 9, a given point (NS , ρ) is located between two
level lines. The line with the lower value gives Nmax. As explained before, the
average throughput per user is inversely proportional to N .

The graphs of Fig. 9 and 8 can be jointly used to satisfy multiple QoS criteria.
For example, if we have a WiMAX cell configured to have NS = 450 slots and
a traffic profile given by ρ = 300 (e.g., xon = 1.2 Mbits and toff = 20 s),
Fig. 8 gives Nmin = 55, and Fig. 9 gives Nmax = 200. The combination of these
two graphs recommend to have a number of users N ∈ [55; 200] to guarantee a
reasonable resource utilization and a minimum throughput to users.

6 Conclusion

As deployment of WiMAX networks is underway, need arises for operators and
manufacturers to develop dimensioning tools. In this paper, we have presented
novel analytical models for WiMAX networks and elastic ON/OFF traffic. The
models are able to derive Erlang-like performance parameters such as throughput
per user or channel utilization. Based on a one-dimensional Markov chain and
the derivation of average bit rates, whose expressions are given for three main
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scheduling policies (slot fairness, throughput fairness and opportunistic schedul-
ing), our model is remarkably simple. The resolution of model provides closed-
form expressions for all the required performance parameters at a click-speed.
Extensive simulations have validated the model’s assumptions. The accuracy of
the model is illustrated by the fact that, for all simulation results, maximum
relative errors do not exceed 10%. Even if the traffic and channel assumptions
are relaxed, analytical results still match very well with simulations that shows
the robust nature of our model.
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Abstract. We consider Wireless Sensor Networks (WSN) applications
in which sensors have to send data to a unique sink in a multi-hop fash-
ion. Gradient routing protocol is a scalable way to route data in these
applications. Many gradient routing protocols exist, they mainly differ
in their performances (delay, delivery ratio, etc.). In this paper, we pro-
pose an extensive performance evaluation study of some gradient routing
protocols in order to give guidelines for WSN developers.

Keywords: Sensor Network, Routing protocol, Gradient.

1 Introduction

A Wireless Sensor Network (WSN) is a set of autonomous objects with limited
processing and storage capabilities which cooperate in order to perform a com-
mon task. They are receiving more and more attentions due to their potential
applications in various areas such as monitoring, security and data gathering.
The communication paradigm in WSN is very characteristic since in most ap-
plications nodes send data only to a sink. Furthermore, they operate on limited
capacity batteries. As a result, WSN protocols’ design, especially routing proto-
col, is a challenging task.

The routing problem in WSN has been the subject of intense studies. One
important difference between wired and wireless networks is the use of location
for routing purposes. Position awareness improves the efficiency and scalabil-
ity of routing protocols as it helps reducing the number of messages used for
route discovery. This information could be obtained by GPS or by an internal
service. GPS is not a pratical solution in WSNs, as sensors would have to be
equipped with additional hardware, which would increase both cost and energy
consumption. Yet, other solutions exist, such as localization protocols based on
trilateration and triangulation ([1],[2]). Other solutions include the use of virtual
coordinates, i.e., a coordinate system set up for routing purposes only. This is
how work gradient routing protocols. They create a one-dimensional virtual co-
ordinate system where the position of a node corresponds to its hop distance to
the sink. This information is then used to efficiently route packets to the sink in

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 535–547, 2009.
c© IFIP International Federation for Information Processing 2009
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a multi-hop fashion. When receiving a packet, a node forwards it if it is closer to
the sink than the previous sender. Since each sensor receiving the packet decides
locally whether it should forward it, no state information about its neighborhood
has to be kept, thus reducing routing complexity.

Many variants of gradient routing protocols have been proposed in the litera-
ture. They mostly differ in the way a node decides whether it should forward a
received packet. As a result, their performances concerning the message delivery
ratio, the end-to-end delay, and the number of nodes involved in the transmission
of a message also differ.

We propose an extensive performance evaluation of different gradient rout-
ing algorithm strategies for wireless sensor networks. We identified three basic
schemes: basic, probabilistic and unicast schemes. The evaluation of these strate-
gies shows that there exists a trade-off between the four considered metrics
(delay, delivery ratio, overhead and energy consumption).

This paper is organized as follows. In Section 2 we give a brief review of
gradient-based routing protocols. In Section 3 we describe the assumptions we
make. We then describe the algorithm we consider in Section 4. The simulation
results are discussed in Section 5. Finally we conclude in Section 6.

2 Related Work

A number of routing protocols have been proposed for wireless sensor net-
works [3]. They aim at providing energy efficient, low delay and low overhead
routing process. In this section we briefly describe data centric routing protocol
in which the sink sends a request to certain regions (or all the network) and
waits for data from the sensors which are located in these regions. For a more
complete review of existing routing protocols for sensor networks please refer
to [3] or other surveys.

The most classical protocols are flooding and gossiping [4] [5] [6] [7]. In flood-
ing, each sensor broadcasts the packet to all its neighbors. The basic gradient
protocol described in this paper is equivalent to flooding except that only a
subset of sensors are allowed to broadcast packets. Flooding is very easy to im-
plement and delivery ratio can be very high. However, it has several drawbacks,
the most important one being the overhead generated by the transmission of a
single message. The probabilistic flooding described in this paper is very similar
to gossip algorithm especially the one described in [6]. Gossiping algorithms alle-
viate the problem of overhead compared to flooding algorithm. However delivery
ratio can be very low.

Direct diffusion [8] is one of the first routing protocols that introduces gradi-
ent. In this protocol, an interest is flooded by the sink. The gradient is a reply
link to a neighbor from which the interest was received. Rumor routing [9] is a
variant of direct diffusion where flooding is not used.

In Gradient-based routing protocol [10], the authors propose a variant of
Directed diffusion. The authors keep the number of hops when the interest is
flooded into the network. Therefore each sensor can evaluate the number of hops
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to the sink. The difference between a node’s height and the one of its neighbor is
considered as the gradient on that link. A packet is forwarded on a link with the
largest gradient. In this paper, we use this version of gradient routing protocol
as a basis. We do not use the version proposed in [10] in this paper since we do
not consider data aggregation. Moreover, we mainly focus on forwarding scheme
and consider that sensors do not have any information on possible next hops for
the forwarding scheme.

3 Background and Assumptions

We assume a large number of quasi-static wireless sensor nodes and time-driven
applications: the main task of each sensor node is to periodically collect data
from the sensing devices. These data are then sent to the sink in a multi-hop
fashion due to a limited radio range. The data are sent toward the sink using
a geographic routing based on gradient. The sensor nodes are assumed to use
CSMA/CA MAC protocol such as 802.15.4 [11]. Acknowledgement scheme is
used for unicast packet but broadcast packets are not acknowledge.

Each periodically collected data is stored into a packet P and broadcasted by
the node. This packet also contains the depth of the node (P.depth = node.depth),
the source of the packet (P.dsrc = node.id) and a sequence number (P.seq =
node.seq) which is generated by the node.

Each node also keeps the list of sequence numbers of packets it has already
forwarded. It is worth noting that our application does not need to store neigh-
bors’ list nor exchange discovery message (after the initialization phase) due to
the stateless aspect of the presented protocols.

In this paper, the term “broadcast” stands for message propagation in a node’s
neighborhood and the term “flooding” refers to network-wide message propaga-
tion. In the sequel, given a node n, we use the denotation n.x to refer to the
variable x at the node n and given a message M and a name x that identifies a
field, we use the denotation M.x to refer to the field x in message M.

4 Algorithm Description

In this section, we describe the gradient establishment and the three algorithms
that we evaluate. The gradient establishment or gradient construction is the
scheme used to help routing process. The three algorithms are all based on the
same gradient construction. The only difference between the algorithms is the
way sensors forward each received packets to the sink.

4.1 Gradient Construction

A BUILD message is flooded in the network starting from the sink s. The BUILD
message contains the source of the message src which is the id of the node and
the depth of the node. Initially, the sink sets BUILD.depth = s.depth = 0 and
BUILD.src = s . Each node n that receives the BUILD message set its own n.depth
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Fig. 1. Illustration of the gradient routing. The sink is node s. In Figure 1(a) Lines
represent BUILD message flooding used to set node depth. The number in brackets
represents the node depth. Dashed lines represent communication links. Figure 1(b),
1(c) and 1(d) are examples of basic, probabilistic and unicast process based on the
depth of each node.

to BUILD.depth + 1 and broadcasts the BUILD message with its own depth and
also changes the BUILD.src field. A node can receive a BUILD message more than
once. In this case, the node keeps the smallest depth received among all the
BUILD messages but does not send the BUILD message if it has already sent one.
See Figure 1(a) for the resulting process.

4.2 Basic Gradient Routing Protocol

Upon receiving a packet P which is not a BUILD message a node computes al-
gorithm 1. It first checks if the depth in the packet field is greater than its own
depth and if the sequence number of the packet is not in its packet sequence
number list. If these conditions (Line 2 of Alg. 1) are met, the packet depth is
changed to the actual node depth and the sequence number of the packet is added
into the sequence list. If the node n is not the sink the packet is broadcasted.

Figure 1(b) gives an example of the paths obtained by the basic gradient
routing protocol. Here, node 14 broadcasts a message, only nodes 8 and 11
forward it since their depths are smaller than the depth of node 14.
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Algorithm 1. Basic Gradient routing protocol – Forwarding process
Message forwarding on node n:
1: Reception of packet P
2: if (P.depth > n.depth) && (P.seq /∈ n.seqlist) then
3: if (n �= sink ) then
4: P.depth = n.depth ;
5: n.seqlist ← P.seq
6: broadcast packet P ;
7: else
8: Process packet P ;
9: end if

10: else
11: Drop P;
12: end if

4.3 Probabilistic Gradient Routing Protocol

The forwarding policy is the only difference between the basic gradient routing
protocol and the probabilistic one. Indeed, in the probabilistic version, a packet
P is forwarded based on a probability p. Line 3 of Alg. 1 is changed to:

[3-1] if (n �= sink && rand(0, 1) ≤ p) then

The idea behind the probabilistic version of the gradient protocol is to reduce
the overhead due to message forwarding while maintaining a good delivery ra-
tio. Figure 1(c) gives an example of the paths obtained by the probabilistic
gradient routing protocol. Here, node 14 broadcasts a message and only node 8
forwards it due to the proability and since its depth is smaller than the depth of
node 14.

4.4 Unicast-Based Gradient Routing Protocol

The unicast version of the gradient routing is built to reduce the overhead due
to forwarding while maintaining a good delivery ratio. However this version is
resource costly for nodes that are in the forwarding path. It is also worth noting
that this version strongly relies on gradient construction.

In this version of gradient routing, each node needs to store the packet source
of the BUILD message it considers for its depth. This information is stored at
each node in a variable called hop (n.hop = BUILD.src). The forwarding process
described in Alg. 1 is modified on Line 6 to implement the unicast version by
the following line:

[6-1] unicast packet P to n.hop;

Figure 1(d) gives an example of the path obtained by the unicast-based gradient
routing protocol. Here, the message follows a single path based on the depth of
each node.
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5 Performance Evaluation

We evaluate the performances of the gradient routing protocols through simula-
tions using WSNet1. The performance metrics we use are delays, delivery ratio
and overhead (number of duplicated messages received by the sink).

5.1 Simulation Settings

Network Topology. We consider scenario where static nodes are randomly
deployed in a 1000 meters × 1000 meters flat square. The radio range is set to
be 100 meters. The physical layer is modelled by the unit disk graph model. The
total number of nodes varies from 100 to 400 and only connected networks are
considered. We assume only one sink (at position (0,0)) initiates the gradient
construction.

Node Settings. Sensors have to send data every 10 seconds with a random
jitter to avoid synchronization. Each sensor has a buffer B of size 10 to keep
packets it has to forward. FIFO policy is used for packet transmission. It has
also a table S of size 20 in which it stores sequence numbers of packets it has
already forwarded.

Metrics of Interest. We consider three metrics:
Delay Time between the sending of a packet and the first reception of it at

the sink node.
Delivery ratio number of distinct received packets on number of distinct

sent packets.
Overhead average number of times the same packet is received by the sink.

Gradient Algorithms Settings. For the probabilistic version of gradient rout-
ing, the probability of packet forwarding is set to 0.5. For the unicast version,
data packets are acknowledged and retransmitted in case of failure following the
scheme described in the 802.15.4 standard. Broadcast packets are also sent using
the 802.15.4 standard.

As our focus is to evaluate the routing process we do not try to optimize
the gradient construction. It is worth noting that some optimizations avoiding
unstable or long links increase the performance of the routing protocol. These
optimizations on gradient construction are left to future work.

The simulation results are divided into three parts presented in Figure 2 for
part I, Figures 3, 4, and 5 for part II and Figure 6 and 7 for part III.

The first part (Section 5.2) shows a performance comparison between the
three routing strategies depending on the number of nodes in the network. None
of the studied schemes outperforms the other ones in all the metrics. The second
part (Section 5.3) studies the behavior of each protocol according to nodes’
depth. As expected, it shows that the delay increases when the depth increases.
In the third part we evaluate the energy consumption of each algorithm and
1 http://wsnet.gforge.inria.fr
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Fig. 2. Simulation results

plot the energy map at different simulation time. The results of this part show
that the proabilistic version has the best performance among the three versions
(Section 5.4).

5.2 Simulation Results: Density Effect (Part I)

Delay. Figure 2(a) plots the mean end-to-end delay for different number of sen-
sors in the network. Surprisingly, when the number of nodes increases, the mean
delays for the basic version of the gradient decreases. This is mainly due to the
multiple path followed by each packet. This is confirmed by Figure 2(c) which
shows the duplication ratio for each packet. Indeed, when the number of nodes
increases, the number of possible forwarding nodes also increases. Therefore,
packets can follow different paths using nodes that are not overloaded, decreas-
ing the delay of each packet. The unicast version performs badly in term of
delay. The mean delay remains constant when the number of nodes increases.
This can be explained by the double effect increasing density has. On the one
hand it increases the collision rate, leading to higher delays as packets must be
retransmitted. On the other hand, delay decreases due to shorter paths in hop
count. As a result, the end-to-end delay of the unicast version is stable.

We can notice that the probabilistic version is a shift of the basic version.
Indeed, the mean delay for 400 nodes in proba is close to the one for 200 nodes
of basic and the mean delay for proba 300 nodes is close to the one for 150 nodes
of basic.

Delivery ratio. The Figure 2(b) depicts the delivery ratio for the three strate-
gies. The basic scheme is more efficient than the others. The delivery ratio for
basic is always above 85%. This is explained by the multiple paths a packet can
follow. The delivery ratio is decreasing when the number of nodes increases. This
is due to the increasing number of collisions when the node density increases.
proba gives a low but increasing delivery ratio. When the number of nodes is
low there may exist only one single path from a sensor to the sink. In this case,
the probability that a packet is successfully received by the sink is Pr = (p)hops

where p is the forwarding probability, a parameter of proba and hops is the num-
ber of hops from a given sensor to the sink. When the number of nodes increases,
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Fig. 3. Simulation results basic gradient

the probability that multiple paths exist increases and thus the delivery ratio
increase for proba.

The delivery ratio of unicast is around 80%. This high value is due to the
retransmission used at the MAC layer for unicast packets. However, when the
number of nodes increases, the number of collisions also increases, which then
reduces the delivery ratio.

Overhead. The overhead of each strategy is plotted in Figure 2(c). We can see
that the overhead of unicast is 1, which means that each packet is received only
once by the sink. This is the perfect behavior.

The overhead of basic is increasing with the number of nodes. This is mainly
due to the multipath effect produced by the forwarding scheme. The overhead
proba is half of the overhead of basic when the number of nodes is 300 and 400.
It is also interesting to notice that when the number of nodes is low (100), the
overhead is close to 1 for the three strategies, reflecting the fact that there is no
multiple disjoint path from a sensor to a sink.

5.3 Simulation Results: Depth Effect (Part II)

Basic. The simulations for the basic gradient routing protocol are presented in
Figure 3. The delay, delivery ratio and the overhead are plotted depending on
the depth of the node initiating te message. Figure 3(a) shows that the delay
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increases when the depth increase, as expected. We can also notice that the
maximum depth is lower when the number of nodes increases (21 for 200 nodes,
and 15 for 400 nodes). This first result also indicates that for any depth the
delay decreases when the number of nodes increases.

Figure 3(b) plots the delivery ratio depending on the depth of the originating
nodes. The depth does not seem to strongly affect the delivery ratio. The latter
remains roughly constant. This behavior is explained by the multiple paths fol-
lowed by each packet. The overhead for each packet depending on the depth is
drawn in Figure 3(c). We can see that for 100 nodes, the overhead is decreas-
ing along with the depth. This is probably due to the small number of paths
available when the source node has an higher depth. For the other densities, the
overhead is increasing when the number of nodes increases. Again, this is due to
the multiple paths a packet can follow when the depth increases. For 200 nodes,
we can see that the overhead remains stable. For this density, only a constant
number of multiple paths can be found.

Unicast. Figure 4 shows the simulation results for the unicast gradient routing
protocol. The mean delay increases in the same way for each density when the
depth increases ( Figure 4(a)). This is due to the fact that all packets follow
only one path and that the delay for a one hop communication is constant.
Figure 4(b) plots the delivery ratio depending on the depth. We can see that
the delivery ratio decreases when the depth increases. This is mainly due to the
buffer size of each node. In the unicast version, packets follow the same path
which overloads the buffer. Packets may then be dropped. When the number of
hops increases (depth), the probability for a packet to be dropped also increases,
which explains this behavior. In Figure 4(c), we can see that the overhead is
equal to 1 as unicast routing is used.

Probabilistic. The simulation results for probabilistic gradient routing are
shown in Figure 5. The results are similar to the basic gradient results
(Figure 5(a)). However, the maximum depth changes depending on the num-
ber of nodes. When the number of node is 100, the maximum depth is only
5. This means that for the probabilistic version, messages coming from higher
depth do not reach the sink. This also confirms the fact that for 100 nodes the
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probability of having multiple paths is very low. A simple way to avoid this
problem is to modify the forwarding probability depending on the node depth.
With the probabilistic approach, the delivery ratio (see Figure 5(b)) decreases
when the depth increases. This is foreseeable since for a given path the delivery
probability decreases when the number of hops increases.

Figure 5(c) shows the overhead for each packet depending on the depth of
the originating nodes. For all number of nodes, the overhead increases and then
remains stable. This is due to the number of paths reduction caused by the
probability of retransmission. It is worth noting that the shape of the proba
curve of 400 nodes is similar to the shape of basic the curve for 200 nodes. This
indicates that the effect of the probability is the same as the effect of reducing
the number of nodes.

5.4 Energy Consumption (Part III)

In the previous simulation battery lifetime was set to infinity to evaluate the
performance of each protocol. In this part we introduce results about energy
consumption for the different algorithms. The energy model we use is very simple
and linear: the energy cost of a transmission is 2, the energy cost of a reception
is 1. Each sensor has initially 200000 units of battery.

The graph in Figure 6 shows the evolution of the percentage of dead nodes
over time for the three algorithms. The unicast version seems to perform better
than the other two versions after 160 secondes. Yet, one must be cautious with
these results as they do not indicate the geographical repartition of dead nodes.
Indeed, if all dead nodes are located near the sink, the network becomes useless.
For better understanding the repartition of dead nodes across the network we
use energy maps.

The energy maps of each algorithm at different step of the simulation (20s,
30s, 100s and 200s) for 200 sensors in a field of 1000m × 1000m are drawn
on Figure 7. The sink is at the bottom-left corner of each figure and has the
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Fig. 6. Percentage of dead nodes over time for the 3 algorithms. After 160s the unicast
version performs better, but the mean delay is higher (see Figure 2(a)).
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Basic: 20s 30s 100s 200s

Prob.: 20s 30s 100s 200s

Unic.: 20s 30s 100s 200s

Fig. 7. Energy map after of each algorithm at 20, 30, 100, and 200 seconds of simula-
tion. Black (blank) color means that sensors within this area have 0% (100%) battery
left.

geographical coordinate (0,0). All other parameters are left unchanged. Black
color means that sensors within the area have no battery left (0%). Blank color
means that battery is full (100%).

We can conclude from Figure 7 that the worst algorithm is the basic version.
Indeed, after 20s most of the nodes within the sink’s neighborhood have 0%
battery left. This is due to the high number of sensors, especially sensors close
to the sink, involved in the reception and (re)transmission of packets. For the
unicast version, after 30s, most of the nodes around the sink have 0% battery
left. After 100s and for the unicast version, nodes within the paths followed by
the packets have almost 0% battery left. The probabilistic version exhibits better
performances compared to both unicast and basic versions. We can see that for
the probabilistic version, most of the nodes within the sink neighborhood are
dead after 200s.

These results demonstrate that there exists a trade-off between the network
lifetime and the performances of the gradient routing algorithm. Note that the
results may be different depending on the energy model used but the conclusion
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are still the same. It is also worth noting that the performance of the probabilistic
algorithm can be enhanced by modifying the forwarding probability according
to the remaining battery of each sensor such as in [12]. However, modifying this
probability may affect other performance metrics.

6 Conclusion and Future Work

In this paper we evaluated three routing algorithms for wireless sensor networks.
The three algorithms are based on a gradient that helps sensors to forward the
data they receive to the sink. We first evaluated an algorithm where packets are
forwarded by each node using local broadcast. The second algorithm is based
probabilistic forwarding of the packet and the third one is based on unicast
forwarding of the packet. We evaluated these algorithms based on three metrics
namely the delay, the delivery ratio and the overhead. Our simulations show that
the performances of each scheme are very different and that none of the studied
scheme is better than the other. We also evaluate the energy consumption of
each algorithm and these results confirm that there exists a tradeoff between
delivery ratio and energy comsumption. The choice of the algorithm must be
based on what is expected from the network. If reliability is the main criteria,
the basic scheme should be used at the expense of energy consumption. If the
lost of some messages is not critical, the unicast version is a good compromise.
The next step of this work is to evaluate the impact of having a better gradient
construction and maintenance on the performance of each routing protocol. In-
deed, in the gradient construction we use gradient may not be optimal due to
message loss. We also want to evaluate the effect of different parameters espe-
cially for the probabilistic version of the gradient or evaluate the combination of
different strategies depending on the depth of the originating sensor.
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Abstract. In this paper we address the problem of online bandwidth
estimation in wired and wireless LANs. To this end, we employ active
probing, i.e. we continuously inject packet probes into the network. We
present the key challenges and analyze the trade-offs between fast change
detection and estimate smoothness. We show the benefit of using Kalman
filtering to obtain optimal estimates under certain conditions and pro-
vide a procedure for parameterizing the filter with respect to specific use
cases. Furthermore, we evaluate the influence of probing train length on
the results. Based on our findings we developed a tool implementing the
presented methodology. We support our theoretical results by a number
of real-world measurements as well as simulations.

Keywords: measurements, online bandwith estimation, fair share,
kalman filter.

1 Introduction

The idea of using end-to-end measurements to infer the capacity left over by cross
traffic, also called available bandwidth, dates back to TCP congestion control [1]
and packet pair probing [2]. In the field of wired networks a number of estimation
methods, e.g. [3–7] exist that are well understood. The task of bandwidth esti-
mation in wireless LANs, poses additional challenges [8, 9]. Nevertheless, some
tools originating from the wired domain have been suggested for available band-
width estimation in wireless networks [7, 9, 10]. Empirical evaluations for both
domains can be found e.g. in [8, 11].

Active probing methods inject synthetic traffic into the network and attempt
to infer the unused resources of the network path by analysing the packet disper-
sion, i.e, the changes in inter-packet gaps. Almost all tools calculate the average
of several measurements and report a single bandwidth estimate. Under constant
channel conditions, increasing probing intervals or the probing traffic intensity
can improve the accuracy of the results. On the other hand, it is often necessary
to probe bandwidth continuously in order to accurately detect changes over time.
For minimal intrusiveness it is desirable to minimize probing traffic, which might
negatively impact the sample accuracy. At the same time, the sampling rate must
be high enough to guarantee that changes are detected sufficiently fast.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 548–561, 2009.
c© IFIP International Federation for Information Processing 2009
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In this paper we analyze the constraints related to continuous probing and
show how Kalman filtering can be used to improve estimates. We model the
available bandwidth and the fair bandwidth share in wireless networks respec-
tively as a time-varying process that is at least piecewise stationary. In wired
networks this process is cross traffic dependent while in wireless domains it is
also related to the number of nodes and the physical channel conditions. Using
trains of packet probes we sample this process continuously to adapt to changes
in the channel state, e.g. changing number of transmitting stations, rate adapting
stations or cross traffic variations. Additionally, we assume that the maximum
probing rate is limited. We show that the estimate variance, which we interpret
as measurement noise, is related to the train length. Furthermore, we present a
procedure for tuning the process noise which influences smoothness and agility
of the Kalman estimate. We substantiate our analytical findings by an extensive
set of measurements and simulations. Furthermore, we address the problem of
finding a suitable number of packets per probing stream.

2 Related Work

In this section we discuss related work on bandwidth estimation in wireless
and wired networks. We focus on active probing techniques rather than passive
approaches which analyze cross traffic directly. In wireless networks for instance,
the broadcast medium can be used to capture packets of other stations and
derive bandwidth information. However, theses methods cannot obtain end-to-
end information.

Available bandwidth estimation techniques attempt to infer the capacity left
over by cross-traffic in a network path. Hence, the available bandwidth ABi of
a single link i in a time interval [τ, t) is defined as [12]

ABi(τ, t) = Ci(1− ui(τ, t)) (1)

where Ci is the channel capacity and ui ∈ [0, 1] the utilization. The available
bandwidth of the network path is given by the minimum available bandwidth
over all single links AB = mini(ABi).

In recent years a number of tools, which use active probing for available band-
width estimation have been proposed, e.g. [3, 4, 10]. Probes consisting of packet
pairs or packet trains are injected into the network at specified rate. The inter
packet gaps at the path egress are then used to infer the available bandwidth.
So-called packet chirps [4] represent a special class where packets are sent with
a geometrically decreasing gap.

Most tools assume First In First Out (FIFO) multiplexing which is the typical
scheduling policy in today’s Internet. Thus, network flows obtain a share of the
capacity which is proportional to their sending rate. Under the assumption of
constant bit rate (CBR) probing rates this yields

rin

rout
= max

(
1,

rin + λ

C

)
=

{
1 , if rin ≤ C − λ
rin+λ

C , if rin > C − λ
(2)
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also referred to as the rate response curve [6, 13], where rin and rout are the input
and output rates of the probing traffic, λ is the cross traffic rate and C is the
channel capacity. Therefore, estimating the available bandwidth is equivalent to
finding the break in the rate response curve. Iterative probing tools [14] aim to
detect the break using a rate scan, i.e. by iteratively increasing their sending rate.
While (2) is typically applied to packet trains, it can easily be mapped to a gap
response curve, used for packet pairs [13] by using the expressions gin = L/rin

and gout = L/rout where L is a given packet size and gin and gout are the input
and output gaps between successive packets.

The BART tool [7], a successor of DietTOPP [10], is an iterative probing
method which uses a Kalman filter to obtain both, the end-to-end available
bandwidth and the bottleneck capacity. However, the approach employs iterative
probing while our work focuses on direct probing and an analytical derivation
of the Kalman filter noise parameters.

If the link capacity C is known in advance (2) can be solved for the cross traffic
rate λ if the probing rate is larger than the available bandwidth. In contrast to
iterative probing this yields one estimate for every probe. Hence, rather than
testing whether the probing rate is above or below the available bandwidth, the
cross traffic itself is sampled. This approach is referred to as direct probing [14].
Let rin = C it follows from (2) that the available bandwidth can be calculated
directly by [5, 9]

AB = C

(
2− C

rout

)
= C

(
1− gout − gin

gin

)
. (3)

In wireless networks the DCF aims to achieve per packet fairness for the medium
access. Studies have related this fairness to the fair share achieved by Generalized
Processor Sharing, e.g [15, 16]. Hence, the assumption of FCFS scheduling does
not hold in wireless LANs. The fair share fs can be computed recursively as a
solution of

fs :
M∑
i=1

min{ri, fs} = C (4)

where C is the capacity, ri is the sending rate of station i, and M is the number
of competing stations. Unlike in FCFS systems in fair queueing systems iterative
probing reports the fair share, which represents an upper bound for the avail-
able bandwidth. However, using (3) in fair queueing systems yields neither the
available bandwidth nor the fair share [8]. Thus, direct probing tools using this
equation tend to fail in wireless networks. Nevertheless, direct probing using a
rate above the fair share easily reports the fair share, since it is equal to the
output rate.

A partially implicit assumption of many bandwidth estimation tools is a sim-
plified network model: the network path is abstracted by a single tight link, cross
traffic is viewed as constant rate fluid and channel conditions are invariant. At
least the last point is not necessarily true in wireless networks due to interference
of other stations, other external radio sources or rate adaption.
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3 Filtering of Active Probing Measurements

In order to detect changes in the cross traffic process, we probe continuously
over time. Therefore, we require an accurate and fast probing approach with low
probing overhead. To this end, we use direct probing as it provides fast and fairly
reliable samples in FIFO as well as DCF networks. We measure the dispersion
of packets in a packet train of length l + 1 with packet size L and derive the
averaged gap of the departures, i.e, packets at the receiver side by

gd =
d(l + 1)− d(1)

l
(5)

where d(n) represents the receiving time-stamp of the nth packet. In FIFO net-
works available bandwidth is derived by (3) whereas the fair share is computed
by fs = L/gd.

In a perfect constant fluid system, every single sample would lead to a correct
bandwidth estimate. Unfortunately, estimates derived through injected packet
probes are strongly influenced not only by packetized cross-traffic but also by
issues such as interface buffers or timer inaccuracies. We regard the resulting
probing train gap variations as measurement noise. We found that these effects
are diminished when using larger packet trains. Most existing tools use averaging
over several probe estimates to deal with measurement noise and obtain more
accurate bandwidth estimates [13, 17]. In essence, all approaches utilize some
form of filtering. For instance, the use of packet trains itself constitutes a low
pass filter. A naive approach for on-line bandwidth estimation is to employ
a moving average over the past N samples. In all cases an open question is
the suitable filter parametrization. Parameters include train lengths, probing
intensity and filter lengths. In the following, we employ the Kalman filter, which
known to produce optimal estimates for processes perturbed by Gaussian noise.
In section 4.1 we argue, that active probing methods which use long trains of
packet probes, produce estimates which are normally distributed around the
true available bandwidth. Consequently, Kalman filtering is ideal for eliminating
this type of measurement error. Additionally, we relate the Kalman filter to an
exponentially weighted moving average filter (EWMA).

In order to correctly parametrize a probing technique, it is vital to consider its
use-case. It is evident that in a scenario where the user is only interested in the
average available bandwidth over several minutes different settings are required
than if changes must be detected within seconds. To this end, we require the user
to specify the minimum bandwidth change B to be identified within a given time
Ts. Furthermore, we assume that the maximum probing rate is constrained to
a specific value rp (to e.g. 5% of the maximum link capacity), resulting in a
maximum inter-train sending time tΔ = L(l + 1)/rp. Given these constraints,
our goal is to derive optimal settings for the Kalman filter.

4 Bandwidth Estimation Using Kalman Filtering

As shown in [18] the channel access procedure used in the 802.11 DCF trans-
forms the cross traffic process into an uncorrelated, approximately Gaussian
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distributed random process. Furthermore, in Sect. 4.1 we demonstrate that Pois-
son cross traffic observed over long timescales has the same properties. Therefore,
we model perturbations within packet train samples as a Gaussian noise process.
This makes the Kalman filter an ideal candidate for estimating the true channel
bandwidth.

In the following, we will outline the working of the Kalman filter and present
simplifications, which are applicable when the filter noise parameters are time
invariant. Moreover, we will show how suitable noise values should be derived in
the context of available bandwidth and fair share measurements. Furthermore,
we will demonstrate the effect of the parameters on the filter performance and
convergence speed.

It is well known that the Kalman filter is the minimum mean squared error
(MMSE) estimator when the process and measurement noises are Gaussian. If
the Gaussian assumption is dropped, the Kalman filter is still the best linear
unbiased estimator. The filter can estimate the state xk at time k of any system
which can be represented in a state space framework

xk = Axk−1 + Bkuk + ωk (6)
zk = Hxk + νk (7)

where A is a state transition matrix, B is a control-input matrix associated
with an external input uk, and ωk is a normally distributed process noise with
ωk ≈ N(0, Q). The measurements zk, linked to the system state through an
observation matrix H are perturbed by a normally distributed measurement
noise νk ≈ N(0, R).

The optimal state estimate is obtained by iteratively applying a set of equa-
tions [19] known as the time and measurement updates as samples zk, e.g. packet
train estimates in our specific use-case, become available. In our probing frame-
work, the state estimate, i.e. the available bandwidth, is scalar, A = 1, B = 0
and H = 1. The reduced Kalman equations are then given by

Gk =
Pk−1 + Q

Pk−1 + Q + R
(8)

x̂k = x̂k−1(1−Gk) + Gkzk (9)
Pk = (1 −Gk)(Pk−1 + Q) (10)

Above Gk is the Kalman gain and Pk is the filter estimate error variance. Typ-
ically, the filter is initialized with a guess for the state estimate x0 and large
value P0 representing the uncertainty associated with the guess.

It is evident from equations (8, 9, 10) that the error variance Pk and the
Kalman gain Gk are independent of the current state estimate x̂k and the mea-
surement zk. Moreover, for stationary noises the parameters Pk and Gk quickly
converge to constant values P∞ and G∞ respectively [19]. The values of these
steady-state parameters can be calculated offline analytically

P∞ =
Q

2
± Q

2

√
1 + 4R/Q = P± (11)

G∞ =
P+

P+ + R
= −P−

R
(12)
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where P∞ is positive. Evidently, the steady-state Kalman filter equations are
equivalent to the recursive formulation of the exponentially weighted moving
average (EWMA) filter with smoothing factor G∞. Using zk = xk we get

x̂k = (1−G∞)x̂k−1 + G∞xk (13)

In contrast to classic EWMA filtering, where the smoothing factor is generally
selected in an ad-hoc manner, the Kalman framework allows us to optimally
parametrize the filter. If the Gaussian noise variances Q and R are known, the
Kalman filter is optimal, i.e. no other filter can achieve a smaller MSE. For
non-Gaussian noises, the filter is still the best linear unbiased estimator. In the
following sections, we will outline a procedure for determining suitable process
and measurement noises.

4.1 Measurement Noise Parametrization

We now derive the measurement noise associated with packet train sampling of
a Poisson cross-traffic process. To calculate the dispersion and variance of gd

caused by cross traffic in the wireless case we use [18]

d(l + 1)− d(1) = (l + K)
(

L

C
+ Δ

)
+

l+1∑
j=2

b(j) (14)

where K describes the random number of cross traffic packets transmitted be-
tween packet 1 and l of the probing stream, Δ accounts for the protocol overhead
and b(j) for the DCF back-off procedure. For a wired FIFO system we set Δ
and b(j) to zero. The dominant source of randomness is given by the number
of inter-transmitted packets K. Thus, the variation and the measurement noise
mainly depend on K and can be derived from its distribution.

To derive the conditional distribution of P [K = k|l], i.e. that a cross traffic
source transmits k packets given a tagged station transmits l packets in a DCF
system, [18] uses probability theory and findings presented in [20] and [21]. The
conditional distribution of k under l can be expressed as follows

P[K = k|l] = P

[
k∑

j=1

b1(j) ≤ b2 l and
k+1∑
j=1

b1(j) > b2 l

]
(15)

where b1 are i.i.d. random variables representing the inter-arrival times of cross
traffic whereas b2 is the gap between two successive packets of a CBR probing
stream with length l. Based on this model, the authors relate measurement
noise to probing train length. Equipped with these findings, we derive a similar
expression for cross traffic in FIFO networks.

Lemma 1 (Poisson approximation). Let λ be the average packet rate of
Poisson cross traffic arrivals. Furthermore, let l be the length and rp the rate
of a probing stream. For E[K] = lλ/rp  1 (15) is approximately Gaussian
where

P[K ≤ k|l] ≈ P

[
N(0, 1) ≤ k − lλ/rp√

lλ/rp

]
.
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(a) Change tracking using different pro-
cess noise values: Q=3.8, Q=0.38.
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(b) Influence of process noise on con-
vergence speed: Q=0.04 (T=10s),
Q=0.0044 (T=30s), Q=0.0011 (T=60s).

Fig. 1. Simulation of estimates corrupted by Gaussian noise (R=16) with tΔ = 0.1 s

Proof. Using the central limit theorem, the Poisson distribution can be approxi-
mated by a normal distribution for E[K] 1 with mean μ = E[K] and variance
σ2 = E[K], i.e. it becomes N(E[K], E[K])-distributed

P[K = k] ≈ 1√
2π E[K]

e−
(k−E[K])2

2 E[K]

To calculate E[K], we assume the cross traffic arrivals as a Poisson process with
an average packet rate λ. For a probing stream of length l and probing rate rp,
we get

E[K] =
l

rp
λ

that describes the expected average packet arrivals during a sample interval re-
lated to the probing stream. We can now use the normal distribution to calculate
the conditional probability

P[K ≤ k|l] ≈ P

[
N

(
0,

l

rp
λ

)
≤ k − l

rp
λ

]
Finally, we use the fact, that if X is N(aμ, a2σ2) then Y = X/a is N(μ, σ2) with
a2 = lλ/rp to standardize the result.

Combining (5) and (14) we find that in FIFO systems the variation of gd is given
by the distribution K/l. Using Lemma 1 and V ar(aX+b) = a2V ar(X) we calcu-
late the standard deviation for Poisson cross traffic and derive the measurement
noise

σgd
=

√
λ

rp l

L

C
(16)
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4.2 Process Noise Parametrization

For optimal operation, the Kalman filter must also be supplied with the true
variance Q of the measured process. Essentially, the parameter Q determines how
quickly the filter considers new measurements to be reliable. However, generally
the variance of the measured process is not known in advance. Nevertheless, we
may choose a value based on knowledge of the type of changes we are interested in
capturing. Even if the measured process is not normally distributed, the Kalman
filter provides the lowest MSE achievable by a linear filter.

Consider the simulation scenario depicted in figure 1(a). After 20 s the fair
share abruptly drops from 28 to 14 Mbps. Expressed as a gap length, we denote
this change of B = 14 Mbps as gj = L/B. The fair share remains in this state for
Ts = 5 s. Samples corrupted by a Gaussian noise process with variance R = 16
are collected every tΔ = 0.1 s. To ensure that the filter follows cross-traffic
variations, we must set Q > 0. It is evident that if Q is too large, the estimate will
be unnecessarily noisy. If, on the other hand, Q is too small, the discontinuity will
be over-smoothed. This might be acceptable if one is not interested in tracking
such short variations. Let us however assume that the application relying on our
bandwidth estimate can benefit from accurately identifying this short fair share
jump.

We can optimally identify the discontinuity by calculating the variance Q for
the segment Ts after the fair share change. As Ts/tΔ = np samples are generated
during Ts, Q is calculated as follows

Q =
g2

j

np
=

g2
j L

Tsrp
(l + 1) (17)

Evidently Q decreases linearly as the number of samples in the segment is
increased, i.e. the number of packets per train is reduced. Using Eq. 17 the
Kalman filter will yield the minimal MSE within the considered segment. Natu-
rally the detection of shorter discontinuities will be sub-optimal. As a result, the
parametrization can be viewed as a lower bound for the filter tracking ability.

4.3 Convergence Speed and Estimate Variance

We now consider the effects of the filter parametrization on the estimate. Firstly,
we calculate the time needed for the filter to converge to a new value after
an abrupt change. To this end, we examine the impulse response of the scalar
steady-state Kalman filter where yk is the system output and uk is the step
function

yk = (1−G∞)kuk = e−αkuk (18)

Evidently, the convergence speed to a new bandwidth is exponential. To calculate
the convergence time, we make use of the fact that e−αk decays to less than 1%
of its initial value after k = 5/α time-steps.
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Fig. 2. Estimate variance for a 14 Mbit bandwidth change within Ts = 0.5, 1, 2, 4 . . . 32s
(solid curves; top to bottom) and dependency on train length and measurement noise
variance. Within the segment Ts in (a) and for t � Ts in (b).

The relationship1 between the noise process variances Q and R to α, and
consequently G∞ is derived using

e−α = (1 −G∞) = 1 +
P−
R

= 1 +
Q

2R
− Q

2R

√
1 + 4R/Q (19)

eα =
1

(1 −G∞)
=

R + P+

R
= 1 +

Q

2R
+

Q

2R

√
1 + 4R/Q (20)

cosh(α) = 1 +
Q

2R
(21)

Moreover, taking into account that packet train probes are sent every tΔ seconds,
we can calculate the filter convergence time for a set of values Q,R

T = 5tΔ/ arcosh(1 +
Q

2R
) (22)

Next, we derive the overall variance of the filtered estimate during the dis-
continuity period Ts. The EWMA filter is in essence an auto-regressive AR(1)
process with a1 = 1−G, driven by the process G∞z. The variance of the sample
process z is the sum of the process and measurement variances Var(z) = Q+ R,
which are independent by definition. Therefore, σ2

z = Var(G∞z) = G2∞(R + Q).
Thus, the overall variance of the filtered estimate process is given by

Var(x̂k) =
σ2

z

1− a2
1

=
G2∞(Q + R)

1− (1−G∞)2
(23)

Figure 2(a) illustrates the relationship between the estimate variance and
train length for discontinuity periods of different lengths.

Assuming no further cross-traffic jumps, for times significantly longer than Ts

the effects of the jump on the variance become negligible, i.e. Q tends towards

1 For R � Q the approximation α ≈ √
Q/R may be used.
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zero resulting in Var(x̂k) = G2
∞R/(1−(1−G∞)2). The train length dependencies

for this case are depicted in Figure 2(b).
For cases in which the variance of the cross-traffic is known in advance, we

can readily employ equation 23 to determine the probing train length which
produces a minimal MSE.

4.4 Packet Train Length Considerations

For the remainder of the paper, we focus on the wireless case, i.e. fair share
estimation. The measurement noise variance derived in [18] is used.

As we showed above, increasing the packet train length l reduces the variance
of the bandwidth samples proportionally to 1/l. Additionally, because the ratio
between the bandwidth used per train and number of train gaps (l + 1)L/l is
non-linear, probing bandwidth is wasted when using short packet trains. It is
also clear that long train lengths, i.e. low sampling rates, will have a negative
impact on the bandwidth change tracking accuracy.

Next, we analyze the optimal train length for a given Ts and B. Figure 2(a)
depicts the variance of the filtered samples for a process noise optimized to track
changes of B = 14 Mbps within Ts = 0.5, 1, 2, 4 . . .32s. This variance is related
to the MSE between the estimate and the actual bandwidth during the time
Ts. It is comprised of the deviation during the convergence period T and the
measurement variance after convergence.

It is evident that for the depicted scenario, it is desirable to use short train
lengths even if the resulting sample variance R is increased: the overall segment
MSE is minimized. For t  Ts, the filter has the largest variance improvement
for short train lengths, as depicted in Figure 2(b). However, as the cross-traffic
is assumed to be constant, we can use long packet trains sent at a low frequency
to further improve the estimate.

Naturally, increasing the probing traffic intensity rp will yield even better
results, as longer trains can be used, yielding a lower probe variance.

5 Experimental Evaluation of Bandwidth Estimation

Based on the findings in Sect. 4 we developed a modular, portable measure-
ment framework called WiProbe. It implements direct probing for estimating
the available bandwidth in the wired domain and the fair share in wireless net-
works. Kalman filtering is used to continuously remove measurement noise from
the probes.

In order to evaluate our method and the implementation of our tool, we per-
formed experiments in a controlled testbed environment containing both wired
and wireless links. We investigate the performance of the Kalman filter and the
effects of parametrization to provide an underpining of our theoretical findings
in section 3 and section 4.
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The wireless testbed2 setup is depicted in Fig. 3. The distance between the wire-
less stations and the access point was between 0.5 m and 1.5 m. We switched off
RTS/CTS, automatic rate adaption as well as packet fragmentation. The DCF is
used for medium access. All nodes were connected to a separate switched Ether-
net control network. We employed SSHLauncher [22] to atomate the experiment
execution.

First, we focus on the accuracy of unfiltered packet train probes. We estimate
the fair share by sending probing traffic from S1 to R and a single contend-
ing flow from S2 to R with an increasing rate λ from 0 Mbps to 28 Mbps.
The cross traffic is generated using the D-ITG [23] traffic generator. Fig. 4
shows the average of 25 fair share and bandwidth estimates with different prob-
ing train lengths gathered in approximately 1 second per rate for all rates of
cross traffic. Furthermore, we show the corresponding confidence intervals at
a confidence level of 0.95. As a reference, the true fair share of a new flow
fs = max{C − λ, C/2} and the available bandwidth are plotted. Due to large
protocol overhead [8, 24], we use a nominal capacity C = 28 Mbps for a packet
size of 1500 Bytes. It is obvious that at least for long probing trains, WiProbe
accurately estimates the available bandwidth and the fair share in FIFO and
DCF networks respectively. As stated in section 3, using shorter train lengths
results in samples with a higher variance, as indicated by the larger confidence
intervals in Fig. 4. Furthermore, the direct probing samples for FIFO networks
and high cross traffic rates exhibit some inaccuracies due to packet loss caused by
congestion.

2 We used Lenovo ThinkPad R61i notebooks with 2.0 GHz, 2 GB RAM running Ubuntu
Linux 8.04 with kernel version 2.6.24. We employed the internal Intel PRO/Wireless
4965 AGNIEEE802.11g WLANadapters. The access point is aBuffaloWireless-G 125
series running DD-WRT version 24 RC-4. The switch used in the wired test network
is a Netgear FS-108.
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Fig. 5 depicts the effect of train length and process noise on the ability to
track a fair share discontinuity. Based on the results plotted in Fig. 2(a) we
probe using a train length of l = 8 to detect the change of 14 Mbits for
Ts = 16s. Using the calculated, optimal process noise Q = 7.1 × 10−5, the
jump is accurately tracked at the expense of a higher estimate noise. Never-
theless, the measurement noise is significantly lower when compared to the un-
filtered case. Using a sub-optimal value for Q, the filtered estimate variance is
reduced for longer timescales, however the estimate of the discontinuity is highly
distorted.

The measurement results depicted in Fig. 6 confirm our theoretical findings
from section 4.3. We were able to achieve a predetermined convergence time by
selecting the process noise Q according to Eq. 23. As expected, fast convergence
times are associated with a larger estimate variance as indicated by the larger
confidence intervals in Fig. 6.

6 Conclusion

In this paper we showed the benefit of employing Kalman filtering for improv-
ing estimates derived from continuous active probing of fair share or available
bandwidth using a constant probing rate. Specifically, we showed how filter pa-
rameters should be chosen to fit a specific use case and calculated the effects
of filtering on the estimate variance. Additionally, we showed the relationship
between filter convergence time and the process and measurement noise pa-
rameters. Furthermore, we evaluated the influence of train lengths on the es-
timate’s variance for wired and wireless setups. We conclude that depending
on the time-scale and intensity of the cross traffic variations of interest, it can
be beneficial to sample cross-traffic frequently using short packet trains. When
tracking short-term changes is not a primary concern, long packet trains sent
less frequently should be employed, as these provide estimates with the lowest
variance.
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Abstract. The robustness of a network is depending on the type of attack we 
are considering. In this paper we focus on the spread of viruses on networks. It 
is common practice to use the epidemic threshold as a measure for robustness. 
Because the epidemic threshold is inversely proportional to the largest eigen-
value of the adjacency matrix, it seems easy to compare the robustness of two 
networks. We will show in this paper that the comparison of the robustness with 
respect to virus spread for two networks actually depends on the value of the ef-
fective spreading rate τ. For this reason we propose a new metric, the viral con-
ductance, which takes into account the complete range of values τ can obtain. In 
this paper we determine the viral conductance of regular graphs, complete bi-
partite graphs and a number of realistic networks.   

Keywords: Robustness, virus spread, epidemic threshold, viral conductance. 

1   Introduction 

Our daily activities rely increasingly on complex networks. The power grid, the Inter-
net, and transportation networks are examples of complex networks. In contrast to 
simple networks, such as regular or Erdös-Rényi random graphs [7], complex net-
works are characterized by a large number of vertices (from hundreds of thousands to 
billions of nodes), a low density of links, clustering effects, and power-law node-
degree distribution [1], [20]. Being so large, complex networks are often controlled in 
a decentralized way and show properties of self-organization. However, even if de-
centralization and self-organization theoretically reduce the risk of failure, complex 
networks can experience disruptive and massive failure.  

As an example of massive attacks, in 2001, Code Red, a computer virus that inca-
pacitated numerous networks, resulted in a global loss of 2.6 billion US dollars. In 
2004, the Sassar virus caused Delta airlines to cancel 40 transatlantic flights in addi-
tion to halting trains in Australia.  Additionally, the US General Accounting Office 
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estimated 250,000 annual attacks on Department Of Defense networks. Objectives of 
such attacks range from theft, modification, and destruction of data to dismantling of 
entire networks.  In another example concerning the power grid, the Northeastern and 
Midwestern United States, and Ontario, Canada suffered a massive widespread power 
outage on August 14, 2003. Since our daily routines would cease if the technological 
information infrastructure disintegrates, thus, it becomes crucial to maintain the high-
est levels of robustness in complex networks. 

Therefore, the first step is to assess the robustness of networks. Obviously the ro-
bustness of a network is depending on the type of attack we are considering. In this 
paper we will focus on the spread of viruses on networks.  

The Susceptible-Infected-Susceptible (SIS) infection model, which arose in mathe-
matical biology, is often used to model the spread of viruses [10], [9], [14], epidemic 
algorithms for information dissemination in unreliable distributed systems like P2P 
and ad-hoc networks [3], [8], and propagation of faults and failures in networks like 
BGP [4]. The SIS model assumes that a node in the network is in one of two states: 
infected and therefore infectious, or healthy and therefore susceptible to infection. 
The SIS model usually assumes instantaneous state transitions. Thus, as soon as a 
node becomes infected, it becomes infectious and likewise, as soon as a node is cured 
it is susceptible to re-infection. There are many models that consider more aspects 
like incubation periods, variable infection rate, a curing process that takes a certain 
amount of time and so on [6], [10], [19]. In epidemiological theory, many authors 
refer to an epidemic threshold τc, see for instance [6], [2], [10] and [14]. If it is as-
sumed that the infection rate along each link is β while the curing rate for each node is 
δ then the effective spreading rate of the virus can be defined as τ = β/δ. The epidemic 
threshold can be defined as follows: for effective spreading rates below τc the virus 
contamination in the network dies out - the mean epidemic lifetime is of order log n, 
while for effective spreading rates above τc the virus is prevalent, i.e. a persisting 
fraction of nodes remains infected with the mean epidemic lifetime [9] of the order 
exp(nα). In the case of persistence we will refer to the prevailing state as a metastable 
state or steady state. It was shown in [18] and [9] that τc = 1/ρ(A) where ρ(A) denotes 
the spectral radius of the adjacency matrix A of the graph. Recently, the epidemic 
threshold formula has also been verified by using the N-intertwined model [17], 
which consists of a pair of interacting continuous Markov chains. 

It is common practice to use the epidemic threshold as a measure for robustness: 
the larger the epidemic, the more robust a network is against the spread of a virus, see 
[11]. Because the epidemic threshold is inversely proportional to the largest eigen-
value of the adjacency matrix, it seems easy to compare the robustness of two net-
works.  We will show in this paper that the comparison of the robustness with respect 
to virus spread for two networks is not so straightforward. To be more precise, we 
will show that the comparison of networks depends on the actual value of the effec-
tive spreading rate τ. For this reason we propose a new metric, the viral conductance, 
which takes into account the complete range of values τ can obtain. 

The rest of this paper is organized as follows. In Section 2 we consider the spread of 
viruses on regular and complete bi-partite graphs and show the need for a new metric 
for robustness with respect to virus spread. We propose this new metric, the viral con-
ductance, in Section 3. In Section 4 we suggest a heuristic for the computation of the 
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viral conductance. We determine the viral conductance for some realistic networks in 
Section 5. The main conclusions are summarized in Section 6. 

2   Virus Spread on Regular and Complete Bi-partite Graphs 

In this section we will compare the fraction of infected nodes for two example net-
works and show that the value of the effective spreading rate τ determines for which 
network this fraction is higher.   The example networks belong to the class of regular 
and complete bi-partite graphs, respectively.  

2.1   Virus Spread on Regular Graphs 

In this subsection we discuss the spread of viruses over a simpler network, i.e. the 
connected regular graph. This model is based on a classical result by Kephart and 
White [10] for SIS models. 

We consider a connected graph on N nodes where every node has degree k. We 
denote the number of infected nodes in the population at time t by Y(t). If the popu-
lation N is sufficiently large, we can convert Y(t) to y(t)=Y(t)/N, a continuous 
quantity representing the fraction of infected nodes. Now the rate at which the frac-
tion of infected nodes changes is due to two processes: susceptible nodes becoming 
infected and infected nodes being cured. Obviously, the cure rate for a fraction i of 
infected nodes is δy. The rate at which the fraction y grows is proportional the  
fraction of susceptible nodes, i.e. 1-y. For every susceptible node the rate of infec-
tion is the product of the infection rate per node (β), the degree of the node (k) and 
the probability that on a given link the susceptible node connects to an infected 
node (y). 

Therefore we obtain the following differential equation describing the time evolu-
tion of y(t): 

(1 ) .
dy

ky y y
dt

β δ= − −     (1) 

The steady state solution y∞ of Eq. (1) satisfies 

1
1 .

k
y

k k

β δ
β τ∞

−= = −      (2) 

Because an epidemic state only exists if y∞ > 0, we conclude that the epidemic thresh-
old satisfies 

                            
1

.c k
τ =                                        (3) 

Because for k-regular graphs the spectral radius of the adjacency matrix is equal to k, 
see [5], Eq. (3) is in line with the result by [18]. 
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2.2   Virus Spread on Complete Bi-partite Graphs 

In this subsection we will consider complete bi-partite graphs. A complete bi-partite 
graph KM,N consists of two disjoint sets S1 and S2 containing respectively M and N 
nodes, such that all nodes in S1 are connected to all nodes in S2, while within each set 
no connections occur. Fig. 1 gives an example of a complete bi-partite graph on 10 
nodes. 

 

Fig. 1. Complete bi-partite graph K2,8 

Notice that (core) telecommunication networks often can be modeled as a com-
plete bi-partite topology. For instance, the so-called double-star topology (i.e. KM,N 
withM = 2) is quite commonly used because it offers a high level of robustness 
against link failures. For example, the Amsterdam Internet Exchange (see 
www.ams-ix.net), one of the largest public Internet exchanges in the world, uses 
this topology to connect its four locations in Amsterdam to two high-density 
Ethernet switches. Sensor networks are also often designed as complete bi-partite 
graphs. 

In [12] a model for virus spreading on the complete bi-partite graph KM,N was pre-
sented. Using differential equations and two-state Markov processes it was shown in 

[12] that, above the epidemic threshold  
MN

c

1=τ , the fraction of infected nodes 

for  KM,N satisfies  

2( 1)(( ) 2)
.

( )( 1)( 1)

MN M N
y

M N M N

τ τ
τ τ τ∞

− + +=
+ + +

   (4) 

It is easy to verify that for the case M = N, Eq. (4) reduces to Eq. (2), with k = N. 

2.3   Comparing the Fraction of Infected Nodes for Two Graphs 

In this subsection we consider two networks on 10 nodes, the Petersen graph (see 
Fig. 2) and K2,8. Note that the Petersen graph is a regular graph where every node has 
3 neighbours, i.e. k = 3 in the notation of section 2.1. 



566 R.E. Kooij et al. 

 

Fig. 2. Petersen graph 

Using Eq. (2) and Eq. (4) we can compare the fraction of infected nodes y∞ at 
steady state for the Petersen graph and K2,8, see Fig. 3.  
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Fig. 3. Fraction of infected nodes for Petersen graph and K2,8  

If we only look at the epidemic threshold, we see that the Petersen graph outper-
forms K2,8. However, for τ sufficiently large, K2,8 performs better because then the 
fraction of infected nodes is lower than for the regular graph. Note that this effect, that 
regular graphs have a higher fraction of infected nodes than non-regular graphs for 
large values of τ, was already observed in [16]. 

This section shows that in order to compare for two networks the robustness with 
respect to virus spread, it does not suffice only to look at the epidemic threshold.   

3   Viral Conductance  

In this section we propose a new metric for robustness with respect to virus spread 
that takes into account the complete range of τ  values. 

A natural way to take all values of τ  into account is by considering the area under 
the curve that gives the fraction of infected nodes. However, because this will lead to 
divergent integrals, from now on, instead of considering the effective spreading rate τ 
we look at the reciprocal of τ, that is the effective spreading rate s = δ/β.  
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We are interested in y∞(s), the fraction of infected nodes in steady state, as a func-
tion of the effective curing rate. Note that the behaviour of y∞ (s) around s = 0 reflects 
the behaviour of the original system for  τ  ∞. 

We are now in the position to suggest a new robustness measure with respect to vi-
rus spread that takes into account all values of τ, and hence s. 

Definition. The viral conductance V of a network G is given by  

,)()(
0
∫
∞

∞= dssyGV     (5)  

where y∞ (s) denotes the fraction of infected nodes in steady state and s = δ/β. 
Note that it is possible to come up with other metrics that take the full range of τ 

values into account, but in our opinion the viral conductance is the simplest one. De-
termination of the operational meaning of the viral conductance is left for further 
study.   We will now state some theorems for the viral conductance V(G). 

Theorem 1. For regular graphs Hk, where every node has k neighbours, it holds that 
V(Hk) = k/2. 

 

Proof. This follows directly from Eq. (2) and Eq. (5). 

Theorem 2. For complete bi-partite graphs KM,N, it holds that  V(KM,N) = 
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Proof. This follows from applying Eq. (5) to Eq. (4). 

4   A Heuristic for the Viral Conductance  

For general networks we cannot compute the fraction of infected nodes y∞(s), and 
hence the viral conductance, explicitly. Therefore, in this section we propose a heuris-
tic for the computation of the viral conductance for general networks.  

We start with listing some properties of the fraction of infected nodes y∞ (s). 

Lemma 1. For any connected graph G let A denote its adjacency matrix and ρ(A) the 
largest eigenvalue of A. Then y∞ (ρ(A))=0. 

Proof.  This is just the threshold theorem, see e.g. [17]. 

Lemma 2. Consider a connected graph on N nodes and denote the degree of node i by 

di. Then )(
11

1)( 2

1

sO
dN

ssy
N

i i

+−= ∑
=

∞ . 

Proof. This follows from Section IV in [17]. 
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Conjecture. For any connected graph G on N nodes, let A denote its adjacency ma-
trix, ρ(A) the largest eigenvalue of A, di the degree of node i and E[di] the mean nodal 

degree.  Then 
2

[ ]
lim i

s

E ddy

dsρ ρ
∞

↑
= − . 

Motivation. The conjecture is true for regular and complete bi-partite graphs and 
also is supported by numerical evidence. 

We will use the above lemmas and conjecture to construct a heuristic for estimat-
ing the new robustness metric V. 

We first approximate the curve y∞(s) by two straight lines, y∞1(s) and y∞2(s) such that 
y∞1(s) is the linearization of y∞(s) at s = 0 and y∞2(s) is the linearization of  y∞(s) at s = ρ. 

From Lemma 2 and the conjecture it follows that 
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Hence we obtain for this heuristic 
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Next we approximate the curve y∞(s) by a non-linear curve y∞NL(s) of the following 

form d
NL csbsasy ++=∞ )( such that y∞NL(s) and y∞(s) have the same lineariza-

tion, both at s = 0 and at s = ρ. A straightforward calculation shows that 
d

NL

s
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Note that for non-regular graphs ][ idE>ρ , see e.g. [5], from which it can be 

deduced that d > 1, hence the derivative of y∞NL(s) at s = 0 is finite. 
Hence we obtain for this heuristic 

.
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Because VNL always seems to lead to an overestimation of V, while VPL underesti-
mates V, as the final heuristic VH for the viral conductance we propose a weighted 
average of VPL and VNL:  

0.95* 0.05*H PL NLV V V= +  . 

The choice of the weight (0.95) is based upon the results of the next section. We 
will now validate the heuristic for the complete bi-partite graph KM,N, for which we 
can determine the new robustness measure V explicitly, see Theorem 2. 
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The results are given in Table 1. 

Table 1. Comparison viral conductance V with heuristic VH for KM,N 

M N V VH Relative error 
10 90 11.38 10.23 -10% 
30 70 21.85 21.49 -2% 
50 50 25 25 0% 
10 990 20.14 14.08 -30% 

100 900 113.77 102.34 -10% 
250 750 200.24 194.71 -3% 

Apart from the case K10,990, the heuristic VH performs reasonably well.  

5   Viral Conductance for Realistic Networks 

In this section we will determine the viral conductance for a number of real-life net-
works and for some toy networks that are commonly used to model realistic networks. 

 
a) Abilene network                            b) Scale free network 

  
c) HOT network                                     d) Stanley Ring 

Fig. 4. Visualization of some of the considered networks 
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5.1   Considered Networks 

The following networks are considered in this section: the Abilene backbone network, 
a scale free network, HOT (Heuristically Optimal Topology), the Erdös-Rényi  graph, 
the Stanley Ring, the Stanley Mesh and a 2D-lattice.  The Stanley Ring and Stanley 
Mesh were proposed in [15] to maximize network robustness against both random 
and targeted attacks while minimizing the network cost.  

More information on the considered networks can be found in [12], [15] and [16]. 
All networks contain approximately 1000 nodes.  This value reflects the number of 

nodes in current inter-domain network design and thus provides a comparatively real-
life scenario.  Some of the considered networks are visualized in Fig. 4. 

5.2   Numerical Results 

Because for general networks no explicit expression for the fraction of infected nodes 
y∞(s) is available, we have used numerical analysis to determine the viral conductance 
for the considered networks. The first step is to obtain steady state values for the 
number of infected nodes, for a given value of the effective curing rate s. For this we 
use the discrete, deterministic expression for pi,t, the probability that node i is infected 
at time t, as given in [18]. By summing over all nodes and after the appropriate re-
scaling we obtain y∞(s). This fraction of infected nodes is evaluated for 100 equidis-
tant values of s, between 0 and ρ(A), the spectral radius of the adjacency matrix A. 
Finally, the viral conductance V is determined by means of a simple triangular inte-
gration method. The results are given in Table 2. 

Table 2. Viral conductance V for realistic networks 

Network N L <d> τc V VH rel. error 
Abilene 886 896 2.02 0.11 1.43 1.46 3% 

Scale free 1000 1049 2.10 0.10 1.49 1.54 3% 
HOT 1000 1049 2.10 0.11 1.46 1.53 5% 

Erdös-Rényi  1000 2009 4.02 0.19 2.20 2.15 -2% 
Stanley Ring 1000 1000 2.00 0.14 1.79 1.34 -25% 

Stanley Mesh 1000 1275 2.55 0.04 2.81 1.96 -30% 
2D-lattice 900 1740 3.87 0.25 2.00 1.96 -2% 

In Table 2 N denotes the number of nodes, L the number of links, <d> the average 
nodal degree and τc the epidemic threshold. VH denotes the viral conductance accord-
ing to the heuristic proposed in Section 4. Several conclusions can be drawn from 
Table 2. We confine ourselves to mention just a few: 

• Of the considered networks Abilene has the lowest viral conductance; hence it is 
the most robust with respect to virus spread. 

• The threshold of the Erdös-Rényi graph is almost twice as high as that of Abi-
lene, yet its viral conductance is about 50% higher. 

• For the Stanley Ring and Mesh the heuristic VH leads to an underestimation of 
the viral conductance in the order of 30%. For the other considered networks the 
heuristic is very accurate.  
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• Rewiring the links of the Stanley Ring could lead to a reduction of the viral con-
ductance of about 44%.  

The last conclusion follows from the fact that every ring topology has a viral con-
ductance of 1, see Theorem 1.   

6   Conclusions  

In this paper we have proposed the viral conductance as a new metric for robustness 
with respect to virus spread in networks. The viral conductance takes the complete 
range of values the effective spreading rate can attain into account. We have given an 
explicit expression for the viral conductance in case of regular and complete bi-partite 
graphs. For general networks we have proposed a heuristic. Next we have determined 
the viral conductance for a number of realistic networks, by means of numerical 
computation.  
 

The main conclusions are the following: 

• of the considered networks Abilene has the lowest viral conductance; hence it is 
the most robust with respect to virus spread; 

• For the Stanley Ring and Mesh the heuristic VH leads to an underestimation of 
the viral conductance in the order of 30%. For the other considered networks the 
heuristic is very accurate.. 

 

The following issues will be subject of our future work: 

• determination of operational meaning of the viral conductance; 
• design of topologies, with given number of nodes and links, which minimize the 

viral conductance; 
• construction of a more accurate heuristic for the computation of the viral conduc-

tance; 
• computation of the viral conductance for networks of a larger scale. 
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Abstract. Recently, random linear network coding has been widely applied in 
peer-to-peer network applications. Instead of sharing the raw data with each 
other, peers in the network produce and send encoded data to each other. As a 
result, the communication protocols have been greatly simplified, and the appli-
cations experience higher end-to-end throughput and better robustness to net-
work churns. Since it is difficult to verify the integrity of the encoded data, 
such systems can suffer from the famous pollution attack, in which a malicious 
node can send bad encoded blocks that consist of bogus data. Consequently, the 
bogus data will be propagated into the whole network at an exponential rate. 
Homomorphic hash functions (HHFs) have been designed to defend systems 
from such pollution attacks, but with a new challenge: HHFs require that 
network coding must be performed in GF(q), where q is a very large prime 
number. This greatly increases the computational cost of network coding, in ad-
dition to the already computational expensive HHFs. This paper exploits the po-
tential of the huge computing power of Graphic Processing Units (GPUs) to 
reduce the computational cost of network coding and homomorphic hashing. 
With our network coding and HHF implementation on GPU, we observed 
significant computational speedup in comparison with the best CPU implemen-
tation. This implementation can lead to a practical solution for defending 
against the pollution attacks in distributed systems. 

Keywords: applications and services, network coding, pollution attack, GPU 
computing. 

1   Introduction 

In recent years, peer-to-peer (P2P) content distribution applications (e.g., BitTorrent) 
and video streaming applications (e.g., ppLive) have become popular and constitute 
more than 30% of today's Internet traffic. The new coding technique, random linear 
network coding, is recently adopted by P2P applications [6-12], leading to simpler 
communication protocols, higher throughput, better resilience to network churns, and 
many more benefits to be discovered [6-12]. With network coding, the source 
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segments the to-be-distributed content into n data blocks of equal size. Each peer (in-
cluding the source) sends out encoded data blocks, each of which is a linear combina-
tion of the original data blocks. After receiving n linearly independent encoded data 
blocks, a peer is able to decode the original data blocks by solving n linear equations 
with n variables. Since it is difficult to verify the integrity of the encoded data, such 
systems can suffer from the famous pollution attack, in which a malicious node can 
send bad encoded blocks that consist of bogus data. Consequently, the bogus data will 
be propagated into the whole network at an exponential rate. To defend against such 
attacks, homomorphic hash functions (HHFs) have been proposed to provide a 
mechanism for verifying the integrity of the encoded data blocks received from the 
network.  In a nutshell, HHFs offer a nice property that the hash value of any encoded 
data block can be derived from the hash values of the original data blocks, based on 
which we can identify the bad encoded data blocks without decoding them [14] [15]. 
Hence, it can effectively prevent the propagation of the bogus data blocks.  

The theoretical property of HHFs is very attractive to practical P2P applications. 
Unfortunately, the computational complexity posed by HHF is the stumbling stone to 
this realization. First, HHF itself is computationally expensive.  On a contemporary 
CPU, say 3.0GHz Pentium 4 PC, we can only hash hundreds of kilobit per second 
[13]. Second, Homomorphic hashing requires extensive modular exponentiation op-
erations over a very larger prime modulus p (e.g., 1024 bit). This require that the data 
must be encoded in large finite field, GF(q), where q is a large prime number (e.g., 
257 bit). This greatly increases the computational cost of network coding, nearly im-
practical on CPUs. Our imperative goal is to remove the barrier by reducing the com-
putational cost. The key enabling technologies here are the modern GPUs and the 
CUDA programming model for non-graphical application development on GPUs. 

On the hardware level, recent advances in GPUs open a new era of GPU comput-
ing [20]. For instance, NVIDIA’s GTX 280 can achieve 933 GFLOPS of computing 
power, about 8 times faster than the Intel Harpertown 3.2GHz CPU. However, using 
GPU for non-graphic applications has been considered very difficult, mostly due to 
the limited API support. Nonetheless, the introduction of CUDA programming model 
makes it easier for software developers to develop non-graphic applications on GPUs 
[1]. In CUDA, GPU is treated as a dedicated coprocessor to the CPU, and multiple 
threads based on the same code can run simultaneously on the GPU, working on dif-
ferent data set. With supports from CUDA, it is now possible to implement network 
coding and HHFs on GPUs. In this paper, we propose to use GPU to accelerate ran-
dom linear network coding as well as homomorphic hashing. We designed and devel-
oped massively parallel network encoding and decoding algorithms and homomorphic 
hashing. By carefully applying optimization techniques, we successfully achieved a 
significant performance boost: 95x speedup for network encoding, 33x speedup for 
network decoding, and 15x speedup for homomorphic hashing on a contemporary 
GPU. This makes network coding and HHF a practical solution for pollution attacks 
in P2P systems. 

The rest of the paper is organized as follows. Sec. 2 provides background informa-
tion on network coding, homomorphic hashing, the GPU architecture, and the CUDA 
programming model. Sec. 3 presents the parallel algorithms for random linear net-
work coding in GF(q). Sec. 4 presents the parallel homomorphic hash algorithm. Our 
experimental results are presented in Sec. 5, followed by the conclusions in Sec. 6. 
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2   Background and Related Work 

This section provides the necessary background knowledge of network coding, 
homomorphic hash function, the GPU architecture, and the CUDA programming 
model. 

2.1   Network Coding 

Network coding has been originally proposed in information theory to achieve the op-
timal throughput in a multicast session [6]. Since then, it has been applied in various 
communication networks for better throughput and robustness to network dynamics.  
The essence of network coding is a paradigm shift to allow coding at intermediate 
nodes between the source and the receivers in one or multiple communication ses-
sions.  The seminal work of network coding has been studied in [6] [7] [9], which has 
shown that a multicast session can achieve the data rate of multicast upper bound if 
network nodes are allowed to perform coding.  The framework of random network 
coding was proposed in [8], which makes network coding theory applicable to practi-
cal applications.  Since then, there are quite a number of proposal to apply network 
coding in practical systems for performance enhancement. The Avalanche project by 
Microsoft Research applied random linear network coding in a P2P content distribu-
tion application [10]. Similarly, Lava incorporates random linear network coding into 
a live multimedia streaming system [12]. Network coding has also been applied in 
other fields, such as distributed storage systems [11] and wireless networks [21].  

In network coding, each data block is treated as a vector of elements in the finite 
field, and an encoded block is simply a vector representing the linear combination of a 
set of data blocks (vectors) with randomly generated coefficients in the finite field. 
The network coding operations, encoding and decoding, are implemented in finite 
fields, i.e., prime fields GF(q) or extension fields GF(qr), where q is a prime number 
and r is a positive integer. The computational performance of random linear network 
coding in GF(2r) has been previously studied in [17]. In [18] [22], GPUs have been 
used to accelerate the performance of network coding in GF(2r). To the best of our 
knowledge, this is the first paper studying the computational performance of random 
linear network coding in prime field GF(q), which has a much higher demand of 
computing power than that of network coding in GF(2r). 

2.2   Homomorphic Hashing 

As discussed in Sec. 1, network coding enabled P2P applications are prone to the pollu-
tion attacks, in which a malicious peer can easily inject bogus data blocks into an en-
coded block without being noticed. When network coding is not deployed, peers will 
receive original data blocks from each other. Hence it is possible to use normal hash 
functions, such as SHA1, to verify the correctness of a data block by comparing the 
hash of each received data block to the corresponding hash provided by the source. With 
network coding, the effect of pollution attack becomes more serious and harder to detect 
[14] [15] [16] for two reasons: First, each bogus block can be encoded with regular data 
blocks before being propagated in the network. Second, the traditional hash functions, 
e.g., SHA1, are no longer practical since the encoded blocks received by each peer can-
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not be predetermined by the source. Some workarounds have been proposed to address 
these issues. In [14], a cooperative scheme is proposed, in which peers perform prob-
abilistically block verification and inform others when a malicious node has been identi-
fied. However, this scheme cannot detect the bogus blocks at the earliest stage and 
could potentially have false alarms. 

To this end, homomorphic hash functions (HHFs) are currently the best solution to 
address this security issue with network coding. HHFs have the property that the hash 
value of an encoded block can be constructed by the hash values of the original 
blocks. In other words, a peer only need to get the hash values of the original blocks 
from the source, it then can easily verify the integrity of an encoded block immedi-
ately after receiving the encoded block. Although the HHFs can theoretically resolve 
the pollution attack problem, it is technically not practical on today’s desktop CPUs. 
A 3 GHz Pentium 4 CPU can only achieve around 300 Kbps of hashing throughput 
[13]. Furthermore, it requires network coding to be performed in GF(q) with large 
value for q, which makes it computationally expensive.  

2.3   GPU Computing and CUDA 

GPUs are dedicated hardware for manipulating computer graphics. Due to the huge 
demand for computing for real-time applications and high-definition 3D graphics, 
GPUs have been evolved into highly paralleled multi-core processors. The NVIDIA 
GeForce GTX260 has 24 Streaming Multiprocessors (SMs), and each SM has 8 Sca-
lar Processors (SPs). At any given clock cycle, all SPs of the same SM must execute 
the same instruction, but can operate on different data. Each SM has four different 
types of on-chip memory: constant cache, texture cache, registers, and shared mem-
ory. The properties of the different types of memories have been summarized in [1] 
[19]. A general optimization principle is that registers and shared memory should be 
carefully utilized to amortize the global memory latency cost. 

The exceptional GPU computing power is very attractive to general-purpose sys-
tem development. The first generation of GPU computing (namely GPGPU) requires 
that non-graphics application must be mapped through the graphics application pro-
gramming interfaces, which is very challenging. In early 2007, one of the major GPU 
vendors, NVIDIA, announced a new general-purpose parallel programming model, 
Compute Unified Device Architecture (CUDA) [1], which extends the C program-
ming language for general-purpose application development. Meanwhile, another 
GPU vendor AMD introduced Close To Metal (CTM) programming model that pro-
vides an assembly language for application development [2]. Intel is also planning to 
release Larrabee [3], a new multi-core GPU architecture specially designed for GPU 
computing. Currently, CUDA is the best available programming model, and is the 
most well accepted model by the research and development community. Since the 
release of CUDA, it has been used for speeding up a large number of applications 
[18-20] [22] [23]. For these reasons, we chose to use CUDA in our research. Never-
theless, out algorithms can be easily implemented on other GPU computing models. 

In the CUDA model, the GPU is regarded as a coprocessor capable of executing a 
great number of threads in parallel.  A single program consists of host code to be exe-
cuted on CPU and kernel code to be executed on GPU. The kernel code is usually 
computational-intensive, data-parallel and multi-threaded. Threads are organized into 
thread blocks, where each block is associated with one SM. Threads belonging to the 
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same thread block can share data through the shared memory and can perform barrier 
synchronization. CUDA does not provide any direct synchronization methods be-
tween threads that belong to different thread blocks, however. When a thread block 
terminates, a new thread block can be launched on the vacant SM. 

3   Parallel Network Coding on GPUs 

To facilitate the development of network coding, we have implemented a set of library 
functions of multiple-precision modular arithmetic on the CUDA platform. These li-
brary functions simplify the development of the network coding system and homomor-
phic hash functions. Our multiple-precision library includes the following functions: 
comparison, subtraction, modular addition, modular subtraction, multiplication, divi-
sion, multiplicative inversion, Montgomery reduction, Montgomery multiplication. 

Assume the original data to be distributed is divided into n equally sized data 
blocks (b1, b2, …, bn), where each data block bi contains m codewords bi,k, 
k∈{1,…,m}. An encoded block ej is a linear combination of the n original blocks and 
it also contains m codewords ej,k, k∈{1,…,m}. The linear relationship between ej and 
the original n blocks is described by ej’s global coefficient vector ),,,( ,2,1, njjj ccc … : 

, ,1,

n

j i i kij k c be
=

⋅=∑ , k∈{1,…,m}. Obviously the encoding process is a vector-matrix 

multiplication. A peer can decode the original n data blocks as soon as it has received 
n linearly independent encoded data blocks (e1, e2, …, en), by solving the set of linear 

equations , ,1,

n

j i i kij k c be
=

⋅=∑ , k ∈ {1,…,m}, j∈ {1,…,n}. In a P2P application with 

network coding, a peer receives encoded data blocks from upstream peers, and also 
creates new encoded data blocks by randomly and linearly combining its received en-
coded blocks, and then disseminates the new encoded blocks to its downstream peers. 

3.1   Network Encoding in GF(q) 

When network coding is performed in GF(q) where q is a predefined large prime num-
ber, the encoding process will creates a sequence of encoded blocks ej, each of which 
contains m codewords ej,k. ej is generated based on a random coefficient vector 

j
c =

,1 , 2 ,
( , , ..., )

j j j n
c c c : 

, , ,1

n

j k j i i ki
e c b

=
= ⋅∑  mod q, k∈ {1,…,m}. Here cj,i are positive 

32-bit integers. The encoding process includes two steps: (1) generating the coefficient 
vector cj; (2) modular vector-matrix multiplication. The CUDA library provides a very 
high efficient random number generator using Mersenne Twister method, which can 
generate tens of millions of random numbers per second using GPU. As the time of 
generating n random numbers are negligible as compared with the encoding time, we 
will focus on the vector-matrix multiplication operation, as shown in Figure 1(a). We 
implement the computing of each codeword ej,k by a CUDA thread. Hence encoding a 
single block requires m threads. Each thread computes a dot product and then performs 
a modular operation, using our multiple-precision CUDA library. In order to fully ex-
ploit the computing power of GPUs, thousands of threads are a normal requirement. 
Therefore we propose a batched encoding approach for small values of m, which en-
codes K blocks simultaneously, as shown in Figure 1(b). In this case, the number of 
threads equals mK. 
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(a) 

  

 
(b) 

Fig. 1. Network encoding: (a) Encode a single block (b) Encode multiple blocks in a batch 

3.2   Network Decoding in GF(q) 

The decoding process includes two steps: (1) matrix inversion; and (2) matrix multi-
plication. Matrix inversion for floating-point numbers on GPU has been recently stud-
ied in [23]. Our problem is very different because we are operating in GF(q). We use 
Gauss-Jordan elimination for the matrix inversion, which brings a matrix to its re-
duced row echelon form. There is no stability issue because we are operating in finite 
field. To overcome the synchronization challenge, our parallel matrix inversion algo-
rithm uses both CPU and GPU, as shown in Table 1. The non-parallel parts, e.g., find-
ing the multiplicative inverse, are done by the CPU, whilst the parallel parts, e.g., 
reducing to row echelon form, are done by GPU. 

The matrix multiplication can be implemented in a similar way as the vector-
matrix multiplication. Each element in the output matrix is computed by one thread; 
hence the total number of threads is n2, which is sufficient to fill the GPU cores since 
n is normally no less than 64 in practice. Difference from the encoding process, the 
integer multiplications here are performed between two large integers, since the cor-
responding values of the coefficients grow as the blocks are being re-encoded at each 
peer. In this case, a straightforward parallel implementation cannot achieve satisfac-
tory performance due to the global memory latency. GPU’s on-chip shared memory 
can be exploited to amortize the global memory latency, and we propose to use a ti-
tled version of matrix multiplication, in which the matrix is divided into a number of 
sub-blocks [1] [19]. As illustrated in Figure 2, the computing of sub-block Bsub is done 
by a thread block. The threads in this block cooperatively load the data from the two 
tiles in coefficient matrix and ET into shared memory. These threads compute the par-
tial dot product in shared memory, and then continue with the next tile. The size of 
the tile should be controlled such that two tiles can be accommodated by the shared 
memory of a SM. 
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Table 1. Algorithm of Matrix Inversion in GF(q) 

Algorithm 1. Matrix Inversion in GF(q) 
INPUT: An n x n non-singular matrix M, an n x n unit matrix U 
OUTPUT: the inverse of M 
1:    lead ←  0;  
2:    row ←  n; col ←  n; 
3:    for ( r = 0 to row - 1) 
4:        i ←  r; 
5:        while M[i, lead] equals 0 
6:             i++; 
7:        Swap rows i and r of M and U; 
8:        t ← multiplicative inverse of M[r, r];  /* on CPU */ 
9:        Multiply row r of M and U by t;            /* on GPU */ 
10:      for all rows j except row r of M and U 
11:          For M, subtract M[j, lead] multiplied by row r from row j; /* on GPU */ 
12:          For U, subtract M[j, lead] multiplied by row r from row j; /* on GPU */ 
13:      end for 
14:      lead++; 
15:  end for 
16:  return U 

k: tile size

n m

n

n

ET

Bsub

Bcoefficient matrix

 

Fig. 2. Decoding: tiled matrix multiplication 

4   Parallel Homomorphic Hashing on GPUs 

The homomorphic hash function, ( )h ⋅ , proposed in [13] requires a set of hash pa-

rameters G = (p, q, g). The parameters p and q are large prime numbers of order λp 
and λq chosen such that q | p - 1. The parameter g is a vector of m numbers, each of 
which can be written as x(p-1)/q mod p where x∈Zq and 1x ≠ . The method of creating 
the parameter set can be found in [13]. Typical values of the parameters are summa-

rized in Table 2. The homomorphic hash of a data block 
i

b is then calculated as 



580 X. Chu, K. Zhao, and M. Wang 

,

1
( ) k i

m b

kki gh b
=

= ∏  mod p. The hash values of the original data blocks 
1 2

( , , , )
n

b b b…  are 

1 2
( ), ( ), , ( )

n
h b  h b   h b… , respectively. Given an encoded data block ej with global coef-

ficient vector 
,1 , 2 ,

( , , , )
j j j n

c c c… , the homomorphic hash function ( )h ⋅  can be shown to 

satisfy the following condition: ,

1
( ) ( ) modj i

n c
j ii

h e h b  p
=

= ∏ . This property can be 

used to verify the integrity of an encoded block, as illustrated in Figure 3. The content 
publisher first calculates the homomorphic hash values for each of the data blocks. 
The downloaders need to download a copy of these hash values for the purpose of 
verifying every single encoded data block. 
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Fig. 3. Data verification using homomorphic hashing in network coded P2P applications 

Table 2. Homomorphic hash function parameters 

Name Description Typical Value 

p
λ  Discrete log security parameter 1024 bit 

q
λ  Discrete log security parameter 257 bit 

p, q Random primes, | |
p

p λ= , | |
q

q λ= , | 1q p −   

m Number of codewords per data block 512 

n Number of data blocks 128 

As shown earlier, homomorphic hashing, i.e., ,

1
( ) k i

m b

kki gh b
=

= ∏  mod p, involves m 

modular exponentiations and m-1 modular multiplications. The m-1 modular multipli-
cations can be easily parallelized by a regular reduction process. The m modular 
exponentiations can be very time consuming. We distribute the m modular exponen-
tiations to the GPU processing cores. The challenge is to implement modular expo-
nentiation on GPU in the most efficient way. On the current CUDA platform, integer 
division and modulo operations are very costly. Therefore we choose to use the 
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Montgomery exponentiation algorithm (as shown in Table 3) which can decrease the 
number of division operations significantly. 

Table 3. Algorithm of multiple-precision Montgomery exponentiation 

Algorithm 2. Multiple-precision Montgomery Exponentiation 

INPUT: integer m with n radix b digits and gcd(m, b) = 1,  nbR = , positive integer x with 
n radix b digits and mx < , and positive integer e = 20 )( eet  . 

OUTPUT: ex  mod m. 

1:    
2

( , )x Mont x R  mod m← ;  

2:    RA ←  mod m; 
3:    for ( i from n down to 0) 
4:        ( , )A Mont A  A← ; 

5:        if 1==ie   

6:        then ( , )A Mont A  x← ; 
7:    end for 
8:   ( , 1)A Mont A  ← ; 
9:    return A; 

5   Experimental Results 

We have implemented the proposed network encoding/decoding and parallel homo-
morphic hashing algorithm using CUDA. For comparison purpose, we also imple-
mented network coding and homomorphic hash function for CPU in C language, by 
utilizing the GNU MP arithmetic library, version 4.2.3 [4].  These implementations are 
running on an Intel Core2 CPU 1.6 GHz. We tested all our algorithms on XFX 
GTX280 graphic card with an NVIDIA GeForce GTX280,  which has 240 processing 
cores. On GTX280, there are 30 Streaming Multiprocessors (SMs), and each SM has 8 
Scalar Processors (SPs), 16384 32-bit registers and 16KB shared memory. 

5.1   Performance of Encoding in GF(q) 

The throughput of encoding process is shown in Figure 4(a) in log-scale. In theory, 
the encoding time complexity is linear to the size of n. This is in accordance with our 
experimental results. The throughput of network encoding on CPU is very poor: only 
10.3 Mbps for n = 128. The GPU performance is very impressive: around 800 Mbps 
can be achieved for n = 128 with a small batch size K of 32. We observe that larger 
batch sizes can lead to better performance, until some threshold value has been met. 
In our testing environment, K = 128 is the optimal setting. The speedup of GPU over 
CPU has been plotted in Figure 4(b), for different batch sizes and n. With a batch size 
larger than 32, the speedup is greater than 66x. The highest speedup of 95x is ob-
tained when n = 128 and K = 128.  
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Fig. 4. Performance of network encoding: (a) Encoding throughput (b) Speedup over CPU 

5.2   Performance of Decoding 

As mentioned before, the decoding process includes two steps: (1) matrix inversion; (2) 
matrix multiplication. The time used for matrix inversion is shown in Figure 5(a) using 
log-scale, and the speedups on GPU over CPU are plotted in Figure 5(b). It is a well 
known fact that matrix inverse using Gauss-Jordan elimination has a time complexity of 
O(n3). Our experimental results on CPU follow this pattern as well. The performance of 
parallel matrix inversion on GPU is a bit more complicated due to the kernel loading 
overhead and communication overhead between the CPU and GPU. Figure 5(b) shows 
that the speedup on GPU grows as the number of blocks, n, increase: 17 for n = 128 and 
24 for n = 256. This is where the benefit of GPU manifests itself, i.e., the overheads are 
amortized by the increasing parallelism in the computation. 
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Fig. 5. Performance of matrix inversion: (a) Matrix inversion time in ms (b) Speedup over CPU 

The performance of the matrix multiplication process is shown in Figure 6. As ex-
pected, the throughput is much slower than the encoding process. Even so, the GPU 
can achieve 243 Mbps of throughput for n = 128 when shared memory is utilized. The 
speedup on GPU over CPU ranges from 64x to 75x for n = 64, 128, 256 respectively 
when shared memory is used. 

The performance of the whole decoding process is shown in Figure 7, for m = 512. 
Since the speedup of matrix multiplication is much larger than the speedup of matrix 
inversion, the speedup of the overall decoding process is limited by the performance 
of matrix inversion. The overall decoding throughput when n = 128 is 58 Mbps which 
includes the matrix inversion and matrix multiplication. The decoding performance 
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can be further enhanced by using a larger value of m, because the same matrix inverse 
operation is now used for a larger data volume. The speedup ranges from 15x to 33x 
for different values of n. 
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Fig. 6. Performance of matrix multiplication: (a) Throughput (b) Speedup over CPU 
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Fig. 7. Performance of network decoding. (a) Throughput of decoding (b) Speedup over CPU. 

5.3   Performance of Homomorphic Hashing 

Our CPU version of homomorphic hashing achieves 130 Kbps of throughput, which 
is relatively lower than the results reported by [13] [14] due to our relatively lower 
CPU frequency. 

The parallel homomorphic hashing uses Algorithm 2 to calculate exponentiations. 
The CUDA architecture requires a large number of threads to hide the memory la-
tency and to fully utilize the computing power. The number of threads per thread 
block (denoted by TB), and also the number of thread blocks (denoted by NB), are the 
two main factors that affect the hashing throughput. We plot the throughput for dif-
ferent configurations in Figure 8. It is easy to observe that more threads per block can 
generally achieve better throughput. When the number of threads per block is fixed, 
the throughput can be improved by creating more thread blocks, until some threshold 
has been reached. Since our GPU has 30 SMs, the number of thread blocks should be 
a multiple of 30. Better throughput can be achieved if the following conditions are 
satisfied: (1) TB is a multiple of 32 (i.e., the warp size [1] [19]). In CUDA, a warp is 
formed by 32 parallel threads and is the scheduling unit of each SM. If the number of 
threads in a block is not a multiple of warp size, the remaining instruction cycles will 
be wasted. (2) NB is a multiple of 30 (i.e., the number of SMs); (3) TB x NB > 6144. 
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For example, if m = 512, we should perform the homomorphic hashing for 12 differ-
ent data blocks simultaneously. The highest throughput of 1.9 Mbps is obtained when 
TB = 128 and NB = 90, which is 15 times faster than the CPU implementation. 
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Fig. 8. Throughput of homomorphic hashing on GPU 

6   Conclusions 

Network coding has been shown as a powerful technique to enhance the throughput 
and robustness of P2P systems; and homomorphic hash functions are a supplementary 
tool for defending against the pollution attack. The remaining challenges are the com-
putational requirement of network coding in prime field and the homomorphic hash-
ing. This paper demonstrates a practical parallel implementation of network coding 
and homomorphic hashing using GPUs. Our experimental results show that the com-
putational obstacle of network coding and homomorphic hashing can be overcome by 
designing efficient parallel algorithms and fully exploiting the computing power of 
contemporary GPUs that are widely available on today’s desktop PCs. 
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Abstract. Systems delivering stored video content using a peer-assisted
approach are able to serve large numbers of concurrent requests by utiliz-
ing upload bandwidth from their clients to assist in delivery. In systems
providing download service, BitTorrent-like protocols may be used in
which “tit-for-tat” policies provide incentive for clients to contribute up-
load bandwidth. For on-demand streaming delivery, however, in which
clients begin playback well before download is complete, all prior pro-
posed protocols rely on peers at later video play points uploading data
to peers at earlier play points that do not have data to share in return.
This paper considers the problem of devising peer-assisted protocols for
streaming systems that, similar to download systems, provide effective
“tit-for-tat” incentives for clients to contribute upload bandwidth. We
propose policies that provide such incentives, while also providing short
start-up delays, and delivery of (almost) all video frames by their respec-
tive playback deadlines.

Keywords: BitTorrent-like systems, peer-assisted streaming, tit-for-tat.

1 Introduction

Peer-assisted content delivery techniques are increasingly being adopted by me-
dia companies. For example, in April 2008 it was reported that the BBC iPlayer
service1, which in part uses peer-assisted delivery, was being used for download-
ing more than one million BBC programmes each week.2

When a download-and-play approach is used (as in the BBC iPlayer service),
BitTorrent-like protocols [1] may be used in which a tit-for-tat policy provides
incentives for clients to contribute their upload bandwidth.3 Tit-for-tat is effec-
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delivery.
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tive in this context because the protocol’s “rarest first” piece selection policy
makes it highly likely that peers will have differing sets of file pieces and are
thus able to carry out two-way mutually beneficial piece exchanges.

Clients may, however, prefer services in which they can begin viewing a video
shortly after beginning download, with only a short start-up delay. In such on-
demand streaming systems, once playback begins, reception of each subsequent
frame must occur before the frame’s play point if impairment in playback quality
is to be avoided. Unfortunately, the in-order requirements of playback fundamen-
tally conflict with the goal of high piece diversity, as needed for effective use of
tit-for-tat. In fact, all prior peer-assisted protocols for on-demand video stream-
ing have relied, for good performance including low start-up delay, on peers at
later video play points uploading data to peers at earlier play points that do not
have data to share in return.

This paper considers the problem of improving quality of service in peer-
assisted on-demand streaming systems while retaining the basic tit-for-tat be-
haviour of BitTorrent-like protocols. Tit-for-tat is one of the cornerstone ideas
supporting fairness and scalability in BitTorrent and has the advantage of being
fully decentralized [1]. We attempt to achieve this goal through design of new,
tit-for-tat compatible, peer and piece selection policies, focusing for the most
part on policies to be used for server-to-peer uploads (for which tit-for-tat be-
havior is not an issue) rather than peer-to-peer uploads. We find that the best
system performance is achieved with a peer selection (by the server) policy that
preferentially allocates server bandwidth for uploads to peers at imminent risk
of receiving data too late for playback, and secondly for uploads of rare pieces
to newly arrived peers. Simulations of these new policies are used to evaluate
their effectiveness. Our results show that substantial improvements in quality of
service are feasible while ensuring that the piece diversity is sufficient for peers
to effectively employ tit-for-tat.

The remainder of the paper is organized as follows. Related work is discussed
in Section 2. Section 3 describes a baseline tit-for-tat based peer-assisted stream-
ing protocol. New piece selection policies, and a server policy for prioritizing
upload requests from peers, are discussed in Section 4. Section 5 describes the
simulation model used for evaluating the new policies. Section 6 presents perfor-
mance results. Conclusions are presented in Section 7.

2 Related Work

There exists a large literature on peer-assisted on-demand streaming systems. A
significant portion of this literature has focussed on explicit allocation of peer up-
load bandwidth [2,3,4,5,6,7,8,9,10]. This literature, for example, includes tree-
based cache-and-relay approaches [4,5], and work that considers the problem of
determining the set of servers (or peers) that should serve each peer, and at what
rate each server should operate [6,7]. In recent work, Parvez et al. show that sys-
tems in which pieces are retrieved in-order can significantly benefit from peer se-
lection policies that bias uploads towards peers with fewer potential uploaders
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(i.e., peers requiring data closer to the end of the file) [9]. Such bias results in a
natural “daisy-chain” effect wherein peers upload the most pieces to peers with
slightly fewer in-order pieces than the peer itself has obtained thus far. Peer se-
lection bias towards peers with similar playback points has also been used in an
implementation of a video-on-demand system [10]. While effective in cooperative
environments, we note that these techniques do not allow for effective use of tit-
for-tat as younger peers typically are not able to upload to older peers.

Other work has proposed using feedback mechanisms to gain information
about the upload contributions of peers at earlier playback points, and use this
information to reward peers that forward pieces at a higher rate [11]. We note
that such feedback-based schemes are significantly more sensitive to cheating
peers than tit-for-tat techniques in which the peers themselves can effectively
measure the rates they receive from other peers.

There has also been related work on piece selection policies that attempt to
mediate the conflict between high piece diversity and the in-order requirements
of playback (e.g., [12,13,14,15,16]). For example, Annapureddy et al. [12] propose
splitting each file into fixed-sized segments, each consisting of some number of
consecutive pieces. Segments are downloaded sequentially using a BitTorrent-like
protocol. To increase the likelihood that peers downloading the same segment
have pieces to exchange they propose using distributed network coding within
segments, and pre-fetch some smaller number of pieces from future segments.
Probabilistic piece selection policies have also been proposed [14,15,16]. Note
that in order to achieve low start-up delays, these policies depend on older peers
uploading to new peers that most likely do not have any needed pieces to offer
in exchange.

Finally, we note that most prior work on peer-assisted video-on-demand has
assumed that peers begin playback after buffering a fixed amount of data, or
evaluate protocols with respect to the lowest possible start-up delay a peer could
have chosen such that the (unknown a priori) download completion time of every
piece is no later than its playback point. In contrast, we use a simple online
rule (based on LTA [14]) to determine when playback can safely commence, and
evaluate our policies with regards to both the actual start-up delay, as determined
by this online rule, and the percentage of pieces that are not received by their
playback point, given the chosen start-up delay.

3 Baseline Protocol Using Tit-for-Tat

We consider peer-assisted on-demand streaming systems with a single server and
varying numbers of active peers, and focus on the delivery of a single video file.
This file is divided into fixed-size pieces; each piece is further divided into sub-
pieces as in other BitTorrent-like systems [17,18]. The unit of upload/download
is the subpiece. When a peer acquires (all of) a piece, it can advertise this to
other peers, and upload subpieces to other peers that do not yet have (all of)
the piece. A peer may download multiple different subpieces of a piece in par-
allel from multiple other peers. We further assume that pieces are grouped into
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fixed-sized segments, as might be needed in systems utilizing coding, although
the simulation results that we present here are for uncoded content delivery.

A peer is considered to be interested in another peer if the latter peer has at
least one piece that the former peer has not yet received. A piece selection policy
is used to select among the pieces that are available from a particular peer. In our
baseline policy, the candidate pieces are ranked according to how soon they will
be needed for playback, and a piece is selected by sampling from a Zipf probabil-
ity distribution [14]. More specifically, with the Zipf(θ) policy, a peer j about to
request a piece from peer i selects a piece k from the set of pieces that i has, but
that j does not have, with a probability proportional to 1/(k + 1 − k0)θ, where
k is the index of the piece, and k0 is the index of the first piece that peer j does
not yet have. While the Zipf parameter θ can be tuned so that the policy is more
or less aggressive with respect to its preference for earlier pieces,4 for the results
presented here θ is fixed at 1.25. The Zipf(θ) policy has been shown to achieve
a good tradeoff between high piece diversity and sequential progress. In contrast
to in-order policies (including segment-based in-order versions [12]), or proposals
that make explicit allocation of peer upload bandwidth so that older peers upload
to newer peers, Zipf-based policies allow for effective use of tit-for-tat.

As with BitTorrent, each peer establishes persistent connections with a large
set of peers but only uploads to a limited number of peers at each time instance.
A peer selection policy determines which peers to upload to, among the interested
peers. A tit-for-tat peer selection policy is assumed, wherein upload priority at a
peer is given to those other peers that are providing the highest download rates
to that peer. Periodically, a new peer is chosen to upload to, in the chance that
it may offer a better download rate than the current peers. With this optimistic
unchoke component, a random selection is made among the interested peers to
which the peer is not already uploading, if any. At the server, the baseline peer
selection policy is random. The above policies are commonly used in simulations
of BitTorrent-like systems and provide a baseline for comparison.

4 New Policies

4.1 Acquiring Rare Pieces

For good performance including low start-up delay, all previous policies for peer-
assisted streaming delivery depend on older peers uploading to new peers that
most likely do not have any needed pieces to offer in exchange. Such behavior
is not a concern in tit-for-tat based download systems, since in that context
rarest-first piece selection can be used, and new peers can quickly acquire pieces
needed by many others. It is a potential concern, however, in tit-for-tat based
streaming systems. Even with probabilistic piece selection policies such as that
used in our baseline protocol, it may take a relatively long time for new peers to
acquire pieces needed by many others. Selfish peers may therefore be motivated
4 For example, note that θ = 0 and θ → ∞ yield random and in-order piece selection,

respectively.
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to adopt optimistic unchoke policies discriminating against new peers. Also, the
upload bandwidth of new peers may be underutilized, particularly in low to
moderate request rate scenarios in which there is frequently only a single or
a small number of concurrently active new peers. Finally, owing to use of tit-
for-tat, new peers may receive a relatively small share of the aggregate upload
bandwidth of other peers, resulting in a relatively low total download rate and
lengthened start-up delays. We address this concern with rare piece delivery to
new peers (RPNP), which entails two modifications to the baseline protocol.

First, when the server unchokes a “new” peer (specifically, a peer that has not
yet begun playback), rather than using the Zipf(θ) piece selection policy used in
the baseline protocol, the selected piece is the rarest piece not currently being
uploaded by the server to some other peer. If there are multiple rarest pieces,
ties are broken randomly except when only the server has these pieces, or when
the server has sufficient upload bandwidth to serve every currently active peer
at the play rate, in which case ties are broken using the Zipf(θ) policy.

Second, to more quickly disseminate rare pieces to new peers, the server gives
upload priority to peers that have not yet begun playback.5 Among such peers,
higher priority is given to peers for which the server has uploaded less data. The
server uploads to only the n highest priority peers, where n is the number of
server upload connections; ties are broken randomly.

4.2 Prioritizing Urgent Piece Downloads

We further modify the baseline protocol so as to increase the likelihood that
each piece is received by its scheduled playback point, by prioritizing delivery
of the next required piece for any peer that has started playback and for which
this next required piece is within either the current segment being played back,
or the next segment (i.e., the peer is in a “low-buffer” state).

This prioritization is accomplished through two policy modifications. First,
peers in the low-buffer state use in-order piece selection, rather than Zipf-based
piece selection. Second, the server gives the highest upload priority to those peers
that are in the low-buffer state. The remaining peers may be prioritized as in
RPNP. Among those peers in the low buffer state, higher priority is given to
peers for which the server has uploaded less data. As with RPNP, the server
uploads to the n highest priority peers, with ties broken randomly.

When used together with RPNP, we call this approach urgent piece prioritiza-
tion with rare piece delivery to new peers (UP/RPNP). Note that neither RPNP
nor UP/RPNP alter the tit-for-tat peer selection policy used by peers.

5 Simulation Model

We use an existing event-based simulator of BitTorrent-like systems [14]. For the
results presented here it is assumed that: (i) all active peers have
5 Both here, and in Section 4.2, we assume that the server is able to reliably identify

peers to which it wishes to give preferential treatment. For example, the system may
require use of content provider software with this functionality built in.
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connections with each other6, (ii) there are sufficiently many sub-pieces per piece
that parallel download is always possible when multiple peers have a desired
piece, (iii) a peer i (or the server) uses at most ni concurrent upload connec-
tions, (iv) connections are not choked in the middle of an upload, and (v) new
downloads are initiated only when the download bandwidth capacity Di is not
being fully utilized.

The set of peers that a peer i (or the server) is uploading to may change when
(i) the peer completes the upload of a piece, or (ii) some other peer becomes
interested and peer i has fewer than ni active upload connections. The new set
of upload targets includes (i) any peer currently being uploaded to, and (ii) ad-
ditional peers up to the limit ni. Using the peer selection policy, additional peers
are selected from the set of interested peers that are not yet fully utilizing their
download capacity. With a probability 1/ni the optimistic unchoke component
is used to choose a peer, and with a probability of (ni − 1)/ni the peer that is
uploading to peer i at the highest rate is chosen.

The start-up delay, that is the time since arrival until a peer begins playback, is
determined using a modified version of the LTA start-up rule [14]. Playback does
not commence until the following two conditions are satisfied. First, the initial
two segments of the video must be fully received. Second, the measured long-term
average rate at which the peer has received in-order pieces must be sufficiently
high such that all of the remaining pieces would be received by their playback
time, should this rate be maintained. The long-term average rate is calculated as
the ratio of the amount of in-order data received thus far, divided by the time since
the peer first began download of a piece that was not selected using “rarest-first
with ties broken randomly”, or in the case no such piece download has begun, the
time since the peer’s arrival to the system.7

For simulating the transmission rates of piece transfers, it is assumed that
connection bottlenecks are located at the end points and the network operates
using max-min fair bandwidth sharing (using TCP, for example). Under these
assumptions, each piece transfer operates at the highest possible rate that en-
sures that (i) no bottleneck operates above its capacity, and (ii) the rate of no
transfer can be increased without decreasing the rate of some other transfer
operating at the same or lower rate.

Unless stated otherwise, it is assumed that peers have three times higher
download bandwidth than upload bandwidth, and that each peer concurrently
uploads to at most four peers. The maximum number of server upload connec-
tions is chosen as the total server bandwidth available for the video file divided
by the video playback bit rate (an integer value owing to the parameters chosen

6 Note that the default parameters in recent versions of the mainline BitTorrent client
allow peers to be connected to up to 80 other peers, which is often achieved in
practice [19]. Furthermore, peers not satisfied with their performance are able to
request additional peers from the tracker.

7 Alternative start-up rules were tried, but did not impact the relative performance
of the considered policies. More aggressive rules, of course, result in shorter start-up
delays but increased likelihood that a piece is not received by its playback point.
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in our experiments). By ensuring that each server connection can transfer data
at the playback bit rate, the server is better able to assist “low buffer” peers.

A variety of workload scenarios are considered. For scenarios with a constant-
rate request (peer) arrival process, the system is simulated for 6000 requests,
with the initial 1000 and the last 500 requests removed from the measurements.
For flash crowd scenarios (in which the arrival rate starts high and decays to
zero) no warmup period was used and simulations were run until the system
emptied. Except in two scenarios considered in Section 6.6, it is assumed that
all peers leave the system as soon as they have received the entire file (i.e., act
only as leechers).

6 Performance Comparisons

In this section, we compare the performance of the policies defined in Sections 3
and 4. Section 6.1 describes the metrics that will be considered in the policy
evaluations. Sections 6.2-6.5 present our principal comparisons for four different
workload scenarios. Section 6.6 explores the impact of differing assumptions
regarding the available upload resources.

6.1 Performance Metrics

We use two quality of service metrics: (i) the percentage of late pieces, defined as
the percentage of pieces that are not received by their playback point, and (ii) the
average start-up delay, as determined by the start-up rule of Section 5. Without
loss of generality, data volume is measured in units of the file size, and time in
units of the total video playback duration. Hence, all data rates are expressed
relative to the playback bit rate, and start-up delay is expressed relative to the
time it takes to play the entire video. For example, an upload bandwidth of 1.25
means that when the peer is fully utilizing its upload bandwidth, it can upload
data at 1.25 times the playback bit rate. Similarly, a start-up delay of 5% means
that the delay until playback begins is equal to 5% of the total playback duration,
and an arrival rate of 100 means that on average 100 peers arrive during the time
it takes to entirely play back the video once.

6.2 Steady State Scenario

In the “steady state” scenario, peers (i) do not leave the system until having
fully downloaded the file, (ii) arrive according to a Poisson process at rate λ,
and (iii) are homogeneous (i.e., all peers have the same upload bandwidth U and
download bandwidth D). The server upload bandwidth is denoted by B.

Figure 1 shows results for the baseline protocol. Figures 2 and 3 show results
using RPNP and UP/RPNP, respectively. When interpreting these results, it
should be noted that the total bandwidth requirement (request arrival rate × file
size) ranges from two to forty times the server upload bandwidth, as the request
rate varies from 10 to 200. (Naturally, at least the difference between the total
bandwidth requirement and the server upload bandwidth must be contributed
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Fig. 1. Baseline; steady state scenario (B = 5, D/U = 3, 100 segments with 5
pieces each)
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Fig. 2. Rare piece delivery to new peers (RPNP); steady state scenario (B = 5, D/U =
3, 100 segments with 5 pieces each)
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Fig. 3. Urgent piece prioritization with rare piece delivery to new peers (UP/RPNP);
steady state scenario (B = 5, D/U = 3, 100 segments with 5 pieces each)

by peers.) To capture a wide range of workloads, start-up delays, and percentage
of late pieces, these figures (as well as subsequent figures) use log scales. Note
that late piece percentages under 0.1% are not shown.
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Comparing Figures 1 through 3, we note that RPNP substantially improves
over the baseline protocol, with respect to both start-up delay (owing to “new”
peers being able to compete more effectively for the upload bandwidth of other
peers) and the percentage of late pieces (owing to improved piece diversity in the
system). UP/RPNP provides additional improvements in both of these metrics.
The improvement in start-up delay with UP/RPNP, in comparison to RPNP,
arises from a subtle side-effect of using in-order rather than Zipf-based piece
selection for “low buffer” peers. Generally, a more in-order piece delivery will
tend to degrade the system’s piece diversity somewhat, leading to a greater
fraction of uploads being initiated to a random interested peer (including new
peers) rather than to a peer from which data is currently being downloaded.

6.3 Flash Crowd Scenario

Our second scenario is motivated by measurements of operational file sharing
torrents [20]. In this scenario, peers are assumed to arrive at an exponentially
decaying rate λ(t) = λ0e

−γt, where λ0 is the initial arrival rate at time zero and
γ is a decay factor. By varying γ between 0 and∞, a variety of arrival processes
can be simulated, from constant-rate arrivals at one extreme, to a flash crowd in
which all peers arrive instantaneously (to an empty system) at the other extreme.

Figures 4 and 5 show the results for the second scenario using the baseline
protocol and UP/RPNP, respectively. For this workload scenario, as well as for
subsequent workload scenarios, results for RPNP are omitted owing to space lim-
itations. Here,λ0 and γ are selected such that the expected total number of arrivals
is equal to 500. By varying γ between 1

8 and 1, we cover a wide range of intensi-
ties of flash crowds. With γ = 1

8 , 11.8% of all arrivals occur within one playback
duration of the first peer arrival; with γ = 1, the corresponding value is 63.2%.

While the potentially very high initial arrival rate makes this scenario much
different than the steady state scenario, UP/RPNP still achieves significant im-
provements in the percentage of late pieces. The cases with a high percentage
of late pieces for both protocols, which occur for intense flash crowds, are due
to pieces not being disseminated from the server to all peers quickly enough. To
further reduce the percentage of late pieces in these cases (given the same server
resources), a more conservative start-up rule would be needed.

6.4 Heterogeneous Scenario

The third scenario is of a heterogeneous workload with two types of peers: low
bandwidth peers and high bandwidth peers. For both types of peers, the down-
load bandwidth is three times the upload bandwidth, as assumed previously. As
in the first scenario peers arrive at a constant rate λ.

Figure 6 shows the percentage of late pieces and the average start-up delay
for this workload scenario. The percentage of high bandwidth peers is varied
such that the system ranges from bandwidth-constrained (most peers are low
bandwidth) to bandwidth-rich (most peers are high bandwidth). Results are
shown for a workload in which the low and high bandwidth peers have upload
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Fig. 4. Baseline; flash crowd scenario (B = 10, D/U = 3, 100 segments with 5 pieces
each)
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Fig. 5. Urgent piece prioritization with rare piece delivery to new peers (UP/RPNP);
flash crowd scenario (B = 10, D/U = 3, 100 segments with 5 pieces each)

bandwidths of one and two times the playback bit rate, respectively. As in the
previous scenarios, significant improvements in both the percentage of late pieces
and the start-up delays are observed with UP/RPNP.

Note that for both the baseline and UP/RPNP, the high bandwidth peers
generally incur both a smaller percentage of late pieces and lower start-up delays.
This is a consequence of both the higher download bandwidth of these peers,
and of the use of tit-for-tat coupled with their higher upload bandwidth.

6.5 Freeloader Scenario

Our fourth scenario is of a workload with two types of peers: contributing peers
and freeloaders. We assume that both types of peers have identical download
bandwidth, equal to three times their upload bandwidth, as assumed previously.
However, only the contributing peers upload file pieces to other peers.

Figure 7 shows the percentage of late pieces and the average start-up delay
for this workload scenario. Results are shown for a workload in which peers have
an upload bandwidth of 1.25 times the playback bit rate. The percentage of
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Fig. 7. Performance with freeloaders; steady state (B = 5, D = 3.75, U = 1.25, 5%
freeloaders, 100 segments with 5 pieces each)

peers that are freeloaders is fixed at 5%, and the arrival rate is varied between
10 and 200. As in the previous scenarios, significant improvements in both the
percentage of late pieces and the start-up delays are observed with UP/RPNP.

With both the baseline protocol and UP/RPNP, the rate-based tit-for-tat
mechanism ensures that contributing peers receive substantially better perfor-
mance than the freeloaders. For example, with UP/RPNP and λ = 200, freeload-
ers have an average start-up delay roughly three times that of contributing peers,
and observe more than five times as many late pieces. While freeloaders are reg-
ularly unchoked (due to the use of optimistic unchoke), and therefore, are not
completely starved, this performance advantage illustrates that the tit-for-tat
policy provides peers with a strong incentive to contribute their upload resources.

6.6 Impact of Total Upload Capacity

Figures 8 through 10 show the percentage of late pieces and the average start-up
delay as functions of the server upload bandwidth, the average time peers stay in
the system after having completed download as “seeders”, and the peer arrival
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Fig. 9. Impact of the average seed time; steady state scenario (B = 5, λ = 100, D/U =
3, 100 segments with 5 pieces each)
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Fig. 10. Steady state scenario in which peers stay until playback completion (B =
5, D/U = 3, 100 segments with 5 pieces each)

rate for an example scenario in which peers stay in the system until having played
back the entire file (rather than only until download completion), respectively.
For simplicity, we assume that seed times are exponentially distributed.
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As expected, increases in the server bandwidth (cf. Figure 8) and the available
peer upload bandwidth (cf. Figures 9 and 10) have positive impacts on the
quality of service. Comparing Figure 10 with Figures 1 and 3, we note that some
performance improvements are possible if peers stay in the system contributing
their upload bandwidth at least until having completed playback (rather than
just until download is complete).

7 Conclusions

This paper has considered the problem of devising BitTorrent-like peer-assisted
protocols for on-demand video streaming systems, in which peers are motivated
to upload data to others owing to the likely beneficial impact on their own
achieved performance. The challenge in this context is that of mediating the
conflict between the goals of low start-up delay and consistently on-time piece
delivery (which motivates piece delivery that is more “in-order”), and the re-
quirements of effective tit-for-tat (which motivates piece delivery that is more
“rarest first”).

We devised new tit-for-tat compatible policies where the server, for which
tit-for-tat is not an issue, gives preference to peers at imminent risk of receiv-
ing data too late for playback, and secondly to upload of rare pieces to newly
arrived peers. Evaluations of the proposed policies for a variety of workload sce-
narios suggests that our policies are able to provide substantial improvements
in quality of service while ensuring that the piece diversity is sufficient for peers
to effectively employ tit-for-tat.
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Abstract. We study the problem of broadcasting multiple scalable video
streams to heterogeneous mobile devices, which have limited energy bud-
gets. We show that scalable video streams should be broadcast in a differ-
ent manner than nonscalable streams; otherwise energy of mobile devices
could be wasted. We propose an efficient broadcast scheme for mobile TV
networks that explicitly supports heterogeneous mobile devices, and we
show its correctness as well as performance in terms of energy saving. We
implement the proposed scheme in a real mobile TV testbed to evaluate
its performance. Our results indicate that, with the proposed broadcast
scheme, significant energy savings can be achieved by different heteroge-
neous devices. For example, using the proposed broadcast scheme allows
mobile devices to achieve energy saving between 62% to 92%, while using
the current broadcast scheme only allows them to achieve energy saving
62% despite how many layers they can (or opt to) receive and decode.

Keywords: TV Broadcast Networks, Energy Saving, Time Slicing.

1 Introduction

Modern mobile devices are lightweight to be carried all the time, and provide
communication and computational powers that were only available to stationary
computers a few years ago. These mobile devices can run many multimedia
applications including mobile TV, which allows users to watch TV programs
anywhere, anytime. Mobile TV is expected to be a huge market: up to 20 billion
Euros with 500 million subscribers worldwide by 2011 [1]. Mobile TV can be
sent over cellular networks or dedicated broadcast networks. In this paper, we
only consider dedicated broadcast networks, because they can support a very
large number of subscribers using a single broadcast tower.

Mobile devices are heterogeneous from several aspects, including screen reso-
lutions, decoder features (coding standards, spatial dimensions, and frame rates),
and battery capacities. For example, GSmart t600 PDA phone is equipped with
a VGA (640x480) display [2], while Nokia N96 cellular phone only has a QVGA
(320x240) display [3]. Mobile TV operators who wish to simultaneously sup-
port these two mobile devices will face a dilemma: broadcasting TV channels in
QVGA resolution leads to lower perceived quality on GSmart t600, while broad-
casting in VGA resolution results in higher communication and computational

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 600–613, 2009.
c© IFIP International Federation for Information Processing 2009
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overhead on Nokia N96 (and thus shorter watch times) with no visible quality
improvement. One way to cope with this dilemma is to encode and broadcast
every TV channel into two versions: one for each device. This multi-version ap-
proach, however, does not scale because it incurs huge bandwidth overhead, thus
reduces the number of TV channels that can be concurrently broadcast. More-
over, mobile devices can be categorized into classes by not only different mobile
devices but also different working conditions of the same mobile device, e.g.,
mobile devices with low battery levels or in poor wireless channel conditions
may prefer to receive lower bit rate streams to save energy and/or reduce bit
error rate. Therefore, the number of classes can be quite large, which renders
the multi-version approach less practical.

To eliminate the bandwidth overhead of multi-version approach, operators
can adopt scalable video coders (SVCs) to encode each TV channel into a single
stream with multiple layers, where each layer is broadcast exactly once. Mobile
devices can then selectively receive and decode a few (or all) layers for perceived
quality that are the most suitable to them. Broadcasting scalable video streams,
however, poses a challenge for the base station. This is because the base station
broadcasts each TV channel in bursts with a bit rate much higher than the
encoding rate of that TV channel. Mobile devices can then receive a burst of
traffic and turn off their radio frequency (RF) circuits until the next burst in
order to save energy. This is called time slicing, and it is dictated in major
broadcast standards such as DVB-H (Digital Video Broadcast-Handheld) [4,
5] and MediaFLO (Forward Link Only) [6]. Preparing bursts of TV channels
encoded in scalable manner is much more complex than preparing these bursts
for nonscalable TV channels, because of the dependency among various layers.

In this paper, we study the burst transmission problem in mobile TV networks,
where several TV channels are concurrently broadcast as scalable streams over
a shared air medium to many mobile devices with heterogeneous resources. To
the best of our knowledge, there is no existing solution in the literature to effi-
ciently broadcast scalable video streams in mobile TV networks. We formulate
and solve the burst transmission problem in mobile TV networks with scalable
video streams. We show the correctness of our solution. We implement the pro-
posed solution in a mobile TV testbed and we demonstrate its practicality and
efficiency. We also empirically show that the proposed solution allows mobile de-
vices to save energy and receive only the appropriate layers of the video streams.
Solving this problem enables mobile devices to obtain the most suitable reso-
lution and frame rate without increasing energy consumption of the devices.
Moreover, solving the problem allows mobile devices to trade perceived qual-
ity for energy consumption, as they can opt to receive fewer layers to prolong
battery lifetime.

The rest of this paper is organized as follows. We review the previous works in
Sec. 2. In Sec.3, we formally state the considered problem and discuss methods for
broadcasting scalable streams in mobile TV networks. We propose the solution
in Sec.4 and evaluate the solution in Sec.5 using a real mobile TV testbed. We
conclude the paper in Sec. 6.
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2 Related Works

Multicast of scalable video streams over the Internet has been studied in the
literature and many protocols and algorithms have been proposed to support
multicast routing, resource reservation, robustness, and flow and congestion con-
trols [7,8]. None of these proposals is applicable to mobile TV networks, because
they are single-hop broadcast networks, rather than the multi-hop Internet. For
example, in RLM (Receiver-driven Layered Multicast) [9], different layers of a
video stream are sent to different multicast groups, and receivers periodically
join the next higher layer’s group until experiencing excessive packet loss. RLM
is not useful in mobile TV networks because of their broadcast nature: more
receivers do not incur higher network loads, and packet loss ratio on a mobile
device is independent of how much data it receives. Most importantly, previous
works in multicasting scalable video streams do not consider energy consumption
on clients, as we do in this paper.

Unequal error protection (UEP) methods were proposed to improve video
quality for mobile devices with bad radio receptions in mobile TV networks
[10, 11]. Ghandi and Ghanbari [10] proposed to transmit the base layer and the
enhancement layers with different modulation and coding schemes. This is called
hierarchical modulation and channel coding, and is supported by broadcast net-
works like DVB-T [12]. Hellge et al. [11] proposed to use FEC bits of higher
layers to protect data bits in the lower layers. The rational is that lower lay-
ers are more critical to successful decoding, and they need to be more resilient
to errors. None of these works considers construction of bursts, and they are
orthogonal to our work.

Previous works have studied the energy saving in mobile TV networks that
broadcast TV channels in nonscalable manner. For example, it has been shown
that time slicing enables mobile devices to turn off their RF circuits for a signif-
icant fraction of the time [13, 14]. The works in [13, 14] did not solve the burst
transmission problem. Balaguer et al. [15] proposed an energy saving strategy by
not receiving more FEC bytes once the data can be successfully reconstructed.
Zhang et al. [16] considered mobile devices with an auxiliary short range wireless
interface and constructed a cooperative network over this short range network
to share the IP packets received from the broadcast network. The proposals
in [15,16] did not consider the burst transmission problem, and are complemen-
tary to our work.

Finally, our previous works studied the burst transmission problems and pro-
posed time slicing schedules for mobile TV networks that broadcast nonscalable
video streams to a single class of mobile devices [17–19]. That is, our previous
works assumed that all mobile devices receive the entire video streams. In this
paper, we solve the burst transmission problem for scalable video streams and
we explicitly consider heterogeneous mobile devices that can only (or opt to) re-
ceive parts of video streams. We show that naive transmission of scalable streams
could lead to wasting the energy of mobile devices.
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3 Problem Statement

In this section, we formally describe the considered problem. We then show the
limitations of the current mobile broadcast networks.

3.1 Burst Transmission to Heterogeneous Mobile Devices

We consider a mobile TV network in which a base station concurrently broad-
casts multiple TV channels over a shared air medium with bandwidth R kbps
to many mobile devices with heterogeneous capability. Each TV channel is al-
located a bit rate of r kbps, and is divided into C layers using scalable video
coders. A TV channel is encapsulated and broadcast as a series of bursts, where
each burst is in size b kb. Each mobile device receives a burst of data and turns
off its RF circuit till the next burst of the same TV channel to save energy.
This is called time slicing. The energy saved by a mobile device because of time
slicing is denoted by γ, and it is calculated as the ratio of time the RF circuit
is in off mode to the total time [13, 14]. When computing γ, we need to con-
sider the overhead of waking up the RF circuits on mobile devices to receive the
next burst [14]. This is because it takes RF circuits some time to power up and
resynchronize before data can be demodulated. This period is called overhead
duration To, which can be as high as 250 msec [4]. The problem considered in
this paper can be stated as follows.

Problem 1 (Burst Transmission in Multi-Layer Broadcast Networks)
Consider a mobile TV broadcast network with air medium bandwidth R kbps
shared among S TV channels, where every TV channel has a bit rate of r kbps.
Each TV channel is encoded into C layers, where each layer has a bit rate of
rs = r/C kbps. Mobile devices are classified into C classes so that devices in class
c (c = 1, 2, . . . , C) receive and render all layers c̄, where c̄ ≤ c. Video streams
are put into IP packets and then encapsulated into bursts of size b kb. Design
a burst transmission scheme to maximize energy saving of mobile devices in all
classes. The burst transmission scheme assigns IP packets to individual bursts,
and specifies the start time of each burst.

Solving the above problem is critical to the quality of service in mobile TV net-
works, because it increases battery lifetimes for heterogeneous mobile devices.
Longer battery lifetimes enable subscribers to watch more TV and provide net-
work operators more opportunities for higher revenues due to subscription fees
and advertisements.

3.2 Encapsulating and Broadcasting Scalable Video Streams

Video streams coded by traditional, nonscalable coders must be transmitted
and decoded in their entirety, and thus may not be suitable to be broadcast
to heterogeneous mobile devices. This is because all mobile devices will have
to receive complete video streams even though some of them may not have re-
sources to decode and render those streams. Scalable video coders (SVC), on the
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other hand, can encode each TV channel into a single video stream that can be
sent and decoded at various bit rates. This is achieved by simple manipulations,
which extract substreams from the original stream, where each substream can
be decoded and displayed at a lower perceived quality than the original (com-
plete) stream. Modern scalable coders support several scalability modes, includ-
ing spatial, temporal, and SNR (signal-to-noise ratio) scalability. With spatial
scalability, several picture resolutions can be supported. With temporal scala-
bility, different frame rates can be supported. Finally, SNR scalability supports
various picture fidelities. These scalability modes are not mutually exclusive: the
combined scalability is supported by recent coders such as H.264/SVC [20, An-
nex. G]. Interested readers are referred [21] for more details on SVC.

While SVC is promising to many applications with heterogeneous networks
and clients, it is quite challenging to broadcast SVC streams over mobile TV
networks in order to maximize energy saving for heterogeneous mobile devices.
This is because unlike other network applications, where SVC substreams can be
extracted by MANEs (Media Aware Network Elements) based on the requests
from downstream subnets, there is only one air medium in each mobile TV
network. Since there exists no network devices between the base station and
mobile devices, substream extractions must be done at mobile devices, which
can result in high overhead. In the following illustrative example, we show that
broadcasting SVC streams in current mobile TV networks leads to no energy
saving for mobile devices that cannot render the complete video stream!

As illustrated in Fig. 1, a mobile TV base station consists of several com-
ponents, including a video server, an IP encapsulator, and a modulator. The
video server puts the video data in RTP packets and sends these packets to the
IP encapsulator. The IP encapsulator receives and encapsulates the IP packets
in MPE (multiprotocol encapsulation) frames. The IP packets can be FEC-
protected using Reed-Solomon (R-S) codes, which result in MPE-FEC frames.
FEC is important because it provides better error resilience to bad channel con-
ditions that are common in mobile systems. Fig. 2 shows the structure of an
MPE-FEC frame, which can be divided into two parts: an application data ta-
ble (ADT) carries IP packets and an R-S data table (RDT) carries the parity
bytes. To compute the parity bytes, IP packets received by the IP encapsula-
tor are sequentially stored column-by-column, from left to right. If there are not



Video Broadcasting to Heterogeneous Mobile Devices 605

enough IP packets to fill ADT, zeros are padded in the remaining space. Once the
ADT is full, the parity bytes are computed row-by-row, and store in the RDT.
The whole MPE-FEC frame is then sent as a burst. We note that the zeros are
padded in ADT to facilitate the generation of parity bytes. The padded zeros are
not broadcast over the air, thus do not incur any communication overhead [22].
Existing IP encapsulators are not media-aware: they just encapsulate IP pack-
ets one after another. We refer to this type of burst transmission as sequential
transmission.

To support heterogeneous mobile devices, network operators may upgrade the
video server to support scalable video coding. IP encapsulator and the modulator
can still encapsulate and send SVC streams by treating them as ordinary IP
streams. Let us consider a small time window of 3 pictures, where each picture
is encoded into 2 layers. Without loss of generality, we assume that each layer
of each picture is put in a single IP packet, and these IP packets are sent by
the video server in the following order: (picture 1, layer 1), (picture 1, layer 2),
(picture 2, layer 1), (picture 2, layer 2), (picture 3, layer 1), (picture 3, layer 2).
We further assume that the IP packets are not reordered in the network, so that
they are stored in the same order within an MPE-FEC frame as illustrated in
Fig. 2. This MPE-FEC frame is then broadcast. Consider a mobile device that
can only display the base layer (layer 1), this mobile device, unfortunately, still
has to receive and process the complete burst for two reasons. First, IP packets
belonging to the base layer are scattered all over the frame, and a deep inspection
(at RTP or video coding layer) is required to identify them. Second, each parity
byte is computed over IP packets from various layers, thus it is useless if some
IP packets are not received.

This illustrative example shows that simply upgrading the video server to
support SVC streams results in no energy saving for mobile devices, and calls
for new burst transmission schemes that treat IP packets of various SVC layers
differently so that mobile devices can extract SVC substreams without receiving
and processing complete bursts. We call such burst transmission schemes as
layer-aware schemes.

4 Solutions: Layer-Aware Burst Transmission

We propose and analyze layer-aware burst transmission schemes in this section.

4.1 Parallel Services: PS

One way to achieve layer-aware burst transmission is to send each layer of a TV
channel as a parallel service (PS), which can be implemented using several IP
streams sent to different multicast IP addresses, or using multiple parallel ele-
mentary streams [14, Sec. 8.6]. Fig. 3 shows an example of broadcasting two TV
channels with three layers, where each block inside bursts is a parallel service
and carries IP packets of a specific layer only. Compared to sequential transmis-
sion, parallel service approach supports efficient demultiplexing of IP packets to
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frame

individual SVC layers based on either IP addresses or MPEG-2 PIDs (packet
IDs). This frees mobile devices from inspecting IP packets and reduces their
processing overhead on extracting substreams. However, as all services are sent
in parallel, mobile devices still have to open their RF circuits for the complete
burst duration. Therefore, all mobile devices achieve the same energy saving
despite how many layers they receive and decode.

4.2 Layer-Aware FEC: LAF

In order to allow mobile devices that only receive a few layers to close their
RF circuits earlier than each burst ends, the IP encapsulator must rearrange
the received packets so that packets belonging to layer l are sent before packets
belonging to layer l+1. If we reuse the illustrative example given in Sec. 3.2, the
IP packets should be sent in the following order: (picture 1, layer 1), (picture 2,
layer 1), (picture 3, layer 1), (picture 1, layer 2), (picture 2, layer 2), (picture 3,
layer 2), as illustrated in Fig. 4. In order to allow mobile devices to efficiently
determine the boundaries between layers (in this example, between (picture 3,
layer 1) and (picture 1, layer 2)), we propose to prepend the SVC layer number
as a one-byte extension header before the MPE section header. Mobile devices
can then demultiplex the IP packets based on this extension header.

However, even after reordering IP packets, mobile devices still have to receive
complete bursts in order to perform error corrections, which again prevents them
from getting higher energy saving. To address this issue, we propose to compute
parity bytes column-by-column as illustrated in Fig. 4. Furthermore, the par-
ity bytes of each column are sent immediately after each column of the data
bytes. This allows mobile devices to perform error corrections without receiving
complete bursts. That is, mobile devices can receive partial bursts and turn off
the RF circuits to save energy. We call this new frame format as Layer-Aware
FEC (LAF) frame. Although LAF frame allows mobile devices to receive and
extract substreams while achieving proportional energy saving, it has disadvan-
tages. First, LAF does not comply to mobile TV standards, which will cause
compatibility issues between the base station and mobile devices. Second, im-
plementing LAF requires significant changes as error corrections are usually done
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in hardware/firmware for the sake of performance. Third, and more importantly,
computing parity bytes column-by-column makes the FEC decoder vulnerable
to bursty channel errors because it does not provide virtual time interleaving as
by MPE-FEC frames [22].

4.3 Layer-Aware Time Slicing: LATS

Layer-aware burst transmission can also be implemented using time slicing
schemes. Fig. 5 presents an illustrative example of such a time slicing scheme,
which we call Layer-Aware Time Slicing (LATS). As shown in this figure, the IP
encapsulator prepares a different MPE-FEC frame for each SVC layer of every
TV channel: e.g., all the IP packets in the left-most burst belong to the base layer
of TV channel 1, while the IP packets in the third burst belong to layer 2 of TV
channel 1. Note that, as we mentioned in Sec. 3.2, the IP encapsulator adds zero
padding in MPE-FEC frames only to compute parity bytes: these padded zeros
are not transmitted [22]. Since each burst consists of IP packets from the same
layer of the same TV channel, mobile devices know which layer those IP packets
are in, even before receiving the burst. This frees mobile devices from opening
the RF circuits and inspecting IP packets for substream extractions. LATS nat-
urally works with existing MPE-FEC frame, because whenever a mobile device
decides to decode layer l, it has to receive all IP packets in layer l for successful
video reconstruction. Therefore, all IP packets in ADT will be received before er-
ror corrections, and the FEC decoder (implemented in hardware/firmware) can
work as-is. Last, we note that no additional signaling from the base station to
mobile devices is required: to determine which bursts (layers) to receive, mobile
devices only need to know the total number of layer (C), which is already sent
to them for decoding SVC streams.

We develop the LATS scheme in the following by giving the burst start time
to each layer of individual TV channels. We first compute the number of TV
channels that can be concurrently broadcast as S = �R/r�. LATS works in a
recurring window, where each window consists of CS bursts of size b kb. Given
that the radio channel bandwidth is R, the window size can be computed by
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(b/R)CS sec. For a layer c, where c = 1, 2, . . . , C, the starting time is given as
(b/R)(c− 1)S because there are S bursts in each layer. Finally, LATS schedules
a burst start at:

(b/R)[(c− 1)S + (s− 1)] (1)

to layer c (c = 1, 2, . . . , C) of TV channel s (s = 1, 2, . . . , S).

Lemma 1. The Layer-Aware Time Slicing (LATS) scheme (Eq. (1)) specifies
a feasible time slicing scheme for a recurring window of (b/R)CS sec, where (i)
no two bursts overlap with each other, and (ii) bursts are long enough to send
data for all mobile devices to playout till the next burst. Furthermore, the energy
saving achieved by mobile devices in class c is given by:

γc = 1− c

CS
− RToc

bCS
where c = 1, 2, . . . , C. (2)

Proof. First, since sending a burst of b kb takes b/R sec to transmit, by defini-
tion of Eq. (1) the resulting time slicing scheme leads to no overlapping bursts.
Second, because the recurring window size is (b/R)CS and the bit rate of any
layer is rs = r/C, the required amount of data in any layer for smooth playout
is (b/R)CSrs = (b/R)Sr ≤ (b/R)R = b, where the inequality comes from the
definition of S. This inequality shows that the allocated time period for each
burst is long enough to carry the playout data for a layer till the next burst of
the same layer.

For energy saving, since mobile devices in class c receive c bursts of size b
in every recurring window, the energy saving can be computed by γc = 1 −
(bc/R)+Toc
(b/R)CS . Manipulating this equation yields Eq. (2).

This lemma shows that LATS scheme is correct and allows mobile devices in dif-
ferent classes to receive and render at different perceived quality, while achieving
proportional energy saving.

In the next lemma, we show that LAF scheme leads to lower energy savings
than LATS scheme.

Lemma 2. The Layer-Aware Time Slicing (LATS) scheme achieves higher en-
ergy saving than the Layer-Aware FEC (LAF) scheme for class c mobile devices
if c �= C. These two schemes lead to the same energy saving for class C mobile
devices.

Proof. LAF works in a recurring window of S bursts of size b kb. The window
time is (b/R)S sec. In every window, class c devices receive a burst prefix of
length bc/C and turn off their RF circuits. Hence, we write the energy saving
achieved of mobile devices in class c as:

γ̂c = 1− (bc)/(CR) + To

(b/R)S
= 1− c

CS
− RTo

bS
, where c = 1, 2, . . . , C. (3)

Comparing Eq. (3) against Eq. (2) yields the lemma.
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Summary: Compared to sequential scheme, Parallel Service (PS) scheme only
saves processing overhead, and does not lead to energy savings for heterogeneous
devices. While Layer-Aware FEC (LAF) scheme achieves proportional energy
savings, implementing it requires modifying broadcast protocols and could make
broadcast networks more sensitive to bursty channel errors [22]. Moreover, LAF
scheme results in lower energy savings than LATS as we proved in Lemma 2.
Since LATS enables us to achieve the highest energy savings among all proposed
schemes, we recommend LATS scheme and do not consider the other two in
the rest of this paper. Last, we mention that although LATS scheme allocates
each TV channel multiple (C) bursts in a recurring window (bCS/R sec), these
bursts are placed apart enough for the base station to fill up them. Hence, LATS
scheme does not result in under-utilized bursts.

5 Evaluation

We first briefly describe the testbed and the experimental setup. We then present
the results.

5.1 Mobile TV Testbed

We have implemented a testbed in our Lab for one of the most popular mobile TV
standard: DVB-H [4, 5]. The testbed provides a realistic platform for analyzing
the performance of the proposed burst transmission scheme. The testbed has
two parts: base station and receivers. We use a commodity Linux box as the
base station, and runs video server, IP encapsulator, and modulator software on
it. We installed a PCI modulator [23] in the base station, which implements the
physical layer of the DVB-H protocol and transmits DVB-H standard compliant
signals via a low-power amplifier and an indoor antenna. We use Nokia N96
cellular phones [3] as receivers to assess the visual quality of videos. For detailed
information on the signals, we add a DVB-H analyzer [24] to the testbed. This
analyzer is attached to a PC via a USB port and comes with a visualization
software for analysis. The analyzer records traffic streams as well as provides a
very detailed information on the RF signal, the MPEs, jitter, time slicing, and
so on. More details on the testbed are given in [25].

5.2 Setup

We have implemented the Layer-Aware Time Slicing (LATS) scheme in the
testbed. For comparison, we have also implemented the current, sequential burst
transmission scheme, which is denoted as CUR in the figures. We encode several
video sequences at 768 kbps, which are then partitioned into four layers, where
each layer has a bit rate of 192 kbps. We then configure the modulation card
to use 8 MHz bandwidth, QPSK (quadrature phase-shift keying) modulation,
3/4 code ratio, 1/8 guard interval. This leads to channel bandwidth of 8.289
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Fig. 6. Cumulative received data: (a) 10-min broadcast, and (b) zoom-in 60-sec period

Mbps [26]. We varied the burst size b from 200 to 1600 kb to study the implica-
tions of b on the energy saving γ. We broadcast 8 TV channels for 10-min using
LATS scheme, and we repeat the same test using the CUR scheme.

To gather statistically meaningful results, we have instrumented the testbed to
save log files for offline analysis. The log files contain start and end times of each
burst as well as its size. Moreover, the log files indicate the distribution of burst
data among SVC layers. For example, a burst produced by CUR scheme contains
IP packets for all layers, while a burst produced by LATS only contains IP
packets for a specific layer. We have developed a script to emulate mobile devices
in various classes based on the log files. This script computes the cumulative size
of IP packets received by each mobile device and the achieved energy saving.

5.3 Results

While we concurrently broadcast 8 TV channels, we only present sample results
for TV channel 1. Results for other TV channels are similar and are not shown
for brevity.

Cumulative Data Dynamics: We plot the cumulative received data in Fig. 6
for two classes of mobile devices. Results for other classes are similar. In Fig. 6(a),
we plot the cumulative received data for the complete experiment. This figure
shows that CUR and LATS are both feasible, and transmit the same amount
of data for mobile devices in the same class. In Fig. 6(b), we zoom into a short
time period. In this figure, every staircase step represents a received burst. This
figure reveals that mobile devices receive many more bursts when CUR scheme
is used, which leads to higher processing overhead.

Proportional Energy Saving: We plot the energy saving achieved by various
mobile device classes. We present a sample result with b = 400 kb in Fig. 7.
Fig. 7(a) illustrates that LATS enables mobile devices to receive a subset of
layers, and achieve proportional energy saving. For example, mobile devices which
receive all four layers achieve 65%, while mobile devices which receive the base
layer achieve more than 90% energy saving. Meanwhile, Fig. 7(b) depicts that no
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matter how many layers they receive, mobile devices in CUR scheme achieve the
same energy saving. This shows that LATS is required to support proportional
energy saving for heterogeneous classes.

Implication of Burst Size on Energy Saving: We compute the average energy
saving of each mobile device class under different burst sizes. Fig. 8 shows the
results. This figure reveals that larger burst sizes lead to higher energy saving.
This is because larger burst sizes means fewer number of bursts, where each
burst incurs an overhead duration To. However, mobile devices have to reserve
more memory to receive and process bursts when the burst size is large. This
figure shows that b = 1000 kb is a sweet spot: larger burst sizes only leads to
marginal increases on energy saving.

6 Conclusions

We have studied the problem of efficiently broadcasting multiple scalable video
streams to heterogeneous mobile devices. We showed that network operators
should broadcast scalable video streams in a different manner than nonscalable
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streams; otherwise the energy of mobile devices could be wasted. We have pre-
sented three broadcast schemes: PS, LAF, and LATS. They explicitly support
heterogeneous mobile devices. In the PS scheme, layers of the same TV channel
are multiplexed by either IP addresses or MPEG-2 PIDs into a series of bursts.
In the LAF scheme, layers of the same TV channel are sequentially placed in
Layer-Aware FEC frames. This allows mobile devices to receive partial bursts
for desired layers and turn off their RF circuits earlier to save energy. In the
LATS scheme, every layer of a TV channel forms a series of bursts. This en-
ables mobile devices to locate layers in video streams without opening their RF
circuits, such that they can receive desired layers efficiently in terms of energy
saving. We proved that the LATS scheme is the most efficient broadcast scheme
among the three proposed scheme. Hence, we recommend the LATS scheme.

We implemented the proposed broadcast scheme in a real testbed in our Lab
for DVB-H networks. We also implemented the current, sequential broadcast
scheme for comparison. Our experimental results show that, with the proposed
broadcast scheme, significant energy savings can be achieved by different het-
erogeneous devices. For example, energy saving between 62% and 92% can be
achieved by receiving different number of layers. In contrast, with the current
broadcast scheme, all mobile devices achieve energy saving 62% despite how
many layers they can (or opt to) receive and decode.
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Abstract. In recent years, many measurement studies have shown the
ubiquity of scanning activities in the Internet and the growing sophis-
tication of probing techniques that became more stealthy by stretching
slowly over time or using spoofed source IP addresses. Scans are mainly
generated by attackers trying to map the configuration of a target net-
work and by computer worms trying to spread over the Internet. Al-
though, the problem of scan detection has been given a lot of attention
by network security researchers, current state-of-the-art methods still
suffer from high percentage of false alarms or low ratio of scan detection.
In this paper, we propose to detect changes in scanning patterns, by
monitor variation of the distribution of scan features in a space spanned
by IP source address, IP destination address, source port number, and
destination port number. This gives insight on characteristics of scan-
ning activities and exposes the presence of emerging scanning attacks
and worms. For that, we propose to use an information theoretic-based
approach to detect changes in distributions.

Keywords: scan monitoring, anomaly detection, Information Theory,
Networks.

1 Introduction

A major challenge for security managers is to develop network intrusion detection
systems that can timely and accurately detect network attacks. A precursor to
many attacks on networks is often a reconnaissance operation more commonly
referred to port scans. Scans have many legitimate uses [1], including, for system
administrators, to verify the security of a network, to find web servers to index
by some search engines and some application (e.g. SSH, some peer to peer as
edonkey and windows applications ). However, intruders frequently perform port
scanning as a mean to gather valuable information on target victims to achieve
destructive attacks. Furthermore, computer worms also use port scanning to
propagate; infected hosts usually perform scanning to search for new vulnerable
hosts. This scanning activity takes the form of probe packets targeted at specific
TCP or UDP ports on multiple target hosts. If a target host responds, then the
scanning host will initiate the process of uploading malware onto that host.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 614–625, 2009.
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Many measurement studies [2–4], have shown that port scans represent a
sizable portion of today’s Internet traffic, that exhibits steady growth, mainly
since 2001, and a changing nature over time and between sites. In [2], the au-
thors examined the history of scanning activities over 12.5 years (between 1994
and 2006) as observed at the border of the Lawrence Berkeley National Lab-
oratory (LBNL). They showed that since 2001 scanning became an ubiquitous
phenomenon (mainly due to the wide spread of Internet worms like CodeRed I
and II, Nimda, Slammer, and Blaster). Following a different approach, the au-
thors in [3], measured and characterized traffic amassed by network telescopes
in two academic networks and termed it ”Background radiation”. This traffic,
sent to unused IP addresses, is anomalous by nature, and reflects the presence of
many unwanted activities ranging from scans, backscatter from a flooding attack
victimizing someone else, exploit attempts and mis-configurations. The authors
of [4] analyzed a set of logs from the global ”DShield” repository that spanned a
4 month-long period during 2001-2002. They showed that while common scan-
ning types (eg. vertical and horizontal) are indeed prevalent, other strategies
such as coordinated and stealthy scans are also widely used.

In the next section, we will survey state-of the art of scan techniques and scan
detection approaches. We will show that most of scan detection methods need
connection reassembly and are limited to one scan type. Moreover, nearly all
proposed methods have difficulties catching low rate scanners and often suffer
from significant levels of false positives making them inadequate for automatic
scan suppression.

Subsequently, we will present in section three, the approach proposed in this
paper. Although, the proposed approach is not a scan detection method it aims
to expose the presence of emerging scanning attacks and worms. It consists of
collecting and analyzing scan traffic to track significant changes in its distribu-
tional aspects. Detecting such changes is important because it can be relevant of
serious security problems such as rapid scanning worms or reconnaissance scan
preceding destructive attacks. The section four exposes our experimental results.
For that we used both real measurement datasets collected on Tunisian National
University Network and some artificial traces obtained by mixing a real trace
with experimental Nmap scan traffic. Finally, we conclude and present some
perspectives in section five.

2 Background and Related Work

2.1 Scan Techniques

Port scanning can be defined as a technique for discovering open ”doors” or ports
on a host or a set of hosts. It aims to discover host’s vulnerabilities by sending
a probe to a port and listening for an answer. As most of Internet services are
on TCP, scanners are mainly interested to probing TCP ports to determine
their states. There are at least a dozen scan techniques implemented in Nmap
utility which we can group in three major types: SYN scans, non-SYN scans,
and idle scans. SYN scan techniques work against any compliant TCP stack and
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allow clear, reliable differentiation between the open, closed, and filtered states
of a TCP port. They can be performed quickly, scanning thousands of ports
per second on a fast network. The Half-open scanning technique (an example
of SYN scan technique) is the most popular one. It consists of sending a single
SYN packet to a specific port on a target host and then waiting for a response.
A SYN/ACK response indicates that the probed port is listening (open), while
a RST (reset) response signifies a closed port. If no response is received (or
an ICMP unreachable error is received), the port is marked as filtered. Non-
SYN scans are more subtle techniques that exploit loophole in the RFC 793 to
differentiate between open and closed ports . However, many systems (Microsoft
Windows, many Cisco devices, BSDI, and IBM OS/400) do not follow RFC
793 to the letter that makes these techniques less effective. Finally, Idle scan
is an advanced scan method that allows for blind TCP port scanning of target
hosts (meaning no packets are sent to the target host from the real attacker’s
IP address). It exploits predictable IP fragmentation ID sequence generation on
a zombie intermediate host to glean information about the open ports on the
target. IDS systems will display the scan as coming from the zombie machine
used. Besides being extraordinarily stealthy (due to its blind nature), it permits
mapping out IP-based trust relationships between machines.

2.2 Scan Detection Methods

As a result of importance of scan traffic, various scan detection methods have
been proposed to detect and prevent scan activities. These methods can be
classified into counting methods [1, 5, 6], and non counting ones [7–9].

Snort [6], a popular intrusion detection system, implements a simple count-
ing method for scan detection. It marks a source IP address as a scanner if
it tries to connect to more than a given number of distinct IP addresses or a
fixed number of TCP/UDP ports within a time window. However the count-
ing algorithm can erroneously mark legitimate hosts as scanners in particular
when proxies or address translation mechanisms are used. For example in [1],
the authors established that over a Lawrence Berkley Laboratory (LBL) traces,
with Snort’s default settings, 38.5% of host detected as scanner are in fact false
positives. Other counting methods have built upon the observation that, unlike
benign remote users, scanners are more likely to initiate failed connections to
local IP addresses. Bro [5] scan detection algorithm uses this and counts only
failed connection for services specified in a configurable list. For the others, it
counts all connections.However the issue with Bro is similar to Snort, even if mis-
classification is less likely to happen because of counting only failed attempts.
Threshold Random Walk (TRW) algorithm, proposed in [1], propose to use the
observed disparity between the proportion of successfully established connec-
tions between legitimate remote hosts and malicious ones.TRW uses sequential
hypothesis testing to distinguish between benign remote hosts who occasionally
send misaddressed traffic and remote scanners who are often likely to probe non
active IP addresses or ports. However, despite its advantages, one can still easily
evade TRW. In [10], the authors proposed a distributed scan method, named
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z-scan that is using a limited number of zombies. This method is extremely
effective against TRW.

Non-counting approaches have been proposed [7, 8, 11], to address problems
with counting methods. The authors of [8] proposed a probabilistic approach to
scan detection. It computes for each address an access probability distribution,
calculated across all remote source IP addresses that are contacted by this host.
Then, it compares the probability with that of scanners that are assumed as ac-
cessing each destination address with an equal probability. The authors of [11] pro-
posed an entropy-based approach to fast scanning worms detection. The proposed
approach works on flow-level and computes entropy contents of traffic parameters
such as IP addresses. Significant changes in entropy indicate worm propagation. In
[7], the authors formalize the problem of scan detection as a classification problem.
A data mining classifier algorithm labels each pair (source IP, destination port) as
scanner or non-scanner. Despite its performance, this data mining method heavily
depends on an accurately labeled training trace and it is not suitable for real-time
scan detection; it was used with time windows of 20 minutes.

3 Scan Surveillance

We have seen in the previous section that scan detection poses two tricky
challenges. First, probing methods are increasingly varied and refined both for
greater efficiency and to operate at lower profile to evade intrusion detection
systems. Second, complete session re-assembly of traffic data, needed by many
proposed scan detection methods, is impractical for on-line deployment at high-
speed vantage points. Maintaining real-time assembly of many connections for
many hosts requires much computing resources making the cost of such methods
unaffordable for many ISPs. Moreover, as stated in [3], scan activity can be seen
as an unavoidable background radiation that hits permanently our network. This
means that the presence of scanners is a nuisance that is not per se problematic,
but a change in the pattern of activity of scanners is an important sign that
something is happening, e.g.,a new worm propagating or a cibled attack to a
network. In place of trying to detect each individual scanner, we should rather
monitor the scanning activity to detect change in it. When we detect a change,
we can there after apply sophisticated and complex forensic techniques to detect
the scanner(s) that have led to a change in scanning activity. In this paper, we
will concentrate on the detection of changes in scan activity.

Our approach of monitoring scan activity has analogous foundation to what
proposed in [8, 11], in the sense that we that we characterize the scanning ac-
tivity by its distribution in the space spanned by IP source address (@IPsrc),
IP destination address (@IPdst), source port number (# src) and destination
port number (# dst) (@IPsrc,@IPdst,# src,# dst). The authors of [8] use the
distribution of @IPdst or # dst as a discriminant feature between a scanner
and a benign node. The authors of [11] derive the entropy from the distribu-
tion of @IPsrc is used as the feature to monitor to detect worm propagation.
In this paper we are going further, and we see the joint distribution over the
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quadruple (@IPsrc,@IPdst,# src,# dst) as the main feature to use to detect
changes in scanning activity. Our scanning monitoring algorithm therefore con-
sists of deriving an aggregated reference distribution on an observation window
of w packets. This reference is thereafter compared with the distribution inferred
over a running window of the same size. We detect a change in scanning pattern
if the deviation from the reference window is larger than a detection threshold.
In summary we are following the below three steps;

1. Aggregating suspect scan traffic collected on a chosen vantage point in sep-
arate windows of w packets.

2. Computing, for each window, an empirical joint distributions of the features
of interest in the scanning traffic.

3. Analyzing these empirical distributions and tracking deviation from a ref-
erence distribution to expose the presence of serious security problems that
need more investigation.

We saw in previous section that detecting individual scans is a challenging
task. Fortunately our objective is to detect change in scanning pattern at any
observation point, i.e.,we should be able to monitor scanning traffic using only
locally available information. So we will not use any scan detection algorithm
to collect scan traffic. We propose to collect on every monitored point all SYN
packets that are not followed by SYN/ACK responses within a 60 seconds inter-
val. Collecting such traffic, although it may include benign traffic as well as the
real scan traffic, has three basic benefits: first, its collection is more ressource-
friendly as we are ignoring all non-SYN packets and we do not need complete
session re-assembly; second, such traffic is mainly composed by scans as usually,
we can neglect mis-configuration traffic and transitory network congestion or
failures. Finally, isolated SYN packets form most of scan traffic. Non-SYN scans
suffer from TCP/IP implementation idiosyncrasies, which limits their efficiency
and therefore their use.

3.1 Feature Selection

Our aim here is to track changes in the distribution of scan activity in the space
spanned by (@IPsrc,@IPdst,# src,# dst). This choice comes from the observa-
tion that different port scanning strategies affects feature distributions in diverse
manners. A horizontal scan affects the # dst distribution of the scan traffic, so
that it becomes skewed and concentrated on the vulnerable port being scanned.
Moreover, if the distribution of the source IP address field is also skewed than
means that the a single or a few numbers of IP addresses conduct the attack (it is
probably a botnet master, looking for vulnerable machines to send them a bot),
otherwise it is most likely a worm scan. In the same way, vertical scans might be
detectable as a change in the distributional aspect of source and destination IP
addresses, which becomes more concentrated: on the attacker IP address for the
@IPsrc distribution and on the victim for @IPdst. However, coordinated scans
are less obvious to detect since the attacker can probe many ports on different
target IP addresses using many source IP addresses; therefore making all feature



Scan Surveillance in Internet Networks 619

distributions appears dispersed. For this case we expect to have to use the full set
(@IPsrc,@IPdst,# src,# dst) to be able to detect the changes. Thus, we will use
the following traffic features to detect scanning attacks and worms:

– (@IPsrc,# dst): to detect emerging horizontal scans from botnet masters
and individual attackers.

– (# dst): to detect new worm scans.
– (@IPsrc, @IPdst): to detect new or repetitive vertical scans.
– (@IPsrc,@IPdst,# src,# dst): to detect coordinated scans.

3.2 Distribution Inference

In most general settings, computing the traffic features joint distributions for
each time window consists of having a vector of up to 296 entries 1, where each
entry represent a possible assignment of the features values. Every time the
feature value assigned to an entry is observed it is incremented. Hopefully, the
number of distinct TCP port pairs is near 25000 where number of distinct IP
address pairs in a 24 hours scan trace (see Table 1) is about 2 millions. Although
these numbers are lower than the 264 and 232 possible ones, they remain impor-
tant, and it is still unfeasible to estimate precisely the distribution. We have
therefore, to resort to estimate an aggregated histogram. One solution to build
it is to apply a mask that aggregates into a single bin all features values sharing
the same value of mask. Even if this solution is easy to implement it suffers from
a lack of flexibility, aggregation level is not easy to control and most important
it is too deterministic, i.e.,an attacker can guess the mask applied and make
use of it to hide its scan traffic. To address these two problems we propose to
apply a random hash function to each feature and to aggregate value based on
the resulting hash values. This approach is easy to implement, leads to flexible
aggregation, and last, it is immune to the attacker guess. To have more security
one can even change frequently the random hash.

One might use the aggregated histogram to estimate precisely a parametric
distribution form [12]. However in this work, we want to stay non-parametric so
we will directly use the histogram without refining it into an estimated distri-
bution.

3.3 Change Detection

We have postulated earlier in section 3 that we can infer change in scanning
pattern by observing changes in the joint distribution of features. We need to
define a way to measure the discrepancy between two distributions. This problem
is indeed central in statistics. Two main approach classes can be defined to
deal with this problem. A first class of approach is parametric. They consist of
measuring the distance of two distributions through the change in parameters of
a parametric distribution. Parametric inference and statistical tests associated
with it have widely used these approaches.
1 (@IPsrc,@IPdst,# src,# dst) is represented with 96 bits.
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A second class is non-parametric and does not use any particular type of
distribution. Entropy based approach [9, 11] belongs to this category. Entropy is
the measure of missing information when we do not know the value of a random
variable realization. The intuition beyond using entropy in anomaly detection is
that we expect that a change in the distribution lead to proportional change in
entropy. Unfortunately, a closer analysis of entropy shows that it is not a good
indicator of distribution variation. To see this let us assume a two valued random
variable with a distribution (p, 1 − p) and let us assume that this distribution
varies to (p+Δ, 1−p−Δ). A sensitivity analysis of the entropy H(p) to variation
of p can be done through the derivative:

∂H

∂p
= log

(
p

1− p

)
One can therefore expect that the effect of a small variation Δ on the distribution
on the entropy would be approximatively Δ log

(
p

1−p

)
, i.e.,the sensitivity of the

entropy variation depends strongly on the value of p and not on the variation
of the distribution; for small p the entropy will vary largely with small variation
of p and for larger values the entropy will not vary as much. The sensitivity
analysis shows that even very small variations of a bin probability (that could
eventually result from small random fluctuations) can lead to large variation of
the entropy. This elucidates why from a theoretical standpoint entropy is not
a good metric to use for tracking change in distributions as small variation in
distribution might lead to large variations in entropy and large variation in the
distribution might not lead to important entropy variation.

In place of entropy, we propose to use the relative entropy, also named Kullback-
Leibler divergence (KLD) [13] , to track changes in distributions obtained over
hashed distributions. The Kullback-Leibler divergence is an information theo-
retic measure of the difference between two probability distributions defined on
the same finite set H: a distribution P and a reference probability distribution
Q. It is given by equation (1).

D(P‖Q) =
∑
x∈H

P (x) log
(

P (x)
Q(x)

)
(1)

The KLD is not defined when ∃x ∈ H, Q(x) = 0, P (x) �= 0. By applying a
sensitivity analysis similar to what done for entropy to a two valued discrete
distribution we obtain:

∂D

∂p
= log

(
p

q

)
+ log

(
1− q

1− p

)
This shows that in contrast with entropy the sensitivity of KLD does not depend
on the value of p alone but on the ratio between p and the reference distribution
Q, i.e.,KLD is highly sensitive if we have a large variation compared to the
reference distribution, and become less sensitive if this variation is smaller. This
is perfectly what we expect from a distribution variation metric. This validates
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the use of KLD in place of entropy, and it explains also some of the poor results
obtained when using entropy to monitor distributional changes.

Furthermore, we can formulate anomaly detection using feature distribution
of the random variable X as follows. Let us assume that the scan traffic follows a
stable distribution P and we are observing n observations of scan packets. Let us
Qn be the empirical feature distribution. Anomaly detection reduces to decide
the following composite hypothesis test:

– H1 : The observed scan traffic features follow the stable distribution P ,
i.e.,there is no change.

– H2 : The observed scan traffic features follow an alternative distribution P ′

i.e.,there is a change.

It can be shown that the classical likelihood ratio test can be replaced by the
below test on KLD:

|D(Qn‖P )−D(Qn‖P ′)| > 1
n

log T

where T is the decision threshold. The Stein lemma [13] states that if one fixes the
probability of false alarm (the probability that no change happened but we still
decided that a change occurs) to a value and want to minimize the probability
of misdetection (the probability that there are changes and we cannot detect
them), this minimal misdetection probability will depend on D(P‖P ′). However
in practice we do not know the type of changes that will happen a priori, so the
alternative distribution P ′ is unknown. We have therefore, to replace the change
detection test by the below one:

|D(Qn‖P )| > 1
n

log T

However, this test is not optimal anymore and we cannot derive the misdetection
errors analytically, and we have to resort to Receiver Operation Characteristic
(ROC) curves. These curves show the tradeoff achieved between false alarm and
mis-detection rate for a given change detection scheme.

4 Experimental Validation

The trace used in this paper consists of all packet headers that have passed during
April 4th to 5th , 2006 through the 100 Mb/s link connecting Tunisian National
University Network (TNUN) to the Internet. Table 1 summarize that trace and
reports the total number of packets and flows. It also shows the share of transport
protocols above IP protocol.

We have assumed that all SYN packets that are not followed by SYN/ACK
responses within a 60 seconds interval are scan traffic. This leads to 10 millions
suspicious packets that have 18388 sources and are destinated to 56585 desti-
nations, leading to 2 millions address pairs. The traffic targeted up to 25 000
different port numbers. The suspicious packets account for 3% of total number
of packets and 42% of the total number of connections.
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Table 1. Summary of the packet trace used for validation

Period Packets number Flow number Protocol share(%)
in millions in millions TCP UDP ICMP

April 4-5 , 2006 356 10.5 97.5 1.8 0.7
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Fig. 1. Evolution of Kullback distance computed for four sets of features with a hori-
zontal scan inserted

4.1 Validation on Artificially Changed Scan Traffic Traces

To validate the method we first create artificial changes in scanning profile and
see whether we can detect these changes using the proposed methods. For this
purpose, we have used Nmap tool to generate 5 scan traces: 2 horizontal scan
targeted to port 80 on randomly chosen IPs (a sequential scan on all IPs of
an address mask, and a random scan), and 3 vertical scans (a sequential, a
random, and a targeted) to many ports on a single IP. These scan packets are
injected in a real trace by mixing according to a certain percentage (referred
as scan intensity) them with the originally observed real trace (T). We provide
in table 2 the details of the resulting traces. We used for each set of features
a hash function on 5 bits, i.e.,the feature distribution is obtained over 32 bins.
We obtain over each fixed window of 1000 packets an empirical histogram. We
used the histogram over the first window as the reference histogram for detecting
changes in scanning pattern.

In Fig. 1, we present the KLD variation obtained for the scenario T-H20pc
with two horizontal scans injected. The figure shows that (@IPsrc, # dst), (#
dst) and (@IPsrc,@IPdst, # src, # dst), shows an noticiable change of the KLD.
However unexpectedly that the distribution on (@IPsrc, @IPdst) do not show
a major change. This could be explained because of the use of random hash
function that distributes the value in the hash space, so that the horizontal scan

Table 2. Artificial scan traces summary

Trace Description Intensity
T Original scan trace 0%

T-V20pc Three vertical scans injected in window 100, 260, and 430 20%
T-H20pc Two horizontal scans injected in window 100 and 260 20%
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first window for a one hour scan trace

is not affecting too much the distribution. Interestingly the KLD for (@IPsrc,
# dst) and (# dst) show almost the same values during the horizontal scan
injection. This could be explained by the fact that the variation in feature space
is essentially related to port variations that are happening during horizontal
scans. Moreover KLD variations are more emphasized on the (@IPsrc,@IPdst, #
src, # dst) than on other features. This validates the use the approach proposed
in the paper for detecting changes in horizontal scanning pattern. In Fig. 2, we
present the KLD variation obtained for the scenario T-V20pc with three vertical
scan injected. The figure shows that (@IPsrc, # dst) is not well reacting to the
introduction of vertical scans, when (@IPsrc, @IPdst), as well as (@IPsrc,@IPdst,
# src, # dst), are well reacting to the injected scan level changes. This validates
the use the above three set of features for detecting vertical scans. In vertical scan
this is mainly destination address and destination port that are changed, one can
expect to not see it on the feature (@IPsrc, # dst). It is noteworthy that the
feature (@IPsrc,@IPdst, # src, # dst) seems to be reactive to the two types of
scans: horizontal and vertical. However, using each individual feature enable also
to know if the change is resulting from vertical or horizontal scanning changes,
where using (@IPsrc,@IPdst, # src, # dst) does not give this information.

4.2 Mining Scan Traffic Changes in Real Data

We present in the Fig. 3, the KLD variations for selected features over the
whole scan traffic trace. The figure first validates the assumption that there is
a stable value for KLD. This can be seen by observing that most of time the
KLD distance is close to zero and has a flat structure. However some clear peaks
are visible. The KLD computed over (@IPsrc, # dst) pair presents many peaks
that are relative to horizontal scans. The figure also shows clearly some vertical
scan that are visible by sharp peaks on the (@IPsrc, # dst) graph. However,
the intensity variation is larger for horizontal scan than vertical one. This is
in accordance with other studies [2–4] findings that affirmed the predominance
of horizontal scans compared to other scanning strategie. Interestingly one can
observe a increase and a deacrease in the KLD obtained over (@IPsrc,# dst)
feature in windows 700 to 800. This increase represents a significant change in
horizontal scanning behaviour. It has happened from 10 PM to 6 AM the next
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Fig. 3. Evolution of Kullback distance computed for four features to the first window
for a one hour scan trace

day. This could be related to a significant scan activity targeting TNUN. Here
also (@IPsrc,@IPdst, # src, # dst) seems to be a good tradeoff between the all
the feature. It regroups peaks in (@IPsrc, @IPdst) as well as (@IPsrc, # dst)
curves and it can also detect the change happening between time 700 and 800.

5 Conclusion

We presented in this paper a scan surveillance approach based on Kulback-
distance-based approach. The proposed approach is completely non-parametric
and does not need any hypothesis on the nature of scan traffic. We provided
preliminary evidence that the method is effective. However, a complete analysis
will need a complete study with a larger set of traces and particularly the obser-
vation of a real change in scanning pattern (for example in the advent of a new
worm propagating). We are actually instrumenting equipment in network to do
this real time analysis.
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Abstract. Building wireless sensor networks based on the IEEE 802.15.4
standard is an interesting option, as the standard enables low-power, low
data rate wireless communication. Many authors analyzed and optimized
the operational phase of such networks. In contrast, the initial phase, con-
taining the 802.15.4 association procedure, has mostly been neglected. In
this paper, we therefore propose four optimization possibilities for the as-
sociation procedure of a nonbeacon-enabled sensor network. Our results
show that significant performance improvements in terms of association
probability, speed, and energy consumptions can be achieved.

Keywords: Wireless Sensor Networks, Nonbeacon 802.15.4, Low-Power.

1 Introduction

The IEEE 802.15.4 Low-Rate Wireless Personal Area Networks standard spec-
ifies PHY and MAC layer protocols to enable wireless connectivity while guar-
anteeing “ease of installation, reliable data transfer, short-range operation, ex-
tremely low cost, and a reasonable battery life” [1]. Together with application
layer protocols specified by ZigBee [2] and WirelessHART [3], it is seen as a
promising option for wireless sensor networking and has become increasingly
popular for industrial purposes, monitoring and control applications.

We recall shortly the most important 802.15.4 features: each Personal Area
Network (PAN) has exactly one PAN coordinator which should be mains pow-
ered and may function as the data sink in a 802.15.4 Wireless Sensor Network
(WSN). It is able to send out beacons, small command messages which are used
for synchronization and organization purposes. In the beacon mode, beacons
are regularly broadcasted in order to maintain a superframe structure allowing
to meet low latency or bandwidth requirements. This overhead is avoided in
the nonbeacon mode which is suitable for WSNs with less tight synchronization,
bandwidth or delay requirements like environmental monitoring or scientific data
collection applications [1]. As network topologies, the 802.15.4 standard allows
either the star or the peer-to-peer topology. As the latter enables larger, more
complex, robust and flexible network formations, it is explicitly proposed for
WSNs. In this study, we focus on a WSN operating in the 802.15.4 nonbeacon
mode where all sensor nodes are Full Functional Devices (FFDs), i.e. are able to

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 626–638, 2009.
c© IFIP International Federation for Information Processing 2009
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relay packets on behalf of other nodes. This setting offers the highest degree of
flexibility and resilience.

In low-power WSN deployments, sensor nodes are battery powered or en-
ergy harvesting, saving energy is thus the main issue. In 802.15.4 power saving
mechanisms are only existing for the beacon mode, for a nonbeacon-enabled net-
work, no possibilities for energy savings are forseen [1]. Together with a sensor
MAC protocol or a higher level sleep scheduling solution, nonbeacon-enabled
802.15.4 peer-to-peer networking is nevertheless an interesting option for low
power-WSNs. Very few of the proposed 802.15.4 enhancements cover the ini-
tial stages of the network life cycle, but a 802.15.4 network can not become
functional before the association procedure (reviewed in Section 3.1) has been
completed successfully. This procedure is optimized for star topologies and is
thus less effective in large nonbeacon-enabled topologies.

How a nonbeaconed 802.15.4 network can start up efficiently has never been
considered in depth, this study therefore focuses on the startup phase of a
nonbeacon-enabled low-power 802.15.4 WSN. Related work is reviewed in Sec-
tion 2. The association procedure is described in Section 3, where we reveal
issues and propose optimizations for large low-power networks. In Section 4,
the methodology used for evaluating different optimization possibilities is intro-
duced. Section 5 contains insights on the individual and combined effects of the
considered parameters and demonstrates that any low-power 802.15.4 WSN can
operate power efficiently from the beginning. We conclude our work and point
out future research directions in Section 6.

2 Related Work

Many performance evaluations of 802.15.4 have been published. As the 802.15.4
nonbeacon MAC protocol is barely more than plain CSMA-CA, most studies
analyze and optimize aspects of the 802.15.4 beacon mode. An exemplary study
of the beacon mode is the work of Kohvakka et al. [4], who analyzed the per-
formance of 802.15.4 for large-scale WSN applications. The authors established
models for the device energy consumptions and goodput in beaconed cluster tree
topologies. The results allow to choose two key 802.15.4 superframe parameters
for increasing the network performance and energy efficiency.

An analysis of the nonbeacon-enabled channel access was presented by Latré
et al. [5] who determined maximum throughput and minimum delay for a single
connection. The authors showed that the small 802.15.4 packet sizes together
with the large protocol overhead significantly decreases the bandwidth efficiency.
The nonbeaconed channel access has also been studied by Kim et al. [6]. Using
a Markov chain model, the authors proved that the number of devices in a star
topology can be optimized in order to guarantee specific QoS conditions.

As the nonbeacon mode offers only few adaptable parameters, energy efficient
optimizations for the nonbeacon mode are in general done by extending or modi-
fying the 802.15.4 protocol stack. SCP [7], an example of a WSN-MAC protocol,
runs on 802.15.4 compliant radios, but replaces the CSMA-CA channel access
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by a synchronized adaptive channel polling scheme. Ye et al. showed that this
enables sensor node duty cycles below 0.1% and enables multi-hop streaming
with only small end-to-end delay. Recently, we proposed a self-organizing sleep
scheduling solution operating above the 802.15.4 MAC [8]. By loosely synchro-
nizing with their neighbors, low duty cycled sensor nodes achieve good packet
delivery ratios under a distributed routing scheme.

None of the above mentioned studies considers the early stages of the network
life, but all works concentrate on the situation where the network is already
fully operational. One of the first performance evaluations of 802.15.4 by Zheng
and Lee [9] is one of the rare works covering the initial network stage. Among
many other aspects, the authors studied the association procedure for the case
of beaconed networks and proposed an optimization. They used ns-2 for their
simulation studies and their code is still the base of the actual WPAN ns-2.33
simulation framework which we adapted for our purposes. Recently, Zhang et
al. [10] showed how to speed up the association procedure in beaconed networks.
For this purpose, the number of sent primitives and thereby the collision prob-
ability of command messages were reduced. This approach is only suitable for
beaconed star topologies, as sending less primitives causes conflicts to occur in
networks with several FFDs.

According to Zheng and Lee, an efficient association procedure is the basis for
an efficient routing tree establishment [9]. This idea was extended by Cuomo et
al. [11] who exploit the parent-child relationship resulting from the association
procedure for establishing a routing tree rooted in the PAN coordinator. As no
additional overhead for initial route establishment is required, HERA, as this
algorithm is called, outperforms AODV in simulations in terms of packet loss,
delay and energy consumptions. The association procedure was not considered
in this study, but of course heavily influences HERA’s performance.

3 The Nonbeacon 802.15.4 Association Procedure

In this section, we review the key facts of the nonbeacon association mechanism
as defined in [1], before we introduce our extensions for low-power WSNs.

3.1 Basic Mechanism

We consider 802.15.4 devices working in the unlicensed 2.45 GHz frequency band
in the following. In this band, a starting PAN coordinator chooses one out of 16
available channels to operate the PAN it is going to coordinate. A node x willing
to associate to this PAN executes an active channel scan, i.e. it broadcasts a
beacon request to all available channels. If the PAN coordinator or an already
associated FFD receive such a request, they answer by sending a beacon. After
having sent the beacon request, x waits [0.015 · (2ScanDuration + 1) sec for a
response [1]. As no default value for 0 ≤ ScanDuration ≤ 14 is given, we
adopt Zheng and Lee’s proposal of ScanDuration = 4, resulting in 0.26 sec per
channel [9]. We further apply the low-power optimization proposed by [9] to scan
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only 3 channels. Together with processing times and state transitions, a node
spends slightly more than tscan = 0.78 sec for a channel scan.

After the scan, x sends an association request command message to one of the
devices from which it received a beacon. [1] does not specify which out of several
beacon senders to choose, we therefore follow again [9] and let x send the associ-
ation request to the quickest respondent y. After having received the association
request, y immediately sends back an acknowledgment, which x answers by a
data request command after aResponseWaitT ime = 0.49 sec. Meanwhile, y has
to check, whether x may associate. If yes, y sends an acknowledgement and an
association response command frame back to x which in turn is acknowledged.
Conditions for rejection are not mentioned in the standard [1], in our study,
nodes are therefore always allowed to associate.

3.2 Extension for Low-Power WSNs

The 802.15.4 standard is optimized for star topologies, and proposes to realize
larger deployments by using several PAN coordinators. Thus, the case where x
receives no beacon in response to its channel scan is not supposed to happen and
thus not handled. For large low-power WSN deployments with only one PAN
coordinator, it may in contrast occur quite frequently that a node receives no
answer to its channel scan and fails to associate at first attempt. Possible reasons
are that the PAN coordinator is out of reach, already associated FFDs are in
sleep mode or packets are lost. Zheng and Lee [9] identified this problem and
proposed that each node failing to associate should retry to associate a = 1 sec
later. They proved the effectiveness of this mechanism for large beacon-enabled
topologies where nodes are always active.

Our studies showed, that if nodes are periodically active and inactive, this
solution may cause sensor nodes to try and retry to associate during their neigh-
bors inactivity phases. We investigate whether for this scenario a randomization
of the association retry interval a is beneficial and examine the impact of a’s
length on the association procedure performance. In addition, we propose two
extensions for the node behavior: The greedy behavior causes a sensor node to
immediately retry to associate after an unsuccessful channel scan. The altruis-
tic behavior causes a successfully associated node to listen to the channel some
time before starting its regular sleep-wake cycle. If the node receives any bea-
con requests, it starts to sleep as soon as it has completed all associations it
participated in, otherwise the node starts to sleep after a period talt.

4 Methodology

Many factors influence the performance of a WSN and especially the association
procedure in nonbeacon-enabled 802.15.4 WSNs. To investigate the performance
of the association procedure under varying environmental conditions and design
choices are abstracted by a set of factors which is discussed in Section 4.1. To
evaluate the performance of the association process, we use the metrics intro-
duced in Section 4.2. Details on the used energy model are given in Section 4.3.
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4.1 Considered Factors

We aim at improving the performance of a given 802.15.4 WSN deployment by
adapting the association procedure. We abstract this problem by introducing a
set of hard factors describing the application requirements and environmental
conditions which can not or only hardly be changed. The degree of freedoms for
tuning the association procedure are represented by a set of soft factors.

Hard Factors

- Node deployment (dep): Describes the strategy by which the positions of the
sensor nodes are chosen.

- Average node degree (d): The number of other nodes each sensor node may
on average communicate with is determined by the transceiver transmission
output power and the density of the node deployment.

- Coefficient of variation of node activation time (c): Each sensor node is
activated a randomly distributed time t0 after the PAN coordinator has
been switched on. Different values of c model different starting behaviors.

- Network clock (T ): Determines the responsiveness of the WSN.
- Activity factor (α): An energy efficient operation is abstracted by assuming

that all sensor nodes are active αT and sleep for (1−α)T , where 0 < α ≤ 1.
- Initial tolerance time (Δ): Determines when the WSN has to be functional.

Soft Factors

- Association retry interval (a)
- Randomization of a (rand)
- Greedy association (gr)
- Altruistic association (alt)

4.2 Performance Metrics

For their study of the association process, Zheng and Lee proposed two metrics:
the successful association rate giving the percentage of devices which succeeded
to associate and the association efficiency, indicating how much attempts the
devices had to make for associating [9]. We extend this framework and use the
following three network level metrics to evaluate the association process perfor-
mance for a certain factor value combination:

Association Success. sA = 1 if all nodes of the PAN could associate during
Δ and 0 otherwise.

Association Time. tA is the time until the last node of the PAN has associ-
ated. If not all nodes could associate, tA = Δ.

Association Power Consumptions. EA denotes the energy consumptions of
the node of the PAN which required the largest amount of energy for asso-
ciating. EA does not include the energy consumptions required for sending
out association responses, but focuses on the nodes trying to associate.
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4.3 Energy Model

An exact calculation of EA has to include characteristics on all mote subsystems.
As our study focuses on reducing the communication related energy consump-
tions, we aim only at estimating the energy consumptions of the transceiver. For
this purpose, we use the state machine model proposed by Wang and Yang [12],
who extracted values for current consumptions and transition times from trans-
ceiver data sheets and assumed a typical voltage of U = 1.8V. Experiments with
the 802.15.4-compliant CC2420 [13] showed that this approach together with an
exact model of the communication behavior closely estimates the current con-
sumptions. Transition power consumptions are calculated as the average of the
initial and final state power consumptions [12].

One component of the energy node x requires for associating, EA(x), is Estart

which is consumed when the node initially activates its transceiver, i.e. for the
transition from “Power Off” to “Receive” (RX) state. Next, Escan is consumed
for each of the n ≥ 1 channel scans. If the association procedure is not greedy,
during each of the n − 1 periods where x waits for retrying to associate, ER is
consumed. ER is obtained by adding the energy consumptions for transitions
from and to “Power Save” state to the energy consumptions in “Power Save”
for the remaining time of a. For the association command message exchange,
Ea and the optional altruistic phase, Ealt are required. Escan, Ea and Ealt are
estimated by multiplying the energy current consumptions in RX state by the
time required for these actions and the voltage U . As CC2420 consumes slightly
more energy for receiving than for transmitting at the highest output power [13],
(which we assume to be the case in our study), this estimation is close to the
real consumptions and sufficient for the purposes of this study.

5 Simulation Results

To examine the effect of our association procedure extensions, we use the ns-2.33
802.15.4 stack and extend the association mechanism as discussed in Section 3.2.
The impact of all factors besides the node deployment is examined using a 2k

factorial design study in Section 5.1. The obtained results allow to identify ben-
eficial influence of the greedy and altruistic mechanism which we analyze more
closely for different topologies in Section 5.2.

5.1 A 27 Factorial Design Study

Our simulations confirmed the evident fact that the topology has the strongest
influence on the performance of the association procedure. To examine the other
factors’ influences, we consider a simple topology where 9 sensor nodes and one
PAN coordinator are arranged on a line, with the PAN coordinator at the left
edge. Δ = 5 min and T = 1 sec are used for this experiment, but the results are
similar for other parameter choices. For each of the 7 remaining free factors, a
high (+) and low (-) level as summarized in Table 1 are chosen.
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Table 1. Considered experimental factors and their levels

Factor d [nodes] c α [%] alt gr a rand
Level (-) 1.8 0 1 no no 0.1T no
Level (+) 6 1 25 yes yes 5.1T yes

We model the node transceivers to correspond CC2420 transmitting at the
highest (0 dBm) possible output power. The radio propagation is abstracted as
a disc model, and the two-ray ground propagation model proposed by [9] is used.
Together with CC2420’s typical receiver sensitivity of -95 dBm [13] this causes
each transmission within 20 m to succeed. We consider inter-node spacings of 20
and 5 m, each node can thus communicate with 1 or 4 neighbors per direction.
Averaged over 10 nodes, this results thus in a low value of d = 1.8 and a high
value of d = 6. Startup times distributed with c = 0 stands for all nodes starting
at exactly the same time, c = 1 corresponds to an exponential distribution with
the same mean. α reflects a good lower and an absolute upper bound for a low-
power network duty cycle. Low and high values for the factors rand, gr and alt
correspond to using these features or not. If the altruistic mechanism is used, we
parameterize talt to be slightly longer than the time required for a channel scan,
talt = tscan · 1.1 = 0.86 sec. a is chosen in dependence of the system clock and
varies between a very small and a very large value. To randomize a, we multiply
it by a random variable X which is uniformly distributed in the interval (0,1].
The effects of using other distributions for X have not been considered in this
study. Other choices for the levels are imaginable, but our experiments showed
that using other level values just slightly changes the results.

To get an overview on the factors’ influence, we examine the performance of
all 27 factor combinations or design points. For each design point, the perfor-
mance of the association mechanism is evaluated by the following simulation
run: at time 0, the PAN coordinator is activated and begins starting a PAN.
The PAN coordinator is always active during the simulation run [1]. Each of
the sensor nodes is activated at a randomly distributed time t0 with mean 30
seconds and coefficient of variation as specified by c. After the activation, each
node tries to associate as described in Section 3.1 using the extensions intro-
duced in Section 3.2 with the parameters set for this design point. After having
successfully associated and after an optional altruistic period, the node starts
to sleep regularly for (1 − α)T . At the end of each simulation run, the system
responses, i.e. the metrics sA, tA and EA defined in Section 4.2 are collected.
To obtain statistically significant results, the responses for each design point are
averaged over 100 simulation runs.

Main Effects. The influence of factor x on the system performance in terms of
metric y is characterized by its main effect, ex(y). It is obtained as the average
change in y due to moving x from (-) to (+) while keeping all other factors fixed:

ex(y) =
ȳx+ − ȳx−

2
, (1)
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Fig. 1. Main effects of the considered factors on the different metrics

where ȳx+ and ȳx− denote y averaged over all design points where x is at its
high level and low level respectively [14].

In Fig. 1 we visualize the main effects ex of the 7 different considered factors.
From left to right, the subfigures contain representations for the association suc-
cess, the association time and the association energy consumptions of the net-
work. Together with the main effects, their 95%-confidence intervals are shown
to verify, that only some of the effects are not statistically significant, as their
confidence intervals include 0. Additionally, we show the corresponding system
response averaged over all 27 design points in each figure.

Let’s discuss the average system responses first. The association success sA is
the probability that all nodes associate within Δ. As sA = 0, if all but one node
were able to associate, sA averaged over all design points and 100 runs is only
0.8. The probability that an individual node associates, is slightly higher and
averages to 0.88. Obviously both probabilities converge to 1 for larger values of
Δ. Note that the association energy consumptions for this topology averaged over
all design points and runs are equal to 2 J. This corresponds to less than 0.01%
of the theoretical capacity of two AA batteries [15] and seems to be neglectable
when compared to the energy consumptions during the WSN lifetime. However,
already in this simple topology the minimal and maximal EA of 0.2 J and 10.4 J
differ strongly, the inherent energy saving potential of the association phase must
thus not be underestimated.

The main effects of the factors shown in Fig. 1 illustrate that some factors
have a stronger influence than others and that the factor impact differs between
the metrics. A closer look reveals, that the hard parameters d and α have a larger
influence then all other parameters: the association procedure will succeed with
high probability, rather quick and at low energy costs in dense and high duty
cycled topologies. While this is quite evident, the influence of a randomized
startup point characterized by c’s main effect is ambiguous. c > 0 is suitable
for increasing the association success as it decreases the probability of packet
collisions especially in dense networks, but results in slightly increased time and
energy consumptions.

As the hard parameters can in general not be influenced, the analysis of the
soft parameters is more profitable for optimization purposes. The randomization
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of the association retry interval and to a stronger degree the altruistic mecha-
nism are the only soft parameters which have a positive influence on all three
considered metrics. The energy saving potential of the altruistic mechanism is
quite large as the energy savings of nodes which associate earlier outweigh the
energy consumptions of nodes altruistically delaying their transition to power
save mode. The greedy mechanism and a small association retry interval in-
crease the association success and the association speed but lead to increased
energy consumptions by triggering too many unnecessary channel scans.

Interactions. Considering just the main effects of the factors for deciding the
parametrization of the association mechanism would lead to wrong decisions, if
interactions between factors are existing, i.e. if the influence of one factor varies
in dependence of the behavior of other factors. To examine this, we consider
the two-way interaction effect of factors x and z on systems response y, exy(y),
which is computed as the average difference of x’s effect when z is at its (+) and
the effect of x when z is at its (-) level [14]:

exz(y) =
1
2
((ȳx+z+ − ȳx−z+)− (ȳx+z− − ȳx−z−)), (2)

where analogous to Eq. (1), ȳx+z+ denotes y averaged over all design points
where both x and z are at their (+) levels.

The interactions of all considered responses are similar, we therefore only
illustrate the interactions on the energy consumptions in Fig. 2. In the subfigure
which is at row z and column x of the figure matrix, a solid line is drawn between
the average system response when x is at its (-) and (+) level, while z is at is (-)
level, ȳx−z− and ȳx+z− , while a dashed line connects the average system response
when x is at its (-) and (+) level, while z is at is (+) level, ȳx−z+ and ȳx+z+ .

Non-parallel lines represent interactions between two factors, it gets thus
quickly clear, that nearly all factors are interacting. Fig. 2 illustrates that factors
with strong main effects also have strong interactions and that factor levels have
to be adapted under the consideration of other factors levels. Often a factor’s
effect is amplified or reduced by another factor’s level, as it is e.g. the case for
all soft parameters which have a less stronger effect, if the activity is high and
the network is dense. All in all, the analysis of interactions demonstrates, that
any deeper analysis of the association mechanism has to be done considering
different network configurations and that sparse and low-duty cycled network
designs need to be optimized more carefully.

5.2 Combining the Greedy and the Altruistic Mechanism

In the last section we demonstrated, that out of the soft factors, the greedy and
the altruistic mechanisms have the strongest effects on the association success
and speed. We saw also, that the altruistic mechanism reduces the increased
energy consumptions of the greedy mechanism (c.f Fig. 2). In this section we
verify if this holds also for larger topologies and investigate to what degree
the association procedure in a given sparse low-power WSN deployment can be
improved using both mechanisms.
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Fig. 2. Interaction effects on the association energy consumptions

We consider an exemplary monitoring application, where an area of 60×60 m
is covered with 24 sensor nodes and one sink node acting as PAN coordina-
tor. Small energy consumptions together with acceptable responsiveness are ab-
stracted by α = 1% and T = 1 sec. To examine the influence of the node deploy-
ment and the sink position, we use randomly generated topologies: A connected
graph with 25 nodes results either from chosing positions on a grid with 12 m in
between or uniformly distributing nodes over the square to cover. In both cases,
one random position is chosen to be the position of the sink. Averaging the mean
node degree over 100 different random and grid topologies results in d = 6 and
d = 3.2 respectively. To analyze the benefits of the proposed mechanisms, we do
not randomize the associatione retry interval and set a = 0.5T . Different possi-
bilities for activating the sensor nodes are abstracted by choosing t0 as randomly
distributed with coefficient of variation c ∈ {0, 1e−3, 1e−2, 1e−1, 0.577, 1, 2} and
mean 30 sec. For a closer examination of the altruistic mechanism, values for
talt = {0, tscan, tscan + T, tscan + 2T, tscan + 5T, tscan + 10T } are used.

In Fig. 3 we depict the association success and energy consumptions resulting
from Δ = 5 min and a strongly varying node activation time, i.e. c = 2. Results
averaged over 100 runs with their 95% confidence intervals are shown which are
quite large due to the high variance of t0. Results obtained with the greedy
mechanism are shown by shaded bars. The six bars of each of the four groups
depict the considered values of talt in increasing order. Furthermore, we show
results for the random (the two left bar groups in each subfigure) and the grid
topologies (the two right bar groups). This illustrates, that due to the smaller
average degree most effects are stronger in the grid than in the random topologies
and demonstrates again that sparser topologies need more optimization effort.
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Fig. 3. Effects of the altruistic and greedy mechanism for a high startup variation

As the node activation time is varying very strongly, many nodes are starting
close to Δ, causing the association success to be small, especially in the sparser
grid topologies. Both mechanisms are able to increase the association success
and decrease the association energy consumptions but to a different degree: The
clear difference between the size of the first bar in each group (talt = 0) and all
other bars demonstrates, that the altruistic mechanisms has a stronger positive
influence on both metrics than the greedy mechanism (non shaded vs. shaded
bars). Combining the greedy and the altruistic mechanisms positively influence
the system performance, as the energy penalties resulting from the use of the
greedy mechanism are alleviated while the time and energy reductions of both
mechanisms also result from their combined use.

According to the results illustrated in Fig. 3, the exact parametrization of talt

is affecting the system performance differently if the greedy mechanism is used.
The association success is directly increasing with talt we thus analyze the more
interesting trade-off between association speed and energy consumptions in de-
pendence of the startup variation. For this purpose, Δ is set to 10 minutes which
allows all nodes in the considered topologies to associate in nearly all cases. Results
from this experiment for both topology types were similar, but stronger for the

Fig. 4. Altruistic and greedy mechanism under varying starting time variations
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grid topologies. The association time and energy consumptions averaged over 100
simulation runs together with their 95% confidence intervals are plotted against c
in Fig. 4. Different values of talt are distinguished by different markers. The greedy
and the non greedy behavior are shown with solid and dashed lines respectively.

At first glance it gets clear, that talt = 0, i.e. a non altruistic behavior, leads
to the slowest association and highest energy consumptions. The altruistic mech-
anism is improving the performance more than the greedy mechanism. The ben-
efits of the latter are moreover strongly depending on the startup variation:
While a greedy behavior together with a small talt > 0 increases the association
speed and decreases the association energy consumptions in networks with small
startup variation, this effect is inversed for larger values of c. This demonstrates,
that for the exact parametrization of talt a balanced solution between association
speed and energy consumptions has to be found: the association speed always
increases with talt, but if talt > tscan is chosen too large, too much energy is
wasted by unnecessarily listening to the channel. All in all, Fig. 4 demonstrates
that in the scenario we investigated, adapting the usage of the greedy and altru-
istic mechanism to the WSN deployment enables accelerations over 300 sec and
energy savings over 5 J. Comparable numbers will result from topologies of the
same size and will be larger for larger deployments.

6 Conclusion and Outlook

In this paper we examined possibilities for optimizing the association process in
a low-power 802.15.4 nonbeacon sensor network. For this purpose, we proposed
four enhancements for the procedure as described in the standard and carried
out an extensive simulation study to identify the effects of our improvements.
Our results showed, that the influence of factors given by the application require-
ments is always larger than the improvements achieved by tuning the associa-
tion mechanism. However, significant performance gains in terms of association
probability, speed and energy consumptions may be achieved, if the additional
mechanisms we proposed are well parameterized. The altruistic and the greedy
behavior are especially promising, as they allow to increase the performance of
the association procedure by adapting it to the network characteristics.

All in all, our results illustrate the inherent optimization potentials of the of-
ten neglected 802.15.4 association procedure. A successful starting phase is the
foundation of each successful WSN deployment and especially of 802.15.4 WSNs,
our future works will therefore be dedicated to further optimizing the associa-
tion procedure. As the startup behavior of the nodes is strongly influencing the
network performance, we will also study optimization possibilities for the node
activation strategy.
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Abstract. This paper analyzes the impact of misbehaviour on QoS provisioning 
in wireless mesh networks. Misbehaviour occurs when a network participant 
decides not to cooperate. Since cooperation is fundamental for distributed envi-
ronments such as mesh networks, misbehaviour can be a serious threat to them. 
In this work, the authors focus on the IEEE 802.11 EDCA medium access func-
tion which provides QoS in mesh networks. Simulation studies have been per-
formed to determine what realistic forms of misbehaviour can occur and what 
their impact is. From these results the most beneficial forms of MAC layer mis-
behaviour in multihop mesh networks are derived. 

Keywords: Mesh networks, QoS, IEEE 802.11, EDCA, misbehaviour. 

1   Introduction 

Wireless mesh networks are steadily becoming a popular approach for providing 
network access to people's homes, especially in suburban and rural environments. 
Mesh networks allow a neighbourhood to share a single Internet connection, thus 
solving the last mile problem. They can also bring a community together by enabling 
easy and reliable data exchange within the network. By utilizing the latest technology, 
multimedia content can be exchanged over these networks.  

Fig. 1 presents an aerial view of a mesh network. Each house in this neighbour-
hood has a wireless router, also called a Mesh Node (MN). These MNs form a back-
bone mesh network to provide robust connectivity. A mesh network can therefore be 
thought of as an immobile ad-hoc network. One of the MNs in the figure has a con-
nection to the Internet and serves as a gateway for the other MNs. The MNs provide 
network access in each home. Wireless Access Points (APs) can be attached to the 
MNs to provide wireless access to household devices such as laptops, PDAs, tablet 
PCs, etc. The MN together with the AP is called the Mesh Point (MP). Stationary PCs 
can be directly connected to the MNs through Ethernet links. 

The IEEE 802.11 standard [1] can provide wireless connectivity throughout the 
mesh network. It is currently the best choice when building a mesh network, because 
802.11 equipment has become popular, cheap, reliable, and secure. The MNs in the 
network can communicate with each other using the 5 GHz frequency band and the 
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user devices can connect with the APs using the 2.4 GHz frequency band. This makes 
the community-wide mesh part of the network separate from the wireless network in 
each household. The Enhanced Distributed Channel Access (EDCA) function ensures 
Quality of Service (QoS) at the Medium Access Control (MAC) layer and facilitates 
the exchange of multimedia content over the network. It provides traffic prioritization 
with four Access Categories (ACs) to provide appropriate QoS. These categories are, 
from the highest priority: Voice (Vo), Video (Vi), Best effort (BE), and Background 
(BK). In the upcoming 802.11 standard for mesh topologies – 802.11s [2] – EDCA is 
included as a mechanism for providing QoS. Therefore, EDCA is the main focus of 
the research presented in this paper. 

 

Fig. 1. Mesh network 

Mesh networks rely on the cooperation of all participants. A problem arises if one 
of the participants misbehaves (i.e., decides not to cooperate with others). A mesh 
node may decide to misbehave in order to gain certain measurable profits (such as 
higher throughput). Misbehaviour is always done at the cost of the well-behaved 
nodes in the network. Therefore, it would be favourable if such actions were at least 
discouraged, if not made impossible. 

Misbehaviour is a threat to networks built with the 802.11 standard because it pro-
vides no incentives to cooperate. Medium access in 802.11 is based on CSMA/CA (Car-
rier Sense Multiple Access with Collision Avoidance) and a set of pre-defined parame-
ters. In EDCA, each AC has its own set of parameters: AIFS (Arbitration InterFrame 
Space), CWmin and CWmax, and TXOP (Transmission Opportunity) (Table 1). 

Table 1. Values of EDCA Parameters 

AC AIFS CWmin CWmax TXOP [µs] 

Voice 2 7 15 3264 

Video 2 15 31 6016 

Best effort 3 31 1023 0 
Background  7 31 1023 0 

Any user can change these parameters to his/her own advantage. This can be done 
very easily with the use of the latest wireless drivers [3]. With these modifications, 
users can, for example, achieve better network access than their neighbours. Likewise, 
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a vendor of wireless cards might decide on using non-standard parameters to achieve 
better performance. This makes misbehaviour a real threat to mesh networks. This 
problem has already been the subject of recent studies regarding cooperative envi-
ronments such as mobile ad-hoc networks (Section 2). However, no research has been 
performed on the topic of providing QoS in misbehaviour-prone mesh networks. 

Section 3 provides simulation results which determine the impact of misbehaviour 
on QoS provisioning in a multi-hop mesh environment. The focus of this work is on 
realistic misbehaviour, i.e., actions which are easy to perform and beneficial to the 
malicious user. The simulations consider modifying MAC layer parameters to either 
upgrade one's own traffic or to downgrade the traffic of others. These simulations 
show how beneficial different types of misbehaviour actually are. Finally, Section 4 
concludes the paper and describes future work. 

2   State of the Art 

The problem of misbehaviour, especially in the context of mobile ad-hoc networks, 
has been the subject of study for the last several years. The first approaches to detect-
ing misbehaviour were focused on the problem of not forwarding packets. Such ac-
tions are done at the IP layer and can be performed with the use of a firewall. The first 
benefit is that the misbehaving node has more bandwidth for its own traffic. Secondly, 
in the case of mobile nodes, it can extend its battery life.  

The first solution to not forwarding packets was presented in [4] and later independ-
ently developed into CONFIDANT [5] and CORE [6]. This family of solutions is based 
on promiscuous observation of events in the network. Many types of misbehaviour can 
be detected, not only packets which are not forwarded, but also packet manipulation. 
Statistical algorithms are used to calculate a level of reputation for each node, which in 
turn determines cooperation. Misbehaving nodes (those with a low reputation) are 
gradually isolated from the network and thus such actions are discouraged.  

The authors of [7] deal with the problem of MAC layer misbehaviour. They take 
into account several misbehaviour strategies, all dealing with manipulating the pa-
rameters of the contention window mechanism of 802.11. In their solution, it is the 
receiver, not the sender, which chooses the random backoff value. This value is trans-
ferred to the sender in either a CTS or ACK frame. Misbehaviour occurs when the 
sender deviates from that backoff.  

Paper [8] presents DOMINO, an advanced software application designed to protect 
hotspots from greedy users. It monitors traffic, collects traces and analyzes them to 
find anomalies. DOMINO can detect many types of malicious and greedy behaviour, 
including backoff manipulation techniques. Anomaly detection is based on through-
put (instead of observed backoff), which the authors acknowledge is not an optimal 
detection metric. The application can be seamlessly integrated with APs and it com-
plies with standards. Additionally, a misbehaviour detection analysis in infrastructure-
mode 802.11 EDCA WLANs can be found in [9]. However, both DOMINO and [9] 
cannot be used in distributed environments such as ad-hoc and mesh networks. 

The authors of [13] present a simulation-based technique for detecting faults in 
wireless mesh networks. They utilize traces from a network monitor to perform simu-
lations. The cause of the network behaviour can be detected, whether it is MAC layer 
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misbehaviour, link congestion, or packet dropping. This is an interesting approach, 
however, it is not real-time and it depends on inaccurate simulations. 

To summarize, there are several problems with the research efforts presented in 
this section. First of all, most research has been focused on WLANs operating in 
infrastructure mode. This is quite different from ad-hoc and mesh scenarios most 
notably because of the central access point. Secondly, the state of the art in misbehav-
iour detection is often focused on unrealistic misbehaviour. Examples include packet 
manipulation, selective jamming and other techniques which require expert skills. 
Also "adaptive" misbehaviour is considered, which is quite difficult to implement in 
real life. Furthermore, EDCA, with its four distinct sets of parameters, has not been 
taken into account in mesh network scenarios. Finally, the detection solutions are 
most often limited to only one layer of the OSI model (either Data Link or Network). 

3   Analysis and Evaluation of Misbehaving Nodes 

This section presents the results of an extensive simulation study of misbehaviour in 
mesh networks. The purpose of this analysis is to determine the impact that misbehav-
ing users can have on QoS provisioning in such networks. All simulations were per-
formed using the ns-2.28 simulator with a modified version of the TKN EDCA exten-
sion [10]. All the figures in this section present curves, where the error of each simu-
lation point for a 95% confidence interval does not exceed 2% (this is too small for 
graphical representation). 

 

Fig. 2. Mesh network scenario 

The simulated network topology is presented in Fig. 2. Each MN uses the EDCA 
function and is within range of its closest neighbour only. George's MN is a gateway 
to the Internet, Bob is sending a file to his friend Carl (Flow 1), and Alice is watching 
a video stream from the Internet (Flow 2). We can assume that UDP is used if Alice’s 
transmission is real-time and TCP is used otherwise. Her traffic uses the highest prior-
ity (Vo) to ensure high quality of the video stream. If Bob uses a lower priority (BE) 
for his file transfer, the EDCA function will ensure that Alice's video stream is unin-
terrupted by Bob's file transfer. This is shown in the reference case (case A) in section 
3.2. However, since Bob is in the path of Alice's traffic, he can misbehave by altering 
his medium access parameters. He can either simply degrade Alice’s traffic (section 
3.3) or combine this with promoting his own traffic (section 3.4). The question is: can 
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such actions be beneficial for Bob? The answer is provided in section 3.5 which gives 
conclusions derived from the results of the simulations. 

Since there is no impact of (and therefore no gain from) misbehaviour in non-
saturated networks [11], we ensure that the simulated network is saturated. We evalu-
ate the saturation throughput for the given topology in section 3.1. In saturation, the 
traffic source may not be relevant, so CBR was chosen. The packet size was 1000 B. 
In fact, the size of the packet is not that important because we are analyzing the be-
haviour of traffic priorities (and not absolute network performance). The RTS/CTS 
mechanism was not used since only Bob's and George's MNs generate traffic and they 
are neither hidden from, nor exposed to each other. The data rate of the simulated 
network was 11 Mbit/s and AODV was used as the routing protocol. The size of the 
network is small, but for one misbehaving node it is enough to show how its actions 
will influence network performance. 

3.1   Saturation Throughput 

In order to determine the saturation throughput of the network, the following simula-
tion study was performed. The offered load of Flow 1 (Bob's file transfer) and Flow 2 
(Alice's video stream) increased simultaneously from 64 kb/s to 12 Mb/s. The default 
priority (BE) was used for both flows. Both UDP and TCP were considered as the 
transport protocols. The results are presented in Fig. 3, which shows the average flow 
throughput achieved as a function of offered load.  
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Fig. 3. Average flow throughput 

For TCP the situation is clear – the saturation throughput is reached at approxi-
mately 1 Mb/s. This is the average end-to-end throughput of each flow. However, for 
UDP traffic, once a peak is reached, the throughput decreases to zero and congestion 
collapse occurs. This is because the interface queue present in the MAC layer of ns-2 
uses the drop tail queue management algorithm. Bob’s interface queue becomes com-
pletely filled with locally generated frames, leaving no room for frames that are to be 
forwarded. In real-life wireless cards such behaviour depends on the implementation. 
This does not occur for TCP traffic because this protocol adjusts its transmission speed 
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using the additive increase/multiplicative-decrease algorithm. With respect to these 
results, an offered load of just over 2 Mb/s was chosen as the saturation throughput for 
this network scenario. In the following subsections, several different simulations were 
performed. Table 2 contains a brief description of all the considered cases. 

Table 2. Descriptions of all cases 

Case Description 
A Reference situation, no misbehaviour 
B Bob changes the Vo parameters in his router to resemble BK priority (simple mis-

behaviour) 
C Case B + CWmin of forwarded traffic is set to maximal value (1023) 

D Bob uses CWmin = CWmax = 1 and TXOP = 8160 µs for his traffic 

E Case D + Case B (simple misbehaviour, change of forwarded traffic priority) 

F Case E + CWmin of forwarded traffic set to maximal value (1023) 
G Case F + Bob uses AIFS = 1 

3.2   Reference Case 

Case A is the reference situation. Alice uses Vo priority, whereas Bob consecutively 
uses each of the four EDCA priorities for his file transfer. Table 3 shows the through-
put results that both flows achieved in the first (Flow 1a, 2a) and the second (Flow 1b, 
2b) hop. Fig. 4 presents the end-to-end throughput values for both flows. If Bob is 
using the same priority as Alice (i.e., Vo) they both achieve similar throughput. 
Otherwise, if Bob uses a lower priority, his throughput is likewise lower. This is in 
accordance with the EDCA function. An interesting observation is that the decrease in 
throughput when Bob changes priorities from Vo to Vi is much larger for TCP than 
UDP. The explanation of this is that Flow 1 had to contend twice for the medium and 
twice with a lower priority. TCP is more sensitive than UDP to congestion, especially 
in wireless environments. 

Table 3. Per-hop throughput results for case A (in Kb/s) 

UDP TCP Flow 1 
priority F1a F1b F2a F2b F1a F1b F2a F2b 

Vo 1771 1364 1775 1363 1158 1096 1115 1055 

Vi 1199 923 2111 2111 198 187 2039 1929 

BE 1131 870 2111 2111 137 131 2095 1982 

BK 1054 775 2111 2111 25 23 2207 2089 

3.3   Downgrading Forwarded Traffic 

In case B we assume that Bob runs a simple yet malicious script (perhaps found on 
the Internet) on his wireless router. This script changes the Vo parameters in his 
router to resemble BK priority. The priority of Alice's traffic is lowered but the frames 
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Fig. 4. End-to-end throughput results for case A 

are not manipulated. Again, Alice uses Vo priority, whereas Bob consecutively uses 
each of the four EDCA priorities for his file transfer. The throughput results (Fig. 5) 
again reveal interesting observations. When Bob is using Vo priority he sends his 
traffic using his modified EDCA parameters. This means that on the first hop, his 
traffic is sent at BK priority, and then forwarded as Vo priority (Fig. 6). For Alice's 
traffic, the priorities are reversed (first hop with Vo, second with BK). Why is Bob's 
end-to-end throughput higher? If we look at the hop-by-hop UDP throughput for Vo 
priority (Table 4) we see a similar situation as before: 100% of Bob's traffic and only 
33% of Alice's traffic is forwarded. Again, locally generated traffic wins with traffic 
that is to be forwarded. When Bob uses Vi or BE priority he achieves the throughput 
gain that he was expecting. This gain is obviously higher for Vi than for BE. When 
Bob's file transfer is using BK priority, another interesting situation occurs. The per-
hop use of priorities is shown in Fig. 7. When UDP is used, Alice's flow has more 
throughput (because it first has Vo and then BK whereas Bob's flow always has BK). 
However for TCP this is not the case, even though both flows have about 95% of 
traffic forwarded. This seems to be a similar case to the one described in [12], 
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Fig. 6. Priorities used in Case B, Flow 1 priority: Vo 

 
Fig. 7. Priorities used in Case B, Flow 1 priority: BK 

Table 4. Per-hop throughput results for case B (in Kb/s) 

UDP TCP Flow 1 
priority F1a F1b F2a F2b F1a F1b F2a F2b 

Vo 1482 1482 2111 686 1420 1343 710 672 

Vi 1962 1958 2111 201 2192 2074 82 78 

BE 1616 1503 2111 828 1787 1691 450 425 

BK 1180 1136 2111 1430 1352 1279 815 771 

 
where it was shown that TCP may completely change throughput allocation inde-
pendently of the EDCA configuration. 

Case C is similar to the previous one: Bob again modifies the Vo parameters in his 
router. This time he increases the CWmin parameter to its maximum value (1023). 
Bob has now degraded the Vo priority almost as severely as possible using EDCA 
parameter modification. The results are presented in Fig. 8 and Table 5. When Bob 
uses the Vo priority for his traffic, the situation is similar to that in case B. However, 
in this case the throughput values are significantly lower because of the high CW 
parameters. For all other priorities (Vi, BE, and BK) it can be seen that misbehaviour 
brings meaningful gains. The fact that Bob's throughput is high even if he uses BK 
signifies the importance of the CW parameters on throughput. 

Table 5. Per-hop throughput results for case C (in Kb/s) 

UDP TCP Flow 1 
priority F1a F1b F2a F2b F1a F1b F2a F2b 

Vo 428 428 2115 120 336 318 168 159 

Vi 2052 2049 2111 7 2269 2147 3 2 

BE 1917 1905 2111 34 2199 2081 19 18 

BK 1775 1774 2111 57 2092 1980 34 32 

3.4   Promoting Local Traffic 

In section 3.3 (cases B and C) Bob was gaining throughput by degrading the traffic 
parameters of forwarded traffic. In the following cases (D to G) we assume that Bob 
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Fig. 8. End-to-end throughput results for case C 

further manipulates EDCA parameters, this time in order to increase the medium 
access probability for his own traffic. In these cases Bob always uses the Vi priority 
for his file transfer. The results are presented in Table 6 and Fig. 9. In case D Bob 
uses the lowest possible CW parameters (CWmin = CWmax = 1) and the highest 
possible TXOP value (8160 µs). It might seem surprising that these parameters do not 
allow Bob to have a higher throughput than Alice. With UDP, he is able to achieve 
maximum throughput, but only on the first hop (Table 6). On the second hop this 
throughput decreases because Bob is using Vi priority, and Alice's traffic is using Vo 
priority. The results for TCP are similar, taking into account congestion control. In 
case E, Bob not only uses the most optimal EDCA parameters for Vi (like in case D) 
but also uses the simple misbehaviour that was presented in case B. This time, misbe-
haviour is advantageous for Bob in terms of achieved throughput. Case F differs from 
the previous one in that the CWmin parameter of Vo is increased to its maximal value 
(1023). The result is an even higher throughput for Bob. Finally, case G was modified 
from the previous one by also cheating on the AIFS value and changing it from 2 to 1. 
This brought a further, though minor increase in throughput. 

Table 6. Per-hop throughput results for cases D, E, F, and G (in Kb/s) 

UDP TCP Case 

F1a F1b F2a F2b F1a F1b F2a F2b 

D 2111 662 1754 1755 260 246 1979 1873 

E 2111 1878 2111 229 2191 2074 113 107 

F 2111 2060 2111 32 2279 2157 20 19 

G 2111 2111 2111 35 2318 2194 29 27 

3.5   Lessons Learned 

The results from the simulations have been gathered in Fig. 10, which presents the 
throughput gain that a misbehaving user can achieve. The gain was calculated as the 
ratio of the highest throughput in each case to the throughput achieved in case A (for 



648 S. Szott, M. Natkaniec, and A. Banchs 

Vo priority). Since the network was in saturation, it can be assumed that the gain of 
misbehaving Bob was equal to the loss of well-behaving Alice. 
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Fig. 9. End-to-end throughput results for cases D, E, F, and G 
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Fig. 10. Maximum throughput gain for misbehaving user 

With the exception of case D, all the combinations of misbehaviour turned out to 
be very beneficial. For UDP there was a 40-50% increase, and for TCP – a 90-100% 
increase in throughput. The conclusion is that in all cases when Bob degraded the 
EDCA parameters of Alice's traffic he was able to achieve substantially higher 
throughput. He achieved best performance in case G, in which he both downgraded 
Alice's Vo traffic and promoted his Vi traffic. He changed his Vo priority parameters 
to resemble BK and additionally changed the CWmin of Vo to its maximum possible 
value. At the same time he changed the parameters of his Vi traffic to be optimal (i.e., 
lowest possible CWmin, highest possible TXOP, and lowest possible AIFS).  

The unexpected result from these simulations is that, to achieve higher throughput 
in a multihop environment, it is significantly more important to degrade forwarded 
traffic than promote one's own. This problem has not been noticed before in literature 
and will influence future misbehaviour detection schemes. In multihop, EDCA-based 
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networks, it is important to check for anomalies in the EDCA parameters used by 
neighbouring nodes. However, previous detection schemes focused only on detecting 
lowered parameters. The above results show that it is also necessary to monitor in-
creased parameters, as this may lead to the downgrading of forwarded traffic.  

4   Summary and Future Work 

Misbehaviour occurs when a malicious user changes the settings of his/her MN in 
order to gain better medium access. This paper has presented the impact that realistic 
MAC layer misbehaviour has on QoS provisioning in mesh networks. Two forms of 
EDCA parameter modification were considered: downgrading forwarded traffic and 
promoting local traffic. It has been shown that this is a real threat to wireless mesh 
networks because it allows easy access to higher throughput and also degrades QoS 
provisioning. The main conclusion is that, in multihop scenarios, degrading forwarded 
traffic yields a greater advantage than cheating on medium access parameters.  

Countermeasures to prevent misbehaviour are, therefore, required for mesh net-
works. Along this line, we envisage as future work the development of an architecture 
able to provide reliable multimedia content delivery, as well as, to deal with the prob-
lem of stations not adhering to standards. Based on the results presented in this paper, 
we will focus on detecting priority degradation of forwarded traffic. To this aim, an 
analytical model for detecting contention window manipulation in 802.11 EDCA 
mesh networks needs to be derived and some procedures to mitigate the influence of 
misbehaviour need to be proposed. These countermeasures should provide an incen-
tive for the malicious users to cease their illegitimate actions.   
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Abstract. This paper presents a novel uplink bandwidth management
framework for IEEE 802.16 WiMAX. This framework is destined to be
used in a scenario where a large number of connections are simultane-
ously active, as may be the case when WiMAX is used as a backhaul
for WiFi hotspots. In such a scenario we propose a simple and efficient
scheduling discipline for the WiMAX uplink traffic. We also propose an
admission control algorithm and a modification of the complex band-
width request mechanisms. The framework we propose in this paper was
analyzed: simulation results show a significant performance improvement
in terms of overall throughput and delay when compared to recently pub-
lished work.

Keywords: WiMAX, Quality of Service, Bandwidth Management,
Scheduling.

1 Introduction

The IEEE 802.16 standard [1] (on which is based the Worldwide Interoperability
for Microwave Access - WiMAX) defines the physical layer (PHY) and Medium
Access Control (MAC) layer for Broadband Wireless Point to Multipoint and
Mesh Access. WiMAX is seen by many as the solution for broadband wireless ac-
cess requiring Quality of Service. A point-to-multipoint (PMP) WiMAX network
is structured in a centralized Base Station (BS) and several Subscriber Stations
(SS). The BS’s role is to manage its Downlink access (DL) and the different SSs
Uplink access (UL). Access to the medium for uplink data transfer is done in a
connection oriented contention-less polling fashion. In early WiMAX forum doc-
uments such as [2], a suggested business case scenario was the use of the IEEE
802.16 access as a WiFi Hot Spot Backhaul. In such a scenario, a scalability
issue should be analyzed. The lack of scalability will induce a downgrade in the
Quality of Service offered to the different time sensitive flows using the network.
It is clear that in such a scenario, leaving to the WiMAX BS the responsibility
of managing the bandwidth provision of each connection individually becomes
a serious scalability issue. This is also the case in other scenarios presented in
the business case analysis [2]: for example serving high speed Internet access in
rural areas where DSL services are not available.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 651–663, 2009.
c© IFIP International Federation for Information Processing 2009
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Several work proposed scheduling algorithms for WiMAX [3,4,5]. Others pro-
posed QoS architectures [6] giving scheduling and admission algorithms. But few
concentrated on the scalability issue, which is essential for WiMAX to be used
in the scenarios we discussed above.

We propose in this paper an uplink bandwidth management framework com-
posed of scheduling algorithms for both the SS and the BS and an admission
control algorithm. These algorithms are coupled to a modification of the com-
plex bandwidth request mechanisms of the WiMAX standard we discussed in an
earlier paper [7]. The aim of the proposed framework is to have a simpler and
more flexible bandwidth management in order to solve the scalability issue while
still insuring guarantees on both rate and access delay metrics for time sensitive
flows. The paper is organized as follows: we first present different aspects of the
WiMAX standard that are of interest for a good understanding of our work and
an overview of the related work in the literature. The second section details our
framework. The third section presents an analysis of the proposed framework.
The paper is then concluded and the perspectives of this work are given.

2 Bandwidth Provision in WiMAX

WiMAX access is frame based. It manages separately an Uplink and a Downlink
subframe. The subframes are duplexed either in time (TDD) or in frequency
(FDD). The BS will send, at the beginning of each downlink subframe, two
messages managing the scheduling. The UL-MAP will specify the multiplexing
among the SSs (by TDMA or OFDMA) of the uplink subframe. The DL-MAP
will specify how the downlink subframe will be organized.

2.1 Detailing the Services

WiMAX specifies four scheduling services to which the uplink connections are
mapped. An uplink connection, depending on the service it is mapped to, is
bound to use a set of rules specifying the way it requests bandwidth and will be
served accordingly. The services are: The Unsolicited Grant Service (UGS), The
Real-Time Polling Service (rtPS), the non-Real-Time Polling Service (nrtPS)
and the Best Effort service (BE). We detail in the following paragraph the
request-grant policies that each of the services can use.

2.2 Bandwidth Requests: The WiMAX Way

Bandwidth requests are done in WiMAX on a per connection basis. Several
ways are available to allow a connection to request bandwidth or to specify
needs. Upon establishing a connection, a specification of the flow using the
connection is communicated to the BS. This specification can be considered
as the initial bandwidth request made by the connection. Other methods to re-
quest bandwidth (or to specify the need to be polled) while the connection is
active are:
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– a unicast request opportunity is a period of airtime where only the destined
connection can express its needs,

– a contention request opportunity is a period where several connections may
express their needs in a CSMA/CA fashion contention based access, this
kind of opportunities are programmed by the BS if, due to lack of space, it
can not program enough unicast request opportunities,

– piggyback requests can be included by some connections in a specific type
of headers: the Grant Management subheader,

– this same subheader contains the Poll Me bit which, if set, specifies the need
of the SS to be polled for a bandwidth request by the BS.

UGS : A UGS connection is periodically granted air time without having to
specifically request it. The amount of the grant is fixed upon set up of the con-
nection, based on the Maximum Sustained traffic of the flow. A UGS connection
is not allowed to use any contention based request period and is not allocated
unicast request opportunities. If a UGS connection’s transmit depth queue is
exceeded (due to a lost UL-MAP or due to clock mismatch) it sets in outbound
packets the SI bit (Slip Indicator bit) informing the BS of the situation. The
PM bit (Poll Me bit) in outbound UGS packets can be used to request polls for
other non-UGS connections.

rtPS : An rtPS connection is provided with periodic unicast request opportu-
nities. Those opportunities will be used by the connection to express its needs
depending on its queue situation. An rtPS connection is not allowed to use
contention request opportunities.

nrtPS : An nrtPS connection is provided with regular unicast request opportu-
nities (the standard specifies an interval on the order of one second or less). An
nrtPS connection can also use contention request opportunities.

BE : A BE connection may be granted unicast request opportunities by the BS.
It may also use contention request opportunities in order to express its needs.

2.3 The Grants

An SS’s medium access for Uplink data transmission is done in a contention-
less, polling based fashion. Within the BS, a scheduling algorithm, which is
not specified in the standard, will build the UL-MAP (map of the transmission
opportunities granted for the uplink direction). The UL-MAP is built based
on the requests the BS received and on the initial per connection information
it possesses. Two grant modes were initially defined by the 802.16 workgroup:
GPC (Grant Per Connection) and GPSS (Grant Per Subscriber Station). In
GPC mode, the UL-MAP specifies the time range each connection in each SS
should individually use. This mode is obsolete. In GPSS mode, transmission
opportunity is granted to the SS; an uplink scheduler within the SS will grant
each of its connections a range in the granted time.
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2.4 Overview of the Literature

The IEEE 802.16 standard does not give any specifications of the different QoS
mechanisms to use. Recent work concentrated on these aspects. Architectures
focusing on the different uplink scheduling algorithms to be used for the differ-
ent classes of service were given in [3,4,5]. A QoS architecture was defined in [6]
which instantiated the different blocs of a QoS architecture (admission control,
classifiers, schedulers, traffic shaper and different queuing mechanisms). However
few concentrated on the scalability issues. The first step in this direction was
putting away from the standard the GPC mechanism which was a serious flaw
in terms of scalability. Other work [8] concentrated on the optimal duration of
the contention period in order to reduce collision probabilities. Our work focuses
on the bandwidth management mechanisms. We propose a redesign of the re-
quest mechanisms based on an aggregated management. We also provide flexible
and simplified scheduling procedures. Our design will offer rate guarantees and
latency bounds to sensitive flows by adopting a Latency Rate [9] server behavior.

3 A Novel Bandwidth Management Framework

3.1 Overview of the Framework

We propose a novel bandwidth management framework for IEEE 802.16 uplink
communication. The framework we propose is based on the aggregation of the
bandwidth management. The aggregation here concerns the bandwidth manage-
ment at the BS: instead of having to perform the scheduling on a per connection
basis (which would be problematic in our case where a high number of con-
nections will be simultaneously active), we simplify the scheduling at the BS
by decentralizing this feature to the SS level, the BS will have to perform the
scheduling on a per SS basis. We think that aggregating the bandwidth manage-
ment will allow us to have a far simpler, more flexible bandwidth management.
Our proposal will further be able to give guarantees on the rate and on the ac-
cess delay of time sensitive flows. The aggregation will also cover the bandwidth
request mechanisms. It will use the GPSS grant mode as specified by WiMAX.
This is coupled to scheduling algorithms both on the SS side and on the BS side
and an admission control algorithm allowing the guarantees to be given. The
framework will act towards the flows differently whether they are time sensitive
(UGS and rtPS flows), throughput requiring (nrtPS flows), or best effort flows.

The framework works as follows: all uplink flows are subject to admission
control at the BS, the sum of the requested rates of all time sensitive flows
of an SS (those using UGS or rtPS types of service) defines the contract of
the said SS. Instead of having each connection request its own needs in terms
of bandwidth, an aggregated request, covering all the needs of an SS is sent
out to the BS periodically. An important feature of our proposal is to have
the BS answer positively and immediately the amount of requested bandwidth
falling within the SS’s contract, the grant should come in the frame following
the one bearing the request. This is done in order to insure the guarantees on
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rate and delay that the framework offers. The admission control algorithm along
with a resource reservation process will be responsible of guaranteeing the whole
framework will work correctly. We assume the presence of policing and shaping
mechanisms that we will not detail herein. We detail in the following paragraphs
the different aspects of the proposed framework.

3.2 Admission Control Algorithm

Overview. One feature of our proposal is the guarantees on delays and rate it
can give to time sensitive flows. It is thus necessary to have an efficient admission
control algorithm working at the BS. The admission control algorithm should
guarantee that any time sensitive request falling within an SS’s contract will be
granted in the frame following the one that carried the request (the contract
is defined as the sum of the mean rates of all admitted UGS and rtPS flows).
Each new flow of an SS will be individually submitted to admission control
(algorithm 1). We separate in the algorithm the procedure of admission of time
sensitive flows from the admission procedure of nrtPS flows and Best Effort
flows:

– UGS and rtPS flows are to be considered, for the admission control algo-
rithm, individually and with a Frame Size granularity: i.e. the admission
control algorithm will reserve for each admitted flow of these types, within
all the uplink subframes covering the time of activity of the flow, enough
slots (as calculated algo. 1 line 2) to serve the said flow. This is necessary if
guarantees on the delay are to be given to UGS and rtPS flows. It should
be noted that, since the uplink allocation unit in WiMAX is physical layer
dependent, the framework should be adapted to the physical layer used. We
call slot the generic uplink allocation unit. This can be a WiMAX minislot
for a single carrier physical implementation or a combination of symbols and
subchannels for OFDM and OFDMA based physical implementations.

– The cost in terms of slots of an nrtPS flow requesting admission will not
be considered individually but rather as a fraction of all nrtPS flows in
the network (see algo. 1 line 10-11). nrtPS flows are in no need for delay
guarantees; they are to be served with the rate they ask for, however no
constraint on the delay is to be enforced. Thus, the slot reservation for nrtPS
flows is done on a larger scale than that of time sensitive flows.

– Best Effort flows will always be accepted (see algo. 1 line 19-20): since no
guarantees are to be given to such flows and since the medium access in
WiMAX is controlled and contention-less, new Best Effort flows will not
affect other flows’ performance. In order to avoid BE flows starvation, a
fixed percentage of uplink bandwidth will be reserved (i.e. the admission
control will only consider the remaining bandwidth when admitting other
types of connections).

The Algorithm. The admission control algorithm described in 1 will need a
number of parameters that we define herein:
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Algorithm 1. Admission(Flowi, SSj)
1: if F lowi.T ypeOfService == UGS OR rtPS then
2: N = CalculateSlotCost(F lowi.Rate);
3: if N < TotalAvailableSlots then
4: Admit(F lowi);
5: TotalAvailableSlots− = N ; SSj .Rate+ = F lowi.Rate;
6: else
7: Reject(F lowi);
8: end if
9: else if F lowi.T ypeOfService == nrtPS then

10: AUX = nrtPSRate + F lowi.Rate;
11: N = CalculateSlotCost(AUX);
12: if N < TotalAvailableSlots + nrtPSSlots then
13: Admit(F lowi);
14: TotalAvailableSlots = TotalAvailableSlots + nrtPSSlots − N ;
15: nrtPSSlots = N ;
16: else
17: Reject(F lowi);
18: end if
19: else if F lowi.T ypeOfService == BE then
20: Admit(F lowi);
21: end if

– TotalAvailableSlots is the number of unreserved uplink allocation slots. The
variable is initialized to a percentage of the total number of uplink slots in
a frame, the rest being reserved to prevent Best Effort flows from starving.

– SSi.Rate represents the contract of a given SSi, it should be initialized to
0, it will be the sum of the mean rates of time sensitive flows of SSi.

– nrtPSRate represents the total rate of all the admitted nrtPS connections,
it should be initialized to 0.

– nrtPSSlots are the total number of allocation slots reserved by all the nrtPS
connections, it should be initialized to 0.

Function CalculateSlotCost(R) is used to calculate the number of slots of an
uplink frame that must be reserved to serve a generated rate of R. This value
can be calculated as:

SlotCost(R) =
R ∗ FS

StationTxRate ∗ SlotSize

where FS is the size of a WiMAX Frame, StationTxRate is a station’s
transmission rate and SlotSize is the size of the slot as earlier defined.

3.3 Aggregating the Requests

The complex procedure that WiMAX describes for the bandwidth request mech-
anisms can find its explanation in a context with few connections per SS. Each
connection will have to specifically request its needs and require them to be
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answered (when it is using a high priority type of service). In such a context,
the SS will not have enough margin to be flexible. However in a context where
each SS is serving a high number of various connections, we think it is possible
to simplify the request mechanism giving the SS the flexibility to manage an
across-connection aggregated request and handle the scheduling of the granted
airtime without any loss in the quality of service given to the time sensitive
flows. In our proposal, the complex request mechanism presented earlier (uni-
cast polls, multicast polls, PM bits, piggybacking) will be replaced by a single
per SS aggregated request, expressing the needs of the SS, and sent in a con-
tention less fashion (as a specific UGS connection for example). The request is
sent each frame, at the end of the uplink period allocated to the SS, so that the
request contains an up-to-date view of the queuing situation within the SS. The
aggregated request represents a photography of the situation of the queues of
the SS. It contains two fields giving the BS the needed information for the uplink
scheduling. The first field called the Contracted Bytes will contain the number
of bytes requested by the SS that are within the admission control contract. The
second field, called the Additional Bytes will contain the requested bytes that
fall beyond the contract.

Building the request. We define here the exact content of each field of the
aggregated request. As defined earlier, SSi.Rate is the sum of the mean rates of
all time sensitive flows (using UGS and rtPS services). We define W (τ, t) as being
the service received by the time sensitive flows during the current backlogged
period (which began at τ , t being the current time). We also define trk as the
time of transmission of the SS’s aggregate request in the current frame (which
will usually be at the end of the uplink transmission time allocated to the SS as
specified by the UL-MAP). Let QUGS be the amount of UGS bytes enqueued
within the SS at the moment the request packet is being built, the same applies
to QrtPS, QnrtPS and QBE . εUGS is the slip amount for the UGS queue: it
is the amount of enqueued bytes that do not go within the contract: εUGS =
max(QUGS−RUGS , 0), RUGS being the total amount of UGS bytes falling within
the contracted request. The same applies to εrtPS.

The aggregated request’s fields are built as follows: the CB field will contain
the amount of UGS and rtPS bytes enqueued within the SS that respect the
SS’s contract in addition to a possible slip of the UGS queue (a slip in the UGS
queues is incidental); the AB field will contain the amounts of bytes enqueued
within the SS that did not make it to the CB field (i.e. nrtPS and BE bytes
in addition to rtPS bytes that exceed the contract due to the possible variation
in an rtPS flow). Note that the sum of CB and AB at the time of build of the
request is equal to the total number of bytes enqueued within the SS. Figure 1
shows a view of what the CB field represents.

CB = (SSi.Rate(trk − τ)−W (τ, trk)) + εUGS

and AB = εrtPS + QnrtPS + QBE
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Fig. 1. The Contracted Bytes field

3.4 Granting the Requests

As it has been said earlier, the requests that fall under the terms of the con-
tract of an SS should be granted for the frame that follows the one where the
request was received. The possibility of this is insured by the admission control
algorithm. The BS’s uplink scheduling will first give each SS the number of slots
necessary to transmit the Bytes indicated in the CB field of the aggregated re-
quest. The remaining slots are then to be distributed among the SSs. If there
is enough slots to grant all of the additional requests, then the slots are to be
distributed according to the requests, if not, the slots are distributed propor-
tionally to the AB field of each SS’s aggregated request. Algorithm 2 describes
the grant procedure. We call AllocatedSlots(i) the slots allocated to SS i, the
array is initialized to 0. CBi and ABi are the translation in terms of slots of the
values of the CB and AB fields of the aggregated request of SS i. N is the num-
ber of SSs in the network. AvailableSlots is a variable representing the number
of unallocated slots and will be initialized to the total number of slots in the
uplink frame.

Algorithm 2. Grant Requests and Build UL MAP
1: for i in 1 to N do
2: if CBi > AvailableSlots then
3: ERROR;
4: else
5: AllocatedSlots(i)+ = CBi; AvailableSlots− = CBi;
6: end if
7: end for
8: if

∑N
i=1 ABi < AvailableSlots then

9: for i in 1 to N do
10: AllocatedSlots(i)+ = ABi;
11: end for
12: else
13: for i in 1 to N do
14: AllocatedSlots(i)+ = ( ABi∑N

i=1 ABi
) ∗ AvailableSlots;

15: end for
16: end if
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3.5 Scheduling Algorithms

Scheduling algorithms can be implemented at different stages of the framework,
however only one of those is crucial for the correct functioning of the system
which is the SS based algorithm distributing the granted slots to its different
connections. This scheduling algorithm will work as follows: it will first give to
each time sensitive connection the amount of slots necessary to transmit the
contracted transmissions they requested. The remaining slots will then be dis-
tributed, in a round robin fashion, first to the UGS and rtPS flows needing
additional airtime, then to the nrtPS connections and finally to the BE connec-
tions. This will allow us to serve as a high priority, the delay sensitive flows.
nrtPS flows will be correctly served, on the long term, due to the slot reserva-
tion made by the admission control algorithm. BE flows will avoid starvation
due to the percentage of bandwidth which is initially reserved. We think that
once this scheduling decided, other scheduling algorithms (like scheduling the
connections of one SS in the total interval allocated to the SS) will add com-
plexity with little effects on the delays. In fact, since each SS will be granted
a part of the uplink subframe (which in our case will never go beyond 2 ms),
scheduling the SS’s connections inside this small range will have little effect on
the delays.

3.6 Characteristics of the Framework

The service with respect to time sensitive flows conforms to an LR server model.
We have proven that the designed system will act as an LR(SS.Rate,2FS +
Max UL Size) defined in [9] giving the framework interesting properties on
the rate and bounds on the delays. Due to lack of space, the proof will not be
detailed herein. In our case, time sensitive flows (UGS and rtPS) will be served
following an LR model which will thus give them a guaranteed rate and a higher
bound on the mean access delays. We can intuitively see in figure 1 what a worst
case scenario may be: a worst case being a peak arrival within contract right
after the request has been sent: in a no anticipation policy a service conforming
to the contracted rate starts no later than 3F S (which is a higher bound for
2FS + Max UL Size).

Increased determinism. In our proposal the single aggregated request of the SS
is sent in a contention-less fashion, unlike standard WiMAX architecture where
some bandwidth requests can be sent in contention zones. This property of the
new design increases the determinism of the WiMAX bandwidth management.

Flexibility and simplicity. The aggregation of the requests and of the grants will
allow a better flexibility of the bandwidth management. It will also render the
whole request mechanisms simpler. The SS having a better knowledge of the
state of its queues than the BS, this will allow it to adapt the request to its
needs and to organize the scheduling accordingly.
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Scalability and efficiency. Our proposal will allow an efficient usage of the net-
work resources: the BS distributing the resources will always have an updated
view of the state of the SSs. Since the request and scheduling mechanisms
are simple, this will allow the BS to manage a large number of connections
simultaneously.

4 Analysis

We analyzed our proposal by mean of simulation, using the ns-2 simulator [10].
We used the module for WiMAX proposed by Juliana Freitag Borin from the
Universidade Estadual de Campinas [11]. We implemented our proposal and
tested it towards a standard WiMAX implementation using a scheduler pre-
sented by Freitag et. al.[5]. Freitag et. al. adopt a WiMAX classical request
procedure and a per connection management of the bandwidth. Freitag et. al.’s
scheduler is designed to respect throughput requirements for the time sensitive
flows. The goal of the analysis is to confirm the different properties of our frame-
work : the possibility to have a large number of simultaneously active connec-
tions, having these connections served correctly and achieving the guarantees
on the rate and on the access delays of the time sensitive flows. We detail in
the following paragraphs the simulation scenarios along with the results and an
analysis of the results.

4.1 Simulation Scenarios and Results

Different scenarios were tested with variation on the number of SSs, the number
of flows per SS and the rate of the different flows. The results of those different
scenarios drive to the same conclusions. We chose to present one set of parameters
varying only the size of the WiMAX frame. This is to show the effect of the frame
size on the access delay. Time Division Duplexing is used to duplex the DL and
UL subframes. The physical rate is of 40 Mbps. The network is made of a BS
and 10 SSs with the same flow profile. Within each SS, 10 flows are activated at
the beginning of simulation: 3 flows using UGS (24.6 kbps CBR), 3 flows using
rtPS (64 kbps ON-OFF), 3 flows using nrtPS (64 kbps CBR) and 1 flow using
BE (1 Mbps CBR). Simulations are 20 seconds long. Figures 2 thru 7 present
different results with frame size varying from 2 to 10 ms (we varried FS in our
simulations from 2 to 20 ms). The results are one of the following:

– a cumulative distribution function (CDF) of the access delays of time
sensitive flows (UGS and rtPS),

– a CDF of the access delays of nrtPS and BE flows,
– throughput of either nrtPS or BE flows.

We chose not to show graphs of the throughput of UGS and rtPS flows as they
bear little information: UGS and rtPS flows achieve their generation rate.



An Uplink Bandwidth Management Framework 661

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  10  20  30  40  50  60

C
um

m
ul

at
iv

e 
P

ro
ba

bi
lit

y 
D

is
tir

bu
tio

n

Delay (ms)

CDF of Delays with Freitag & al.
CDF of Delays with our proposal

Fig. 2. Delays of UGS and rtPS FS=2ms
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Fig. 3. Delays of UGS and rtPS FS=10ms

4.2 Interpreting the Results

The Access Delays. Our proposal achieves better access delays in all cases,
for all kinds of flows (figures 2 to 5 allow us to compare the CDF of access delays
of different flows in different scenarios using our framework or Freitag et. al.’s),
we can clearly see that in all cases, our framework achieve a better overall access
delay for all kinds of flows. The huge difference in delays of NRTPS and BE
is due to the way WiMAX functions: WiMAX will seldom allow these kinds of
flow to express their needs which is not the case in our scheme thanks to the
aggregated bandwidth request. Moreover, the guarantee on the access delay of
time sensitive flows can be clearly seen. In figures 2 and 3, the time sensitive
flows achieve access delays that are at most equal to the double of the frame
size. This is due to our scheduling policy, forcing a time sensitive request to be
granted at the frame following the one bearing the request.

The Throughput. Our proposal achieves a better overall throughput going
from 130% to 267% better if compared to the results of Freitag et. al. We see that
our proposal reduces the waste in uplink resource since the BS is permanently
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Fig. 4. Delays of NRTPS FS=10ms
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updated with the situation of the queues within the SSs, giving it more flexibility
to manage the bandwidth as needed. Classical WiMAX request mechanisms will
give the BS scarce information about the situation of nrtPS and BE queues,
making it waste precious resources when it lacks this information especially with
a larger frame size. Another interesting aspect of our proposal is the stability of
the service given to these flows as can be seen in figures 6 and 7. For example, in
figure 6, the service given to nrtPS flows by our framework is stable around 40
KBps whereas the service offered by the Freitag et. al. is more varying. Allowing
these flows to express their needs in the SS’s aggregated request is the main
cause of this behavior.

Conclusions. Our proposal proved to perform better than the standard WiMAX
along with the scheduler at several levels: time sensitive flows were given better
delays. The framework insured better delays for nrtPS and BE flows as well with
a better throughput and much more stable service, even though a high number of
connections are simultaneously active in the network.

5 Conclusion

We propose in this paper a bandwidth management framework for IEEE 802.16
uplink access combining a modification of the WiMAX bandwidth request mech-
anisms, an admission control algorithm and an uplink scheduling algorithm. This
paper details the different algorithms used in our framework. The framework was
analyzed using simulation and compared to standard WiMAX procedure and a
scheduling algorithm proposed in [5]. Our framework allows giving guarantees on
the rate and the access delays of time sensitive flows. Our framework proved to
achieve an overall better usage of the network resources and achieved better ac-
cess delays for the different types of service while adopting a simple procedure at
the BS level allowing it to manage a large number of connections. This work will
further be developed and integrated in a heterogeneous WiFi-WiMAX network
in order to give a global QoS solution for heterogeneous wireless networks.
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Abstract. We propose an incentive routing and forwarding scheme that
integrates a reputation system into a monetary payment mechanism to
encourage nodes cooperation in wireless ad hoc networks. For the first
time in the literature, we build our reputation system based on a heat
diffusion model. The heat diffusion model provides us a way of combining
the direct and indirect reputation together and propagating the reputa-
tion from locally to globally. Further, we model and analyze our incentive
scheme using a coalitional game, which is not the usual non-cooperative
game like others. We further prove that under a proper condition this
game has a non-empty stable core. From the evaluation we can see that
the cumulative utility of nodes increases when nodes stay in the core.

Keywords: Coalitional Game, Incentive Routing, Heat Diffusion.

1 Introduction

The nature of wireless ad hoc networks is to let nodes cooperative together thus
improve the connectivity of the whole network or execute some specific functions
inside the network. However, nodes in this kind of networks may belong to
different individuals or authorities and have their own interests. They may not
want to help others forward routing and data packets, since that will cost their
own energy and bandwidth. Consequently, it is necessary to provide incentive
mechanisms to encourage cooperations among the nodes.

Incentive routing schemes for enforcing selfish agents to cooperate in wireless
networks have been studied for years. One category of solution is using monetary
incentives, either virtually or practically. Payment schemes need to be designed
and usually are analyzed by game theoretic methods. In these schemes, the in-
termediate nodes declare their costs for forwarding packages. Then the routing
protocol selects the lowest cost path (LCP) based on the declared costs. After-
wards the payments are rewarded to nodes on and sometimes off the LCP with
the amount no less than their declared costs. However, a problem arises when
nodes may purposely declare a higher cost to take advantage of the payment
algorithms. So currently more research is focused on how to avoid cheating and
achieve effective and also economic payments.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 664–675, 2009.
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Another category is employing reputation systems to stimulate the nodes to
cooperative. The common idea of these systems is that each node in the network
will monitor the behaviors of its neighbors. If the neighbors are observed for not
executing some functions properly, their reputations will be decreased and they
will be under the threat of being blocked from the network. The key challenges
are how to combine the direct neighborhood reputations together and propagate
them from locally to globally. In these systems, game theoretic methods can also
be used to analyze the effectiveness of the threatening mechanism. In fact we
consider that the method of using monetary incentives and reputation systems
are not mutually exclusive and they can be combined together to design a more
flexible incentive scheme.

On the other hand, the above schemes are usually modelled as non-cooperative
games. However, in wireless networks nodes cannot perform routing and forward-
ing behaviors individually. They must cooperate together to complete one task,
so it is natural to think about modelling the wireless network behaviors as a
cooperative game.

In this paper, we are going to model the routing and forwarding procedures
in wireless networks as a cooperative coalitional game with transferable payoff,
and propose an incentive routing and forwarding scheme that combines the idea
of payment mechanism and reputation system together. Then we analyze that
the game has a non-empty core, which is a stable status in cooperative game
just like the Nash Equilibrium in a non-cooperative game.

Regarding the combination of reputation and payment schemes, we first need
to obtain a combined and globalized reputation, and then smoothly map this
reputation value to a certain amount of payment. On the basis of it, we also
need to design an incentive payment scheme integrating reputation and cost
together. In the formulation of a coalitional game the key challenges are: 1) how
to write the value function of the coalition which represents the collective payoff
of the coalition; 2) how to find the solution of this game where every node has a
satisfying payoff share, so that it will not deviate from some stable status. Some
games may not have such a stable solution. The objective of our paper is to solve
the above questions.

We list our major contributions as follows: First, we design an incentive rout-
ing and forwarding scheme that integrates reputation information into a payment
mechanism. Second, we introduce a heat diffusion model to combine the direct
and indirect reputations together and propagate them from locally to globally in
the way how heat diffuses. Third, unlike others, we model this incentive scheme
using a coalitional game method. A characteristic value function of the coalition
is designed, and we prove that this game has a core solution.

The rest of this paper is organized as follows. We first give the background of
the heat diffusion model in Section 2. After describing some technical prelimi-
naries in Section 3 we will propose our incentive routing and forwarding scheme
in Section 4. The scheme is analyzed in Section 5, then we show some evaluation
results in Section 6. In the end, some related work and conclusions are given in
Section 7 and Section 8 respectively.
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2 Background of Heat Diffusion Model on Weighted
Directed Graph

2.1 Motivation

A reputation system usually needs to address two problems: 1) how to combine
subjective direct reputations with indirect reputations from neighbors to make
them become more objective; and 2) how to propagate the reputation from
locally to globally. Previously there are different solutions to these problems
such as [1] and [2]. In this work, we will employ the heat diffusion model to
fulfill the requirements.

In nature, heat always flows from high temperature positions to low temper-
ature positions via conductive media. A heat diffusion model describes this phe-
nomenon that heat can diffuse from one point to another through an underlying
manifold structure in a given time period. The higher the thermal conductiv-
ity of the medium, the easier the heat flows, which implies that the two end
points have some cohesive relations. Diffusion behaviors are also affected by the
underlying geometric structures. Some achievements have been made based on
the heat diffusion model such as classification in machine learning field, page
ranking in information retrieval [3] and marketing candidates selection in social
computing [4], but to our best knowledge, there is no previous work that has
been performed on the incentive routing in wireless networks.

We see that in the process of heat diffusion, each node’s heat comes from all
of its incoming links and diffuses out to its successors as long as it can. If we
diffuse heat on a weighted directed graph, the amount of heat a node can get
depends not only on the heat of its neighbors but also on the weights of the
links connecting them. The higher the weight, the more thoroughly the heat can
be diffused. Therefore, if we let the weight be the direct reputation value of the
link, then the amount of heat will be the overall reflection of the underlying
reputation information. The course of heat diffusion through all possible links
can also be deemed as a propagation of the reputations.

2.2 Heat Diffusion on Weighted Directed Reputation Graph

We construct a heat diffusion model on the reputation graph G = (M, E, R),
where M = {1, 2, ..., m} is the node set. E = {(i, j)| i and j are in communication
range and the transmission direction is from i to j}. The heat only flows from i
to j if (i, j) ∈ E. R is the reputation set {rij | rij is the direct reputation of edge
(i, j)}. We use fi(t) to describe the heat value of node i at time t, beginning
from an initial distribution of heat fi(0) at time zero. f(t) denotes the vector
consisting of fi(t).

The heat diffusion modelling is as follows. Suppose, at time t node i diffuses
HD(i, t, Δt) amount of heat to its subsequent nodes. We assume that: a) the
heat HD is proportional to the time period Δt; b) HD is proportional to the
heat of node i; c) each node has the same ability to diffuse heat; and d) node i
intends to distribute HD uniformly to each of its subsequent nodes, but the actual
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heat it can diffuse is proportional to the corresponding reputation weight of the
edge. On the basis of the above considerations, we state that node i will diffuse
λpikfi(t)Δt/li amount of heat to each of its subsequent node k, where li is the
outdegree of node i and λj is the thermal conductivity, which is the heat diffusion
coefficient representing the heat diffusion ability. In the case that the outdegree
of node i is zero, we assume that this node will not diffuse heat to others. Then
the total amount of heat node i will diffuse is

∑
k:(i,k)∈E λpikfi(t)Δt/li.

On the other hand, each node i receives HR(i, j, t, Δt) amount of heat from
j during a period of Δt. We also have the following assumptions: a) HR is
proportional to the time period Δt; b) HR is proportional to the heat of node j; c)
HR is zero if there is no link from node j to i. Based on the above considerations,
we obtain HR(i, j, t, Δt) = λjfj(t)Δt. As a result, the heat that node i receives
between time t and t + Δt will be equal to the sum of the heat flowing from
all its neighbors pointing to it, which is

∑
j:(j,i)∈E λjfj(t)Δt. Since the amount

of heat that j diffuses to i should be equal to the amount i receives from j, we
have λpjifj(t)Δt/lj = λjfj(t)Δt. So we get λj = λpji/lj . To sum up, the heat
difference at node i between time t and t + Δt will be the amount of heat it
receives deduced by what it diffuses. The formulation is therefore:

fi(t + Δt)− fi(t) = λ

⎛⎝ ∑
j:(j,i)∈E

pji

lj
fj(t)− μi

∑
k:(i,k)∈E

pik

li
fi(t)

⎞⎠Δt, (1)

where μi is a flag to identify whether node i has any outlinks. If node i does not
have any outlinks, μi = 0; otherwise, μi = 1. To find a closed form solution to
Eq.(1), we then express it in a matrix form:

f(t + Δt)− f(t)
Δt

= λHf (t), where (2)

Hij =

⎧⎨⎩
pji/lj, (j, i) ∈ E,
−(μi/li)

∑
k:(i,k)∈E pik, i = j,

0, otherwise.

(3)

Solving the above equation, we get

f (t) = eλtHf(0) (4)

The matrix eλtH is called the diffusion kernel, showing that the heat diffusion
process continues infinite times from the initial heat diffusion step.

3 Technical Descriptions

Before presenting our incentive scheme and coalitional game we first give some
technical notations. Our game is based on the bi-directional weighted graph
G = (M, E, P ) described in Section 2. Suppose that s is the source node and
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Fig. 1. Illustration of Notations of the Coalitional Game

d is the destination node, then the player set of this coalitional game is N =
M \{s, d}. Coalition is denoted by any non-empty subset T ⊆ N , and the overall
payoff of the coalition is denoted by v(T ) ∈ R. Then the game is expressed by
Γ =< N, v >. Players will form into coalitions to help establishing the highest
effective path between s and d with the lowest cost under the constraint that each
intermediate node’s heat is higher than a threshold θ. If there’s a tie in the total
cost, s will break the tie by choosing the path with the highest heat. The source
can freely choose the value of θ to meet its requirement on reputation. The larger
the value θ is, which means the source has a higher demand on reputations, the
higher payments it will expend. All the paths established inside the coalition T
connecting s and d compose the path set Psd(T ).

Initially, s will load a certain amount of initial heat f(0) and diffuse it on
the reputation graph, then at time t, each node will be diffused fi(t) amount
of heat. Correspondingly each source s has an initial balance of h(0), and the
payment to each node hi(t) is paid by it according to fi(t). Every node evolving
in the routing or forwarding procedure will cost its energy. Since the cost for
sending/receiving routing and data packets are different [5], and the cost for
data transmission is usually larger than that of routing packets transmission, we
denote the routing and forwarding cost respectively by ci(r) and ci(f) ∈ R

+,
and ci(r) < ci(f) for all i ∈ N . Please see Fig. 1 for the illustration of notations.

4 Incentive Routing and Forwarding Scheme

The basic idea of achieving incentives is that nodes will be paid when they
help others forwarding data or routing packets. Unlike other payment schemes
that reward the nodes according to their claimed cost, our incentive routing and
forwarding scheme pays the nodes by their reputations. The higher a node’s
reputation is, the higher payment it can get. The payment is given by the source
node. The payment may be in the form of virtual currency like [6] or any other
practical form. In our paper we assume that there is such a payment form and
a payment operation daemon in the network.

In the scheme, the source node s will originate the heat diffusion process start-
ing from itself. Then after collecting the forwarding cost of all the
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Algorithm 1. Incentive Routing and Forwarding Scheme
Input: Source s, destination d, reputation graph G, and heat threshold θ
Output: HEPN

foreach i ∈ N do1

i claim its forwarding cost ci(f) to s;2

fi(0) = 0;3

fs(0) = f(0);4

Execute the heat diffusion process f (t) = eλtH f (0);5

s chooses the highest effective path to d with the lowest cost, subject to6

fi(t) ≥ θ. If there is a tie, s selects the one with the highest heat;
... Data transmission process; ...7

s pays hi(t) to each i according to fi(t);8

s adjusts its heat threshold θ;9

Updates reputation graph G;10

players, s will compute the lowest cost path under the constraint that the dif-
fused heat of each intermediate node is higher than its assigned threshold θ. We
call this path as the highest effective path (HEP). Selfish or unreliable nodes will
be degraded with respect to their direct reputations by their neighbors while en-
thusiastic or reliable nodes will be upgraded in their reputations. The extent of
increasing or decreasing a node’s reputation depends on the functions it takes.
Forwarding data packets will get higher reputation increments than forwarding
routing packets. Correspondingly, not forwarding data packets will get heavier
punishment on reputation than not forwarding routing packets. The utility a
node gets in one session is the amount of payment it receives from the source
node, subtracted by the cost it expends for forwarding data or routing packets.
The scheme is summarized in Algorithm 1.

Under the effect of the algorithm, we can see that by behaving cooperatively
a node can get higher and higher reputations, thus the payment to it will also
be increased, so as to the individual utility. To earn more utility, the node will
then try to improve its reputation by actively forwarding for others.

Sometimes for one session a node’s utility obtained for forwarding routing
packets may be higher than that of forwarding data packets. But the increasing
acceleration of the latter is larger than that of the former because of the different
updating way of reputation. So in the long run the cumulative utility of the node
in the latter will exceed that in the former. If a node declare a higher cost than
its actual forwarding cost to avoid being selected in the HEP, it will suffer the
same situation. The above are some intuitive thoughts behind the scheme; for
precise analysis we give it in Section 5.

5 Our Coalitional Game

In this section we will analyze the proposed incentive scheme by modelling
the routing and forwarding procedure as a cooperative coalitional game with
transferable payoff. Furthermore, we show that the game has a non-empty core.
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5.1 Value Function of the Coalition

The value or characteristic function is the key component of a coalitional game.
For each coalition T , the value v(T ) is the total payoff that is available for division
among the members of T . It can also be interpreted to be the most payoff that the
coalition T can guarantee independent of the behavior of the coalition N \T [7].
Now we will define the value function of the coalition in our game. As described
in Section 3, s is the source node and d is the destination node. The player
set is N = M \ {s, d}. When nodes join together into one coalition, they will
establish one or more paths between s and d, each of which gives the coalition
a collective payoff wP (T ), where P ⊆ T represents a path. The collective payoff
comes from each member’s contributions of their reputation-based payments hi,
then subtracted by the costs they bear for performing routing or forwarding
behaviors. For those who are only involved in the routing discovery process the
cost is ci(r), and for those who have been selected in a path the cost should be
ci(f). So for each path P ⊆ T , the corresponding payoff function for the coalition
is wP (T ) =

∑
i∈T hi−

∑
i∈P ci(f)−

∑
i�∈P ci(r). Among all these payoffs, we say

that the characteristic worth or the value of the coalition v(T ) should be the
maximal collective payoff it can guarantee, which is:

v(T ) = max
P⊆T

⎛⎝∑
i∈T

hi −
∑
i∈P

ci(f)−
∑
i�∈P

ci(r)

⎞⎠ . (5)

We call the path that has the maximal wP (T ) as the highest effective path
HEPT , so alternatively we can write v(T ) =

∑
i∈T hi −

∑
i∈HEPT

ci(f) −∑
i�∈HEPT

ci(r). But if there is no such path inside the coalition, the coalition is
inessential and worths nothing, and the value of it is 0. Then formally, we have
the definition of v(T ) as follows.

Definition 1 (Value Function of A Coalition). The value of any coalition
T ⊆ N is 0 when there is no path between s and d inside T. That is: v(T ) = 0,
if Psd(T ) = φ. Otherwise, v(T ) is:

v(T ) =
∑
i∈T

hi −
∑

i∈HEPT

ci(f)−
∑

i�∈HEPT

ci(r), if Psd(T ) �= φ (6)

5.2 Nonemptiness of the Core

The key issue of a cooperative game is regarding how to divide earnings inside the
coalition in some effective and fair way. The adequate allocation profile is then
called a solution, which is a vector x ∈ R

N representing the allocation to each
player when a grand coalition is formed. The grand coalition means all the players
form into one coalition. The core is one of the solution concepts for cooperative
games. If a coalitional game’s core is non-empty, it means that no coalition can
obtain a payoff that exceeds the sum of its members’ current payoffs, which
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means no deviation is profitable for all of its members [7]. Theoretically the core
is the set of imputation vectors which satisfies the following three conditions:

1. x(i) ≥ v(i)
2. x(T ) ≥ v(T ), ∀T ∈ 2N

3. x(N) = v(N), N is the player set
(7)

where x(i) is the payoff share of node i in this game, x(T ) =
∑

i∈T x(i), and
x(N) =

∑
i∈N x(i).

The core of a coalitional game is possibly empty. Next we will analyze in
which condition our game has a non-empty core, and what the possible core is.
We derive the following theorem.

Theorem 1. Under the condition of hi ≥ ci(f) for each player i, the payoff
profile x is in the core of the coalitional game where

x(i) =
{

hi − ci(f), i ∈ HEPN

hi − ci(r), i �∈ HEPN
(8)

Proof. Firstly, check the first requirement of Eq.7. Under the condition of hi ≥
ci(f), we have x(i) = hi− ci(f) ≥ 0. When the coalition has only one member i,
the value of it would be 0 if i cannot establish a path between s and d. That is
v(i) = 0. Thus x(i) ≥ v(i) holds. If i can connect s and d, then v(i) = hi− ci(f)
as said by Def.1. In that case x(i) = v(i) which also meets the first requirement.

Secondly, from Eq.8 and Def.1, we have x(N) =
∑

i∈N x(i) =
∑

i∈HEPN
(hi−

ci(f))+
∑

i�∈HEPN
(hi− ci(r)) =

∑
i∈N hi−

∑
i∈HEPN

ci(f)−
∑

i�∈HEPN
ci(r) =

v(N). So the third requirement of Eq.7 also holds.
Thirdly, to prove x satisfies the second requirement x(T ) ≥ v(T ), we will list

and analyze all of the different HEP situations in the grand coalition N and an
arbitrary coalition T . For those coalitions without paths inside, the values of
them are 0, so we easily get x(T ) ≥ v(T ) = 0. For other coalitions, there are
totally four kinds of situations as illustrated in Fig.2.

The proof for these four situations are similar. Because of the space limit, we
only prove the most complicated situation in Fig.2(d) here. In this case, when
the grand coalition N is formed, the new HEPN is different from HEPT and
part of HEPN is inside T . For clarity we first give the following notations for
Fig.2(d). We let A = HEPN ∩ T , B = HEPN ∩ (N \ T ), C = HEPT ∪ A,

(a) (b) (c) (d)

Fig. 2. Examples of Different HEP Situations
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D = T \ C, and E = N \ (HEPN ∪HEPT ). According to Def.1 and Eq.8, we
have:

x(T )− v(T ) =

[ ∑
i∈HEPT

ci(f)−
∑

i∈HEPT

ci(r)

]
−

[∑
i∈A

ci(f)−
∑
i∈A

ci(r)

]
(9)

HEPN and HEPT are two paths connecting s and d inside the grand coalition
N , and HEPN dominates HEPT . So based on Eq.5, we have vHEPN (N) ≥
vHEPT (N). Through deduction we get:

∑
i∈HEPT

ci(f)−
∑

i∈HEPT

ci(r) ≥
[∑

i∈A

ci(f)−
∑
i∈A

ci(r)

]
+

[∑
i∈B

ci(f)−
∑
i∈B

ci(r)

]

>
∑
i∈A

ci(f)−
∑
i∈A

ci(r)

Then substitute in Eq.9, we get x(T ) ≥ v(T ). So the second requirement is
satisfied. In summary, under the condition of hi ≥ ci(f) for each player i, the
proposed payoff profile x is in the core of this coalitional game. �

We can see that if only the payment a node gets based on its reputation is larger
than the cost it needs to forward data packets, the core of this coalitional game
exists. Nodes who want to get more payoff share xi must try to improve its
reputation by helping others forwarding or increasing its link reliability, so that
it can get more diffusion of the heat-based payment. In this way a virtuous cycle
can be created.

6 Evaluations

We have theoretically proved that our incentive scheme guarantees the existence
of the core when modelled as the coalitional game. Now we will evaluate the
scheme in two aspects through experiments: 1) how is the general overview of
all the nodes’ utility and how does the network topology affect the distribution
of it; and 2) how the nodes’ cumulative utilities and balances evolve over time.

We conduct the evaluation on a randomly generated wireless topology with
100 nodes scattering in an area of 3000 by 3000 meters. The radio range is set to
422.757 meters. The topology is shown in Fig.3(a). There is a line connecting two
nodes when they are in the communication range of each other. We label some
representative nodes for further illustration. Each node has an initial balance of
100 and each directed link has a local reputation value as the weight. At each
round we randomly select a source-destination pair and the source s perform
the incentive routing and forwarding algorithm. We assign the parameter λ in
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Fig. 3. Network Topology and Overview of Nodes’ Utilities

the heat diffusion equation as 1. The evaluation runs for 1000 seconds and we
observe the utility and balance of each node every second.

Our first evaluation shows the overview utility at the end of the experiment
in Fig.3(b). The circles around the nodes represent the cumulative utility of that
node. The diameter of the circle is proportional to the amount of the utility.

We observe that in general nodes in the high density area also have large
circles around them (like node 44), and on the contrary, nodes in the sparse area
usually have indistinctive circles.

Our second evaluation starts from the core of the coalitional game. Fig.4(a)
and 4(b) show the cumulative utilities and balances of several typical nodes
respectively over the simulation time. The balance of a node may fall below the
initial balance (like node 42) because the nodes have their own data transmission
requests and what they earn cannot compensate what they pay.
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Fig. 4. Cumulative Utility and Balance of Nodes as a Function of Simulation Time
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7 Related Work

Many incentive routing schemes have been proposed in the past few years. Most
approaches fall into one of two main categories. In the first category, nodes for-
warding packets get monetary incentives for their service. In Ad Hoc-VCG [8],
payments are paid to nodes consisting the actual costs incurred by forwarding
data and the extra premiums. The implemented reactive routing protocol is a
variation of the well-known VCG mechanism. It achieves the design objectives
of truthfulness and cost-efficiency in a game-theoretic sense. Another work [6]
introduces a virtual currency called nuglets. The source of the packet must load
it with enough nuglets to pay for the trip to the destination. Cooperation is
enforced in this scheme because nodes must forward packets for others in order
to build up enough nuglets to get their own packets forwarded. [9] designs an
incentive-compatible routing and forwarding protocol integrating VCG mecha-
nism and cryptographic technique. Payments are implemented based on VCG
protocol and the application of cryptographic techniques in the design of for-
warding protocol enforces the routing decision. [10] designs a collusion-resistant
routing scheme for non-cooperative wireless networks. Payments are given to
nodes not only on the LCP paths but also off the paths.

In the second category, non-cooperative nodes are identified based on a rep-
utation system and circumvented in the routing process. In CORE [1], node
cooperation is stimulated by a collaborative monitoring technique and a reputa-
tion mechanism. Each node of the network monitors the behavior of its neighbors
with respect to a requested function and collects observations about the execu-
tion of that function. CONFIDANT [11] differs from CORE only in that it sends
reputation values to other nodes in the network, which exposes the scheme to
malicious spreading of false reputation values. Liu and Issarny employ a Bayesian
approach to design an incentive compatible reputation system to facilitate the
trustworthiness evaluation of nodes [12]. Some also use subjective logic to cal-
culate uncertain trust so as to design secure routing protocols [2] or incentive
reputation mechanisms [13].

8 Conclusion and Future Work

In this paper, we present a novel incentive routing and forwarding scheme which
combines reputation system and payment mechanism together to encourage
nodes to cooperate in wireless ad hoc networks. Besides, we design our repu-
tation system based on a heat diffusion model for the first time in the literature.
The heat diffusion model provides us a way of combining the direct and indirect
reputations together and propagating the reputation from locally to globally.
Further, instead of using the non-cooperative game method, we model and ana-
lyze our incentive scheme using a coalitional game. We further prove that under
a certain condition this game has a non-empty core. Through the evaluation we
can see that the cumulative utility of nodes increases when the nodes stay in the
core. In the future we will consider to apply other underlying reputation systems
to our incentive scheme.
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Abstract. This paper studies the performance of Peer-to-Peer Storage
Systems (P2PSS) in terms of data lifetime and availability. Two schemes
for recovering lost data are modeled through absorbing Markov chains
and their performance are evaluated and compared. The first scheme re-
lies on a centralized controller that can recover multiple losses at once,
whereas the second scheme is distributed and recovers one loss at a time.
The impact of each system parameter on the performance is evaluated,
and guidelines are derived on how to engineer the system and tune its
key parameters in order to provide desired lifetime and/or availability
of data. We find that, in stable environments such as local area or re-
search laboratory networks where machines are usually highly available,
the distributed-repair scheme offers a reliable, scalable and cheap stor-
age/backup solution. This is in contrast with the case of highly dynamic
environments, where the distributed-repair scheme is inefficient as long
as the storage overhead is kept reasonable. P2PSS with centralized-repair
scheme are efficient in any environment but have the disadvantage of re-
lying on a centralized authority. Our analysis also suggests that the use
of large size fragments reduces the efficiency of the recovery mechanism.

Keywords: Performance evaluation, peer-to-peer storage systems,
recovery process, absorbing continuous-time Markov chain.

1 Introduction

The growth of storage volume, bandwidth, and computational resources for PCs
has fundamentally changed the way applications are constructed, and has in-
spired a new class of storage systems that use distributed peer-to-peer (P2P)
infrastructures. Although scalable and economically attractive compared to tra-
ditional systems, these storage systems pose many problems such as reliability,
confidentiality and availability. To ensure data reliability and availability in such
dynamic systems, redundant data is inserted in the system. However, using re-
dundancy mechanisms without repairing lost data is not efficient, as the level
of redundancy decreases when peers leave the system. Consequently, P2P stor-
age systems need to compensate the loss of data by continuously storing addi-
tional redundant data onto new hosts. Systems may rely on a central authority
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that reconstructs fragments when necessary; these systems will be referred to as
centralized-recovery systems. Alternatively, secure agents running on new hosts
can reconstruct by themselves the data to be stored on the hosts disks. Such
systems will be referred to as distributed-recovery systems. Regardless of the
recovery mechanism used, two repair policies can be adopted eager and lazy pol-
icy. The description of these recovery schemes and their policies are presented
in Section 3.

The aim of this paper is to develop and evaluate mathematical models to
characterize fundamental performance metrics (data lifetime and availability) of
P2P storage systems. Our contributions are as follows

– Analysis of centralized and distributed recovery mechanisms.
– Proposition of a general model that captures the behavior of both eager

and lazy repair policies and both replication-based and erasure code-based
systems, and accommodates both temporary and permanent disconnections
of peers.

– Numerical investigation using realistic parameters values.
– Guidelines on how to engineer the P2PSS in order to satisfy given require-

ments.

In the following, Section 2 briefly reviews related work and Section 3 introduces
the notation and assumptions used throughout the paper. Sections 4 and 5 are
dedicated to the modeling of the centralized- and distributed-recovery mecha-
nism, respectively. In Section 6, we provide some numerical results showing the
performance of the centralized and decentralized schemes. Section 7 concludes
the paper.

2 Related Work and Background

The literature on the architecture and file system of distributed storage systems
is abundant (see [1,2]; non-exhaustive list), but to the best of our knowledge,
there has been no prior work on the modeling of the recovery process in P2PSS. A
few studies have developed analytical models with the goal of understanding the
trade-offs between the availability and lifetime of the files and the redundancy
involved in storing the data. From these we cite [3] whose main purpose of [3] is
the analysis of a storage system using replication for data reliability. The work
[3] is the closest to ours even though the model and analysis developed therein
do not apply for erasure-coded systems (we will see later that our models apply
to either replicated or erasure-coded systems).

The authors of [3] develop a Markov chain analysis, then derive an expression
for the lifetime of the replicated state and study the impact of bandwidth and
storage limits on the system. However – and these are major differences with the
work presented here, transient disconnections are not considered in their model,
the recovery process is considered to be exponentially distributed for the aim
of simplification, and only the distributed-repair scheme is considered. Another
contribution of [3] is the analysis of the All-pairs-ping data set [4] that reports
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measures of both uptime and downtime for PlanetLab [5] nodes. The authors
found that an exponential distribution is a reasonable fit for both uptime and
downtime. This conjecture comes to support one of the key assumptions of the
model presented in our paper, namely that “node participation can be modeled
by an exponential distribution”.

In our previous work [6], simplifying assumptions have been considered while
modeling the P2PSS, mainly that the recovery process is exponentially dis-
tributed. However, the implications of this assumption differ between replicated
and erasure-coded systems. We have found in [7], through a simulation analysis,
that the exponential assumption made on the recovery process is usually not
met in erasure-coded systems. This assumption will therefore be relaxed in this
paper and it will be shown later on that a more precise, more realistic modeling
is possible.

3 System Description, Assumptions and Notation

We consider a distributed storage system which peers randomly join and leave.
The following assumptions on the P2PSS design will be enforced throughout the
paper:

– A block of data D is partitioned into s equally sized fragments to which,
using erasure codes (e.g. [8]), r redundant fragments are added. The case
of replication-based redundancy is equally captured by this notation, after
setting s = 1 and letting the r redundant fragments be simple replicas of
the unique fragment of the block. This notation – and hence our modeling
– is general enough to study both replication-based and erasure code-based
storage systems.

– Mainly for privacy issues, a peer can store at most one fragment of any data
D.

– We assume the system has perfect knowledge of the location of fragments at
any given time, e.g. by using a Distributed Hash Table (DHT) or a central
authority.

– The system keeps track of only the latest known location of each fragment.
– Over time, a peer can be either connected to or disconnected from the storage

system. At reconnection, a peer may or may not still store its fragments.
We denote by p the probability that a peer that reconnects still stores its
fragments.

– The number of connected peers at any time is typically much larger than
the number of fragments associated with D, i.e., s+ r. Therefore, we assume
that there are always at least s + r connected peers – hereafter referred to
as new peers – which are ready to receive and store fragments of D.

We refer to as on-time (resp. off-time) a time-interval during which a peer is
always connected (resp. disconnected). During a peer’s off-time, the fragments
stored on this peer are momentarily unavailable to the users of the storage
system. At reconnection, and according to the assumptions above, the fragments
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stored on this peer will be available only with probability p (and with probability
1−p it is lost). In order to improve data availability and increase the reliability of
the storage system, it is therefore crucial to recover from losses by continuously
monitoring the system and adding redundancy whenever needed.

We will investigate the performance of two different repair policies: the eager
and the lazy repair policies. In the eager policy, a fragment of D is reconstructed
as soon as one fragment has become unavailable due to a peer disconnection. In
the lazy policy, the repair is delayed until the number of unavailable fragments
reaches a given threshold, denoted k. In the latter case, we must have k ≤ r since
D is lost if more than r fragments are missing from the storage system. Both
repair policies can be represented by the threshold parameter k ∈ {1, 2, . . . , r},
where k can take any value in the set {2, . . . , r} in the lazy policy and k = 1 in
the eager policy. Any repair policy can be implemented either in a centralized
or a distributed way. In the following description, we assume that the system
misses k fragments so that lost fragments have to be restored.

In the centralized implementation, a central authority will: (1) download in
parallel s fragments from the peers which are connected, (2) reconstruct at once
all the unavailable fragments, and (3) upload them all in parallel onto as many
new peers for storage. Step 2 executes in a negligible time compared to the
execution time of Steps 1 and 3 and will henceforth be ignored in the modeling.
Step 1 (resp. Step 3) execution completes when the last fragment completes
being downloaded (resp. uploaded).

In the distributed implementation, a secure agent on one new peer is notified
of the identity of one out of the k unavailable fragments for it to reconstruct
it. Upon notification, the secure agent (1) downloads s fragments of D from the
peers which are connected to the storage system, (2) reconstructs the specified
fragment and stores it on the peer’s disk; (3) the secure agent then discards
the s downloaded fragments so as to meet the privacy constraint that only one
fragment of a block of data is held by a peer. This operation iterates until less
than k fragments are sensed unavailable and stops if the number of missing
fragments reaches k − 1. The recovery of one fragment lasts mainly for the
execution time of Step 1; the recovery is completed then as soon as the last
fragment (out of s) completes being downloaded.

In both implementations, once a fragment is reconstructed, any other copy of
it that “reappears” in the system due to a peer reconnection is simply ignored,
as only one location (the newest) of the fragment is recorded in the system.
Similarly, if a fragment is unavailable, the system knows of only one disconnected
peer that stores the unavailable fragment.

Given the system description, data D can be either available, unavailable or
lost. Data D is said to be available if any s fragments out of the s + r fragments
can be downloaded by the users of the P2PSS. Data D is said to be unavailable if
less than s fragments are available for download, however the missing fragments
to complete D are located at a peer or a central authority on which a recovery
process is ongoing. Data D is said to be lost if there are less than s fragments in
the system including the fragments involved in a recovery process. We assume
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that, at time t = 0, at least s fragments are available so that the document is
initially available.

We now introduce the assumptions considered in our models.

Assumption 1: We assume that the successive durations of on-times (resp.
off-times) of a peer are independent and identically distributed (iid) ran-
dom variables (rvs) with a common exponential distribution function with
parameter μ > 0 (resp. λ > 0); this assumption is in agreement with the
analysis in [3]. We further assume that peers behave independently of each
other.

Assumption 2: We assume that the successive download (resp. upload) du-
rations of a fragment are iid rvs with a common exponential distribution
function with parameter α (resp. β); this assumption is in agreement with
the analysis in [7]. Fragments downloads/uploads are not correlated.

A consequence of Assumption 2 is that each of the durations of the central-
ized and the distributed recovery processes is a rv following a hypo-exponential
distribution [9]. Indeed, each of these durations is the summation of indepen-
dently distributed exponential rvs (s+k in the centralized scheme if k fragments
are to be reconstructed, and s in the distributed scheme) having each its own
rate. This is a fundamental difference with [3,6] where the recovery process is
assumed to follow an exponential distribution. It is worth mentioning that the
simulation analysis of [7] has concluded that the recovery time follows roughly
a hypo-exponential distribution. As a consequence, the models presented in this
paper are more realistic than those in [3,6].

We conclude this section by a word on the notation: a subscript “c” (resp. “d”)
will indicate that we are considering the centralized (resp. distributed) scheme.
The notation ei

j refers to a row vector of dimension j whose entries are null
except the i-th entry that is equal to 1; the notation 1j refers to a column vector
of dimension j whose each entry is equal to 1. Last, 1l{A} is the characteristic
function of event A.

4 Centralized Repair Systems

We will focus on a single block of data D, and pay only attention to peers storing
fragments of this block.

Let Xc(t) and Yc(t) be two rvs denoting respectively the number of fragments
in the system that are available for download and the state of the recovery
process. Recall that, when k fragments are to be reconstructed, the recovery
process consists of a series of s + k exponential distributions that can be seen as
s+k stages. We denote Yc(t) = j (j = 0, 1, . . . , k−1) to express that j exponential
rvs have been realized at time t, so that s + k − j are still to go. When the last
stage is completed, the recovery process is completed and Yc(t) = 0. Given that
there could be as much as s+ r fragments to be reconstructed, the process Yc(t)
takes value in the set {0, 1, . . . , 2s + r − 1}. As for Xc(t), it takes value in the
set {0, 1, . . . , s + r}.
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Consider now the joint process (Xc(t), Yc(t)). When Xc(t) ≥ s, data D is
available, regardless of Yc(t). When Xc(t) < s but Xc(t) + Yc(t) ≥ s, D is
unavailable. When Xc(t) + Yc(t) < s, D is lost. The latter situation will be
modeled by a single state a. Introduce the set

Tc := { (0, s), (0, s + 1), . . . , (0, 2s + r − 1),
(1, s− 1), (1, s), . . . , (1, 2s + r − 2),
. . . ,

⎫⎬⎭ D is unavailable

(s, 0), (s, 1), . . . , (s, s + r − 1),
(s + 1, 0), (s + 1, 1), . . . , (s + 1, s + r − 2),
. . . , (s + r − 1, 0), (s + r − 1, 1), . . . , (s + r − 1, s),
(s + r, 0) }

⎫⎪⎪⎬⎪⎪⎭ D is available

|Tc| = (s + r)2 − r(r − 1)/2 + 1.

Thanks to the assumptions made in Section 3, it is easily seen that the two-
dimensional process {(Xc(t), Yc(t)), t ≥ 0} is an absorbing homogeneous Conti-
nuous-Time Markov Chain (CTMC) with transient states the elements of Tc and
with a single absorbing state a representing the situation when D is lost. Without
loss of generality, we assume that Xc(0) ≥ s. The infinitesimal generator has the
following canonical form

Tc a
Tc

a

(
Qc Rc

0 0

)
where Rc is a non-zero column vector of size |Tc|, and Qc is |Tc|-by-|Tc| matrix.
The elements of Rc are the transition rates between the transient states (i, j) ∈
Tc and the absorbing state a, namely, rc(i, j) = (s − j)μ, for i = 1, . . . , s, and
j = s− i, . . . , s− 1. The elements of Rc are lexicographically ordered alike the
order in Tc. The diagonal elements of Qc are each the total transition rate out of
the corresponding transient state. The other elements of Qc are the transition
rates between each pair of transient states. The non-zero elements of Qc are:

qc((i, j), (i− 1, j))=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

iμ, for i = 1, . . . , s, j = s, . . . , 2s + r − 1− i;
or i = s + 1, . . . , s + r − 1,

j = 0, . . . , 2s + r − 1− i;
or i = s + r, j = 0;

(i + j − s)μ, for i = 2, . . . , s, j = s + 1− i, . . . , s− 1.

qc((i, j), (i, j + 1))=

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(s− j)α, for i = s, . . . , s + r − k, j = 0;
or i = 1, . . . , s− 1, j = s− i, . . . , s− 1;
or i = s, . . . , s + r − 1, j = 1, . . . , s− 1;

(2s + r − i− j)β, for i = 0, . . . , s + r − 2,

j = s, . . . , 2s + r − 2− i.

qc((i, 2s + r − 1− i), (s + r, 0)) = β, for i = 0, . . . , s + r − 1.
qc((i, j), (i + 1, j))=(s + r − i)λ p, for i = 1, . . . , s, j = s− i, . . . , s− 1;

or i=s + 1, . . . , s + r − 2, j = 0, . . . , s− 1.
qc((s + r − 1, j), (s + r, 0)) = λ p, for j = 0, . . . , s− 1.
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Fig. 1. The Markov chain {(Xc(t), Yc(t)), t ≥ 0} when s = 2, r = 2, k = 2

qc((i, j), (i, j)) = −rc(i, j)−
∑

(i′,j′)∈Tc−{(i,j)} qc((i, j), (i′, j′)), for (i, j) ∈ Tc.

Note that Qc is not an infinitesimal generator since entries in some rows do not
sum up to 0. For illustration purposes, we depict in Fig. 1 an example of the
absorbing CTMC with its non-zero transition rates when s = 2, r = 2, and
k = 2.

4.1 Data Lifetime

This section is devoted to the analysis of the lifetime of D. Let Tc(i, j) := inf{t >
0 : (Xc(t), Yc(t)) = a|(Xc(0), Yc(0)) = (i, j)} be the time until absorption in state
a, or equivalently the time until D is lost, given that the initial state of D is
(i, j). In the following, Tc(i, j) will be referred to as the conditional block lifetime.
We are interested in P (Tc(i, j) ≤ x) and E[Tc(i, j)], respectively the probability
distribution of the conditional block lifetime and its expectation, given that
(Xc(0), Yc(0)) = (i, j) ∈ Tc. From the theory of absorbing Markov chains, we
know that (e.g. [10, Lemma 2.2])

P (Tc(i, j) ≤ x) = 1− e
ind(i,j)
|Tc| · exp (xQc) · 1|Tc|, x > 0, (i, j) ∈ Tc (1)

where ind(i, j) refers to the index of the state (i, j) ∈ Tc in the matrix Qc.
Recall that the elements of Qc are numbered according to the lexicographic
order. Definitions of vectors ej

i and 1i are given at the end of Section 3. Observe
that the term e

ind(i,j)
|Tc| · exp (xQc) · 1|Tc| in the r.h.s. of (1) is nothing but the

summation of all |Tc| elements in row ind(i, j) of matrix exp (xQc).
We know from [10, p. 46] that the expected time until absorption can be

written as

E [Tc(i, j)] = −e
ind(i,j)
|Tc| · (Qc)

−1 · 1|Tc|, (i, j) ∈ Tc, (2)

where the existence of (Qc)
−1 is a consequence of the fact that all states in Tc are

transient [10, p. 45]. Inverting Qc analytically can rapidly become cumbersome
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as s or r increases. We will instead perform numerical computations as reported
in Section 6. Consider now

Tc((i, j), (i′, j′)) :=
∫ Tc(i,j)

0
1l{(Xc(t), Yc(t)) = (i′, j′)} dt

that is the total time spent by the CTMC in transient state (i′, j′) given that
{Xc(0), Yc(0)} = (i, j). It can also be shown that [11, p. 419]

E [Tc((i, j), (i′, j′))] = −e
ind(i,j)
|Tc| · (Qc)

−1 · teind(i′,j′)
|Tc| , (i, j), (i′, j′) ∈ Tc, (3)

where ty denotes the transpose of a given vector y. In other words, the expec-
tation E [Tc((i, j), (i′, j′))] is the entry of matrix (−Qc)

−1 at row ind(i, j) and
column ind(i′, j′).

4.2 Data Availability

In this section we introduce different metrics to quantify the availability of D.
We are interested in the fraction of time spent by the CTMC in any given state
(i′, j′) before absorption. However, this quantity is difficult to find in closed-form.
Therefore, we resort to using the following approximation

E
[
Tc((i, j), (i′, j′))

Tc(i, j)

]
≈ E[Tc((i, j), (i′, j′))]

E[Tc(i, j)]
. (4)

Here, (i, j) is the state of D at t = 0. This approximation have been validated
through simulations, as shown later in Section 6. With this approximation in
mind, we introduce two availability metrics: the first can be interpreted as the
expected number of fragments of D that are in the system during the lifetime
of D; the second can be interpreted as the fraction of time when at least m
fragments are in the system during the lifetime of D. More formally, given that
(Xc(0), Yc(0)) = (i, j) ∈ Tc, we define

Mc,1(i, j) :=
∑

(i′,j′)∈Tc

i′
E[Tc((i, j), (i′, j′))]

E[Tc(i, j)]
, (5)

Mc,2((i, j), m) :=
∑

(i′,j′)∈Tc,i′≥m

E[Tc((i, j), (i′, j′))]
E[Tc(i, j)]

. (6)

5 Distributed Repair Systems

In this section, we model P2P storage systems that implement a distributed
recovery mechanism. According to the description and assumptions listed in
Section 3, the state of data D can be modeled by an absorbing Markov chain
{(Xd(t), Yd(t)) : t ≥ 0}, where Xd(t) and Yd(t) denote respectively the num-
ber of fragments in the system that are available for download and the state
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of the recovery process. Unlike the centralized scheme, the distributed scheme
repairs fragments only one at a time. Therefore, Xd(t) takes value in the set
{s− 1, s, . . . , s + r}. There are only s stages in the recovery process that corre-
spond each to an exponential with it own rate (i.e., Yd(t) ∈ {0, 1, . . . , s − 1}).
As in Section 4, D is available when Xd(t) ≥ s, unavailable when Xd(t) < s but
Xd(t) + Yd(t) ≥ s, and lost otherwise (situation modeled by a single absorbing
state a). The set of transient states Td is

Td := { (s− 1, 1), (s− 1, 2), . . . , (s− 1, s− 1),
}

D is unavailable
(s, 0), (s, 1), . . . , (s, s− 1),
(s + 1, 0), (s + 1, 1), . . . , (s + 1, s− 1), . . . ,
(s + r − 1, 0), (s + r − 1, 1), . . . , (s + r − 1, s− 1),
(s + r, 0) }

⎫⎪⎪⎬⎪⎪⎭ D is available

|Td| = s(r + 1).

The analysis of the absorbing Markov chain {(Xd(t), Yd(t)) : t ≥ 0} that takes
value in Td ∪ {a} is very similar to the analysis in Section 4, we will then only
sketch it. In particular, Rd and Qd have similar definitions as Rc and Qc after
replacing the subscript “c” with the subscript “d” whenever needed. The non-
zero elements of Rd and Qd are as follows

rd(s−1, j)=(s−1)μ, for j=1, . . . , s−1; rd(s, j) = (s−j)μ, for j = 0, . . . , s−1.

qd((i, j), (i− 1, j)) =

⎧⎪⎨⎪⎩
jμ, for i = s, j = 1, . . . , s− 1;
iμ, for i = s + 1, . . . , s + r − 1, j = 0, . . . , s− 1;

or i = s + r, j = 0.

qd((i, j), (i, j + 1)) = (s− j)α, for i = s, . . . , s + r − k, j = 0;
or i = s− 1, . . . , s + r − 1, j = 1, . . . , s− 2.

qd((i, s− 1), (i + 1, 0)) = α, for i = s− 1, . . . , s + r − 2.

qd((i, j), (i + 1, j)) = (s + r − i)λ p, for i = s− 1, j = 1, . . . , s− 1;
or i = s, . . . , s + r − 2, j = 0, . . . , s− 1.

qd((s + r − 1, j), (s + r, 0)) = λ p + 1l{j = s− 1}α, for j = 0, . . . , s− 1.
qd((i, j), (i, j)) = −rd(i, j)−

∑
(i′,j′)∈Td−{(i,j)} qd((i, j), (i′, j′)), for (i, j) ∈ Td.

For illustration purposes, we depict in Fig. 2 an example of the absorbing CTMC
with its non-zero transition rates when s = 3, r = 2, and k = 2.

We can now derive closed-form expressions for the distribution of the condi-
tional block lifetime, its expectation, and the two availability metrics, as was
done in Section 4, by simply replacing in (1), (2), (3), (5) and (6) the sub-
script “c” with the subscript “d”. Alike for the centralized case, we will perform
numerical computations as it is not tractable to explicitly invert Qd.
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Fig. 2. The Markov chain {(Xd(t), Yd(t)), t ≥ 0} when s = 3, r = 2, and k = 2

6 Numerical Results

In this section, we first validate the approximation made in (4) which has been
made to compute the two availability metrics, then proceed with the presenta-
tions of the numerical computations. Throughout this section, we consider two
sets of parameters that correspond each to a particular context. In the “Plan-
etLab” context, we set 1/λ = 61 hours and 1/μ = 181 hours according to [3],
p = 0.3 to reflect that disconnections are most likely due to software or hard-
ware problems, and we vary the redundancy r from 1 until s. In the “Internet”
context, peers churn rate is much higher [12] (namely, hosts join and leave the
system 6.4 times a day on average), which led us to set 1/λ = 1 hours, 1/μ = 3
hours, p = 0.7, and to vary r from 1 to 2s. In both contexts, we let s = 8,
k = 1, . . . , r. We assume the peers’ upload capacity that is dedicated to a single
connection to be 10kbps (cf. [13]), and the total upload capacity of the central
authority to be 400kbps. Hence, considering fragments of size 1MB, we obtain
1/α = 838.8608 seconds, 1/β = 20.97152× s seconds.

Validation of (4). To this end, we have simulated the CTMC {Xd(t), Yd(t) :
t ≥ 0} in the “Internet” context but have varied r from 1 to 4, yielding a total
of 10 different simulation scenarios. We estimate the left-hand side of (4) by
averaging the corresponding simulated results. In order to obtain a maximum
estimation error of about 1% with 97% confidence interval, we need to average
over 150 sampled values. Hence, each simulation is repeated 150 times. In each
simulation, we have a total of |Td| = 8(r + 1) instances of (4), according to the
possible choices of the initial state, yielding a total of

∑4
r=1 8(r + 1)r = 320

different instances. For each instance, we compute the relative error between the
estimation of the left-hand side of (4) (the “correct” value) and the right-hand
side of (4) (the approximate value, computed analytically using (2)-(3)).

We have found only 10% of the values that are larger than 0.9×10−3 and, most
importantly, the maximum value of the relative error is 0.0028. We conclude that
the approximation (4) is very good and will definitely not imperil the correctness
of any computation based on it.
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Fig. 3. The CCDF of the relative error induced by the approximation (4)

The empirical complementary cumulative distribution function of the relative
error is displayed in Fig. 3.

Performance Analysis. We have solved numerically (1), (2), (3), (5) and (6)
given that all s + r fragments of D are initially available, considering either In-
ternet or PlanetLab context, and either the centralized or distributed recovery
scheme. Results are reported partially in Table 1. It appears that, whichever
the scenario or the recovery mechanism considered, the expected data lifetime
increases roughly exponentially with r and decreases with an increasing k. Re-
gardless of the context considered, the distributed scheme yields a significantly
smaller expected data lifetime than the centralized scheme, especially when the
storage overhead, r/s, is high; cf. columns 3-4 in Table 1. The difference in per-
formance is more pronounced in the Internet context. Regarding the expected
number of available fragments, we again observe that the distributed scheme is
less efficient than the centralized one. Observe how the performance deteriorates
as peer churn becomes more important: compare for instance in Table 1 rows 4
vs. 16, and 7 vs. 20 (these correspond to the same storage overhead and the same
value of k). This is particularly true for the distributed recovery mechanism. We
conclude that when peers churn rate is high, only the centralized repair scheme
can be efficient should the storage overhead be kept within a reasonable value
(that is r/s ≤ 2). As the distributed repair scheme is more scalable than the
centralized one, it will be a good implementation choice in large networks where
hosts have a good availability.

Setting the System’s Key Parameters. We illustrate now how our mod-
els can be used to set the system parameters r and k such that predefined
requirements on data lifetime and availability are fulfilled. We assume the recov-
ery mechanism is centralized and the context is similar to PlanetLab. We have
picked one to two contour lines of each of the performance metrics studied in
this paper and report them in Fig. 4. Consider point A which corresponds to
r = 6 and k = 1 (recall s = 8). Selecting this point as the operating point of the
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Table 1. Expected lifetime and first availability metric

Internet context E[T (s + r, 0)] (in days) M1(s + r, 0)
s = 8 cent. repair dist. repair cent. repair dist. repair

k = 1 r/s = 1/2 0.14 0.08 9.91 8.99
r/s = 1 0.85 0.35 11.72 10.58
r/s = 3/2 14.49 2.25 14.46 12.40
r/s = 2 105.80 23.61 16.55 14.73

k = 4 r/s = 1 0.71 0.33 11.66 9.67
r/s = 3/2 12.38 2.23 14.45 11.50
r/s = 2 91.59 23.58 16.48 13.83

k = 8 r/s = 2 64.16 22.31 16.30 12.61
PlanetLab context E[T (s + r, 0)] (in months) M1(s + r, 0)

s = 8 cent. repair dist. repair cent. repair dist. repair
k = 1 r/s = 1/4 0.32 0.11 7.81 8.04

r/s = 1/2 2.15 1.05 11.01 8.68
r/s = 3/4 17.12 7.61 13.18 9.80
r/s = 1 262.16 46.24 15.11 12.12

k = 2 r/s = 1/2 0.81 0.37 10.34 8.19
r/s = 3/4 6.95 3.20 12.76 9.25
r/s = 1 110.03 23.34 14.72 11.37

k = 4 r/s = 1 13.33 4.34 13.77 9.81

P2PSS ensures (roughly) the following: given that each data is initiated with
s + r available fragments, then (i) the expected data lifetime is 18 months; (ii)
only 11% of the stored data would be lost after 3 months; (iii) as long as D is
not lost, 13 fragments of D are expected to be in the system; (iv) during 99.7%
of its lifetime, D is available for download; and (v) during 80% of the lifetime
of D, at least s + r − k = 13 fragments of D are available for download in the
system. Observe that the storage overhead, r/s, is equal to 0.75.

Impact of the Size of Fragments. Given the size of data D, a larger size
of fragments translates into a smaller s. We have computed all pairs (r, k) with
s = 8 and s = 16 that ensure P (Tc(s+r, 0) > 3 months) = 0.89 in the PlanetLab
context, i.e., only 11% of the total data would be lost after 3 months. In partic-
ular, operating points r = 6 and k = 1 with s = 8, and r = 12 and k = 7 with
s = 16 satisfy the above requirement, and additionally yield the same storage
overhead (namely, 0.75). But, and this is important, the former point invokes the
recovery process much more often (and potentially unnecessarily) than the latter
point, suggesting that large fragments size reduces the efficiency of the recovery
mechanism. This observation should be moderated by the fact that fragments
size when s = 8 is twice their size when s = 16, yielding a different bandwidth
usage per recovery. We currently cannot say how does the bandwidth usage per
recovery vary with the size of fragments. However, we know for sure that its effect
will not be the same in both centralized and distributed schemes because of the
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Fig. 4. Contour lines of performance metrics (PlanetLab context,centralized repair)

additional upload stages in the centralized implementation. A careful analysis of
this issue is the objective of ongoing research.

7 Conclusion

We have proposed analytical models for evaluating the performance of two ap-
proaches for recovering lost data in distributed storage systems. We have ana-
lyzed the lifetime and the availability of data achieved by both centralized- and
distributed-repair systems through Markovian analysis considering realistic as-
sumptions. Numerical computations have been undertaken to illustrate several
issues on the performance. We conclude that, using our theoretical framework,
it is easy to tune and optimize the system parameters for fulfilling predefined
requirements.
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Abstract. In this paper, we apply the theory predicting neighbor dis-
tribution of arbitrary random graphs to analyze the network coverage
of the peers in unstructured peer-to-peer(p2p) networks that use TTL-
based flooding mechanism for search and query. However, we find that
for many cases, the theory cannot be directly applied to obtain correct
estimate of network coverage due to the presence of certain types of
edges that we refer as cross and back edges. It is also observed that the
presence of cross and back edges in the p2p networks reduce the cover-
age of the peers and also generates large number of redundant messages,
thus wasting precious bandwidth. We refine the theory and develop a
model to estimate the network coverage of the peers in the presence
of cross and back edges. We simulate our model for different networks
with various degree distribution properties. The results indicate that our
models provide good estimates of second neighbor and network coverage
distribution. We perform a case study of the Gnutella networks to ana-
lyze the effects cross and back edges on network coverage and message
complexity in these networks. Based on our study, we propose a new
bootstrapping algorithm for Gnutella networks named HPC5 that sub-
stantially improves the network coverage and message complexity. The
results have been validated using simulations.

Keywords: Peer-to-Peer Networks, Network Coverage Models, Overlay
Networks, Gnutella.

1 Introduction

The unstructured peer-to-peer (p2p) networks like Gnutella [1][2], Kazaa[3] and
FreeHaven[4] use broadcasting as their query and search mechanism. Thus the
query and search performance of these p2p networks are directly proportional
to the network coverage of the peers achieved through broadcasting. A high net-
work coverage of the peers implies that queries reach a large subset of peers in
the network, and thus yields better search performance. However, as of now,
in most unstructured p2p networks like Gnutella and Kazaa, the fundamen-
tal strategy to improve coverage is to introduce more overlay links, thereby,
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leading to huge Internet traffic. With the unbridled growth of the p2p net-
works in the past few years, the ISP’s are facing a huge problem of network
congestion and bandwidth consumption [5][6]. These problems are expected to
be a big research challenge in the forthcoming days, and several recent works
have started addressing these problems [5][7][8]. The scale of the problem in-
creases as broadcast leads to redundant message generation and consequently
wastage of precious bandwidth. However, properly analyzing the topological
behavior of the networks and the impact of topology on coverage and redun-
dancy can provide new insights in alleviating traffic and redundancy
problems.

In this paper, we initially build up a basic analytical model to assess the
network coverage of p2p networks that uses TTL(2) based search and query
mechanisms. We limit our study to TTL(2) based networks, as search and
query in popular unstructured networks like Gnutella uses TTL(2) for most
search cases. TTL(3) is used only for rare searches; however, our models and
results can easily be generalized for TTL(3) searches as well. The basic model
has been developed using the theory applied to derive the distribution of first
and second neighbors of randomly selected node in large networks [9][10]. To
the best of our knowledge, this work is a pioneering work that applies the
theories used to estimate neighbor distribution in analyzing network cover-
age of p2p networks. Further we propose a refinement of our basic model to
perfect the estimation of the neighbor distributions for networks that contain
certain type of edges, which we refer as cross and back edges. The effect of
these edges is to reduce the coverage of the peers and increase message re-
dundancy. Thus for finite-sized networks with high cross and back edges, the
results of the basic models tend to deviate from the simulation results. We
study the impact of these edges on the network coverage of the peers and de-
rive suitable models for the same. We compare the results of the refined model
with the simulation results; the comparison reveals that the refined model pro-
duces accurate results of network coverage. Finally, we apply our derivations
on Gnutella networks and estimate its coverage based on certain key statis-
tics. We found that the existing Gnutella protocol generates a lot of redun-
dant traffic and has low network coverage. Hence, we propose a bootstrapping
mechanism named HPC5 to improve the network coverage of the Gnutella pro-
tocol. The superior performance of the proposed mechanism is validated using
simulations.

The rest of the paper is organized as follows: The theoretical concepts of com-
plex networks1 related to our model are discussed next. In section 3 we discuss
our derived model for network coverage in finite sized networks. In section 4, we
analyze the Gnutella protocol and propose a new bootstrapping mechanism for
Gnutella. The simulation results are stated and discussed in section 6. Finally
we present our conclusion in section 7.

1 The theories developed to explain behaviors of large dynamic networks are loosely
termed as Complex Network Theory [11].
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2 Basic Model for First and Second Neighbor
Distributions

Most unstructured p2p networks use flooding as a means for search and querying.
Since flooding causes huge number of query packets to flow through the network,
thus consuming huge bandwidth, most p2p networks use a TTL-based flooding
scheme. The commonly used TTL value for ordinary searches in most networks
is 2. Thus when a peer broadcasts a message with TTL(2), the message reaches
its immediate neighboring peers as well as their neighbors. Thus the coverage
of a peer for a TTL(2) broadcast is the sum of its first and second neighbors.
Newman [10] derived models for the distribution of the number of first and second
neighbors of a node in a large graph. Suppose, in a large network with N nodes
(N is large), if pk denotes the probability of any random node in a network
having k first neighbors, then the first neighbor distribution — also referred
as degree distribution — of the nodes can be represented using a generating
function as,

G0(x) = p0 + p1(x) + p2(x2) + p3(x3) . . . . (1)

Thus the coefficient of xi in G0(x) gives the probability that any random node
in the network will have degree i. The average number of neighbors of a node is
given by,

〈z〉 = 1 · p1 + 2 · p2 + 3 · p3 + . . . = G′
0(1). (2)

Another important quantity is the distribution of the outgoing edges of a node
reached by following a randomly chosen edge. If Nk denotes the number of nodes
with degree k, then pk = Nk

N , and the number of edges that leads to a node with
degree k equals kNk. Thus, the probability, p

(o)
k , of reaching a node with degree

k by following a randomly chosen edge is,

p
(o)
k =

kNk/N

(1 ·N1 + 2 ·N2 + 3 ·N3 + . . . + (N − 1)NN−1) /N
=

kpk

〈z〉 . (3)

The generating function for the distribution of the outgoing edges of a node
reached by following a random edge can be represented as,

G1(x) =
1
〈z〉 · (

∑
kpkxk) =

G′
0(x)

G′
0(1)

. (4)

The coefficient of xi in G1(x) gives the probability that any randomly chosen
edge leads to a node with degree i. Suppose, we want to find the number of
second neighbors of a node, P . Let p̂ denote the connection probability between
any two random nodes in the network. When N is large and p̂ → 0, then the
probability that an outgoing edge from a neighbor of P connects to another
immediate neighbor of P , or to P itself is negligible. Moreover, under these
conditions, the probability that two neighbors of P will have another common
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1 2

Fig. 1. A portion of a p2p topology. The solid lines indicate the regular edges that
connect two peers. A fine broken line indicates a cross edge between two peers. A cross
edge is an edge that connects directly two immediate neighbors of a peer. A heavy
broken line indicates a back edge between two peers. Back edges are formed when
a neighbor P2 of peer P , connects to another peer, X, that is already connected to
another neighbor P1 of P .

node as neighbor is also negligible. According to power property of generating
functions, [G1(x)]k gives the distribution of the number of outgoing edges of k
independent nodes. Thus, the distribution of the number of second neighbors of
a node P , is given by,

S(x) =
∑

k

pk [G1(x)]k = G0(G1(x)). (5)

The total network coverage of a peer in p2p networks that use TTL(2) flood-
ing scheme is the sum of its number of first and second neighbors. Using the
above stated results, we can derive the generating function for the probability
distribution of the total network coverage of any peer in the network. Thus,
the distribution of the total node coverage of a peer P that deploys a TTL(2)
flooding mechanism is represented by the generating function C(x) as,

C(x) = G0(x) · S(x) (6)

Using these expressions, we can obtain the expected TTL(2) coverage, 〈c〉 of a
peer which is given as,

〈c〉 = C′(1). (7)

Limitations: The above stated derivations can be used to model the expected
first neighbor, second neighbor and total network coverage of any random node in
a network. In unstructured p2p networks that use TTL-based flooding for search
and query, the query messages reach the adjacent neighbors upto a number of
hops, specified by the TTL value. Thus these derivations can be used to model
the reachability of the queries in these networks. However, these expressions
provide correct reachability distributions only when the peers reached from a
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source node through a TTL-based message does not form any cycles among
themselves. But, for many real cases, this condition fails to hold. Since p2p
systems behave like social networks, the peers inherently form many short length
cycles. The cycles that affect the coverage of the peers are referred to as cross
and back edges as shown in fig. 1. A cross edge is formed when two adjacent
nodes of a peer, say P gets connected by an edge, whereas a back edge is formed
when a neighbor (say P2) of P connects to another peer, say X , that is already
connected to some other neighbor (say P1) of P . The presence of back and cross
edges reduces the coverage of a given source peer that use TTL(2) flood. This can
be directly interpreted from the figures 3(a) and 3(b), where the mean number
of second neighbors of a peer is actually much less than predicted by our basic
model. Thus in these cases, the basic model does not produce correct results
for coverage of peer in a network that uses broadcast mechanism. In order to
understand the actual coverage of the peers with a given degree distribution
and given probability of back and cross edges, we need to develop a model that
captures the effect of back and cross edges in the networks.

3 Network Coverage in Finite-sized Networks: Refined
Model

We derive models for coverage of a peer that uses TTL(2) flooding mechanism,
when the degree distribution of the network is known. We also assume that the
probability of a random edge being a back edge with respect to any source peer
is fixed and given as b. We derive the second neighbor and the coverage distribu-
tion of any random peer in the network, while analytically deriving the cross-edge
probability and eliminating its effects. We assume the probability that a random
peer is of degree k be given as pk for all possible values of k. We derive the peer
coverage for these graphs, that deploys a TTL(2) broadcast mechanism for query
and search.

Let us assume that a network has N peers and a random peer P has k first neigh-
bors. Initially, we intend to find the distribution of the number of outgoing edges,
which are not cross edges, of a first neighbor of P . If a peer has j outgoing edges,
then i unique neighbors has to be chosen from N − (k +1) peers — since there are
k first neighbors of P and P itself, so the total unique peers present in the network
from which P will have to choose is N−(k+1). This can be done in

(
N−k−1

i

)
ways.

The rest of the j − i peers has to be chosen from k peers, and this can be done in(
k

j−i

)
ways. Thus, for any first neighbor of P having a total of j outgoing edges, the

probability of having i edges that are not cross edges, is given as

Rk,i,j =

(
N−k−1

i

)(
k

j−i

)(
N−1

j

) .

Hence, for any random neighbor of P (having k first neighbors), the distribution
for having i non-cross edges, is given by
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Rk,i =
k+i∑
j=i

qj

[(
N−k−1

i

)(
k

j−i

)(
N−1

j

) ]
, (8)

where qj is the probability of having j outgoing edges of a peer, reached by
selecting a random edge — as obtained from the coefficent of xj of G1(x)
(Eq. 4). One must note that the values of j range from i to k + i. For any
value of j < i, the probability Rk,i,j becomes equal to zero. Similarly, when
j > k + i, the number of non-cross outgoing edges from j must be greater than
i and hence Rk,i,j is again equal to zero.

Thus, the distribution of the total number of non-cross outgoing edges from
any random neighbor (out of k first neighbors) of P , can be represented using
generating function as,

R̂k(x) =
∑
i′

Rk,i′x
i′ . (9)

Thus, the distribution of the total number of non-cross outgoing edges from all
the k first neighbors of P can be found from the power property of generating
functions and is given as,

Γk(x) =
[
R̂k(x)

]k

= Γk,0 + Γk,1x
1 + Γk,2x

2 + . . . (say), (10)

=
∑
m

Γk,mxm. (11)

Now, suppose the probability that any random edge is a back edge with respect
to the source node P is known and is denoted as b, then for a neighbor X with t
non-cross edges, the distribution of the number of non-back edges with respect
to source node P can be represented by the generating function as,

Qt(x) =
∑
γ≤t

(
t

γ

)
(1 − b)γ(b)t−γxγ , (12)

= 0 for γ > t. (13)

Thus, Qt(x) gives the distribution of the number of edges, out of a total of t
edges, from neighbor X of P that connects to distinct nodes. The distribution
of the actual number of unique peers to which k first neighbors of P connect is
given by,

Ak(x) =
∑
t′

Γk,t′Qt′(x), (14)

and the distribution of the number of unique second neighbors for any random
peer in a network is,

Ŝ(x) =
∑
k′

pk′Ak′ (x). (15)
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The total coverage of the network will be given by

Ĉ(x) = G0(x) · Ŝ(x) (16)

The model is experimentally validated for networks with Poisson and power-law
degree distributions. The validation results are presented cohesively in section 6
after we explain the Gnutella model and the improvement algorithm in 4. We
also verified the model for Gnutella networks based on its certain key statistics.

4 Analysis of the Gnutella Protocol

One of the aims of the paper is to verify the correctness of the refined model
in Gnutella networks. Moreover, we propose techniques to modify the exist-
ing Gnutella protocol to eliminate back and cross edges thus significantly en-
hancing its coverage. We have build up a Gnutella prototype in order to carry
out the experiments. The prototype is built by studying the basic model of
Gnutella, its bootstrapping protocol, and its basic search technique. Certain
key statistics of the Gnutella network, based on studies conducted by several
researchers[1][12][13][14] is also used to develop a prototype that we discuss next.
Our prototype reveals that Gnutella forms large number of back and cross edges.
Since Gnutella uses TTL(2) flooding for most ordinary searches, these back and
cross edges generate large redundant queries at the peers. Based on these obser-
vations, we propose certain changes in the bootstrapping protocol of Gnutella
that reduces query redundancy and improves network coverage (results presented
in section 6).

Basic Model: Gnutella 0.6 is a two-tier overlay network, consisting of two types
of nodes : ultra-peer and leaf-peer (the term peer represents both ultra and leaf
peer). An ultra-peer is connected with a limited number of other ultra-peers and
leaf-peers. A leaf-peer is connected with some ultra-peers. However, there is no
direct connection between any two leaf-peers in the overlay network.

Bootstrapping and Handshaking Protocol: Many software clients are used to ac-
cess the Gnutella network (like Limewire, Bearshare, Gtk-gnutella). The most
popular client software, Limewire’s handshake protocol is used in our prototype.
Through handshaking, a peer establishes connection with any other ultra-peer.
To start handshake protocol a peer first collects the address of an online ultra-
peer from a pool of online ultra-peers. A peer can collect the list of online peers
from hardcoded address/es and/or from GwebCache systems [15] and/or through
pong-caching and/or from its own hard-disk which has obtained a list of online
ultra-peers in the previous run [12]. A handshake protocol is used to make new
connections [1,2].

Basic Search Technique: The network follows limited flood based query search.
A query of an ultra-peer is forwarded to its leaf-peers with TTL(0) and to
all its ultra-neighbors with one less TTL only when (TTL > 0). A leaf-peer
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does not forward query received from an ultra-peer. On the other hand ultra-
peers perform query searching on behalf of their leaf peers. The query of a leaf-
peer is initially sent to its connected ultra-peers. All the connected ultra-peers
simultaneously forward the query to their neighbor ultra-peers up to a limited
number of hops. While TTL(2) is used for most searches, TTL(3) is used for
rare searches.

Key Statistics: Certain key statistics of the current Gnutella network are as
follows [1][14]: Currently the number of peers in Gnutella Network is around
2000k, out of which 100k are live at any point of time[12]; the number of ultra-
peers is around 15–16% of the total number of live peers. An ultra-peer connects
to a maximum of 32 other ultra-peers, and to a maximum of 30 leaf peers, where
as a leaf-peer connects to a maximum of 3 ultrapeers. The average number of
neighboring ultra-peer of an ultra-peer is 25, whereas the average number of
neighboring leaves is 22.

The key statistics points to some interesting analysis. If 15% of the live peers
are ultra, then with 100k live peers, there are around N=15k ultra-peers. Since
each ultra-peer connects to an average of 25 ultra-peers, so the average connec-
tion probability of an ultra-peer with another ultra is approximately puu = .0017,
thus puu ≈ N−.67. As discussed in [11], when the connection probability between
two random peers in a network with N peers increases beyond N− 2

3 , a large num-
ber of short cycles of length 3 and 4 are created. Hence, in a Gnutella network,
a high number of cross and back edges will exist, leading to huge traffic redun-
dancy. To handle the problem of redundancy, we propose a mechanism named
HPC5 for topology generation in Gnutella networks that eliminates cycles of
length shorter than five in the network. We define a topology containing cycles
not less than length r as a Cycle-r topology. The underlying rationale behind
this proposal is that with a TTL(2) flooding, a cycle-5 topology will not generate
any redundant messages at any node. We state our proposed HPC5 mechanism
next. We simulated HPC5 and compared the network coverage and message
complexity of peers with the Gnutella 0.6; the results are presented in section 6.

5 HPC5: Handshake Protocol for Cycle-5 Networks

As stated earlier, the major objective of HPC5 protocol is to eliminate the
possibility of forming short length cycles (cycles of length 3 or 4). Figure 2
illustrates the proposed HPC5 graphically. It shows the various possibilities when
peer-1 requests other online ultra-peers to be its neighbor, given that, peer-2 is
already a neighbor of peer-1. In figures 2(a) and 2(b), the possibility of the
formation of triangle and quadrilateral arises if a 1st or 2nd neighbor of peer-2 is
selected. However, this possibility is discarded in fig. 2(c) and a cycle of length
5 is formed. HPC5 exactly ensures that.

Each peer maintains a list of its 1st and 2nd neighbors, which contains only
ultra-peers (because a peer only sends request to an ultra-peer to make neigh-
bor). The 2nd ultra-neighbors of a leaf-peer represent the collection of 1st
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1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

(c)(a) (b)

Fig. 2. Selection of neighbor by peer-1 after making peer-2 as a neighbor

ultra-neighbors of the connected ultra-peers. To keep updated knowledge, each
ultra-peer exchanges its list of 1st neighbors periodically with its neighbor ultra-
peers and sends the list of 1st neighbors to its leaf-peers. To do this with minimal
overhead, piggyback technique can be used in which an ultra-peer can append
its neighbor list to the messages passing through it.

The three steps of modified handshake protocol (HPC5) is described below.

1. The initiator peer first sends a request to a remote ultra-peer which is not
in its 1st or 2nd neighbor set. The request header contains the type of the
initiator peer. The presence of remote peer in 2nd neighbor set implies the
possibility of 3-length cycle. In fig. 2, peer-1 cannot send request to peer 2
or 3, on the other hand peer 4 & 5 are eligible remote ultra-peers.

2. The recipient replies back with its list of 1st neighbors and the neighbor-hood
acceptance/rejection message. If the remote peer discards the connection in
this step, the initiator closes the connection and keeps the record of neighbors
of the remote peer for future handshaking process; on acceptance of the
invitation by the remote-peer, the initiator peer checks the presence of at
least one common peer between its 2nd neighbor set (say A) and the 1st

neighbor set of the remote peer (say, B). A common ultra-peer between sets
A and B indicates the possibility of 4-length cycle. In fig. 2, peer 3 is in the
second neighbor set of 1, and in the first neighbor set of 4. Thus 1 and 4
cannot form neighbors.
If no common peer is present between sets A and B then the initiator sends
accept connection to remote peer.
Otherwise the initiator sends reject connection to remote peer.

Thus HPC5 prevents the possibility of forming a cycle of length 3 or 4 and
generates a cycle-5 network. We simulated the network coverage of the peers
as shown in fig. 5; the results indicate that our proposed protocol has much
improved network coverage as compared to Gnutella 0.6 that allows formation
of a Cycle-3 topology.

6 Simulation Results

In this section, we present simulation results generated to validate theoretical
correctnes for second neighbor distribution of various networks with different de-
gree distributions, including an arbitrary distribution generated by the Gnutella
prototype, and compared the results with our derived models. Moreover, we
present results of the impact of HPC5 on the network coverage and message
complexity of the Gnutella network.
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Fig. 3. Second neighbor distribution of a random peer with k = 51 and 48 first neigh-
bors for Erdos-Renyi networks (poisson degree distribution) with total peers N = 30K
and 40K respectively. The value of p̂ is .0017 for N = 30K and .0012 for N = 40K,
and the back edge probability b is .04 and .03 respectively. The points show the sim-
ulation results, the heavy broken lines show the results of refined model, compared to
the results of basic model (fine broken lines).

6.1 Second Neighbor Distribution

Weconsiderednetworks likeErdos-Renyinetworks[16][17], power lawnetworks[18],
and also arbitrary networks generated by the Gnutella prototype, for our simula-
tions. For each of these cases, we simulated the second neighbor distribution of the
peers for a given first degree k, and estimated back edge probability, b. We discuss
the simulation details and results for each of these networks.

Case: Erdos-Renyi Graphs: Erdos-Renyi graphs[16][17] are random graphs, in
which any two peers in the network are connected with a fixed probability p̂.
We simulated the second neighbor distribution in Erdos-Renyi networks with
N =30K and 40K, for a back edge probability of .04 and .03 respectively, and
for the first neighbor value k =51 and 48 respectively. The connection probability
p̂ was taken as .0017 and .0012 respectively. As seen in fig. 3, the results of the
simulation for N = 30K and 40K matches well with our refined model, where
as the basic model considerably deviates from the simulation results. However,
it can be seen that for the basic model, the closeness of fit is more for N = 40K
as compared to N = 30K. When the size of the network, N , is increased con-
siderably from 30K (fig. 3(a)) to 40K (fig. 3(b)), or if the connection probability
between two random nodes, p̂ is further reduced, then the simulation results
matches well with the basic model as well as our refined model. This is because,
when N increases or the connection probability p̂ is considerably reduced, then
the chances of forming cross or back edges by the peers become almost negli-
gible, and thus in these limiting conditions, the basic model matches well with
the simulation results. However, as p̂ increases, the number of neighbors of the
peers increases; thus the number of unique peers that has not been selected by
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Fig. 4. Second neighbor distribution of a peer with k = 4 first neighbors for power law
network with N = 30K peers, α = 2.78 and back probability b = 0, and a Gnutella
network with N ≈ 27K ultra peers and b = .05. The points show the simulation
results, the heavy broken lines indicate the results of our refined model. For the case
of power-law, the results of basic model matches exactly with the refined model.

other peer reduces. Hence cross and back edges are formed and the basic model
fails to model the second neighbor of the peers precisely.

Case: Power-Law Graphs: We simulated the power-law graphs using the degree
distribution given as pk ∼ k−α, where α is a constant that varies between 2 and
3 for all real networks that follows power law distribution[11][18]. The power-law
network topology was generated using the well known configuration model[10].
We simulated the second neighbor distribution for varying number of peers from
N = 10K to 30K, and for α varying from 2.31(high) to 3.0(low). Figure 4(a)
shows the second neighbor distribution for peers with k = 4 first neighbors
in a network with N = 30K and for α = 2.78. Here, interestingly the results
match well for both refined model, as well as the basic model. This is because,
the power-law networks hold an important property; a majority of the peers in
these networks have very low degree and only a very few peers have very high
degree. As, most of the peers have very low connectivity, the chances of forming
cross and back edges are inherently very less in power law networks, hence the
simulation results match well with the basic as well as the refined model.

Case: Gnutella Network: Here we used the degree distribution of ultra-peers
(considering only ultra-peer to ultra-peer connectivity) generated by the Gnutella
prototype that we have implemented. In our Gnutella implementation we consid-
ered N = 200K total peers that have around 26842 ultra-peers; the ultra-peers
connects to a maximum of 32 other ultra-peers, the average connectivity being
25. Figure 4(b) plots the second neighbor distribution of the peers that have
k = 9 first degree neighbors with a back edge probability b = .045. The estimate
of the back edge probability was obtained from the simulation of the Gnutella
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Fig. 5. Network Coverage and message complexity with TTL 2 for cycle-3 and cycle-5
networks

prototype. We observe that the simulated results fit well with that of our model.
The minor difference is due to the method in which the back edge estimation
is made. Unlike our consideration in the refined model, the back edge probabil-
ity in this case is not same for all the peers and hence minor differences in the
simulated results can be observed.

6.2 Impact of HPC5 on Gnutella Networks

We simulated the effect of existing Gnutella topology and our proposed HPC5
mechanism on the network coverage and message complexity of the network.
We define message complexity as the average number of messages required to
discover a peer in the overlay network whereas network coverage implies the
number of unique peers explored during query propagation in limited flooding.
The simulation results are shown in fig. 5. The network coverage of the peers
improves by a maximum amount of 10%, whereas, the message complexity of
the overall networks almost reaches 1, when HPC5 is used. Thus using HPC5
leads to significant improvement in network coverage and message complexity
as compared to the cycle-3 networks in traditional Gnutella.

7 Conclusion

In this paper, we developed suitable models that quantify the coverage of the
peers in networks that perform TTL(2) searches. The models based on gen-
erating function formalism provides a strong theoretical foundation needed to
understand the relation between the topology of a network and the achievable
performance through TTL-based searches. Using the derived model, we provided
an insight of the topological impact on network coverage and message complex-
ity of the peers in Gnutella. The model revealed low network coverage and high
message complexity in existing Gnutella, and helped us to propose a modified
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bootstrap mechanism named HPC5 that showed improvement of almost 10%
in network coverage and 30% in message complexity. The models can be ex-
tended further for higher values of TTL, and also for obtaining coverages in net-
works with high clustering coefficients. However, a more elegant methodology to
calculate back edges needs to be developed in future.

References

1. Gnutella and Limewire, http://www.limewire.org
2. Gnutella Protocol Specification 0.6, http://rfc-gnutella.sourceforge.net
3. Liang, J., Kumar, R., Ross, K.: The KaZaA Overlay: A Measurement Study.

In: Proceedings of the 19th IEEE Annual Computer Communications Workshop,
Bonita Springs, Florida (2004)

4. The FreeHaven Project, http://www.freehaven.net
5. Aggarwal, V., Feldmann, A., Scheideler, C.: Can ISP’S and P2P Users Cooperate

for Improved Performance?. SIGCOMM Comput. Commun. Rev. 37, 29–40 (2007)
6. Sen, S., Wang, J.: Analyzing Peer-to-Peer Traffic Across Large Networks. In: IMW

2002: Proceedings of the 2nd ACM SIGCOMM Workshop on Internet measurment,
pp. 137–150. ACM, New York (2002)

7. Bindal, R., Cao, P., Chan, W., Medved, J., Suwala, G., Bates, T., Zhang, A.:
Improving Traffic Locality in BitTorrent via Biased Neighbor Selection. In: 26th
IEEE International Conference on Distributed Computing Systems, 2006. ICDCS
2006, pp. 66–77 (2006)

8. Choffnes, D.R., Bustamante, F.: Taming the Torrent: A Practical Approach to
Reducing Cross-ISP Traffic in Peer-to-Peer Systems. In: SIGCOMM 2008, Seattle,
Washington, USA, pp. 363–374. ACM, New York (2008)

9. Dorogovtsev, S.N., Goltsev, A.V., Mendes, J.F.F.: Critical Phenomena in Complex
Networks. Reviews of Modern Physics 80 (2008)

10. Newman, M.E., Strogatz, S.H., Watts, D.J.: Random Graphs with Abitrary Degree
Distributions and Their Applications. Phys. Rev. E Stat. Nonlin. Soft. Matter.
Phys. 64 (2001)

11. Albert, R., Barabasi, A.-L.: Statistical Mechanics of Complex Networks. Reviews
of Modern Physics 74, 47 (2002)

12. Karbhari, P., Ammar, M.H., Dhamdhere, A., Raj, H., Riley, G.F., Zegura, E.W.:
Bootstrapping in Gnutella: A Measurement Study. In: Barakat, C., Pratt, I. (eds.)
PAM 2004. LNCS, vol. 3015, pp. 22–32. Springer, Heidelberg (2004)

13. Stutzbach, D., Rejaie, R.: Capturing Accurate Snapshots of the Gnutella Networks.
In: IEEE INFOCOM, pp. 2825–2830 (2005)

14. Stutzbach, D., Rejaie, R., Sen, S.: Characterizing Unstructured Overlay Topolo-
gies in Modern P2P File-Sharing Systems. In: Internet Measurment Conference,
USENIX Association, pp. 49–62 (2005)

15. GwebCache System, http://www.gnucleus.com
16. Erdos, P., Renyi, A.: On Random Graphs I. Publ. Math. Debrecen 6, 290–297

(1959)
17. Erdos, P., Renyi, A.: On the Evolution of Random Graphs. Publ. Math. Inst.

Hungar. Acad. Sci. 5, 17–61 (1960)
18. Barabasi, A.L., Albert, R.: Emergence of Scaling in Random Networks. Science

286, 509–512 (1999)

http://www.limewire.org
http://rfc-gnutella.sourceforge.net
http://www.freehaven.net
http://www.gnucleus.com


Decentralized Bootstrapping of P2P Systems:
A Practical View

Jochen Dinger and Oliver P. Waldhorst

Institute of Telematics, Universität Karlsruhe (TH)
76128 Karlsruhe, Germany

{dinger,waldhorst}@tm.uni-karlsruhe.de

Abstract. So far, bootstrapping constitutes the only centralized task
in otherwise decentralized peer-to-peer (P2P) systems. As a contribu-
tion to the development of generally applicable decentralized bootstrap
mechanisms, in this paper we analyze two decentralized approaches from
a practical point of view. We consider local host caches and random ad-
dress probing for bootstrapping into the BitTorrent DHT as an example
for a widely deployed P2P system. Based on the results of an extensive
measurement study we show that local host caches allow rejoining the
P2P system quickly after short times of disconnection, but are imprac-
ticable for infrequent or first-time users. Furthermore, random address
probing is feasible using a direct Internet connection with high band-
width, but is subject to practical issues raised by typical NAT routers
and the distribution of ports used by BitTorrent clients. We propose two
mechanisms for increasing the performance of random address probing:
(1) probing multiple ports per host and (2) hash-based filter-resistant
port selection, making distributed bootstrapping feasible even from a
practical point of view.

Keywords: Internet measurement, peer-to-peer, decentralized boot-
strapping.

1 Introduction

Since the deployment of the first peer-to-peer (P2P) systems at the end of the
1990s, P2P has become a mature technology for building distributed applica-
tions. Many examples for currently widely-deployed P2P systems exist, such as
the file sharing systems KaZaA [1], Gnutella [2], BitTorrent [3], and eMule [4],
the IP-telephony system Skype [5], or the video distribution system Joost [6].
In all these systems, one issue is still solved in a centralized way: the bootstrap
process, i.e., the task of finding an entry point to the P2P system in order to
integrate a new peer. It typically relies on dedicated bootstrap servers that are
reachable under well-known addresses. This aspect is crucial, e.g., if the boot-
strap server has become unavailable due to a system failure.

In this paper, we analyze approaches for decentralized bootstrapping of P2P
systems from a practical point of view. Using a widely-deployed P2P system, the
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BitTorrent DHT, as an example, we analyze two mechanisms for decentralized
bootstrapping: First, we consider a local host cache to store addresses of several
recently active BitTorrent hosts as entry points for re-entering the BitTorrent
DHT. Second, we analyze random address probing, i.e., scanning of randomly
generated IP addresses, for discovering active BitTorrent peers as entry points.

We analyze the performance of both mechanisms by performing an extensive
measurement study that has lasted several weeks and discovered several million
of BitTorrent peers. We found that the lifetimes of the peers, i.e., the time
they are connected to the Internet using the same IP address, are sufficient to
make local host caches an effective tool for re-entering the BitTorrent DHT after
short periods of disconnection. However, reconnecting infrequent users may take
several minutes or even fail at all, as it does for first-time users of the P2P system.
Furthermore, we show that finding an active peer by random address probing,
again, takes a few minutes, even in a laboratory setting with a powerful Internet
connection. Furthermore, we show that this time is significantly increased by
practical issues like the performance of typical NAT1 routers as well as by the
number of BitTorrent peers using non-standard ports.

To significantly speed up decentralized bootstrapping, we propose two mech-
anisms for increasing the performance of random address probing: (1) probing
multiple ports per peer, increasing the probability to discover a client by exploit-
ing knowledge on the port distribution, and (2) selecting a port by hashing the
IP address of the client, making it predicable but difficult to filter by an Inter-
net Service Provider (ISP). These mechanisms make successful random address
probing feasible in reasonable time.

The remainder of this paper is organized as follows. Section 2 provides an
overview of P2P bootstrap mechanisms as well as related measurement studies.
In Section 3 we discuss how local host caches and random address probing can
be used for distributed bootstrapping into the BitTorrent DHT. In Sections 4
and 5, respectively, we show by extensive measurements the shortcomings of
both mechanisms. Subsequently, we propose mechanisms for speeding up boot-
strapping in Section 6. Finally, concluding remarks are given.

2 Background and Related Work

2.1 Bootstrapping P2P Systems

Bootstrapping basically describes the process of integrating a new node into a
P2P system. As an anchor point for the new peer at least the address (more
precisely the IP address and port) of one active peer, i.e., a peer that currently
participates at the desired P2P system, has to be discovered [8]. Several ap-
proaches for the discovery of active peers in P2P systems have been proposed
(cp. [9]):

Out-of-band mechanisms. When Gnutella was launched in 2000, the address
of active peers was exchanged through IRC [10]. Moreover, websites became
popular as out-of-band mechanism to discover active peers [8, 11].
1 Network address translation (NAT), cp. [7].
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Dedicated bootstrap servers. Many recent P2P systems like BitTorrent use
one or more (central) bootstrap server(s) with well-known DNS names or IP
addresses. A node willing to join contacts a bootstrap server, which provides
addresses of active peers. Even if multiple bootstrap servers exist, they may
become subject to Denial-of-Service (DoS) attacks and hence single points of
failure, e.g., as became obvious when the login nodes of Skype [12] have been
overloaded [13]. Additionally, the number of bootstrap servers must be adjusted
to the number of users (and the churn rate) of a P2P system.

Local host cache. To speed up reconnection, e.g., after a typical forced 24h-
disconnection of a DSL-line by the ISP, nodes may maintain a list with addresses
of other peers [14]. This list is denoted as (local) host cache and is used, e.g.,
by Skype [12]. It can be easily maintained while keeping the P2P routing tables
up-to-date. When a node wants to re-join, it can simply try to connect to nodes
from the host cache without contacting a bootstrap server. However, at least
one node in the host cache must be active. Thus, the average lifetime of the
addresses, i.e., the time the peers are connected to the P2P system using the
same IP address and port, is an important factor for the performance of the host
cache (see Section 4).

Random Address Probing. Another mechanism for decentralized bootstrap-
ping is based on randomly probing for the addresses of active peers. This is done
by sending join-request messages to randomly selected IP addresses and default
ports, assuming that with sufficient high probability a peer is located at one of
the IP addresses and will send a reply. This is based on the observation that the
P2P systems that are currently deployed have several millions of users, as shown,
e.g., in [15, 16]. This holds in particular for the DHT-extension of BitTorrent
(see Section 3) and KAD, the DHT-extension of eMule [17, 18]. However, the
time until the first peer is discovered heavily depends on the number of currently
active peers. [19] shows that the number of eMule-peers in dial-up-networks is
particularly high. Thus, to this end the probability of success can be increased
by restricting the probing processes to IP addresses from such networks (local
random address probing). By extensive measurement studies we determine the
probability of success that can be expected currently in the BitTorrent DHT in
Section 5.1. Furthermore, the time until a success depends on the probing rate,
i.e., the number of join-requests sent per second, which may be limited by the
available bandwidth and by network hardware, as we show in Section 5.2. Such
factors are not considered in [19]. Last, the time depends on the number of peers
using the default port, since probing multiple ports per peer obviously increases
discovery time. We will elaborate on this factor in Section 5.3

Network layer mechanisms and standard protocols. Apart from application
layer approaches mentioned, it might also be possible to use network layer mech-
anisms like multicast, anycast [20] or the service location protocol (SLP) [21].
These protocols could facilitate the bootstrap process. However, the information
stored at the multicast or anycast routers or central SLP directory services raises
scalability and robustness questions. Besides this theoretical issues, there is little
support for these protocols on a global scale.
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2.2 Related Measurement Studies

Since we perform an extensive measurement study to analyze the performance
of distributed bootstrapping, we briefly recall related work in this area. Current
studies of the KAD system have shown that between 3 and 4.3 millions of peers are
connected at the same time and have examined the lifetimes of those peers [17][18].
However, since these studies do not focus on the bootstrap problem, lifetime is
measured per P2P-specific node identifier assigned to each peer by KAD. That is,
the overall lifetime of a peer is measured, not the lifetime of the addresses, so that
no conclusion on the performance of local host caches can be drawn.

The lifetime of peers in the P2P systems Gnutella, KAD, and BitTorrent
(in Tracker-mode) is measured in [16]. Though that work does not consider
the DHT-extension of BitTorrent, results confirm some results obtained for the
extension presented in this paper. The BitTorrent client Azureus uses an alterna-
tive to the DHT-extension of mainline BitTorrent client. It is examined by [15],
which argues that the lifetime of peers is several hours, but does not provide
detailed measurements.

In [22] a measurement study is presented that analyzes the lifetime of peers in
Overnet, which is also a Kademlia-based P2P network like BitTorrent. The anal-
ysis is based on IP address and port and shows among other things that 50% of
peers in Overnet have a lifetime of 4,300 seconds. We measured 4,500 seconds for
BitTorrent peers (cp. Section 4). Furthermore, we observed 2.1% of the peers run-
ning more than one day under the same address while they measured a fraction
of 2.7%. Opposed to our work, no conclusion on the performance of distributed
bootstrapping is drawn from the measurement results presented in [22].

Opposed to most related work mentioned so far we present a detailed study
of connection lifetime based on the IP address and port and use it to draw
conclusions on the performance of local host caches. Furthermore, we explore
practical issues like randomly chosen ports or limits imposed by firewalls that
are relevant for the performance of decentralized bootstrapping.

3 Decentralized Bootstrapping into the BitTorrent DHT

To analyze the performance of distributed bootstrap mechanisms, we use the
DHT-extension of BitTorrent [23], since it is better documented than KAD,
easing the experiments described in Sections 4 and 5. However, we state that
most results of this paper likely hold for other systems such as KAD/eMule.

Bootstrapping into the BitTorrent DHT is based on centralized bootstrap
servers with a well-known DNS name like router.bittorrent.com. We assume
that this centralized mechanism is replaced by a combination of the two dis-
tributed bootstrap mechanisms described in Section 2.1: First, we use local host
caches for fast re-entering the BitTorrent system after short periods of discon-
nection, ranging from, e.g., forced disconnections of DSL lines in the order of
seconds to shutting down the PC when leaving for work in the order of hours.
Since bootstrapping by local host caches may fail, e.g., after long periods of
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disconnection due to infrequent BitTorrent usage or even for first-time users, we
secondly use random address probing as a fallback.

We analyze both mechanism by performing Internet measurements in the
BitTorrent DHT in Sections 4 and 5. Furthermore, we consider that many typical
peers use dial-up networks with DSL or cable modems. Typically, connections
to dial-up networks use NAT routers and/or firewalls that may significantly
limit the performance of random address probing as we shown in Section 5.2.
Furthermore, many ISPs block the default BitTorrent UDP port 6881, forcing
peers to switch to other ports with significant impact on random address probing
as we show in Section 5.3.

4 Performance of Local Host Caches

To analyze the performance of local host caches we conduct a study of peer life-
times in terms of addresses rather than P2P-identifiers as used in related work.
We have measured peer lifetime by periodically scanning a certain number of IP
addresses for BitTorrent peers using the ping mechanism of Kademlia. Therefore,
we successively send Kademlia-PING packets to each selected IP address on the
default port 6881 and wait for replies by BitTorrent DHT peers. Sending PING
packets and listening for potential replies is performed asynchronously. That is,
after sending one packet we continue to send PING packets to the next address im-
mediately, without explicitly waiting for a reply. To all peers discovered during the
periodical scan we send Kademlia-PINGpackets in intervals of three minutes. Peers
that do not respond are timed out after 5 retries, i.e., 15 minutes conforming to the
BitTorrent protocol specification [3]. Note that this methodology implies that the
obtained results constitute lower bounds for the lifetimes, since peers may have
already been connected to the BitTorrent system when they are discovered by the
periodical scan. Thus, we refer to the measured lifetimes as minimal lifetimes as
a lower bound on the performance of host caches.

Figure 1 plots the complementary cumulative distribution function (CCDF)
of minimal lifetimes, i.e., the probability of a peer being still connected after
a given period, as a function of the time. The figure shows two curves. The
curve labeled “peers in scanned IP range” plots only peers within the IP range
84.128.x.x - 84.144.x.x. This range was scanned periodically with a scan rate of
300 PING packets per second (pkt/s) over a time of 27 days in February 2008. A
scan of the complete IP range took about 58 minutes, i.e., the minimal lifetime
for peers discovered in the second or later scans is under-estimated by at most 58
minutes. Peers that are online for less than 58 minutes may remain undiscovered
by this approach. However, the curve shows that more than 8 % of the discovered
peers have minimal lifetimes longer than 8 hours with a significant drop at about
24 hours. This is due to the fact that most ISP force a disconnection after this
time span. The log-scale plot shown in Figure 2 illustrates this fact more clearly.

The second curve labeled “all peers” additionally considers nodes from outside
the scanned IP range. Although we did not actively send Kademlia-PING packets
to these nodes, Kademlia nodes exchange information about known peers, prop-
agating the IP address and port of our measurement peer in the network. Within
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the 27 days we discovered 6,449 nodes within the scanned IP address range, com-
pared to a total number of 238,628 nodes. Note that we likely underestimate the
lifetime of nodes outside the scanned IP address range by more than 58 minutes.
Nevertheless, Figure 1 shows that minimal lifetime for all peers exceeds minimal
lifetime of peers in the scanned IP address range. In particular, more than 2% of
the peers are reachable using the same address for more than 24 hours, some even
for more than 7 days, implying that they are not located in dial-up networks.

In summary, the experiments show that 1.3% of the peers in the scanned IP
range had a lifetime of at least 23 hours. 0,1% of all nodes had a lifetime of at
least 64 h. Assuming a disconnection time of 64h and a host cache size of 10,000
peers, the probability for successfully bootstrapping is almost 1. Due to the Ge-
ometric Distribution the expected number of peers that have to be probed until
finding the first active peer is 1,000. We conclude that successful bootstrapping
by local host caches is still feasible after a disconnection of several days. Nev-
ertheless, bootstrapping is infeasible for low-frequency or first-time users. Thus,
the next section explores whether local host caches can be complemented by
random address probing.

5 Performance of Random Address Probing

To analyze the feasibility of random access probing approach, we investigate the
expected latency using a direct Internet connection in Section 5.1. The limita-
tions of typical DSL hardware that result in a significantly increased latency are
discussed in Section 5.2. Furthermore, the distribution of the ports used by the
BitTorrent clients further increases latency as shown in Section 5.3

5.1 Latency of Random Address Probing

In a first experiment, we apply local random address probing by scanning a list of
29.014 Class-C dial-up networks (cp. [19]) using the Kademlia-PING mechanism
as described above. We use a direct Internet connection from the network of our
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Fig. 3. Latency for finding a BitTorrent DHT peer by local random address probing

university. In the experiments we have completely scanned all 29.014 Class-C
networks, i.e., more than 7 millions IP addresses. The experiment has been con-
ducted in September 2007. We used the default UDP port 6881 of the BitTorrent
DHT. The addresses have been scanned sequentially and the time elapsed be-
tween receiving two response messages has been logged. The scan rate has been
adjusted to 100 pkt/s.

Recall that it is sufficient to discover a single BitTorrent DHT peer to join the
system. Figure 3 shows the results as cumulative distribution function (CDF),
i.e., it plots the probability of finding at least one peer in a particular time
interval. We conducted 12 experiment runs that led to more than 5,500 values
and plot the mean values together with the 95% confidence intervals. The figure
shows that a peer can be located within 10 minutes with a probability of ≥ 94%.
However, we expect that in the future the results will change to the worse to
some extend, since one of the most popular BitTorrent clients μTorrent does not
use the default UDP port 6881 anymore, but a randomly selected port. Thus,
the success probability of finding a peer at the default port will decrease. The
current port distribution is outlined in Section 5.3.

5.2 Limits Imposed by Standard DSL Hardware

The measurements in Section 5.1 have been conducted using a scan rate of
100 pkt/s. With a packet size of 107Bytes, this requires an upstream bandwidth
of about 86 kbit/s. Thus, a typical DSL-line with an upstream bandwidth of
about 200kbit/s should be able to handle the scan traffic easily. However, when
we repeated the experiment using DSL-lines, we found that the upstream band-
width is not the limiting factor. In fact, scanning performance is dramatically
limited by standard NAT-boxes with integrated firewalls. These boxes discard
packets from hosts that have not previously been contacted from inside the home
network by using connection tables. These tables may overflow even at low scan
rates.

We found that the performance of some NAT boxes is heavily degraded, while
others offer constant performance by overwriting connection table entries and,
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thus, discard valid responses from BitTorrent peers (Kademlia-PINGs) that do
not arrive in time. The Netgear TA612V is an example of the second class. Our
experiments have shown that it uses about 4,000 entries in the connection table.
With a rate of 100 pkt/s, an Kademlia-PING reply has to arrive within 40 seconds
to be accepted. Thus, such implementation does not impose a practical limit on
the scan rate.

In contrast, overloading the router due to a connection table overflow does
clearly limit the scan rate up to a complete loss of functionality as we observed for
the AVM FRITZ!Box 7050, which is very popular in Germany, and the Linksys
WRTL45GL, which is popular on a global scale.

To gain insight into this behavior, we traced the Kademlia-PING packets
send on the WAN port of the Linksys NAT box. We found that discarding of
Kademlia-PING packets is strongly correlated to the discarding of ICMP ECHO
packets. Thus, we send ICMP ECHO REQUEST packets in parallel to the
random address probing. Measuring the average ICMP-based round trip time
(RTT) is a much more convenient indicator to detect the overload than tracing
all Kademlia-PING packets, which might even not be possible for all deployment
scenarios. To illustrate this effect, for the experiments shown in Figures 4 and 5,
we scanned with different scan rates for 300 seconds. Subsequently, we stopped
scanning for another 300 seconds to let the NAT box recover its normal func-
tionality, before scanning with the next rate. The available upstream bandwidth
was more than 200 kbit/s. The timeout for ICMP ECHO REPLY messages was
set to 4 seconds. As shown in Figure 4, the fraction of successfully transmitted
Kademlia-PING packets decreases dramatically with increasing scan rate. For a
scan rate of 100pkt/s only 50% of the packets are successfully transmitted. At
the same time the average ICMP-based RTT increases significantly. Figure 5
plots the average ICMP-based RTT as a function of the scan rate for both NAT
routers. It shows that packet losses with the AVM FRITZ!Box 7050 occur at
a scan rate of about 35 to 40 pkt/s. With a Linksys WRTL45GL this effect
occurred at about 45 to 50pkt/s.

The observed behavior of NAT boxes clearly puts a limit on the scan rate, in-
creasing the time required to successfully detect a BitTorrent DHT peer
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reported in Section 5.1. Unfortunately, the time will further increase due to
the changing usage of ports as we show in the next section.

5.3 Port Distribution of BitTorrent DHT Peers

The mainline client of BitTorrent used the UDP port 6881 as default port for
the BitTorrent DHT until version 5.2.0. With the shift to version 6.0 the basis
of the mainline client changed to μTorrent and also the default port is not used
anymore. In fact the port is chosen randomly to avoid port filtering by ISPs. To
quantify the impact of the port distribution, we conducted an additional experi-
ment: experiment setup was as follows: First, we bootstrapped in the BitTorrent
DHT with our test client. Second, we sent FIND_NODE packets for randomly cho-
sen keys with an rate of 1 keys/s. Over a period of 8 days in April 2008 we
recorded about 5.2 million addresses (IP address and port) from peers that sent
a response to our FIND_NODE packets.

The analysis of the captured data shows that each of the 65,536 possible ports
is occupied by some peers of the BitTorrent DHT with an average of 78 peers per
port and a standard deviation of 9. Figure 6 shows the distribution as histogram.
Besides the small peaks that are distributed across all port numbers, we see two
major peaks at 6881 and 16001. The first peak corresponds to the former default
port, but the reason for the second peak is not obvious. Our assumption is that
the second peak is caused by a client that uses the port 16001 as default port. We
were not able to identify the client exactly, since it does not transmit the client
type in the exchanged messages. However, we were able to trace its geographical
origin, as Figure 7 shows by the geographic distribution of peers from the top
15 countries for all ports, port 16001 and port 6881 respectively. The figure
shows that 23% of all peers are located in China and about 10% in the US.
Moreover, we can conclude that the questionable port 16001 is used by a client
that is popular in Chinese speaking countries, because about 90% of the peers
are located in China about 4% in Taiwan, and about 1 % in Hong Kong.
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To summarize the findings on the port distribution, we calculate that its
entropy is HQ = 15.17. Due to the 216 possible Ports, the maximum entropy
is HQMax = 16. Assuming there is only one default port, the resulting entropy
would be HQ = 0. Thus, the search space w.r.t. random address probing is
drastically expanded by the port distribution. Hence, we try to find optimizing
strategies and analyze therefore the interrelation between the used ports and IP
addresses in more detail in the next section.

6 Improving Distributed Bootstrapping

In this section, we propose two mechanisms that can improve the performance
of distributed bootstrapping building upon the observations on the distribution.
The first mechanism improves performance of random address probing by ex-
ploiting the fact that peers use more ports than just one “standard port”. This
optimizing mechanism works without changing the port selection mechanism,
i.e., is optimal for the current situation. With the same rational, we proposes
a second mechanism for selecting “quasi”-random ports that can be applied to
future peer implementations.

6.1 Using More Than One Port

If the peers use more than one port as observed in 5.3, the strategy for random
address probing can be potentially optimized. To illustrate that, assume the port
distribution is known. Let PA(a) be the probability that a peer is run using a
specified IP address a and PP (i) the probability that a Peer uses Port i. W.l.o.g.
we assume PP (i) ≥ PP (j) for 0 ≤ i < j ≤ 65535.

We assume that the peers will change during the process of random address
probing, because the number of potential IP addresses is huge compared to the
possible scan rate. Thus, the probability for finding a peer using an IP address
a, PA(a), is independent of the history of probed IP addresses. In contrast we
argue that the ports can be checked in a short period of time and therefore∑65535

i=0 PP (i) = 1. Using these assumptions we formulate an optimization prob-
lem that is given in Formula 1. The goal is to maximize the probability to find
a peer after i tries and therefore determining the optimal number of ports m
that have to be probed per IP address. The key idea behind this is to look for
the probability that a peer was not found until the i-th try. The quotient in the
exponent results from the fact that if multiple ports are probed, less IP addresses
can be probed.

max

⎧⎨⎩1−
(

1−
(

Pa(a) ·
m∑

i=1

PP (i)

)) 1
m

⎫⎬⎭ (1)

The optimal value for m can be easily determined by iterating over all pos-
sible values. To see that the solution of the optimization problem is not always
trivial, consider the following exemplary probabilities PP (1) = 0.4, PP (2) = 0.4,
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PP (3) = 0.2, P (i) = 0 for i ≥ 4. and P (A) = 0.2. Figure 8 illustrates the re-
sulting probability distributions for probing one, two, and three ports per IP
address (For comparison reasons the filter resistant mechanism of Section 6.2 is
also included.). Here, the optimal strategy is to probe two ports, i.e., m = 2.

Assuming that the ports are (exactly) uniformly distributed, we were able to
prove that it is more efficient to probe all ports before using a different IP address.
Due to space limitations the proof is omitted here, it can be found in [24].

The optimization problem can be used to determine the best strategy in cur-
rently deployed P2P networks with a given port distribution. In future networks
random address probing can be assisted by an filter resistant port selection
mechanism that is presented in the next section.

6.2 Filter Resistant Port Selection via Hashing

To reduce the entropy of the port distribution we develop a filter resistant port
selection mechanism that is optimized for random address probing and, never-
theless, cannot be trivially filtered by an ISP. The mechanism is based on the
fact that the ternary content addressable memory (TCAM) in routers is used
by the ISPs for establishing access control lists. TCAM is a limited resource
[25]. Thus, the ISPs filter ports on the basis of IP address ranges rather than
individual IP addresses.

Based on this observation, we propose the following mechanism: The IP ad-
dress of a peer and a so called virtual port (portvirt) are used to calculate the
actual port (portreal) that is used by the peer:

portreal := h( ipAddr ⊗ portvirt ) mod 216 (2)

h(x) is a consistent hash function like SHA-1. portvirt can be arbitrarily selected,
but has to be fixed for all peers.

The characteristics of this approach are on the one hand that the ISPs can
not filter peers on large scale, because each peer uses a quasi random port that
depends on the IP address. On the other hand w.r.t. to random address probing
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the IP address is known in advance and therefore the entropy of the port distri-
bution is HQ = 0 for random address probing. Compared to the optimum that
can be achieved for randomly chosen ports using the Formula 1 from above, the
impact is huge as it is shown in Figure 8.

Furthermore, this mechanism can be seamlessly integrated in existing P2P
networks, because current implementations can already handle arbitrary ports.
Thus, the existing P2P protocol does not have to be changed and new peers
using filter resistant port selection are fully compatible with existing ones.

7 Conclusion

In this paper, we showed the difficulties of decentralized bootstrapping into peer-
to-peer systems by extensive Internet measurements. We identified two critical
issues, i.e., limitations by NAT routers and the port distribution used by the
clients. Hence, we proposed two mechanisms to increase the performance of de-
centralized bootstrapping.

Gathering real-world data by extensive measurement over several weeks, we
analyze a combination of two mechanisms, local host caches and random address
probing. For local host caches, we found that they enable successful bootstrap-
ping after short periods of disconnection. After longer disconnections, however,
one must resort to other bootstrapping mechanisms. Unfortunately, random ad-
dress probing does not help to this end, since practical problems imposed by
typical NAT hardware and the usage of non-standard ports by the peers limit
its performance. To cope with these problems, we proposed two mechanisms,
probing multiple peers per host and filter resistant port selection.
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Abstract. The Transmission Control Protocol (TCP) uses the Slow-
Start mechanism at the beginning of a connection and after idle times.
The Slow-Start delays the transport of data in particular if the round-trip
time is large, which is undesirable for interactive applications. In order
to speed up transfers, several alternatives have been proposed recently.
This paper evaluates the performance and robustness of new fast startup
congestion control schemes. We compare both end-to-end approaches as
well as protocols that rely on additional feedback from the routers, us-
ing implementations in the Linux stack. Both testbed measurements and
simulation studies quantify the potential performance improvement, the
risk of packet loss, and the benefits of additional router support. Our
results, which are also partly verified analytically, reveal that end-to-end
fast startup mechanisms would not cause too much performance degra-
dation if they are selectively used and carefully tuned. Additional router
support would improve the fairness at the cost of a higher complexity.

Keywords: Congestion Control, TCP, Slow-Start, Quick-Start.

1 Introduction

Most Internet applications use the Transmission Control Protocol (TCP) for
reliable, best effort transport. TCP uses congestion control [1] to adapt to the
available bandwidth on the path. Still, after the connection setup or after idle
periods it is difficult to determine an appropriate sending rate. TCP’s conges-
tion control uses the Slow-Start heuristic in these cases. This mechanism works
well in the Internet, but it may require many round-trip times (RTTs) until an
appropriate sending rate is reached and thus significantly delay data delivery.

This raises the question whether a faster startup is possible. The design of
startup procedures for new flows is one of the remaining open issues of the
Internet congestion control [2]. Recently, several new fast startup mechanisms
have been developed, which all modify the Slow-Start. One solution is the Quick-
Start TCP extension [3,4], which allows higher initial sending rates if the routers
along the path approve a corresponding request. Since this requires modifications
in the network entities, Quick-Start cannot be used in today’s Internet. As a

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 716–727, 2009.
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potential alternative, Jump-Start [5] has been proposed. Jump-Start is a pure
end-to-end mechanism. It uses rate pacing with a high initial sending rate, but
reacts conservatively if the available bandwidth is exceeded. Further possibilities
include e. g. increasing TCP’s initial window beyond the value allowed by [6].

This paper compares several fast startup congestion control mechanisms. We
study both end-to-end solutions, which only require modifications in the sender,
as well as Quick-Start TCP, which is an example for a router-assisted approach.
Unlike simulation studies such as [4,5], we implement the new fast startup mech-
anisms in the Linux kernel in order to obtain realistic results. In addition to
testbed measurements, we also run simulations using the Network Simulation
Cradle [7] for the user-space execution of real network stack code. To the best
of our knowledge, this is the first comparative study of the new fast startup
schemes and thereby complements our work on Quick-Start TCP [8,9].

The rest of this paper is structured as follows: Section 2 discusses the design
space of fast startup congestion control and reviews selected proposals. In Sec-
tion 3 we present an analytical model that is used to verify our experiments.
Section 4 introduces our Linux implementations and our evaluation methodol-
ogy. In Section 5 we compare benefits and risks of different fast startup schemes
using analysis, simulations, and measurements. Section 6 concludes the paper.

2 Fast Startup Congestion Control

2.1 The TCP Slow-Start and Enhancements

The Slow-Start is one part of TCP’s congestion control strategy. The basic idea
is to start a transfer with a small congestion window and increase the window
by one segment whenever an acknowledgment (ACK) arrives. This results in an
exponential increase of the window, until the Slow-Start Threshold is reached
and the Congestion Avoidance phase is entered. Originally, the initial window
was one segment [1], but today a value of three segments is permitted by [6].

Several extension of the TCP congestion control, such as the Cubic algo-
rithm [10], have been developed to improve the Congestion Avoidance phase
in high-speed networks. Still, most TCP stacks use the original Slow-Start [1],
which causes two problems: First, it can take a long time until the source can
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ssthresh
adaptation

Jump−Start, ...

Slow−Start
EnhancedStandard

Slow−Start

End−to−end congestion control
(implicit notification)

Sporadic
feedback
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(explicit notification)
Router−assisted congestion control

Flow startup approaches

feedback

Reno, Cubic, ...
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Hybrid SS, ...

rate pacing
Using

control
No burstiness

Larger
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Rate Control

Limited SS, ...

Protocol, ...

Fig. 1. Classification of flow startup principles
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fully utilize the available bandwidth on a path, in particular if the RTT is large.
As a result, data transfers of interactive applications are unnecessarily delayed.
Second, the exponential increase may be too aggressive (“Slow-Start overshoot”)
and cause multiple packet losses. An ideal congestion control should actually en-
sure that new flows converge quickly to their fair share of resources [2].

These issues are addressed by several improved startup approaches that are
classified in Fig. 1. In order to overcome the overshooting problem, several en-
hancements have been developed, such as Limited Slow-Start [11]. Also, band-
width estimation techniques have been proposed in order to determine the path
capacity during the Slow-Start, e. g., with a Paced Start [12] or a Hybrid Slow-
Start [13]. These enhancements still start with a small initial window.

2.2 Fast Startup Design Space

There are also several proposals how to speed up the Slow-Start and mitigate its
performance limitations, which are surveyed e. g. in [3]. In general, a more intel-
ligent end-to-end flow start startup mechanism could use some of the following
information that is often available in end-systems: The round-trip time, cached
state variables for this destination (e. g., a congestion manager), observable ap-
plication communication characteristics (such as the amount of queued data in
the socket), the local interface capacity, or application requirements.

Another option is to use explicit feedback from network entities along the
path. Recently, several router-assisted congestion control mechanisms have been
proposed. Potential solutions range from TCP enhancements, such as Quick-
Start TCP [3], to completely new congestion control frameworks for a Future
Internet. For instance, the Rate Control Protocol [14] suggests to uses some
additional per-packet processing to speed up data transfers.

These fast startup mechanisms can be characterized by four phases that are
shown in Fig. 2: During the sensing phase, some path characteristics are de-
termined, potentially using explicit network feedback. Then the sender starts
to send data (probing). The validation phase starts when corresponding ACKs
arrive. The sender can then determine whether the initial choice was reasonable.
Finally, the sender switches to the continuous congestion control (continuation),
typically after the last ACK for the initially sent data has been received.

As depicted in Fig. 3, Slow-Starts do not only occur at the beginning of a
connection, but also after longer idle periods, if the congestion window valida-
tion [15] is triggered. In this case fast restart mechanisms can be applied.
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Table 1. Comparison of the considered fast startup schemes

Quick-Start Jump-Start More-Start Initial-Start

Sensing Router feedback — — —
Probing Approved rate Play out app. data Use given rate Large window

(rate pacing) (rate pacing) (rate pacing) (no pacing)
Validation Observe loss Count retransm. Count retransm. unmodified
Continuation Revert ofter loss Adapt after loss Adapt after loss unmodified

2.3 Overview of Selected Fast Startup Approaches

In the following, we consider four different fast startup mechanisms:
Quick-Start TCP [3] is an experimental TCP extension that uses explicit

router feedback. With Quick-Start, end-systems can ask for a high initial sending
rate, e. g., during the three-way handshake. If all routers along the path approve
the request, data transfers can start with this high rate. Further details about
the Quick-Start mechanism and its implications can be found in [4,8,9].

Recently, Jump-Start [5] has been proposed as an end-to-end fast startup
mechanism. The basic idea is to play out the queued application data during the
first RTT using rate pacing. Thus, the more data is available, the higher is the
initial rate. Jump-Start risks to start with a too large data rate. In order to cope
with overshooting, the TCP retransmissions are counted during a validation
phase. At the end of the loss recovery, the congestion window is adjusted to
roughly half of the successfully transmitted segments. The authors of [5] argue
that Jump-Start is not overly aggressive since most of today’s TCP connections
only transmit few data and would thus start with a rather small rate.

The principles of Quick-Start and Jump-Start can also be combined to a
new end-to-end startup variant: Similar to Quick-Start, the applications could
explicitly choose a “reasonable” initial rate, e. g., by considering application re-
quirements or a congestion manager. Unlike Quick-Start, this rate is just used
without asking routers for approval, in combination with a careful reaction to
packet loss like Jump-Start. We label this combination “More-Start”.

As a reference, we also consider the trivial mechanism of just increasing the
initial congestion window to a larger value, without any further modifications
of the TCP congestion control (Initial-Start). Table 1 highlights the differences
between the four schemes and their functions during the four startup phases.

3 Speedup Analysis

3.1 Analytical Slow-Start Model

In order to verify our simulation and measurement results we use an analytical
Slow-Start model developed by Bodamer (see [8]). As shown in Fig. 4, we model
an end-to-end path by its TCP path capacity R = L

MTU · r and its minimum
round-trip time τ . Therein, r is the data rate at IP layer, MTU = 1500byte
is the maximum transmission unit, and L is the maximum segment size (MSS).
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Two further important parameters are the initial congestion window w and the
number of segments b that a receiver acknowledges in one segment. As detailed
in [8], the transfer time ΓSS(s) of a certain amount of data s in Slow-Start is

ΓSS(s) =
s

R
+

(
τ +

L

R

)
· ψ − L · w

R

γψ − 1
γ − 1

. (1)

Eq. (1) neglects packet loss and limitations by the receive window or a small
initial Slow-Start Threshold. It also does not include unidirectional latencies
or connection setup delays. ψ is the index of the last Slow-Start round that is
completely used, and γ = 1 + 1

b . In [8] the index ψ is calculated as

ψ = max(min(
⌈
logγ

( 1
w

(
R·τ
L + 1

)) ⌉︸ ︷︷ ︸
Window exceeds BDP

,
⌈
logγ

(⌈
s
L

⌉
γ−1
w + 1

)
− 1

⌉︸ ︷︷ ︸
Transfer completed early

), 0). (2)

From this model follows TSS(s) = ΓSS(s) + τ as minimum response time of
a client-server application. The Linux network stack can be characterized by
L = 1448 and b = 1, if the Quick-ACK mechanism [16] is active.

3.2 New Model for Rate Paced Fast Startup Schemes

The fast startup mechanisms considered in this paper use rate pacing during the
first RTT. This results in a different behavior that can be modeled as follows: If
the initial sending rate R0 is smaller than the end-to-end available bandwidth R,
and if the sender continues in Slow-Start, the data rate is increased by a factor
γ every RTT, resulting in rounds as depicted in Fig. 5. During round i, data
is continuously sent with rate R(i) = R0 · γi−1. The maximum amount of data
that can be sent when round i is completed is M(i) = R0 · τ · γi−1

γ−1 . The transfer
time is then

ΓPaced(s) = τ · Ψ +
s−M(Ψ)

min (R, R0 · γΨ )
. (3)

Similar to Eq. (2), the index Ψ of the last round with a rate R(i) < R is

Ψ = max(min(
⌈
logγ

(
R
R0

) ⌉
︸ ︷︷ ︸
Rate exceeds R

,
⌈
logγ

(
s·(γ−1)

R0·τ + 1
)
− 1

⌉
︸ ︷︷ ︸

Transfer completed early

), 0). (4)
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The minimum server response time for an approved Quick-Start rate q can be
derived from Eq. (3) as TQS(s) = ΓPaced(s)+ τ with R0 = L

MTU · q. As described
in [3], there is only a limited number of valid values for q. It must be emphasized
that Eq. (3) does not apply if the Slow-Start Threshold is adapted after the
validation phase (cf. [9]). In case of Jump-Start, the initial rate R0 depends on
the amount of queued application data. If a threshold u is used, TJS(s) can be
obtained from (3) with R0 = min(s,u)

τ . In the following we use u = 64KiB. For
Mean-Start, TMS(s) can be determined similar to TQS, but without limitations
for the granularity for q. The minimum server response time TIS(s) of Initial-
Start follows directly from Eq. (1) with a larger value for w.

4 Implementation and Evaluation Methodology

4.1 Linux Network Stack Implementations

In order to compare the different fast startup schemes, we have implemented
Quick-Start, Jump-Start, More-Start and Initial-Start in the Linux network
stack. Our Quick-Start TCP implementation is described in [9]. Compared to
Quick-Start, our implementations of end-to-end fast startup schemes are com-
paratively simple, since only TCP code is affected. Still, the realization of rate
pacing in Jump-Start and More-Start causes some complexity, as it requires
timers and an additional state machine. These aspects, as well as potential in-
teractions with flow control, are addressed in [9]. Our Quick-Start patch requires
more than 2000 additional lines of kernel code, while e. g. Jump-Start only needs
several hundred lines. But it is not sufficient to modify only the congestion con-
trol implementation. For Jump-Start, the socket processing workflow must also
be adapted in order to determine the amount of queued application data.

4.2 Simulation and Measurement Methodology

In our measurements we use computers with Ubuntu/Fedora systems and Linux
kernel 2.6.24. We always activate the non-standard-compliant Quick-ACK mech-
anism [16] to make our results reproducible and independent of the activation
heuristics of the kernel. This implies b = 1, i. e., in our studies the Slow-Start
may be significantly faster than a standard-compliant TCP stack with b = 2.
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We use the default stack configuration and the “Cubic” high-speed congestion
control [10], which is Linux’s default choice. The socket buffer sizes have been
increased to 8Mbyte in order to avoid limitations by the TCP flow control.

We also simulate with the Linux network stack in order to perform realistic,
controlled studies with a larger number of entities. Our simulation tool uses the
Network Simulation Cradle (NSC) version 3.0 [7] for the user-space execution of
kernel code. The NSC architecture and its integration into our simulation tool
is illustrated in Fig. 6. The corresponding wrappers and tools are documented
in [17,18]. Our simulations are performed with kernel version 2.6.18, both without
and with our fast startup patches.

In the simulations we use the classic dumb-bell topology [19] with N client-
server pairs, a central bottleneck with r = 10Mbit/s, a drop-tail buffer, and
configurable delays (see Fig. 7). Unless stated otherwise, the buffer length is
B = 50 packets and the RTT is τ = 200ms. In our local testbed, the client
and server applications run on computers that are interconnected by 10Mbit/s
Ethernet segments. The Linux network emulation “NetEm” enforces latencies.
Furthermore, we also perform some real-world experiments over a long-distance
high-speed path, using the experimental infrastructure shown in Fig. 8.

For workload modeling we follow the approach of [20], i. e., the characteristics
of client-server applications are described by traces of requests and responses
as shown in Fig. 9. As simplest model we use fixed-sized small requests and
responses. Furthermore, we study scenarios with a given downlink load, which is
realized by scheduling request-response vectors over persistent TCP connections.
The response length is Pareto distributed (mean m = 125 or 10 kbyte, shape
factor α = 1.1, cutoff at 10MB), and the inter-arrival time is assumed to be
exponential. We also replay Internet traffic traces [21] in a dumb-bell topology
with nine different RTTs, as recommended in [19]. Our main performance metric
is the server response time, which corresponds to the duration of epochs in Fig. 9.

5 Performance Comparison

5.1 Fundamental Startup Behavior

As a first step, we compare the Slow-Start (SS) to Quick-Start (QS), Jump-Start
(JS), More-Start (MS), and Initial-Start (IS) in a very simple simulation setup:
Figure 10 shows downlink traces for one client and one server (N = 1), with a
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request of 100B and a response of 2 MB. Here, the Slow-Start needs over 1 s until
the path is fully utilized. All fast startup mechanism are better in this scenario.

The largest approvable Quick-Start rate is q = 5.12Mbit/s. If such a request
is performed during the connection setup, and if it is approved, the data transfer
can start immediately with this rate. After finishing the probing phase, there are
different options [9]: The sender can either continue in Slow-Start (“QS 1”) or
adapt the Slow-Start Threshold to the Quick-Start window (about 83 segments)
and continue in Congestion Avoidance (“QS 2”). The latter variant is more
careful, but it may result in longer delays and is not further considered here.

Our Jump-Start implementation plays out up to u = 64KiB during the first
RTT and is thus starts slightly slower. In Fig. 10 the best performance would
be achieved if the sender knew approximately the available bandwidth of r =
10Mbit/s and used it (More-Start). Not shown is that a higher initial rate would,
of course, cause packet loss, and the resulting completion time would be similar
to Slow-Start. Finally, increasing the initial window to w = 10 would also work
in this scenario. However, any initial value larger than the bottleneck buffer size
will cause severe packet loss, resulting in no significant improvement.

A bottleneck link might already be occupied by existing flows. In order to
study the convergence behavior in this case, a similar simulation scenario has
been set up with N = 2 clients and servers and a start offset of 10 s. Figure 11
shows selected examples of the resulting flow startup. Three observations can be
made: First, with Slow-Start, a short flow is unable to reach a rate of 5Mbit/s,
which would be its fair share. This long convergence is an inherent aspect of Slow-
Start. Second, Quick-Start does not improve the convergence, if the routers use
an admission control strategy that prevents over-commitment (cf. [8]). Due to
lack of free capacity, the Quick-Start request is denied at the bottleneck, and
the second connection therefore falls back to Slow-Start. Third, a fast startup
e. g. with Jump-Start or More-Start improves the performance of the new flow
at cost of the already established connection. It is an open and controversial
question whether such an aggressive behavior of short flows is fair, nor not [2].
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5.2 Speedup Compared to Slow-Start

The performance benefit of fast startup schemes depends on the amount of
data s, the available bandwidth r, and the RTT τ , as determined in Section 3.
Figure 12 compares the analytical values for the response times TSS, TQS, TJS,
and TIS with the simulation and testbed measurement results for a large buffer
(B = 1000 packets). The graph for standard TCP reveals the typical steps of the
Slow-Start. As to be expected [4,8], a fast startup can improve the response time
in particular for mid-sized response sizes. Figure 12 also reveals that model and
experiments slightly differ in case of Jump-Start: If a perfect rate pacing was
used, the response time for transfers up to s = u = 64KiB would be TJS = τ .
However, our real implementation only uses a limited number of timers (cf. [9])
and therefore sends faster if s ! u. Figure 13 presents the results of a similar
experiment with Quick-Start on a long-distance path (r ≈ 1 Gbit/s). Due to
lack of full Quick-Start router support, this study assumes that requests up to
that rate are indeed approved. In such a high-speed environment, a fast startup
mechanism can achieve substantial transfer time speedups up to a factor of 10.

Figure 14 studies the scenario of several connections sharing the bottleneck.
The results have been obtained by simulating the exchange of requests and
responses over N = 50 persistent TCP connections between 50 client-server
pairs. In this case, Slow-Start is also used if the congestion window validation [15]
is triggered. Obviously, when the load ρ at the bottleneck increases, the response
times get larger. A lower bound can be determined by integrating (1) and (3)
over the response size distribution. Figure 14 reveals some important differences
between the different schemes: First, as the load increases, the Quick-Start and
Slow-Start performance is similar because of the Quick-Start admission control.
Quick-Start also needs one RTT for the signaling, which reduces the speedup. An
Initial-Start with w = 83MSS again turns out to be detrimental in combination
with a bottleneck buffer of B = 50packets. Significant overshooting also occurs
when one just starts with full link speed (More-Start). An interesting result is
that Jump-Start can keep the response time at a low level even for high load.
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5.3 Fairness and Risk of Packet Loss

Any fast startup mechanism can result in fairness problems and risks to cause
packet loss. Still, our experiments show that this may not be a severe problem
if a sophisticated fast startup is used. Fig. 15 shows the result of an experiment
similar to Fig. 14, except that there are now N/2 unmodified network stacks
(“default”) and N/2 that use a fast startup. Simulations are performed with
two different traffic characteristics (m1 = 125kB, N1 = 50 and m2 = 10kB,
N2 = 400) and two different loads (ρ1 ≈ 0.05, ρ1 ≈ 0.3). The x- and y-axis in
Fig. 15 represent the resulting response times of the two groups. The reference
value is the case that all end-systems use Slow-Start. In this representation, the
interaction between the default and the fast startup mechanisms can be classi-
fied into four different cases. In the best case (“target region”), the fast startup
schemes speed up their own transfers without significantly slowing down connec-
tions that use the default TCP congestion control. According to our results, both
Quick-Start and Jump-Start are rather fair. The other variants can significantly
affect the performance of connections that use an unmodified network stack.

5.4 Performance Impact for Typical Internet Workloads

The overall performance benefit of fast startup congestion control is difficult to
quantify. Many TCP-based applications often transfer small objects that fit in
today’s initial congestion window, and most Internet RTTs are small, too. In
these cases the existing Slow-Start performs reasonably well. This can also be
observed in Fig. 16, which were obtained by replaying traffic traces [21] among
N = 450 client-server pairs using realistic RTT distributions between 4 ms and
200ms (cf. [19]). The traces are scheduled so that the downlink load of bottle-
neck is ρ ≈ 0.3. If Jump-Start were used by all entities, epoch completion times
that are of the order of several hundred milliseconds can be improved, but the
overall benefit is not large. Using Quick-Start by default (“QS 1”) even per-
forms worse on such a moderately loaded link, since many requests get denied.
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An improvement is possible if Quick-Start is only selectively enabled, e. g., for
data transfers > 10 kB (“QS 3”). The results for the other fast startup mecha-
nisms, which are omitted, are similar to the Jump-Start graph.

Fig. 17 reports packet loss statistics in the same setup and relates them to
the 5%-quantile of the epoch completion time. The quantile is one possibility to
quantify the speedup of selected communication patterns. With default stacks,
the packet loss probability is of the order of 1 % in the given scenario. Quick-Start
and Jump-Start, as well as a limited increased initial window, only moderately
increase packet loss, while the other variants are more aggressive. These results
again indicate that both Quick-Start and Jump-Start are not overly harmful,
with Jump-Start being much simpler to implement and to deploy.

6 Conclusion and Future Work

New fast startup congestion control approaches aim at replacing the TCP Slow-
Start. This papers studies the performance of four different mechanisms by ana-
lytical models, by simulation, and by measurements. We consider the Quick-Start
TCP extension, the Jump-Start proposal, a new combination of both, and the
simplest approach, i. e., just to increase TCP’s initial congestion window. All
schemes are implemented in the Linux stack. According to our results, Jump-
Start performs well, even though it causes some unfairness to competing flows
using Slow-Start. Of all schemes, Quick-Start is the most conservative one, but
the required router support raises several unsolved issues. In contrast, the other
more aggressive alternatives could cause harm. Specifically, it is not an option
just to significantly increase the initial window without rate pacing. Also, a
promising solution is to enable fast startup only in selected cases and for ap-
plications that can indeed benefit, but this would require additional intelligence
in the network stack. Future studies could address some algorithmic details, in
particular the response to packet loss. Further work is also needed to understand
the overall implications of using fast startup congestion control on Internet scale.
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Abstract. The pull-push hybrid P2P streaming, as an emerging and
promising approach, has achieved some success in delivering live video
traffic. The sub-stream scheduling problem is a key design issue in a
hybrid system. In this paper, we propose a max-flow model for unify-
ing this sub-stream scheduling problem. We find that the sub-stream
scheduling problem in GridMedia, CoolStreaming+ and LStreaming can
be formulated into a special case of the proposed max-flow model. We
further propose a min-cost flow model to combat peer heterogeneity in
scheduling sub-streams. This min-cost flow model is implemented in a
prototype system, LStreaming+. The accuracy of the max-flow model
and the outstanding performance of LStreaming+ are demonstrated by
extensive simulations. We also show that LStreaming+ achieves excel-
lent performance in prototype experiments.

Keywords: P2P streaming, pull-push, hybrid, max-flow, min-cost flow.

1 Introduction

P2P streaming architectures have advanced in two major approaches: pull-based
(mesh-pull) approach versus push-based (tree-push) approach. The pull-based
systems apply a simple design principle and combat peer churn and peer hetero-
geneity in dynamic P2P environment. However, these pull-based systems often
suffer from high traffic overhead and long start-up delay [1]. In contrast, push-
based systems may achieve high throughput, low overhead and small delay if the
tree structure does not break down due to peer churn. Recently, researchers are
exploring a new class of pull-push hybrid architectures. Some hybrid systems,
including GridMedia [2], CoolStreaming+ [3] and LStreaming [4,5], have already
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achieved performance improvement compared with pull-based systems in terms
of throughput, signaling overhead and video viewing quality.

The general idea of pull-push streaming works as follows. The original video
is divided into data chunks and each chunk is assigned with a unique chunk
number (e.g. 0, 1, 2, . . .). Chunks are further organized into sub-streams logically.
Suppose there are total S sub-streams, sub-stream 1 contains chunks 1, 1+S, 1+
2S, . . .. Video chunks may be delivered using the chunk-pulling module and the
sub-stream pushing module. Each peer starts up with pulling chunks. After the
initial time, the sub-stream pushing module starts to work. Then peers need to
decide which sub-stream should be obtained from which neighbors. This decision
process is known as sub-stream scheduling. After the sub-stream pushing
module is enabled, the chunk-pulling module is still working to serve as backup
to download those missing chunks when their playback deadline is approaching.
In a hybrid system, the sub-stream pushing module sets up a local tree structure
between peers based on the topology formed by the chunk-pulling module. In
sub-stream scheduling, peers actively select one neighbor among all candidate
neighbors to obtain a sub-stream. However, there exists no explicit “scheduling”
module in conventional tree-based systems. The neighbor-relationship is formed
passively after peers successfully join single or multiple trees in conventional tree-
based systems. The previously proposed sub-stream scheduling schemes [2,3,4,5]
are mainly designed experimentally. We find that these heuristic designs have
inherent limitations. Liu et al. proposed to allocate sub-streams via bipartite
graphs in [6]. The protocol in [6] is tailored against free-riders without an in-
depth study on the sub-stream scheduling problem.

In this paper, we first highlight the importance of the sub-stream scheduling
in hybrid systems on reducing overhead, improving throughput and maximizing
video viewing quality. To the best of our knowledge, this is the first work thor-
oughly studying the sub-stream scheduling problem in P2P hybrid systems. Then
we propose a max-flow model for unifying the sub-stream scheduling problem in
the existing hybrid systems including GridMedia, CoolStreaming+ and LStream-
ing. We demonstrate that the sub-stream scheduling module in these three hybrid
systems actually solves one special case of the proposed max-flow model, respec-
tively. Our proposed max-flow model is solvable in polynomial time and provides
useful insights for a better sub-stream scheduling design, in which we propose a
min-cost flow model to better utilize heterogenous peers. We implement the pro-
posed min-cost flow model in a prototype system, LStreaming+. We show that this
min-cost flow scheduling scheme outperforms the existing sub-stream scheduling
schemes. Compared with GridMedia and LStreaming, the total overhead reduc-
tion of LStreaming+ reaches as high as 43.9% and 20.0%, respectively. In addition,
LStreaming+ achieves the highest throughput and the smoothest video playback.

The rest of this paper is organized as follows. In Section 2, we present the
max-flow model and the corresponding special cases for three existing systems,
GridMedia, CoolStreaming+ and LStreaming. Then we propose the min-cost
flow model in Section 3 and evaluate the performance using simulations and
prototype experiments in Section 4. Finally, conclusions are made in Section 5.
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Fig. 1. The general scheduling pattern of peers in hybrid systems

2 Problem Statement and Formulation

The general scheduling pattern of peers in a hybrid system is shown in Fig. 1.
During the initial τ0 time, only the chunk-pulling module is enabled so as to start
up the streaming process as quickly as possible. After τ0, the sub-stream pushing
module starts to work concurrently with the chunk-pulling module. Peers will
conduct sub-stream scheduling for the sub-stream pushing module after τt time.
Whether the duration of each τt (t = 1, 2, ...) is set to be constant depends
on a particular system design. If sub-stream scheduling is triggered periodically
(e.g. the time-driven type), each time interval is identical; otherwise, the time
intervals can vary (e.g. the event-driven type).

2.1 Sub-stream Scheduling Problem

In pull-push hybrid systems, the sub-stream scheduling decisions are generally
controlled by the peer qualification rule and the token number. Based on the peer
qualification rule, peers need to determine qualified neighbors in terms of the sub-
stream availability to obtain sub-streams; then, each sub-stream is scheduled to
be obtained from only one qualified neighbor. These selected qualified neighbors,
called push-neighbors, push chunks of sub-streams to the requested peer. The
peer qualification rule may be set differently in different systems. After selecting
qualified neighbors, on each sub-stream scheduling event, every peer (e.g. peer
i in Fig. 2) needs to calculate the maximum number of sub-streams that can
be obtained from each neighbor. In existing systems, this number is usually
computed based on the end-to-end bandwidth between two peers. In this paper,
we call this number token number, denoted as Tih. It represents neighbor h can
be scheduled to upload at most Tih sub-streams to peer i.

We now examine peer i in Fig. 2 for instance to explain the design issues in the
sub-stream scheduling. Peer i has four neighbors and five sub-streams needed to
be scheduled. For sub-stream 0, peer i schedules it to be obtained from neighbor
1 which is the only peer qualified for this sub-stream. On scheduling sub-streams
1 and 2, if random selection or sequential selection is used, both sub-streams 1
and 2 can be downloaded from neighbor 2. Although neighbor 3 has 2 tokens
left, peer i cannot download any sub-streams from peer 3. Therefore, the chunks
in sub-streams 3 and 4 can only be downloaded by the chunk-pulling module
later. As a result, more signaling overhead will incur. Furthermore, note that the
portion of the buffer, in which the missing chunks are requested by the chunk-
pulling module, is usually close to the playback pointer. If too many sub-streams
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Fig. 2. Inefficient scheduling Fig. 3. Efficient scheduling

are not successfully scheduled (without finding a qualified push-neighbor), then
a large amount of chunks can only be downloaded by the chunk-pulling module;
therefore, the chance that chunks miss their playback deadlines increases and the
viewing quality deteriorates accordingly. If we change to the strategy in Fig. 3, all
sub-streams can be successfully scheduled. Most of the chunks will be delivered
through multiple trees and only a few of them may be left to the chunk-pulling
module. Hence, the viewing quality is improved with reduced signaling overhead.
Although scheduling in Fig. 3 is more efficient than that in Fig. 2, a problem still
remains. In Fig. 3, sub-stream 1 can be scheduled to either qualified neighbor 3
or 4, it is not clear which peer is more appropriate. This issue will be discussed
in Section 3.

We have presented the importance of sub-stream scheduling on reducing sig-
naling overhead and improving viewing quality. Since the total traffic overhead
is due to signaling messages and redundant video chunks, we now briefly discuss
the impact of sub-stream scheduling on video redundancy overhead. Note that
a push-neighbor continues to push chunks if it does not receive any canceling
messages. If the sub-stream scheduling is not conducted appropriately, peers in
the system will suffer from frequent switching of push-neighbors (we call this
phenomena push-neighbor switching). Redundant video download occurs as
follows. Chunks have been pushed out from previous push-neighbors before push-
neighbor switching. Due to the propagation delay and the network buffering
effect, these chunks may be still in transmit. The same chunks may be dissemi-
nated via new push-neighbors later, then redundant download occurs. Frequent
push-neighbor switching can incur significant video redundancy overhead, which
will be further examined in Section 4. In summary, the sub-stream scheduling
highly impacts viewing quality, signaling and video redundancy overhead. In the
next subsection, we propose a unified model on sub-stream scheduling based on
our study of existing hybrid systems.

2.2 Modeling

To facilitate the discussions, we tabulate the notations in Table 1. The default
values are used in our simulation and prototype unless specified explicitly.
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Table 1. Notations

ei
hj Decision variable to indicate whether peer i obtains sub-stream j

from neighbor h
Ii
hj Decision variable to indicate whether neighbor h is qualified for

sub-stream j according to the peer qualification rule of peer i
Γi Set of all sub-streams for peer i to schedule
Ωi Set of neighbor peers of peer i
R Playback rate of the streaming (e.g. 300kbps)
τ Period of sub-stream scheduling for LStreaming+ (e.g. 10s)
χ A large integer (e.g. 104)
Lhi End-to-end bandwidth from neighbor h of peer i to peer i (kbps)
P i

hj Largest chunk number already available for sub-stream j at neigh-
bor h of peer i

Qij Starting chunk number needed by peer i for sub-stream j
Tih Token number for neighbor h of peer i in sub-stream scheduling
B Number of chunks in 1 second video (e.g. 30)
S Total number of sub-streams in the system (e.g. 15)

For each sub-stream scheduling, peer i needs to schedule |Γi| sub-streams in
total, where Γi represents the set of all sub-streams for peer i to schedule. For any
sub-stream j in Γi, the set {h|Ii

hj = 1, ∀h ∈ Ωi} includes all the qualified neigh-
bors, from which peer i can obtain sub-stream j. Ωi is the set of all neighbors of
peer i. If multiple neighbors are qualified for one sub-stream, peers in existing
systems will randomly select one neighbor to obtain this sub-stream. Thus, we
assume there is no difference among all these qualified neighbors in scheduling.
When peer i conducts sub-stream scheduling, it basically aims to maximize the
number of sub-streams to be scheduled successfully; hence, we propose the fol-
lowing max-flow model for peer i to unify the sub-stream scheduling operations
in existing hybrid systems:

Max
∑

h∈Ωi

∑
j∈Γi

Ii
hje

i
hj , (1)

s.t.
∑

h∈Ωi

Ii
hje

i
hj ≤ 1, j ∈ Γi, (2)∑

j∈Γi

Ii
hje

i
hj ≤ Tih, h ∈ Ωi, (3)

ei
hj ∈ {0, 1}, h ∈ Ωi, j ∈ Γi. (4)

Constraint (2) ensures that each sub-stream can be scheduled to one neighbor
at most. In constraint (3), the token number for neighbor h of peer i, Tih, is
calculated by Tih =

⌈
Lhi

R/|Γi|
⌉

(we choose rounding up instead of rounding down
so that peers’ upload capacities can be fully utilized). The maximum number
of sub-streams can be scheduled to neighbor h is limited by their end-to-end
bandwidth. Constraint (4) ensures that this optimization problem is a binary



A Unified Framework for Sub-stream Scheduling 733

integer programming problem. We will show that this model can be transformed
into an equivalent max-flow problem, which is solvable in polynomial time [7].

Proposition 1. Implementations of sub-stream scheduling in GridMedia, Cool-
Streaming+ and LStreaming are special cases of the proposed max-flow model.

Proof. Due to the page limitation, we only demonstrate the proof for GridMedia.
Other two systems can be similarly proved. Note that both constraints (2) and
(4) are satisfied in all these systems obviously; therefore, the proof only focuses
on constraint (3) and the objective function of the max-flow model. Without
loss of generality, we focus on peer i in the proof. GridMedia does not consider
token limit on sub-stream scheduling (i.e. ∀h ∈ Ωi, Tih = χ). This indicates that
constraint (3) can be satisfied all the time. Peers in GridMedia group a fixed
number of consecutive packets as a packet group. Moreover, peers cluster every
g consecutive packet groups into a packet party with group number from 0 to
g − 1. In GridMedia, whenever missing chunks in packet group 0 are requested
by the chunk-pulling module, sub-stream scheduling is actually conducted at
this moment. There can be multiple missing chunks in packet group 0 and each
missing chunk belongs to one particular sub-stream. Suppose a packet-group-0
chunk in sub-stream j is missing, if neighbor h has this particular chunk (known
from the buffer map), then Ii

hj = 1. This indicates that peer h is qualified for
sub-stream j. Since there is no bandwidth limitation, peer i can always schedule
sub-streams successfully. In other words, the number of sub-streams successfully
scheduled is always maximized. Thus the objective function of the max-flow
model holds for GridMedia. Therefore, the sub-stream scheduling scheme in
GridMeida is a special case of the max-flow model.

2.3 Problem Transformation

In this subsection, we show that the proposed sub-stream scheduling model can
be transformed into an equivalent classical max-flow problem, which can be
solved in polynomial time. We briefly outline the max-flow problem here. Let
a network G = (V, E) be a directed graph in which each arc (m, n) ∈ E has
a nonnegative capacity u(m, n) ≥ 0. V contains two special elements s and t,
which represent source and sink, respectively. The decision variable, f(m, n),
denotes the amount of flow along (m, n). If (m, n) /∈ E, both u(m, n) = 0 and
f(m, n) = 0. The max-flow problem can be written as follows:

Max
∑

n∈V
f(s, n), (5)

s.t.
∑

n:(m,n)∈E
f(m, n) −

∑
n:(n,m)∈E

f(n, m) = 0, ∀m ∈ V − {s, t}, (6)

0 ≤ f(m, n) ≤ u(m, n), ∀(m, n) ∈ E. (7)

The time complexity of solving the max-flow problem is bounded by O(V E2)
by adopting the Edmonds-Karp algorithm [7]. Due to the page limitation, the
detail of the transformation algorithm is omitted here; nevertheless, we provide
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Fig. 4. Transformation to the max-flow
problem at peer i

Fig. 5. Transformation to the min-cost
flow problem at peer i

an illustration of the transformation shown in Fig. 4 for the example in Fig. 3. In
Fig. 4, ∀h, Nih indicates that peer h is a neighbor of peer i and ∀j, Sij denotes
that sub-stream j needs to be scheduled by peer i. The arc between each pair of
Nih and Sij ensures that neighbor h is qualified for sub-stream j based on the
peer qualification rule. If Ii

hj = 1, an arc exists from Nih to Sij . Nodes s and t in
Fig. 4 are artificially introduced in order to set up the max-flow graph. The arc
from s to each Nih with capacity Tih satisfies the token number limitation in our
model (constrain (3)), and the arc from each Sij to t with capacity 1 guarantees
that each sub-stream can be scheduled to one neighbor at most.

Theorem 1. The unified sub-stream scheduling model at peer i is equivalent to
a max-flow problem.

Proof. Applying the flow balance equations to all internal nodes Nih, ∀h ∈ Ωi,
and Sij , ∀j ∈ Γi, in Fig. 4, we have

f(s, Nih) =
∑

j∈Γi

f(Nih, Sij), ∀h ∈ Ωi, (8)

f(Sij , t) =
∑

h∈Ωi

f(Nih, Sij), ∀j ∈ Γi. (9)

Because each sub-stream can be scheduled to at most one neighbor, we have

f(Nih, Sij) = Ii
hje

i
hj , ∀h ∈ Ωi, ∀j ∈ Γi. (10)

Plugging Eq. (10) into Eq. (8) and Eq. (9) and applying capacity constraint on
each arc, we have

f(s, Nih) =
∑

j∈Γi

f(Nih, Sij) =
∑

j∈Γi

Ii
hje

i
hj ≤ Tih, ∀h ∈ Ωi, (11)

f(Sij , t) =
∑

h∈Ωi

f(Nih, Sij) =
∑

h∈Ωi

Ii
hje

i
hj ≤ 1, ∀j ∈ Γi. (12)

Eqs. (11) and (12) are the first two constraints of our sub-stream scheduling
model. Since the capacities in Fig. 4 are all binary integers, the optimal flow on
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each arc is either 0 or 1 based on the Integer Theorem [7]. Therefore f(Nih, Sij) =
{0 or 1}, which implies the constraint (4) of our original model is always satisfied.

The equivalence of the two objective functions is shown as follows:

Max
∑

h∈Ωi

f(s, Nih) = Max
∑

h∈Ωi

∑
j∈Γi

f(Nih, Sij) (13)

= Max
∑

h∈Ωi

∑
j∈Γi

Ii
hje

i
hj. (14)

The left-hand side of Eq. (13) is the objective function of the max-flow problem.
Eq. (13) holds due to Eq. (8). If we apply Eq. (10) into the right-hand side of
Eq. (13), we obtain Eq. (14), which is the objective function of our model. Thus,
these two objective functions are equivalent. Based on proposition 1 and
theorem 1, the sub-stream scheduling in existing systems basically
solves one particular max-flow problem.

3 Min-cost Flow Scheduling

As shown in the proof of Proposition 1, there is no token limit imposed on
GridMedia and CoolStreaming+. Without any consideration of load balancing,
push-neighbor switching may incur as a direct consequence, which leads to in-
creased redundant video download. The corresponding max-flow problems of all
three existing systems usually have multiple optimal solutions. Since qualified
neighbors are not differentiated in all three systems, they randomly select any
optimal solution to schedule sub-streams. In practice, these qualified neighbors
do not have the same network condition. In this section, we propose the min-cost
flow scheduling scheme with the consideration of peer heterogeneity.

The tree-based streaming can achieve high throughput and low overhead when
the system is stable. However, it is not able to cope well with a dynamic net-
work. Since the throughput and overhead of the hybrid system highly depends
on the sub-streaming scheduling component, a good hybrid system should adapt
to peer churn quickly. LStreaming+ achieves this adaptability via the min-cost
flow scheduling module. This module works periodically and has the ability to
respond to network dynamics and schedule sub-streams to combat the network
fluctuation. Since sub-stream scheduling is triggered periodically in LStream-
ing+, each τi, i = 1, 2, . . ., in Fig. 1 is set to be a constant τ . We assign a
weight for each neighbor on sub-stream scheduling in LStreaming+. The weight
is determined as follows:

– Each LStreaming+ peer examines the download performance from push-
neighbors every τ time and adjusts the previous scheduling based on neigh-
bors’ download performance in the previous τ time. For example, let S = 15,
B = 30 and τ = 10. Ideally, τ × B/S = 10 × 30/15 = 20 chunks should be
downloaded for one sub-stream over τ time. We define a threshold to be half
of this ideal value. If the number of the downloaded chunks in sub-stream
j from neighbor h in the previous τ time is larger than this threshold, peer
i sets the weight for this neighbor to be W i

hj = χ. This implies that peer
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i allows neighbor h continuing to push chunks in sub-stream j during the
next τ time.

– For some sub-streams, if the chunk download threshold is not exceeded,
they need to be scheduled to another neighbor in the next τ time. In the
max-flow model, if one sub-stream of peer i can be downloaded from multiple
neighbors, we do not differentiate among the qualified neighbors. However, in
LStreaming+, if neighbor h has more fresh chunks in sub-stream j compared
with another qualified neighbor, peer i assigns a larger weight for neighbor
h. We denote the largest chunk number already available for sub-stream j
at peer h (known from the exchanged information) as P i

hj and the starting
chunk number needed by peer i for sub-stream j as Qij , respectively. Since
P i

hj represents the chunk availability of sub-stream j from neighbor h, we
set the weight as W i

hj = P i
hj − Qij to differentiate the qualified neighbors.

A larger P i
hj −Qij value shows that more available chunks for sub-stream j

can be obtained from neighbor h.
– In summary, the weight (W i

hj , ∀h ∈ Ωi and ∀j ∈ Γi) for each neighbor of
peer i is determined as follows:

W i
hj =

{
χ, if the chunk download threshold is exceeded,
P i

hj − Qij , otherwise. (15)

We aim to maximize the total weights on sub-stream scheduling with the
objective function Max

∑
h∈Ωi

∑
j∈Γi

W i
hjI

i
hje

i
hj .

In practice, it is difficult to obtain the exact value of Lhi between two peers h
and i, where Lhi is the end-to-end bandwidth from peer h to peer i. In LStream-
ing+, each peer estimates the token number for each neighbor and then conducts
the sub-stream scheduling. Suppose peer i has |Ωi| neighbors. Their achievable
uploading bandwidth in the previous τ time (by counting the number of re-
ceived chunks) to peer i are denoted as v1, . . . , v|Ωi|. Since the total number of
sub-streams to be scheduled is |Γi|, in LStreaming+ the token number for each
neighbor is proportionally assigned based on its individual performance in the
previous τ time. Let T̃ih denote the estimated token number for neighbor h by
peer i, and it is calculated as follows:

T̃ih =

⌈
vh∑|Ωi|

k=1 vk

× |Γi|
⌉

, ∀h ∈ Ωi. (16)

Then the sub-stream scheduling problem in LStreaming+ is formulated as fol-
lows:

Max
∑

h∈Ωi

∑
j∈Γi

W i
hjI

i
hje

i
hj, (17)

s.t.
∑

h∈Ωi

Ii
hje

i
hj ≤ 1, j ∈ Γi, (18)∑

j∈Γi

Ii
hje

i
hj ≤ T̃ih, h ∈ Ωi, (19)

ei
hj ∈ {0, 1}, h ∈ Ωi, j ∈ Γi. (20)
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This model has similar constraints as the max-flow model in Section 2. Nev-
ertheless, the sub-stream scheduling in LStreaming+ needs to be transformed
into an equivalent min-cost flow problem, which can be solved in polynomial
time. Let a flow network G = (V, E) be a directed graph in which each arc
(m, n) ∈ E is associated with a cost c(m, n). The lower bound l(m, n) and the
upper bound u(m, n) of each arc capacity denote the minimum and maximum
amount of flows that can pass through the arc. The min-cost flow problem can
be written as follows:

Min
∑

∀(m,n)∈V
c(m, n)f(m, n), (21)

s.t.
∑

n:(m,n)∈E
f(m, n) −

∑
n:(n,m)∈E

f(n, m) = b(m), ∀m ∈ V, (22)∑|V |
k=1

b(k) = 0, (23)

l(m, n) ≤ f(m, n) ≤ u(m, n), ∀(m, n) ∈ E. (24)

In our problem, we set b(m) = 0, ∀m ∈ V , and l(m, n) = 0, ∀(m, n) ∈ E. The
time complexity for solving this classic min-cost flow problem is bounded by
O(|V ||E|(log(log U)) log(|V |C)) [8], where U and C are the largest values of the
arc capacity and the arc cost, respectively.

Theorem 2. The scheduling in LStreaming+ is equivalent to a min-cost flow
problem.

Due to the page limitation, the proof and the transformation algorithm are
omitted here. We use Fig. 5 to illustrate this transformation for the example
in Fig. 3 intuitively. Each arc in Fig. 5 is characterized by two parameters:
arc capacity and cost. We generate internal nodes Nih and Sij , arcs and arc
capacities similar to the max-flow model. The major difference between this
min-cost flow problem and the max-flow problem is on the arc cost along each
arc. In the problem transformation, only the arc between Nih and Sij may have
nonzero cost, because only these arcs are related to each decision variable ei

hj in
the objective function Eq. (17). Minimizing the total negative costs is equivalent
to maximizing the total positive weights.

4 Performance Evaluation

In this section, we evaluate the accuracy of the proposed max-flow model and
the streaming performance of LStreaming+ in comparison to GridMedia (GM),
LStreaming (LS) and the generic random mesh-pull scheme (MP) using sim-
ulations. We developed a discrete-event simulator coded in C++ to simulate
the system behavior at the chunk level. The simulator implements the max-flow
scheduling module and LStreaming+. In LStreaming+, we utilize the “CS2”
library [9] to solve min-cost flow problems. To evaluate the accuracy of our
max-flow model for characterizing the sub-stream scheduling of existing sys-
tems, we replace the original sub-stream scheduling modules of GridMedia and
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LStreaming by using the max-flow scheduling module instead, and compare the
performance of each modified system with its original system, respectively.

To achieve a realistic latency setup, the end-to-end latency between peers is
randomly selected from the real-world node-to-node latency matrix (2500×2500)
[10]. The playback rate of the stream is 300kbps and the default neighbor number
is 15. All peers are DSL users with three types of upload capacities of 1Mbps,
512kbps and 128kbps, and with the corresponding download capacities of 3Mbps,
1.5Mbps and 768kbps. The fractions of these three types of peers are 10%, 50%
and 40%, respectively. The upload capacity of the server is 900kbps. We simulate
a 15-minute streaming session. There are 10000 peers joining the channel in total.
During 5 time intervals of [0, 50]sec, [200, 250]sec, [400, 450]sec, [600, 650]sec and
[800, 850]sec, 20% of total 10000 peers join the channel, respectively. The joining
time of peers is uniformly distributed within each time interval. Among all peers,
5% of them do not leave after joining. The viewing durations for the remaining
95% peers are uniformly distributed from 190 seconds to 210 seconds. With the
setting above, we want to simulate a dynamic network in which peer churn occurs
during the entire simulation time.

4.1 Simulation Results

Push-Neighbor Switching. We characterize push-neighbor switching using
the average number of switching push-neighbors when peers conduct sub-stream
scheduling. In our previous analysis, duplicate chunks are downloaded mainly
due to push-neighbor switching. With the same simulation settings including
networking topology, link latency and peer churn, we observe that the modi-
fied system with the max-flow scheduling module (GM-MF or LS-MF) performs
almost the same as its original system (GM or LS). This shows that the max-
flow model captures the behavior of sub-stream scheduling schemes in existing
systems very well. In addition, Fig. 6 shows that LStreaming+ has the least
push-neighbor switching, which implies that LStreaming+ incurs the smallest
amount of video redundancy overhead among all systems.

Download Performance. We define two traffic ratios to characterize the
download performance. The total download ratio is the ratio between the total
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download rate and the video playback rate. The effective download ratio is the
ratio between non-duplicate video download rate and the video playback rate.
The effective download ratio characterizes the useful video download of the sys-
tem. In Fig. 7, we observe that the modified streaming systems and the original
systems experience almost the same total download ratio and effective download
ratio. In Fig. 7, the effective download ratios of all hybrid systems are higher
than that of a generic random pull-based system (denoted as mesh-pull (MP)
in Fig. 7). In addition, the effective download ratio of LStreaming+ is closer to
the optimal value 1 compared with GridMedia and LStreaming. LStreaming+
outperforms all other schemes in terms of the quality ratio.

Overhead Breakdown. The total overhead traffic consists of signaling mes-
sages and redundant video chunks. In pull-push systems, the redundant video
download is a potential problem. Video chunks usually have much larger size
than signaling packets. If the number of duplicate video chunks is large, redun-
dant video traffic becomes the major contributor in the total overhead traffic. In
Fig. 8, each pair of the modified system and its original system suffers from al-
most the same amount of video redundancy ratio, which provides another good
indication that the max-flow model for the existing systems is very accurate.
From Fig. 8, we observe that the total overhead ratios of mesh-pull, GridMe-
dia and LStreaming reach 9.7%, 11.4% and 8.0%, respectively. Nevertheless, the
total overhead of LStreaming+ is only 6.4%. Compared with mesh-pull, Grid-
Media and LStreaming, the overhead reduction of LStreaming+ is 34.0%, 43.9%
and 20.0%, respectively. Through Fig. 8, it is clear that the video redundancy is
the major contributor to the total traffic overhead in hybrid systems. GridMedia
and LStreaming suffer from video redundancy as high as 8.9% out of the 11.4%
total overhead and 5.4% out of the 8.0% total overhead, respectively. In contrast,
LStreaming+ achieves a much smaller video redundancy ratio, only 3.8% out of
the 6.4% total overhead.

Quality Ratio. We define the quality ratio as the ratio between the number of
chunks, which has been played back, and the number of chunks which should be
played back up to the current time. Fig. 9 shows the quality ratio of LStreaming+
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outperforms the other two hybrid systems on average during the whole watching
session. In particular, when peer churn occurs, LStreaming+ suffers the least
and recovers the most quickly, compared with the other two systems.

4.2 Prototype Experiments

Our experiments are first conducted on the HKUST campus network. Then, the
experiments are conducted among three universities in Hong Kong, including
HKUST, HKU and CUHK. In each experiment, 100 peers join a video channel
with a 300kbps playback rate. At the application level, we manually limit the
upload capacity of each peer with the same upload capacity distribution used
in the simulation. As shown in Fig. 10, the quality ratio almost maintains at
the optimal value 1 during the whole watching session on the campus network.
The quality ratio fluctuates in the inter-university experiments especially at the
initial time. However, throughout the period of the experiments, there is only
slight visual impact for a small number of peers. We also classify the traffic
overhead in the prototype experiments in Fig. 11. Note that the total overhead of
the campus experiments is as small as 3.35%. Even if in large-scale networks, the
overhead ratio is merely 6.71%. Fig. 11 shows LStreaming+ effectively reduces
the overhead and at the same time achieves a very good streaming performance.

5 Conclusion

In this paper, we propose a max-flow model for unifying the sub-stream schedul-
ing problem in pull-push hybrid P2P streaming systems. We show that the
sub-stream scheduling scheme in existing hybrid streaming systems including
GridMedia, CoolStreaming+ and LStreaming, can be formulated into a special
case of our proposed max-flow model. This max-flow model leads to useful in-
sights for developing a min-cost flow model for scheduling sub-streams to better
utilize heterogenous peers. We implement this min-cost flow model in a proto-
type system, LStreaming+. The accuracy of the max-flow model and the system
performance of LStreaming+ are evaluated using extensive simulations. The
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prototype experiments also demonstrate that LStreaming+ achieves excellent
streaming performance with significantly reduced traffic overhead.
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Abstract. DHT (Distributed Hash Table) is a structured overlay net-
work that is widely utilized in P2P systems. Existing content distribu-
tion approaches do not completely exploit features of DHT and incur
heavy network bandwidth consumption. This paper analyzes existing
content distribution approaches including synchronous content distribu-
tion method in eMule based on DHT overlay networks and points out
that their network loads are too heavy. We propose a novel content dis-
tribution algorithm: asynchronous distribution, in DHT networks. Com-
pared with traditional distribution approaches, it is more effective and
scalable with lower network load. We apply the techniques of vector space
model and search frequency to the asynchronous distribution algorithm,
which effectively improves search hit ratio and reduces network load.
Simulation results based on real data from Maze system show that this
approach has low network overhead and publishing cost, high search and
download hit ratio.

Keywords: DHT, Content Distribution, Vector Space Model, Search
Frequency.

1 Introduction

DHT, e.g., Chord [1] and Pastry [2], is a structured overlay network that is widely
utilized in P2P systems, e.g., file-sharing systems like eMule1, BitTorrent2, and
AmazingStore3. These file-sharing systems employ Kademlia [3] as their DHT
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infrastructure to improve performance. However, existing content distribution
approaches, e.g., synchronous distribution algorithm in eMule, do not adequately
exploit features of DHT and wastes precious network bandwidth. DHT maps
object keys to overlay nodes and offers a lookup primitive to send a message to
the node4 responsible for a key. Overlay nodes maintain routing states to route
messages towards the nodes responsible for their destination keys, which brings
good locating performance. However, the retrieval ability of DHT is very limited
and DHT does not have the requisite ability to rank search results because DHT
only provides the exact match function.

We call content distribution (publishing): it is a procedure that contents are
provided to other people by given ways, which aims to implement resource-
sharing or resource-distributing. Distributed objects are sharing-files of various
formats, documents, etc. In this paper, we propose a novel Asynchronous Con-
tent Distribution approach (ACD). We analyze existing distribution approaches
including synchronous publishing method in DHT networks and points out that
their network load balances are heavy. We propose a novel asynchronous content
distribution algorithm in DHT networks. Compared with traditional distribution
approaches, it is more effective and scalable with lower network load. We apply
the techniques of vector space model and search frequency to the asynchronous
distribution algorithm, which improves search hit ratio and reduces network
load. The main contributions of this paper are threefold:

– We present an asynchronous content distribution algorithm under DHT en-
vironments, which solves existing issues in the synchronous distribution al-
gorithm;

– We utilize vector space model and user relevance feedback from traditional
information retrieval domain to improve search hit ratio and decrease pub-
lishing cost in DHT networks;

– We confirm the effectiveness and efficiency of our methods by conducting
an extensive performance measured by network overhead, publishing cost,
search and download successful ratio.

The remainder of this paper is organized as follows: Section 2 presents the
problem formulation and reviews related work. We design an asynchronous dis-
tribution algorithm in DHT networks in Section 3 and propose optimization
strategy in Section 4. Section 5 reports the experimental results. Section 6 con-
cludes this paper and discusses future work.

2 Preliminaries

2.1 Semantic Operations and Applications of DHTs

After DHTs appeared, there are increasing applications based on structured
P2P, and many mature DHTs are utilized in real systems. Thus, it is necessary
to analyze functions of a DHT and give formal definitions. From the standpoint
4 In this paper we use the terms “node” and “peer” interchangeably.
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of function, a DHT provides a hash function, publishes a content based on its key
and locates the content through its key in DHT networks. From the standpoint
of topology, a DHT provides a distributed routing algorithm that disperses the
routing function of overlay to all the peers: each peer can lookup other peers
and forward routing messages. A general DHT provides the following semantic
operations:

1) Put(Key, V alue) Publishes a pair (Key, V alue) into DHT networks;
2) Get(Key) Returns the V alue of the Key;
3) Lookup(Key) Provides general access to the node maintaining the Key;
4) Routing(Key) Provides general access to the node responsible for the Key,

and to each node along the routing path.

A DHT provides two basic operations [4]: Put and Get. In fact, Put and Get
are functions of DHT application layer, while Lookup and Routing are functions
of DHT overlay layer. Put/Get and more complicated operations can be imple-
mented through Lookup and Routing operations. Therefore, Lookup/Routing are
basic operations of a DHT. OpenDHT [5] provides interfaces including Lookup,
Routing and Put/Get for upper applications.

2.2 Traditional Content Distribution Approaches in DHT Networks

A content distribution (publishing) and retrieval algorithm under DHT environ-
ments includes two phases: 1) publishing phase, it is a procedure that a peer
publishes its local information to DHT networks by a given policy; 2) retrieving
phase, it is a procedure that a peer employs a keyword to retrieve relevant re-
sults. After the publishing phase, there are a large number of contents in DHT
networks. Peers can retrieve relevant contents in the retrieving phase. There-
fore, different publishing policies determine index mechanisms and retrieval ap-
proaches used in DHT networks. Basically, every content distribution method in
DHT networks includes these two phrases. Note that they are independent in
logic but parallel in real systems. Generally, there are three interface functions:

1) Hash(Object) Calculates the hash value of an object;
2) Publish(〈Key, V alue〉) Publishes a pair 〈Key, V alue〉;
3) Segment(Doc) Segments a document.

In traditional information retrieval (IR) field, a retrieval procedure is that a
relevant document list is achieved and ranked for a given query. Here we utilize
concepts in IR fields. A retrieval procedure in DHT networks is that a document
list is retrieved through a query that includes a term or several terms. In general,
a content publishing and retrieving algorithm is classified into three categories
according to publishing mode.

Term-based Content Publishing Approach. We present a schematic dia-
gram of term-based content publishing approach reads as shown in Figure 1.
Node1 segments its documents into terms and publishes the terms into DHT
networks. Term1 and Term2 are maintained respectively by Node2 and Node3
in Figure 1. The merits of this algorithm are: 1) each term of each document is
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published; 2) a fully distributed inverted index is created; 3) a peer can easily
achieve the global information of a term that it is responsible for and calcu-
lates the IDF (Inverse Document Frequency) value of this term; 4) each peer
can quickly retrieve and rank search results for a given query term in DHT
networks.

Document-based Content Publishing Approach. We give a schematic
diagram of this approach is shown in Figure 2. Node1 publishes its documents
into DHT networks. Doc1 and Doc2 are maintained respectively by Node2 and
Node3 in Figure 2. The advantage of this algorithm: each peer maintaining a
document can know all the terms of the document so that the similarity between
a term and a document can be calculated when a search is conducted. However,
its disadvantage is that it can not use DHT to perform a search for a term. In
fact, this approach is utilized in the DHT of BitTorrent: peers downloading the
same file resource publish their addresses so that a downloading peer can find
the peers including the file, which is helpful to improve multi-peers download
efficiency.

Hybrid Content Publishing Approach. Analyzing merits and demerits
of the above two approaches, Tang et al. [6] in eSearch presented a hybrid con-
tent publishing algorithm: executing a two-phase protocol to publish a content
(document). In the first phase, it utilizes the publishing algorithm based on term
objects and employs DHT routing to locate the peers responsible for top terms
in the document. In the second phase, it uses the publishing algorithm based on
document objects. The initiator can build the term list for the document and
multicast the term list or the document itself. This publishing algorithm has
two advantages: 1) The returned results can be ranked based on the similar-
ity between a query and a document; 2) It can support complex queries. With
document in hand, eSearch can search exact matches for quoted text, provide
sentence context for matching terms, and support a “cached documents” features
to decrease network load. However, this publishing algorithm is proposed as a
full text retrieval approach in DHT networks. Each term is published with lots
of documents, which causes very huge network load. Therefore, this algorithm
is not suitable for fully opening P2P systems.

The first two publishing approaches are commonly used under DHT environ-
ments. The third approach aims to utilize DHT as an infrastructure for distributed
full text retrieval where the published object is a document or web page, which
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often includes hundreds of terms. The third one is executed among relatively sta-
ble peers, e.g., all the machines in a lab or PlanetLab5, and very large bandwidth
consumption is generated. These algorithms do not consider an opening P2P sys-
tem, which needs to face high node churn and limited bandwidth.

2.3 Other Related Work

Coral [7] is a free P2P content distribution network designed to mirror web con-
tent. One of Coral’s key goals is to avoid ever creating hot spots that might pre-
vent peers from running the Coral because of concerning about overload. Coral
uses an indexing abstraction called a distributed sloppy hash table (DSHT) to
achieve this goal. Self-organizing clusters of nodes are created by DSHTs to fetch
information from each other, which can avoid communicating with more distant
or heavily-loaded servers. Yang et al. [8] proposed a Chord-based distributed
architecture for content-based publish/subscribe services. This infrastructure
is a scalable platform and can simultaneously support many publish/subscribe
schemas. Steiner et al. [9] studied the content management process implemented
of KAD as implemented in aMule6. CoBlitz [10] is a scalable Web-based dis-
tribution system for large files, which distributes large files without requiring
any modifications to standard Web servers and clients, since all the necessary
support is located on the CoDeeN content distribution network.

3 Asynchronous Content Distribution Algorithm

3.1 Requirement Analysis of Search in P2P File-Sharing Systems

In this subsection, we briefly analyze existing problems about information re-
trieval that need to be considered in P2P file-sharing systems. The published
and indexed objects are files shared by users in P2P file-sharing systems. These
file objects have particular characteristics.

Each file has a unique file name used by a specific user. However, the same
file often has many different file names applied by different users due to:

1) Different users have different habits of naming sharing files: some users like
making file names normal, while others like making file names arbitrary;

2) Some users often insert many hot query terms into an ordinary file for at-
tracting other users to download it.

Thus, each file often has different file names, which increases the retrieval diffi-
culty in P2P file-sharing systems.

Generally speaking, there are two different requirements when initializing a
query:

1) A relevant file list is achieved through a keyword used by a user. The user
wants to retrieve as many files as possible and ranks these files so that the
user can select the desired files and download these files quickly;

5 http://www.planet-lab.org
6 http://www.amule.org/
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2) The user uses the key of a file object to retrieve as many users that own this
file object as possible so that he/she can download it from many users.

It is easy to meet requirement 2), while it is hard to satisfy requirement 1)
in DHT systems. The above-mentioned three traditional index structures can
not satisfy the two requirements. Only the synchronous publishing algorithm in
eMule can meet them.

3.2 Asynchronous Publishing

There are two kinds of objects that need to be published: file object and file name
(term) object in P2P file-sharing systems. The owner of a file object is respon-
sible for publishing the file object and its file name object in eMule. We define
synchronous publishing, as the method where these two objects are published
by the same peer. The advantage of synchronous publishing is that both a file
object and its file name object are published by the same logic role. Therefore,
its system architecture is relatively easy to be understood and implemented.
Moreover, synchronous publishing is relatively good in performance, which is
seen from that eMule is widely popular.

However, synchronous publishing does not consider the following problems:

1) Although the same file has different file names applied by different users,
most of important terms are the same. However, these terms are published
repeatedly by different users. Therefore, this method brings too many re-
dundant messages;

2) Some file names have many terms. However, some of these terms are not
relevant, e.g., stop words, which are not necessary to be published. A user
can not publish terms according to the importance of terms because the user
do not know the file names of the same file applied by other users and can
not determine which terms are important to this file;

3) There is no global information for a file object. A peer responsible for a
term object can not determine the relevance between this term and its cor-
responding files.

We comprehensively analyze these three defects and draw a conclusion that
the owner of a file object published the terms of this file and results in short of
useful information when publishing these terms. If the file names of a file object
can be obtained, and the terms of the file object are published, this problem can
be solved. Therefore, we propose an asynchronous publishing algorithm to solve
the before-mentioned issues. The basic idea is that the owner of a file object
publishes this file, and the maintainer of this file integrates all the file names
of this file. The maintainer segments these file names to get the relevant terms,
and publishes these terms in DHT networks. We introduce the details of this
algorithm in the next subsection.

3.3 Specific Algorithms

The basic idea of the asynchronous publishing algorithm is that the owner of a
file only publishes this file itself and the maintainer of this file publishes those
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Algorithm 1. Content Asynchronous Publishing Algorithm

// Publishing File objects

for File ∈ Node1 do1

File Key=Hash(File);2

File Value={Node Addr,File Name};3

Publish(〈File Key,F ile V alue〉);4

// Merging File objects

Node2 receives the published File (File Key ∈ Node2 Keys) object from5

nodes;
/* A file list includes:(a) Node Addrs, which is used to find much

more download links; (b) File Names, which records file names

used by different peers */

Node2 merges the values of File and maintains them;6

// Publishing Term objects

Node2 segments the File Name list of the files maintained by it and get the7

Terms;
for Term ∈ Terms do8

Key=Hash(Term);9

Make File Key and File Name be the value of Term;10

Publish(〈Key, V alue〉);11

// Merging Term objects

Node3 receives the published Term object from nodes in DHT networks;12

Node3 maintains a file object list for each received term object;13

// for all the files in DHT networks

All the nodes repeat the above steps;14

terms in the names of this file. We present the asynchronous publishing algo-
rithm as shown in Algorithm 1, the search and download algorithm as shown in
Algorithm 2.

The asynchronous publishing algorithm’s schematic diagram is shown in
Figure 3. The algorithm integrates all the different file names of the same file,
segments these file names into terms and publishes these terms. This algorithm
can decrease redundant messages to some extent and integrate the file names

Algorithm 2. Content Search and Download Algorithm
Input: Term
// Node1 uses a term to perform a search

Term Key=Hash(Term);// Term Key ∈ Node2 Keys1

// routes to Node2 through DHT

Node2 searches its local information based on Term Key;2

Node2 returns the File object list of Term Key to Node1;3

Node1 selects File1 from the File object list to download;4

Node3=Lookup(File1 Key) by Node1;5

Node3 returns all the nodes including File1;6

Node1 downloads File1 from those nodes;7
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Fig. 3. The Schematic Diagram of Asynchronous Publishing Algorithm

of files to distinguish fake files because users may name them with fake names.
Most of all, this algorithm can integrate the global information of a specific file
in the same peer, it can also integrate the global information of a specific term
in the same peer. We can use this global information to optimize the publishing
algorithm. Although a term is published with full file name of a file in this algo-
rithm, the full file name is much shorter than a document. Therefore, compared
with the full text retrieval in DHT networks, this algorithm will not bring too
much network load.

4 Optimizations for Asynchronous Publishing

Generally, different term in a file name has different importance to the same
file object. Therefore, we can improve the asynchronous publishing algorithm
based on the importance of terms in a file object when publishing these terms.
Important terms are published with high frequency, while those unimportant
terms are published with low frequency or are not even published, which can
dramatically reduce bandwidth consumption and guarantee search performance.
Moreover, the same term has different weights in different files. Thus, we can
utilize some weight schemes to calculate a term’s weight in a file name, which
can rank search results and improve users’ experience. In this section, we present
two optimizations for asynchronous publishing based on weight schemes of vector
space model (VSM) [11], which is widely used in information retrieval.

4.1 Optimization I: Term Frequency

TF*IDF (Term Frequency - Inverse Document Frequency) is a weight rule often
used in information retrieval. A TF*IDF weight is a statistical measure used to
evaluate how important a term is to a document in a corpus. The importance
increases proportionally to the number of times (TF) that a term appears in a
given document but is offset by the document frequency (DF) of the term in the
corpus. In unstructured P2P networks, however, it is impossible for us to calcu-
late the global IDF values since the calculation involves counting the document
frequency of terms. On the contrary, it is easy to calculate the global IDF values
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since the same term is maintained by the same peer in DHT networks. Therefore,
an effectively calculating formula reads as follows: IDFterm = log(N/DFterm),
where N is a maximum unsigned integer.

Each file may have different file names for different users in P2P systems. If
these file names are integrated into a “document”: using the weight of a term
in this document to indicate the importance of this term in this file object.
The key of this approach is to get the TF and IDF values of this term. In
the synchronous publishing method in eMule and the publishing methods in
Section 2.2, the two values can not be achieved simultaneously. However, both
of them can be obtained in the asynchronous publishing method. The concrete
approach reads as follows:

In line 7 of the asynchronous publishing algorithm, when Node2 segments the
File Name list of all the files maintained by it, it can count terms’ frequency
in file names. These terms with their TFs are published. Node3 receives the
published Term object from nodes in DHT networks, inserts it into the local
Term list and counts file (document) frequency (DF) of this term. Node3 returns
this term’s IDF to Node2. Therefore, both Node2 maintaining the file object and
Node3 maintaining the term object have a TF for this term in a given file and
the IDF of this term. These two nodes can utilize the two values to do different
things.

Node3 can use TF*IDF to measure the relevance of each term in a file object
so that search results can be ranked according to this relevance when a user
performs a search for a term. Moreover, if a user wants to search a file, he/she
can use a term considered as the most relevant term to that file. In other words,
the more relevant to a file a term is, the more possible it is utilized to find this
file by a user. In addition, a file has many terms, the weights of some of them
are small and are not used to find this file by a user. Thus, Node2 can decide the
publishing frequency of a term maintained by it according to its TF*IDF. If a
term has a high relevance, it will be published with normal publishing frequency.
If not, it will be published with a lower publishing frequency, which can decrease
network load.

This approach seems to increase a little network load: 1) The length of a mes-
sage is increased because of adding TF values in the phase of publishing terms;
2) Node3 needs to respond with IDF values to Node2, which increases message
numbers. However, both TF and IDF are so short that they are negligible and
an IDF can be inserted into a response message of Node3. Therefore, they have
marginal influence on network load. In addition, network load can be reduced
because publishing frequencies of irrelevant terms are decreased.

4.2 Optimization II: Search Frequency

To some extent, the TFIDF rule can distinguish the importance of each term, but
it can not totally reflect this importance. Therefore, we may better distinguish
the importance of each term if we consider users’ search behaviors. It is easy
to perform this in P2P file-sharing systems. If a user wants to search a file,
he/she uses a keyword, which is considered by him/her to be the most relevant
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term to this file. In other words, a term is published to make users easily find
corresponding files. A term often used by users for retrieval should be important.
Thus, we can use search frequency to measure the relevance between a term and
a file.

In line 5 of Algorithm 2, Node1 may send the used keyword in line 1 to Node3
when performing a lookup to find all the nodes publishing File Key via Node3
for downloading files. Therefore, Node3 can know keywords used by users when
these users download the files maintained by Node3. Node3 can locally save
these keywords’ frequencies for being used to retrieve. This frequency is called
as search frequency (SF). Node3 can utilize search frequency to optimize the
proposed asynchronous publishing approach.

Note that there are no users’ feedbacks at the beginning of file-sharing. Thus,
this approach may be employed with TF*IDF. TF and SF are similar, which are
used to measure the relevance between a term and a file. However, SF is a result
of users’ feedbacks and is much more important than TF. Therefore, the weight
of SF is higher than that of TF when they are both utilized. This approach
only adds a keyword before users find much more files and download them. This
keyword is so short that the increment of network load may be negligible.

5 Experiments

5.1 Data Sets

The data sets come from shared files from 28/10/2007 to 09/11/2007 in a real
P2P system: Maze7. There are 7,565 active users and 30,001,293 files totally.
First of all, we preprocess the shared files, e.g., removing shared files in a system
disk (e.g., C:\), WINDOWS installation directory (e.g., C:\WINDOWS) and
programs installation directory (e.g., C:\Program Files), which are shared by
free riders. Then, we choose 6,144 active users, and the files they shared are
5,543,293. To simulate users’ feedbacks, we utilize the search log in 10/2007 to
extract the data with high search frequency. We extract real users’ queries from
a real log from 28/10/2007 to 09/11/2007 in Maze system to be employed as
queries in our simulations. In addition, We utilize online, offline and enter time
data of active users from logs of Maze system to simulate peer churns of P2P
systems, where time interval Δt is 3˜5 minutes. Kademlia [3] is utilized as our
DHT infrastructure. Table 1 summarizes experimental parameters. Notations in
the experiments are shown in Table 2.

5.2 Experimental Results

Experiment 1: Comparison of Synchronous and Asynchronous Pub-
lishing Algorithms. In this experiment, we compare existing synchronous pub-
lishing algorithm in eMule with the proposed asynchronous one. File objects need
to be published in both algorithms. Therefore, we only concern the publishing
7 A P2P file sharing system with millions of registered users, http://maze.pku.edu.cn
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Table 1. Parameter Setting

Parameter Setting
# of nodes 64,128,. . . ,1024,2048,3072,. . . ,6144
Publishing ratio 0.1,0.2,0.3,0.4,0.5,0.6,0.7,0.8,0.9,1.0
# of queries 18,846
Updating (h) 0.5,1.0,1.5,2.0,2.5,3.0,3.5,4.0,4.5,5.0
# of copies 1,2,3,4,5,6

Table 2. Notations

Symbol Description
Ns Network Size
Pr Publishing Ratio
Ut Index Update Time
Uc Index Update Copies
Nm # of Messages

procedure about file name objects. The procedure is that term objects are pub-
lished as file names are segmented. Synchronous and asynchronous publishing
algorithms are only different in publishing mode. They do not affect final publish-
ing and retrieval results because the same file and term objects are maintained
by the same peer according to DHT’s principle.

Compared with the synchronous publishing approach in eMule, the asyn-
chronous one can reduce more messages as there are increasing peers in DHT
networks, which is shown in Figure 4(a). The reason for this is that the asyn-
chronous publishing approach concerns that the same file has many copies in
P2P file-sharing systems and most of them have the same important keywords.
For the synchronous publishing, these keywords are repeatedly published by
different users so that a lot of redundant messages are produced.

In addition, we also explore changes of messages’ quantity produced by these
two algorithms as the publishing ratio varies with the popular degree of keywords.
The smaller the publishing ratio of keywords is, the bigger the percentage of mes-
sages deceased by the asynchronous approach is, as shown in Figure 4(b). There
is the same reason as explained about Figure 4(a). Moreover, the more popular
keywords are, the more files including these keywords are. Therefore, the asyn-
chronous publishing algorithm produces less messages than the synchronous one.
Compared with the synchronous method, the asynchronous method can decrease
bandwidth consumption, achieve better publishing performance and scalability.

64 128 256 512 1024 2048 3072 4096 5120 6144
0

1

2

3

4

5

6

7

8
x 10

6

the Number of Peers

th
e 

N
um

be
r 

of
 M

es
sa

ge
s

Synchronous
Asynchronous

(a) Performance with Different Ns (Pr=1.0)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0

1

2

3

4

5

6

7

8

x 10
6

the Publishing Ratio

th
e 

N
um

be
r 

of
 M

es
sa

ge
s

Synchronous Asynchronous

(b) Performance with Different Pr (Ns=6144)

Fig. 4. Comparison of Synchronous and Asynchronous Publishing Algorithms



A Novel Content Distribution Mechanism in DHT Networks 753

Experiment 2: Comparison of Asynchronous Publishing and Optimized
Counterparts. This experiment mainly explores three kinds of algorithms:

1) Random: it is the randomly asynchronous publishing algorithm, where the
published keywords are randomly selected in the asynchronous publishing
algorithm;

2) TF*IDF : it is the asynchronous publishing algorithm with optimization I:
Term Frequency, where the published keywords are selected according to the
TFIDF rule;

3) SF*IDF : it is the asynchronous publishing algorithm with optimization II:
Search Frequency, where the published keywords are selected according to
the TFIDF rule with search frequency.

We utilize search hit (successful) ratio and publishing cost to evaluate these
three algorithms. Search hit ratio is a percentage that indicates the proportional
amount of the number of successful queries to the number of all the queries.
Publishing cost (PC) is the bandwidth consumption when publishing file name
objects in the procedure of asynchronous publishing, which is defined by:

PC =
∑
peer

∑
term

(‖term‖+ 16 + 20× PeerNumterm) (1)

where ‖term‖ represents the length of term, a file object is represented by MD5
(16 bytes), each peer’s ID is represented by 160 bits (20 bytes) according to
Kademlia.

For the test data sets, SF*IDF achieves the best performance among the three
algorithms as shown in Figure 5(a) and Figure 5(b). TF*IDF is better than Ran-
dom in search hit ratio, but it increases the publishing cost, which leads to heavier
load in each peer. It is because when a proportion of popular keywords are pub-
lished in DHT networks, their publishing frequencies are higher than those of com-
mon keywords. Based on the TFIDF rank rule, TF*IDF selects keywords from file
names. The published keywords’ records include more peers and files than those
in Random and SF*IDF. SF*IDF is directed by search frequency, so it is better
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than TF*IDF, and is similar to Random in publishing cost. However, SF*IDF is
better than TF*IDF and much better than Random in search hit ratio. From the
results in Figure 6(a) and Figure 6(b), these algorithms based on the rank rule is
much better than Random in search hit ratio as the publishing ratio is smaller.
Moreover, SF*IDF is better than the other algorithms in the overall performance
as the publishing ratio is smaller. The reasons for this are similar to those of Fig-
ure 5(a) and Figure 5(b), where they are not explained in detail.

6 Conclusions and Future Work

In this paper, we firstly analyzed existing publishing algorithms including syn-
chronous publishing method in eMule and points out that their network loads
are too heavy. The proposed method is more effective and scalable with lower
network load than traditional publishing algorithms. We applied two optimiza-
tion techniques to the proposed algorithm, which can effectively improve search
hit ratio and reduce network load. Simulations based on real data from Maze
system show that this approach has low network overhead and publishing cost,
high search and download hit ratio.

Future work includes: Integrating a real P2P system with the proposed ap-
proach in this paper and applying this approach to full text retrieval under DHT
environments, etc. Lunar8 is an ongoing project in our research team, which
aims to provide a general middleware for P2P systems, such as P2P file-sharing
systems, P2P storage systems. There are several problems that need urgent solu-
tions: how to publish contents to decrease bandwidth under DHT environments?
how to design a better retrieval algorithm to rank returned results? how to de-
sign a better index mechanism to improve the availability of systems. Based on
Lunar, a new Maze system: LMaze is developed. Although the proposed ap-
proach in this paper is designed for information retrieval in P2P file-sharing
systems, it is also suitable for full text retrieval under DHT environments, such
as Overcite [12].
8 http://maze.pku.edu.cn/lunar.htm
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Abstract. Building a high performance IP lookup engine remains a
challenge due to increasingly stringent throughput requirements and the
growing size of IP tables. An emerging approach for IP lookup is the
use of set associative memory architecture, which is basically a hardware
implementation of an open addressing hash table with the property that
each row of the hash table can be searched in one memory cycle. While
open addressing hash tables, in general, provide good average-case search
performance, their memory utilization and worst-case performance can
degrade quickly due to bucket overflows. This paper presents a new sim-
ple hash probing scheme called CHAP (Content-based HAsh Probing)
that tackles the hash overflow problem. In CHAP, the probing is based
on the content of the hash table, thus avoiding the classical side effects of
probing. We show through experimenting with real IP tables how CHAP
can effectively deal with the overflow.

Keywords: IP lookup, hardware multiple hashing, content-based
probing.

1 Introduction

High speed routers require wire speed packet forwarding while the sizes of the IP
tables across core routers are increasing at a very high rate [1]. IP address lookup
has been a significant bottleneck for core routers. The advancement of optical
networks made the situation even worse with link rates already beyond 40 Gbps.
Some predict that in the near future,“Terabit” link rates will be available with
affordable prices [2, 3].

IP lookup proceeds as follows: the destination address of every incoming
packet is matched against a large forwarding database (i.e., routing table) to
determine the packet’s next hop on its way to the final destination. An entry in
the forwarding table (called a prefix) is a binary string of a certain length (pre-
fix length), followed by don’t care bits. The adoption of Classless Inter-Domain
Routing resulted in the need for longest prefix match (LPM) [4].

Existing IP forwarding engines are categorized into two main groups: hardware
based and software based. The hardware based schemes are generally constrained
by the size and power consumption of the engine. The software based schemes are

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 756–769, 2009.
c© IFIP International Federation for Information Processing 2009
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mainly constrained by the throughput, measured as the number of lookups per
second. Recently, using hash techniques for IP lookup gained a lot of momentum.
Hash tables come in two flavors: open addressing hash and closed addressing
hash (or chaining). The hash table in closed addressing hash has a fixed height
(number of buckets), and each bucket is an infinite size linked list. During the
lookup process, a specific row index is generated by the hash function and the
row is searched to find the target key. An important design goal in this case is
to minimize the worst-case length of the linked lists and to balance the bucket
population by using Bloom filters-like data structures [5, 6, 7].

In open addressing, the hash table has a fixed height and a fixed bucket width
(number of elements per bucket). Open addressing hash has a simpler table struc-
ture than closed addressing hash and is amenable to hardware implementations.
However, the issues of overflow and overflow handling have to be dealt with.
Normally, the overflow is handled by means of probing [8].

The hardware schemes use special hardware such as Ternary Content Ad-
dressable Memory (TCAM) to increase the lookup throughput. Unfortunately,
the TCAM approach has its own set of limitations: high power consumption,
poor scalability, and low bit density. Moreover, most commodity TCAMs run at
low speed compared to SRAM memory [3]. Hence many researchers proposed
optimizations to the TCAM architecture [9, 10, 11, 12].

In this paper, we assume open addressing hash schemes for which a number
of efficient hardware prototype implementations have been proposed recently
[13, 14]. In these implementations, the hash table is stored in a set associative
memory where each set stores all the elements in a bucket and the buckets are
indexed through the hash function. Our goal is to fit an entire IP lookup table in
a single fixed size hash table with no/acceptable overflow and with good space
utilization. In addition, we want to keep both insertion/deletion into/from the
table simple and straightforward. This paper makes the following contributions
to the area of open addressing hash in general:
– The introduction of the new concept of content-based hash probing which

more effectively tackles the overflow than other existing probing techniques.
– The application of content-based probing to multiple hash function schemes.
– The use of content-based probing and multiple hashing, together, to imple-

ment an efficient hardware-based IP lookup engine.
The rest of the paper is organized as follows. In Section 2 we briefly summarize

the state-of-the-art hardware-based hash techniques. In Section 3 we describe
CHAP, our main scheme. Section 4 discusses the setup procedure of CHAP and
how search is done. We will then discuss the incremental updates in Section 5.
Section 6 shows experimental results. Finally, we give conclusions and future
work in Section 7.

2 Background

2.1 Open Addressing Hash
Searchable data items, or records, contain two fields: key and data. Given a
search key, k, the goal of searching is to find a record associated with k in
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the database. Hash achieves fast searching by providing a simple arithmetic
function h(·) (hash function) on k so that the location of the associated record
is directly determined. The memory containing the database can be viewed as a
two-dimensional memory array of N rows with L records per row.

It is possible that two distinct keys ki �= kj hash to the same value: h(ki) =
h(kj). Such an occurrence is called collision. When there are too many (≥ L)
colliding records, some of those records must be placed elsewhere in the table by
finding, or probing, an empty space in a bucket. For example, in linear probing,
the probing sequence used to insert an element into a hash table is given as
follows:

h(k), h(k) + β0, h(k) + β1, · · · , h(k) + βm−1 (1)

where each βi is a constant, and m is the maximum number of probes. Linear
probing is simple, but often suffers from primary key clustering [8].

Instead of probing, one can apply a second hash function to find an empty
bucket, which is known as double hashing [8]. In general, the use of H ≥ 2 hash
functions is shown to be better in eliminating hash overflow than probing [15].
In this case (which we will refer to as multiple hashing in the rest of this paper)
the probing sequence of inserting a key into the hash table is given as follows:

h0(k), h1(k), · · · , hH−1(k) (2)

where H is the maximum number of hash functions. Most work that is done in
the multiple hashing domain is for closed addressing hash as in [15, 16].

Given a database of M records and an N -bucket hash table, the average
number of hash table accesses to find a record is heavily affected by the choice
of h(·), L (the number of slots per bucket), and α, or the load factor, defined as
M/(N × L). With a smaller α, the average number of hash table accesses can
be made smaller, however at the expense of more unused memory space.

2.2 Set Associative Memory Architecture Overview

We will use the CA-RAM (Content Addressable-Random Access Memory) as
a representative of a number of set associative memory architectures proposed
for IP lookup [13, 14]. A CA-RAM takes as an input a search key and outputs

RAM
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IG

An element is mapped 
to this row

Matching Processors

Parallel Matching

Result

…

…

One entry

Prefix Len Port
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Fig. 1. The basic CA-RAM Architecture
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the result of a lookup. Its main components are: an index generator, a memory
array (SRAM or DRAM), and match processors, as shown in Figure 1.

Given a key, the index generator uses a hash function to create an index which
is used to access a row of the memory array. All the keys stored in that row are
fetched simultaneously and the match processors compare the row of keys with the
search key in parallel, resulting in constant-time matching. Note that the format
of each memory row is flexible and the matching processors are programmable.

3 Content-Based Hash Probing

As we mentioned in the last section, a CA-RAM row stores the elements of a
bucket and is accessed in one memory cycle. Because the architecture is very
flexible, we may keep some bits at the end of each row for auxiliary data;
this allows for more efficient probing schemes with multiple hash functions.
In this section we first present the basic content-based hash probing scheme,
CHAP(1,m), which is a natural evolution of the linear probing scheme de-
scribed by Equation (1). We then extend this scheme to H hash functions, which
we call CHAP(H,m).

In open addressing hash, some rows may incur overflow while others have
space. While linear probing uses predetermined offsets to solve that problem as
specified by Equation (1), CHAP uses the same probing sequence, but with the
constants β0, β1, · · · , βm determined dynamically for each value of h(k), depend-
ing on the distribution of the data stored in a particular hash table. Specifically,
the probing sequence to insert a key “k” is:

h(k), β0[h(k)], β1[h(k)], · · · , βm−1[h(k)] (3)

This means that for each row we associate a group of m pointers to be used if
overflow occurs to point to other rows that have empty spaces. We call those
pointers “probing pointers” and the overall scheme is called CHAP(1,m) since
it has only one hash function and m probing pointers per row.

Figure 2 shows the basic idea of CHAP when m = 2. In order to match the
overflow excess keys to specific rows, we need to collect all the overflow elements
across all the rows. We achieve this by counting the excess elements per row and
finding for each row i two rows in which these overflow elements can fit. These
two rows indices’ are recorded in β0[i] and β1[i].
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Assume that we are searching for a key k. If the hash function points to row
i = h(k) and it turns out that the input key k is not in this row, we check to see
if the probing pointers at row i are defined or not. If defined, this means that
there are other elements that belong to row i but reside in either row β0[i] or in
row β1[i] and might contain k. Consequently, rows β0[i] and β1[i] are accessed
in subsequent memory cycles to find the matching key.

The content-based probing can also be applied to the multiple hashing scheme.
Specifically, we refer to CHAP with H hash functions and m probing pointers by
CHAP(H,m). For example, in CHAP(H,H) we have H hash functions and
m = H probing pointers. In this case, the probing sequence for inserting a key,
k, can be defined by:

h0(k), h1(k), · · · , hH−1(k), β0[h0(k)], β1[h1(k)], · · · , βm−1[hH−1(k)] (4)

In essence, we dedicate to each hash function a pointer per row. An example is
shown in Figure 3 for a two hash functions CHAP scheme where a key is mapped
to two different buckets. In the example, this key will have four different buckets
to which it can be allocated: h0(k), h1(k), β0[h0(k)] and β1[h1(k)] in the given
order, where βi[hi(·)] is the probing pointer of hash function hi(·).

There are different ways to organize CHAP(H,m) when m �= H depending
on whether or not the probing pointers are shared among the hash functions in
a given row. In the example described above for CHAP(H,H), we assume that
one probing pointer is associated with each hash function. Another organization
is to share probing pointers among hash functions. Yet a third organization
is to assign multiple pointers for each hash function, which is the only possible
organization for CHAP(1,m), when m > 1. In the rest of this paper, we will limit
our discussion to CHAP(1,m) and CHAP(H,H) with one pointer for each hash
function and with the row order given by Equation (3). We defer the investigation
of the other organization to future work.

4 The CHAP(H,H) Scheme

In this section we describe how to establish an IP lookup engine using
CHAP(H,H). We present the setup algorithm that sets the probing pointers and
maps actual IP prefixes into the CHAP hash table. With minor modifications,
this algorithm can apply to the case of CHAP(1,m).

Before we describe the CHAP setup algorithm, we note that on average 98%
of IP prefixes are 16 bits or longer [1]. In this work, we will use only the most
significant 16 bits in our hash functions. Prefixes shorter than 16 bits (short
prefixes) are not included in the hash table. A separate small TCAM can be
used to store those prefixes. This small TCAM is to be searched in parallel with
the main hash table on every lookup, which is a common practice [12, 17].

4.1 The Setup Algorithm

Algorithm 1 lays out the setup phase of CHAP. In that algorithm, j = 0, · · · , M−1
is used to index the prefixes,whereM is the total number of prefixes in an IP routing
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Algorithm 1. CHAP(H,H) Setup Algorithm
1: Sort the IP prefixes from long to short and initialize the arrays HC[N ] & OC[N ][H] to zeros
2: table overflow = 0
3: for(j = 0; j < M ; j + +)
4: finished = false
5: for(i = 0; i < H; i + +)
6: ri = hi(kj)
7: for (i = 0; i < H AND finished == false; i + +)
8: if(HC[ri] < L), then
9: HC[ri] + +

10: finished = true
11: for (i = 0; i < H AND finished == false; i + +)
12: if(OC[ri][i] < λ), then
13: OC[ri][i] + +
14: finished = true

15: if(finished == false), then table overflow++

table. The goal is to map this table into a hash table with 2R = N rows, where R
is the number of bits used to index the hash table. We use i as an index for hash
functions and H as the maximum number of hash functions. An array of counters,
HC[row index], is used to count the number of elements that will be mapped to
each row of the hash table. We define a two dimensional array of counters OC[row
index][hash function index] to count the overflow elements for each hash function
per row. The maximum value of a single counter in this array is equal to λ, where
λ ≤ L, and L is the number of prefixes per row. This bound comes from the fact
that a hole, or an empty space in any row of the hash table, can never exceed L.

CHAP setup phase determines if the configuration parameters of the hash table
is valid or not. In otherwords,will the parametersL,H ,λ andN result in amapping
of the M prefixes into a single hash table without/with acceptable overflow?

Algorithm 1 calculates the number of prefixes to be assigned to each row.
By “assigned” we mean not only the prefixes that are hashed to this row, but
also the overflow prefixes that are supposed to be in this row but will reside in
other rows that are pointed to by this row’s probing pointers. It starts by sorting
prefixes from long to short, then initializing the two arrays HC, OC and the
table overflow counter to zeros (lines 1–2). The set of hash values {r0, · · · rH−1}
for each prefix is calculated (lines 5–6). Then, the algorithm updates the counter
HC by using the H hash values of each prefix. If there is a spot for the current
prefix in HC then the algorithm will move on to the next prefix (lines 8–10). If
not, it will increment the OC counter (lines 11–14).

When Algorithm 1 exits, table overflow contains the number of prefixes that
could not fit in either HC or OC. If that number is not acceptable, then the
algorithm can be repeated with more hash functions. That is with H = H + 1.
If a separate TCAM is used to store the short prefixes as described earlier, then
this same TCAM can be used to store the overflow prefixes. Hence the acceptable
overflow in Algorithm 1 will depend on the capacity of the added TCAM.

4.2 The Mapping of IP Prefixes in CHAP

The last step in CHAP is to allocate the elements into the hash table using the
probing pointers. Before moving to the actual mapping of the prefixes, however,



762 M. Hanna et al.

we need to assign values to the probing pointer’s array. This is done by running
the best fit algorithm [18] to set the values of the probing pointer. The algorithm
starts by finding the largest counter value from the OC array, say OC[t][i], and
the smallest counter value from HC, say HC[J ], (we call this a hole). Then the
ith probing pointer of row t is assigned the value of J , the row having the largest
hole provided that the hole size is larger than the largest counter.

Clearly, the best fit algorithm may not find a hole for each overflow counter,
which means that some keys will not be able to fit in the hash table. The number
of these keys are added to table overflow, and again, if the resulting overflow is
not acceptable, then Algorithm 1 has to be re-executed with a larger value of H .
After setting the probing pointers, the prefixes are mapped to the hash table.

4.3 Search in CHAP

As discussed in Section 2.2, hardware implementation of hash tables reads a full
row (bucket) of the table into a buffer and uses a set of comparators to determine,
in parallel, the longest prefix match among the elements in that bucket. Hence,
a metric that will be used to measure the efficiency of the search in CHAP is the
Average Successful Search Time, ASST, the average number of rows accessed
for successful search.

The CHAP search algorithm itself is straightforward. Given a key kx as
an input IP address, we calculate the row address h0(kx) and then match
the prefix against all the elements in this row (in parallel). If we find a hit
at that row, we stop searching. If not, we try the next hash functions (i.e.,
h1(kx), · · · , hH−1(kx)). After we are done with all the H hash functions we
start looking at the probing pointers. First the probing pointer β0[h0(kx)], then
β1[h1(kx)], · · · , βH−1[hH−1(kx)]. In other words, the order of accessing the point-
ers used in searching is the same order used in inserting the prefixes. This con-
straint has to be satisfied to guarantee the LPM feature in searching. Specifically,
if we do not use the insertion order when searching, we might search in a row that
contains shorter prefixes than the longest prefix that should match the address
kx. This order is maintained through the dedication of one probing pointer per
hash function. Without this dedication, we cannot preserve LPM as the probing
pointers will be shared between multiple hash functions.

5 The Incremental Updates

An important issue in the IP forwarding engine is the incremental updates of
the prefix database. The number of prefixes included in a routing table grows
with time [1,2]. The updates consist of two basic operations, Insert/Update and
Delete a prefix. In CHAP the delete operation is straightforward. For any prefix
deletion operation we find the prefix first, then we delete it and decrement the
row counter RC, where a counter RC[i] is associated with each row i to record
the number of prefixes stored in that row. This counter will be used during the
insert/update operation to keep track of full rows.
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Algorithm 2. CHAP Insert Update Algorithm
1: subroutine CHAP Insert Update (prefix kn)
2: for(i = 0; i < H; i + +)
3: T [i] = hi(kn)
4: T [i + H] = βi[hi(kn)]
5: By searching the rows T [0], · · ·T [2 × H − 1], find:
6: kl = longest prefix that matches kn and rl = row that contains kl

7: ks = shortest prefix that matches kn and rs = row that contains ks

8: if(kl is not defined AND ks is not defined ), then
9: return(Insert in Rows(kn, T [0], T [2×H − 1]) /* if no matching: insert kn in any row */

10: else if ((|kn| == |kl|) OR (|kn| == |ks|)), then
11: Replace kl or ks with kn /* an update operation */
12: return (true)
13: else if (|kn| > |kl|), then return (Insert in Rows(kn, T [0], rl))
14: else if(|kn| < |ks|), then return(Insert in Rows(kn, rs, T [2 × H − 1]))
15: else, return(Insert in Rows(kn, rl, rs))
16:
17: subroutine Insert in Rows (prefix kx, row ra, row rb)
18: for(i = ra; i <= rb; i + +)
19: if(RC[i] < L), then
20: insert kx in row i and RC[i] + +
21: return (true)

22: return (false)

The basic idea of the insert/update operation, which is detailed in Algorithm
2, is to find the appropriate row r that the new prefix should fit in, taking into
account the LPM feature. In other words, we need to find where the new prefix
should be stored according to its length to achieve LPM. If it is found that the
prefix already exists in the CHAP table, the existing entry will be updated.

Algorithm 2 consists of two “Boolean” subroutines,CHAP Insert Updtae()
and Insert in Rows(). The second subroutine is where the actual insertion is
made, as it take a prefix kx and tries to insert it in a series of rows starting from row
ra all the way to rb. The first subroutine, CHAP Insert Updtae(), will determine
the appropriate rows to insert the new prefix, kn.

In the first routine a single dimension array T [·] of size (2×H) is used to store
the computed values of the hash functions of kn and the corresponding probing
pointers (lines 2–4). For each row in T [i] we match kn against all the prefixes in
this row and extract both the longest prefix, kl, and the shortest prefix, ks, that
match kn (lines 5–7). We record the rows rl and rs, that include kl and ks, if a
matching is found.

Depending on the length of kn relative to the length of both kl and ks, we
will try to insert kn in one of the 2×H rows. This is done through an if − else
construct (lines 8–15). The first case is when neither kl nor ks are defined (i.e.,
no matching), thus we can insert kn into any row (lines 8–9). The second case,
which is route update [1], is when kn is equal either kl or ks. In this case we
replace either kl or ks with the new prefix kn (lines 10–12). The third case is if
the length |kn| of kn is larger than |kl|, the length of kl. We will try to insert
kn into one of the buckets T [0], · · · , rl if they have a space (line 13). In the next
case we check to see if |kn| < |ks| and if it is true, then we try to insert kn in a
row among rs, · · · , T [2×H−1] (line 14). The final case is when |ks| < |kn| < |kl|
and in this case we will call Insert in Rows() to try to put kn in any row between
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rl and rs (line 15). In any case, the subroutines terminate successfully if we were
able to insert kn.

6 Evaluation

We used C++ to build our own simulation environment. This environment allows
us to choose and arrange different types of hash functions. The BGP (Border
Gateway Protocol) routing tables of Internet core routers were obtained from
the routing information service project [19]. The statistics for the routing tables
used are listed later in Table 9. When measuring the average lookup time, we
used synthetic traces (uniform distribution) generated from these tables.

The hash functions used in our experiments are from three different hashing
families: bit-selecting, CRC-based, and H3 [20] hashing families. Those families
have the advantage of being simple and fast enough to be easily realized in
hardware.

For a given hardware implementation, the number of rows, N , and the number
of entries per row, L, are fixed and the performance of the CHAP scheme depends
on two important parameters, namely the maximum overflow value of the OC
counters, λ, and the number of hash functions used, H , which is also the number
of probing pointers per row in CHAP(H,H). Intuitively, if λ is small, then the
setup algorithm (Algorithm 1) may not be able to eliminate the overflow. On the
other hand, if λ is large, then Algorithm 1 may terminate with every OC having
smaller value than λ, but the best fit algorithm may not find holes that are large
enough in the table to accommodate the values of the OC, thus increasing the
overall overflow of the hash table.

In addition to H and λ, the performance of CHAP depends on the load factor
α. Clearly, α depends on the size of the actual IP routing table and the size of
the physical memory used to store the hash table. For a given α, the hashing
overflow depends on the aspect ratio of the memory N/L. In what follows, we
will define a “configuration” by specifying both N and L.

6.1 The Advantages of Content-Based Hash Probing

In order to show the advantage of content-based probing over linear probing, we
compare the overflow generated by both CHAP(1,m) and linear probing (that
has the same number of probing steps) when mapping routing tables to hash
tables with specific configurations (that is with specific L and N). We will use the
table “rrc07-AS21202” obtained from [19] and use two different configurations
C1: L = 200, N = 1024 and C2: L = 100, N = 2048. We tried many different
configurations and they all led to results similar to those shown in Figure 4. In
addition, these two configurations have a high average load factor α = 91.27%
for the “rrc07-AS21202” table, which articulates the strength of CHAP.

Figure 4 shows that for the same number of probing steps, overflow in
CHAP(1,m) is less than that in linear probing. In fact, CHAP achieves 71.61%
more overflow reduction than linear probing on average. Moreover, we can see
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Fig. 4. Overflow of CHAP(1, m) vs. linear probing for table rrc07-AS13645

that the longer the probing sequence, the more effective is CHAP in eliminat-
ing overflow compared to linear probing. The main reason behind this is that
CHAP is addressing the overflow reduction directly by choosing empty (or par-
tially empty) buckets to reallocate the overflow elements. This is in contrast to
linear probing which blindly tries to put the overflow elements in the nearest
available bucket which may not be found within m probes.

6.2 Sensitivity Analysis of CHAP (H,H)

In this section we study the effect of varying λ or the maximum value of the
overflow counter, OC, in the CHAP setup algorithm (Section 4.1). We report
the results for table “rrc07-AS13645” since all other tables have similar results.
We will also show the results for slight variations of the configurations C1 and
C2. In both case we use H = 3.

Figure 5 shows the values of overflow versus λ for the reported configurations.
For the Figure 5(a), we set N = 1024 rows and L = 180, 200, 220 and 240 entry
per row, which results in α = 96.03%, 91.27%, 82.98% and 76.10% respectively.
As for Figure 5(b), we set N = 2048 rows and L = 90, 100, 110 and 120 entry
per row which will result in the same loading factors. Note that λ ∈ [0, L].

From the figures we can see that the overflow starts at some non zero value and
then decreases in the range 0 < λ < L

2 . At λ = L
2 the overflowbecomes almost zero

in Figure 5(b) while it is actually zero in Figure 5(a). The low overflow determined
at λ = L

2 means that the average hole size in the hash table is equal to L
2 . For

larger values of λ, the maximum hole size becomes smaller than λ and thus we
are unable to insert all the elements that were counted by OC into the hash table.
This increases the overflow. In the following section we will use λ = L
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Fig. 6. Average overflow of 4 bucket widths for MH(H) and CHAP(H,H)

6.3 CHAP(H,H) Versus Multiple Hashing(H)

In this section we compare the CHAP(H,H) scheme against the regular multi-
ple hash function scheme (which we call MH(H)) [15], where H is the number
of hash functions used. We compare the two schemes in terms of the ASST (Av-
erage Successful Search Time) and the overflow. Again, we use the routing table
rrc07-AS13645.

In Figure 6 we show the average values of overflow for different number of
hash functions (between 1 and 4) and for four different bucket sizes. To keep α
constant at 91.27%, we set N = 512, 1024, 2048 and 4096 where L = 400, 200, 100
and 50. It’s obvious from this figure that CHAP(H,H) has much less overflow
than multiple hashing for the same number of hash functions.

The results shown in Figure 7 indicates that the average ASST over the four
bucket sizes for MH(H) is 1.7, while it’s 2.24 for CHAP(H,H). Although the
difference between the two schemes seems large, we have to take into considera-
tion that at H = 3 the overflow of CHAP is already zero for the bucket sizes of
L = 400, 200 and is less than 2% when L = 100, 50. Thus adding more hash func-
tions in this case makes the average memory access time worse. If we recalculate
the average ASST over the four bucket sizes for CHAP (without taking H = 4
into account) we find it to be 1.87 which is only 10% higher than MH. What
looks like the classical tradeoff between the overflow and the average memory ac-
cess time can be seen in Figures 6 and 7. However, a better understanding of the
tradeoff that CHAP and MH present can be obtained by comparing CHAP(H,H)
with MH(2H) since both has 2×H as the maximum number of table accesses.
For example at H = 2 with a bucket size L = 200, the overflow for CHAP(2,2)
is 1.01% with an average access time of 2.2 memory cycles, while for the MH(4)
is 10.12% with an average access time of 2.1 memory cycles.
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No# Avg. Avg. A.short
Tables size α prefixs

rrc04 3 185 93 0.77
rrc05 4 179 89.5 0.76
rrc07 3 133 66.5 0.96
rrc11 4 198 99 0.78

Fig. 9. The Statistics of the IP
lookup tables used in Figure 10

In order to show that CHAP can achieve both lower overflow and average ac-
cess time than MH, we plot in Figure 8 the average access time versus the overflow
of both schemes for two load factors (98.14% and 84.51%) for L = 200 ± 25 ele-
ments and N = 1024 rows. We used the same table as before and we monitored
the variation of ASST and the overflow for the same load factor α. We varied the
number of hash functions from 1 to 10. Each curve on the graph corresponds to 10
values of H (H = 1, · · · , 10), where the left most point corresponds to H = 1 and
the rightmost point corresponds to H = 10. CHAP(3,3) has zero overflow, thus
we do not need to use more than three hash functions. Figure 8 shows that for the
region of interest (low overflow), for any H > 1, the CHAP(H,H) curve has both
smaller ASST and overflow than the MH(H) curve. In other words, CHAP(H,H),
for H > 1, is more efficient (smaller ASST and fewer overflows) than the MH(H)
under the same system configurations and under the same load factor.

In a different experiment we compare CHAP(3,3) with MH(6). For this ex-
periment we map each of the 14 IP tables of [19] into a fixed hash table of 200 K
entries. A summary of the properties of the 14 tables is given in Table 9, where
the third column in this table indicates the average load factor (percentage)
when the IP tables are mapped to a 200 K entries. All the 14 tables are from
the date January 19th, 2007. The last column in the table indicates the average
percentage of short prefixes in each IP routing tables group. We have indicated
that these short prefixes are excluded from the main CHAP hash table and in-
serted in a separate TCAM table. We repeated the experiment for 4 different
configurations, namely (L = 400, N = 512), (L = 200, N = 1024), (L = 100,
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N = 2048) and (L = 50, N = 4096), and we measured the average overflow and
ASST for the 14 tables (Figure 10).

As we can see, CHAP(H,H) is better than MH(2H) in all cases in terms of
both the ASST and the overflow. However there is only one case, L = 100
and N = 2048, where CHAP(H,H) has a slightly higher ASST (2.52 cycles)
than the MH(2H) (2.51 cycles). However, for this configuration, MH(2H) has
its worst-case overflow (12.3 %), while CHAP(H,H) incurs only 1.98% overflow.
This means that CHAP(H,H) table contains around 20 K entries more than
MH(2H) table at this configuration.

7 Conclusions and Future Work

In this paper we have described and studied CHAP, a new hash-based IP lookup
scheme that eliminates the overflow problem by utilizing content-based probing
and multiple hash functions. We showed that CHAP is very effective in eliminat-
ing the overflow, and at the same time, achieves a low average memory access
time. We also illustrated that CHAP can be realized in hardware by taking
advantage of state-of-the-art search memory architectures.

Unlike other hash-based schemes, the CHAP scheme does not require complex
preprocessing of the IP tables. Simply sorting the prefixes from long to short
while setting up is the only preprocessing required. CHAP uses simple functions
that can be easily realized in hardware. Moreover, CHAP has simple setup and
incremental update algorithms. Simulation results show that content-based hash
probing is superior compared to linear probing in terms of overflow elimination.
CHAP achieves 71.61% more overflow reduction than linear probing on average.
The results also show that CHAP achieves lower average memory access time
than the multiple hash function scheme while also reducing the overflow.

In this paper we did not study the general CHAP(H,m) scheme when m �= H
and we intend to study this further in the future. Future work also includes the
possibility of using CHAP in other IP protocol processing tasks (e.g., packet
filtering and inspection).
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Abstract. This paper is focused on the content-based publish/subscribe
service and our problem is to devise an efficient mechanism that enables
this service in any given P2P network of cooperative nodes. Most tech-
niques require some overlay structuralization added on top of the net-
work. We propose a solution called PUB-2-SUB which works with any
unstructured network topology. In addition, multiple independent pub-
lish/subscribe applications can run simultaneously on a single instance
of PUB-2-SUB. We show that this mechanism is efficient in terms of
both costs and time. Our theoretical findings are complemented by a
simulation-based evaluation.

Keywords: P2P, publish/subscribe, prefix tree, search.

1 Introduction

Unlike traditional search, a query in the publish/subscribe model is submitted
and stored in advance, for which the results may not yet exist but the query
subscriber expects to be notified when they later become available. This model
is thus suitable for search applications where queries await future information,
as opposed to traditional applications where the information to be searched
must pre-exist. Focusing on the publish/subscribe model, our goal is to devise
a mechanism that can be integrated into a given P2P network to enable appli-
cations of this model. In particular, we are interested in distributed networks
where the participating nodes are cooperative, reliable, and rather static. In
these networks, such as grid computing networks and institutional communi-
cation networks, P2P can be adopted as an effective way to share resources,
minimize server costs, and promote boundary-crossing collaborations [1, 2, 3, 4].
A publish/subscribe functionality should be useful to these networks.

To enable publish/subscribe applications, a simple way is to broadcast a query
to all the nodes in the network or to employ a centralized index of all the
queries subscribed and information published [5,6,7]. This mechanism is neither
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efficient nor scalable if applied to a large-scale network. Consequently, a number
of distributed publish/subscribe mechanisms have been proposed. They follow
two main approaches: structuralization-based or gossip-based. The first approach
[8,9,10,11,12,13] requires the nodes to be organized into some overlay structure
(e.g., DHTs [14, 15, 16, 17] and Skip Lists [18]) and develops publish/subscribe
methods on top of it. The other approach [19,20,21] is for unstructured networks,
in which the subscriber nodes and publisher nodes find each other via exchanges
of information using the existing peer links, typically based on some form of
randomization.

The structuralization-based approach is favored for its efficiency over the the
gossip-based approach, but when applied to a given network, the former intro-
duces an additional overhead to construct and maintain the required overlay
structure. There may also be practical cases where the new links, that are part
of the new structure, are not allowed due to the policy or technicality restrictions
of the given network. On the other hand, although the gossip-based approach
does not require an additional structuralization, due to the nature of gossiping,
a query or a publication of new information must populate a sufficiently large
portion of the network to be able to find each other at some rendezvous node
with a high probability. The costs can be expensive as a result, including the
communication cost to disseminate the query or publish the new information,
the storage cost to replicate the query in the network, and the computation cost
to evaluate the query matching condition.

We propose a publish/subscribe mechanism called PUB-2-SUB which, like the
gossip-based approach, does not change the connectivity of the given network,
but is aimed at a much better performance. PUB-2-SUB allows any number of
independent publish/subscribe applications to run simultaneously. It is based
on two key design components: the virtualization component and the indexing
component. The virtualization component assigns to each node a unique binary
string called a virtual address so that the virtual addresses of all the nodes
form a prefix tree. Based on this tree, each node is assigned a unique zone
partitioned from the universe of binary strings. The indexing component hashes
queries and publications to binary strings and, based on their overlapping with
the node zones, chooses subscription and notification paths appropriately and
deterministically.

Because PUB-2-SUB is based on directed routing, it has the potential to
be more efficient than the gossip-based approach. Our evaluation study shows
that PUB-2-SUB results in lower storage and communication costs than Bub-
bleStorm [19] – a recent gossip-based search technique. In terms of computation
cost, PUB-2-SUB requires only a node to evaluate its local queries to find those
matching a given information publication. The proposed technique also incurs
small notification delay and is robust under network failures.

The remainder of the paper is organized as follows. We introduce the concept
of PUB-2-SUB in more detail in Section 2, followed by a discussion on the
evaluation results in Section 3. The paper is concluded in Section 4 with pointers
to our future work.
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∅

Fig. 1. Virtual address instance inititated by node 1 (the VAs of all the nodes form
a prefix tree): solid-bold path represents the subscription path of query [‘0110001’,
‘0110101’]; dashed-bold path represents the notification path of event <‘0110010’>

2 PUB-2-SUB: The Proposed Solution

Consider a cooperative P2P network {S1, S2, ..., Sn} that is constructed and
maintained according to its built-in underlying protocols. The nodes should re-
main functional as much as possible although there may be failures that cannot
be avoided, and whenever a new node joins or a failure occurs we assume that
this network can re-organize itself. We are required not to modify the existing
connectivity of the network; all communication must be via the provided links.
PUB-2-SUB is based on two key design components, the virtualization compo-
nent and the indexing component, which are described below.

2.1 Virtualization

A virtualization procedure can be initiated by any node to result in a “virtual
address instance” (VA-instance), where each node is assigned a virtual address
(VA) being a binary string chosen from {0, 1}∗. Suppose that the initiating
node is S∗. In the corresponding VA-instance, denoted by INSTANCE(S∗), we
denote the VA of each node Si by V A(Si : S∗). To start the virtualization, node
S∗ assigns itself V A(S∗ : S∗) = ∅ and sends a message inviting its neighbor
nodes to join INSTANCE(S∗). A neighbor Si ignores this invitation if already
part of the instance. Else, by joining, Si is called a “child” of S∗ and receives
from S∗ a VA that is the shortest string of the form V A(S∗ : S∗) + ‘0∗1’
unused by any other child node of S∗. Once assigned a VA, node Si forwards
the invitation to its neighbor nodes and the same VA assignment procedure
repeats. In generalization, the rule to compute the VA for a node Sj that accepts
an invitation from node Si is: V A(Sj : S∗) is the shortest string of the form
V A(Si : S∗) + ‘0∗1’ unused by any current child node of Si.

Eventually, every node is assigned a VA and the VAs altogether form a prefix-
tree rooted at node S∗. We call this tree a VA-tree and denote it by TREE(S∗).
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For example, Figure 1 shows the VA-tree with VAs assigned to the nodes as a
result of the virtualization procedure initiated by node 1. It is noted that the
links of this spanning tree already exist in the original network (we do not create
any new links). In this figure, the nodes’ labels (1, 2, ..., 24) represent the order
they join the VA-tree. Each time a node joins, its VA is assigned by its parent
according to the VA assignment rule above. Thus, node 2 is the first child of
node 1 and given V A(2 : 1) = V A(1 : 1) + ‘1’ = ‘1’, node 3 is the next child
and given V A(3 : 1) = V A(1 : 1) + ‘01’ = ‘01’, and node 4 last and given
V A(4 : 1) = V A(1 : 1) + ‘001’ = ‘001’. Other nodes’ VAs are assigned similarly.
For example, consider node 18 which is the third child of node 8 (VA ‘011’). The
VA of node 18 is the shortest binary string that is unused by any other child
node of node 8 and of the form V A(8 : 1) + ‘0∗1’. Because the other children 16
and 17 already occupy ‘0111’ and ‘01101’, node 18’s VA is ‘011001’.

A VA-tree resembles the shortest-delay spanning tree rooted at the initiating
node; i.e., the path from the root to a node should be the quickest path among
those paths connecting them. It can be built quickly because only a single broad-
cast of the VA invitation is needed to assign VAs to all the nodes. To help with
indexing, in INSTANCE(S∗), each node Si is associated with a unique “zone”,
denoted by ZONE(Si : S∗), consisting of all the binary strings str such that:
(i) V A(Si : S∗) is a prefix of str, and (ii) no child of Si has VA a prefix of str.
In other words, among all the nodes in the network, node Si is the one whose
VA is the maximal prefix of str. We call Si the “designated node” of str and use
NODE(str : S∗) to denote this node. For example, using the virtual instance
TREE(1) in Figure 1, the zone of node 11 (VA ‘00101’) is the set of binary
strings ‘00101’, ‘001010’, and all the strings of the form ‘0010100...’, for which
node 11 is the designated node. The following properties can be proved, which
are important to designing our indexing component:

1. ZONE(Si : S∗) ∩ ZONE(Sj : S∗) �= ∅, for every i �= j
2.

⋃n
i=1 ZONE(Si : S∗) = {0, 1}∗

3.
⋃
{ZONE(S′ : S∗) | S′ is Si or a descendant of Si} = {str ∈ {0, 1}∗

| V A(Si : S∗) is a prefix of str}, for every i

2.2 Indexing

For each publish/subscribe application under deployment, the information of
interest is assumed to have a fixed number of attributes called the dimension
of this application. PUB-2-SUB supports any dimension and allows multiple
applications to run on the network simultaneously, whose dimension can be
different from one another’s. We use the term “event” to refer to some new
information that a node wants to publish. The queries of interest are those that
specify a lower-bound and an upper-bound on each event attribute. For ease of
presentation, we assume that events are unidimensional. The idea can easily be
extended for the case of multidimensionality (see our extended work [22]).

Without loss of generality, we represent an event x as a k-bit binary string
(the parameter k should be chosen to be larger than the longest VA length in
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the network). A query Q is represented as an interval Q = [ql, qh], where ql,
qh ∈ {0, 1}k, subscribing to all events x belonging to this interval (events are
“ordered” lexicographically). As an example, if k = 3, the events matching a
query [‘001’, ‘101’] are {‘001’, ‘010’, ‘011’,‘100’, ‘101’}.

Supposing that every node has been assigned a VA as a result of a virtualiza-
tion procedure initiated by a node S∗, we propose that

Query subscription: Each query Q is stored at every node Si such that the
zone of this node ZONE(Si : S∗) intersects with Q.

Event notification: Each event x is sent to NODE(x : S∗) – the designated
node of string x. It is guaranteed that if x satisfies Q then Q can always be
found at node NODE(x : S∗) (because this node’s zone must intersect Q).

Figure 1 shows an example with k = 7. Suppose that node 12 wants to sub-
scribe a query Q = [‘0110001’, ‘0110101’], thus looking to be notified upon any
of the following events {‘0110001’, ‘0110010’, ‘0110011’, ‘0110100’, ‘0110101’}.
Therefore, this query will be stored at nodes {8, 17, 18}, whose zone intersects
with Q. For example, node 8’s zone intersects Q because they both contain
‘0110001’. The path to disseminate this query is 12 → 5 → 2 → 1 → 3 → 8 →
{17, 18} (represented by the solid arrow lines in Figure 1). Now, suppose that
node 22 wants to publish an event x = <‘0110010’>. Firstly, this event will be
routed upstream to node 8 – the first node that is a prefix with ‘0110010’ (path
22 → 16 → 8). Afterwards, it is routed downstream to the designated node
NODE(‘0110010’:1), which is node 18 (path 8→ 18). Node 18 searches its local
queries to find the matching queries. Because query Q = [‘01011111’, ‘01100011’]
is stored at node 18, this query will also be found.

The storage and communication costs for a query’s subscription depend on
its range; the wider the range, the larger costs. For an event, the communication
cost measured as the number of hops traveled to publish an event is O(h) where
h is the tree height (h = O(

√
n) in most cases). The delay to notify a matching

subscriber is the time to travel this path; hence, also O(h). The computation cost
should be small because only one node – the designated node NODE(x : S∗) –
needs to search its stored queries to find those matching x. Our evaluation study
in Section 3 indeed finds these costs reasonably small.

2.3 Update Methods

There may be changes in the network such as when a new node is added or an
existing node fails. Supposing that the network is virtualized according to the
VA-instance INSTANCE(S∗), PUB-2-SUB addresses these changes as follows.

Node Addition: Consider a new node Snew that has just joined the network
according to the network’s underlying join protocol. As a result, it is con-
nected to a number of neighbors. We need to add this node to the VA-
instance. First, this node communicates with its neighbors and asks the
neighbor Sneighbor with the minimum tree depth to be its parent; tie is bro-
ken by choosing the one with fewest children. This strategy helps keep the
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tree as balanced as possible so its height can be short and workload fairly dis-
tributed among the nodes. The neighbor will then assign Snew a VA that is
the shortest unused binary string of the form V A(Sneighbor : S∗) + ‘0∗1’. Be-
cause ZONE(Sneighbor : S∗) is changed, the next task is for the parent node
Sneighbor to delete those queries that do not intersect ZONE(Sneighbor : S∗)
anymore. Also, this parent node needs to forward to Snew the queries that
intersect ZONE(Snew : S∗).

Node Removal: When a node fails to function, it is removed from the network
according to the underlying maintenance protocol. This removal however
affects the connectedness of the VA-instance in place. Because the VAs of
the child nodes are computed based on that of the parent node, the child
nodes of the departing node need to find a new parent so the VA-instance
remains valid. Consider such a child node Schild. This node selects a new
parent among its neighbors. The new parent, say node Sparent, computes
a new VA for Schild (similar to node addition). Then, Schild re-computes
the VAs for its children and informs them of the changes. Each child node
follows the same procedure recursively to inform all its descendant nodes
downstream. The query transfer/forwarding from Sparent to Schild and, if
necessary, from Schild to the descendant nodes of Schild is similar to the case
of adding a new node.
In addition, because each descendant node Si of the removed node is now
assigned a new VA and thus a new zone, the queries that are stored at Si be-
fore the VA adjustment may no longer intersect its new zone. These queries
can be either deleted or re-subscribed to the network depending on the pri-
ority we can set at the first time they are subscribed to the network. If a
query is marked as “high-priority”, it is stored in the network permanently
until the subscriber determines to unsubscribe it (the unsubscription proce-
dure is similar to the subscription procedure). On the other hand, if a query
is marked as “low-priority”, it is associated with a lease time after which
the query will expire and be deleted. How to implement these two types of
priority is determined by the application developer.

The worst case with node removal is when the root node fails in which we
have no way to recover other than rebuilding the entire VA instance. To avoid
this unfortunate case, we propose that the root of a VA-instance be a dedicated
node deployed by the network administrator and thus we can assume that this
node never fails. This requirement can easily be realized in practice.

3 Evaluation Study

We conducted a preliminary study to evaluate the performance of PUB-2-SUB.
This study was based on a simulation on a 1000-node network with 2766 links,
whose topology was a Waxman uniform random graph generated with the BRITE
generator [23]. A random node was chosen to be the root for the VA instance. Ten
random choices for this root node were used with the simulation and the results
averaged over these ten choices are discussed in this section.
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An event was represented as a k-bit string and a query an arbitrary interval of
k-bit strings. A query or event was initiated by a random node chosen uniformly.
To cover a large domain of possible events, we set k to 50 bits, thus able to specify
up to 250 different events. From this domain, 10,000 events were chosen uniformly
in random. The subscription load consisted of 10,000 queries, each having a
range chosen according to the following Zipf’s law: in the set of possible ranges
{20, 21, ..., 249}, range 2i is picked with probability 1/iα∑ 50

j=1(1/jα) . We considered

two models: α = 0 (uniform distribution) and α = 0.8 (heavy-tail distribution
where a vast majority of the queries are specific).

We evaluated PUB-2-SUB in the following aspects: subscription efficiency,
notification efficiency, notification delay, and failure effect. We also compared
PUB-2-SUB to two versions of BubbleStorm [19] – a recent search technique
designed for unstructured P2P networks: (1) BubbleStorm-64%: each query or
event is sent to

√
n nodes, resulting in a 64% query/event matching success rate

(when there is no failure), and (2) BubbleStorm-98%: each query or event is sent
to 2
√

n nodes, resulting in a 98% success rate (when there is no failure).

3.1 Subscription Efficiency

This efficiency is measured in terms of the storage cost and the communication
cost. The storage cost is computed as the number of nodes that store a given query,
and the communication cost as the number of hops (nodes) that have to forward
this query during its subscription procedure. Figure 2(a) and Figure 2(b) show
these costs respectively for every query, which are sorted in the non-decreasing
order. It is observed for either cost that all queries result in a small cost except for
a very few with a high cost. These high-cost queries are those with long ranges. As
such they intersect with the zones of many nodes and thus have to travel more to
be stored at these nodes. Despite so, on average, a query is replicated at only 15
nodes (uniform case) and 4.3 nodes (heavy-tail case), resulting in a communication
cost of 25.6 hops (uniform case) and 15 hops (heavy-tail case).

These costs are much lower than that incurred by BubbleStorm. Figure 2(c)
shows that BubbleStorm-64% stores an average query at 33 nodes, more than
twice the storage cost of PUB-2-SUB (uniform) and eight times the cost of
PUB-2-SUB (heavy-tail). The storage cost of BubbleStorm-98% is even higher.
In comparison on the communication cost, as seen in Figure 2(d), a query in
BubbleStorm-64% and BubbleStorm-98% has to travel 33 hops and 66 hops,
respectively, which are also higher than the communication cost of PUB-2-SUB.

3.2 Notification Efficiency

This efficiency is measured in terms of the communication cost and the compu-
tation cost. The communication cost is computed as the number of hops (nodes)
that have to forward a given event during its publication procedure, and the
computation cost as the number of queries evaluated to match this event.

Because an event is routed based on the nodes’ VAs, its communication cost
is independent of the query model used, uniform or heavy-tail. Figure 3(a) shows
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Fig. 2. Query subscription costs

that this cost is distributed normally from zero hop (best-case) to 25 hops (worst-
case), having an average of 12 hops. The communication cost is also much lower
(by approximately three times at least) when compared to BubbleStorm (Figure
3(c)). Together with the study on the subscription efficiency it is evident that
PUB-2-SUB clearly outperforms BubbleStorm in both storage cost and commu-
nication cost. In terms of computation cost, Figure 3(b) shows that in the worst
case about 1400 queries are evaluated to find all those matching a given event;
i.e., only 14% of the entire query population. On average, the computation cost is
only 563 query evaluations (uniform case) and 458 query evaluations (heavy-tail
case), corresponding to 5.63% and 4.58% of the query population, respectively.

3.3 Notification Delay

When an event is published, there may be more than one queries subscribing to
this event. To represent the notification delay for each (event, query) matching
pair, we compute the ratio a/b where a is the hopcount-based distance the
event has to travel from the publisher node to the subscriber node and b is
the hopcount-based distance directly between these two nodes. This ratio is at
least 1.0 because even if the publisher knows the subscriber, it must already take
b hops to send the event to the subscriber. In practice, because the publisher
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Fig. 3. Event notification costs

and the subscriber initially do not know each other, it is impossible to obtain a
perfect 1.0 ratio.

Figure 3(d) plots the histogram of notification delay incurred by PUB-2-SUB.
Approximately, 70% of the notifications have a delay not exceeding 2.0 (i.e., twice
the perfect delay) and 90% have a delay not exceeding 3.0 (i.e., three times the
perfect delay).Thus, despite a few (event, query) pairs with high notification delay,
a vast majority of events can notify their matching queries reasonably quickly.

3.4 Failure Effect

When a node stops functioning, an event may fail to notify its subscribers. To
evaluate the failure effect, we compute “recall” – the percentage of the returned
events that match a given query out of all the matching events. We consider the
case where 10% of the nodes fail simultaneously and the case where 30% fail.

Figure 4(a) shows the results for the uniform-query-model case, where it is
observed that 75% of the queries are successfully notified by all the matching
events (i.e., recall = 100%) even when 30% of the nodes fail. The difference
between the 10%-fail case and the 30%-fail case is that in the latter case most
of the remaining queries (the remaining 25%) fail to receive any matching event
while in the former case about half of the queries do not receive any matching
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Fig. 4. Effect of Failures: 10% of nodes fail and 30% of nodes fail

event and the other half receiving at least some portion of the matching events.
On average, the recall for the 10%-fail case is 81%, and for the 30%-fail case,
74%. Higher recall is obtained when the query model is heavy-tail (see Figure
4(b)). The average recall is 91% when 30% of the nodes fail and 94% when
10% fail. The results are encouraging because in practice the query range should
follow the heavy-tail model more often than the uniform model. This study is
demonstrative of PUB-2-SUB’s sustainable effectiveness when a large portion of
the network fails to operate.

4 Conclusions

We have proposed a publish/subscribe mechanism, called PUB-2-SUB, which
can be integrated into any unstructured P2P network. Using PUB-2-SUB, any
number of content-based publish/subscribe applications can be deployed simul-
taneously. Unlike the gossip-based approach previously recommended for un-
structured networks, the proposed technique is based on directed routing and
incurs less storage and communication costs. This is evident in an evaluation
study in which PUB-2-SUB is compared to a representative technique of the
other approach. It is also found that our technique results in low computation
cost and low notification delay and remains highly effective in cases when many
nodes in the network stop to function.

We do not recommend PUB-2-SUB for use in highly dynamic networks with
the nodes being on and off frequently. Instead, PUB-2-SUB works best for P2P-
based cooperative networks in which the nodes are supposed to be functional
most of the time and failures should not happen too often. Thus, data grid
networks and institutional collaborative networks can take full advantage of
the proposed technique. The work described in this paper remains preliminary.
More evaluation is needed for our future work in which we will also include
investigation into better methods addressing failures and load balancing.
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Abstract. Network convergence and new applications running on end-
hosts result in increasingly variable and unpredictable traffic patterns.
By providing origin-destination pairs with several possible paths, load-
balancing has proved itself an excellent tool to face this uncertainty. For-
mally, load-balancing is defined in terms of a convex link cost function
of its load, where the objective is to minimize the total cost. Typically,
the link queueing delay is used as this cost since it measures its conges-
tion. Over-simplistic models are used to calculate it, which have been
observed to result in suboptimal resource usage and total delay. In this
paper we investigate the possibility of learning the delay function from
measurements, thus converging to the actual minimum. A novel regres-
sion method is used to make the estimation, restricting the assumptions
to the minimum (e.g. delay should increase with load). The framework
is relatively simple to implement, and we discuss some possible variants.

Keywords: Traffic Engineering, Wardrop Equilibrium, Convex Non-
parametric Least Squares, Next Generation Internet.

1 Introduction

As network services and Internet applications evolve, the traffic is becoming
increasingly complex and dynamic. The convergence of data, telephony and
television services on an all-IP network as well as user-mobility (which implies
service-mobility) directly translates into a much higher variability and complex-
ity of the traffic injected into the network. Moreover, new architectures with
relatively low link capacities (such as Wireless Mesh Networks) cannot foresee
overprovisioning as a viable solution. To cope with both the traffic increasing
dynamism and the need for cost-effective solutions, a self-managing network
architecture is required.

Dynamic load-balancing has proved itself a very efficient solution to the above
issues [1, 2, 3]. If an origin-destination (OD) pair is connected by several paths,
the problem is simply how to distribute its traffic among these paths in order
to achieve a certain objective. In these dynamic schemes, paths are configured
a priori and the portion of traffic routed through each of them depends on the
current demand and network condition. Since the considered time-scale is in the
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order of minutes, a distributed algorithm is a requirement in this kind of schemes.
Mathematically, the problem is generally defined in terms of a certain convex
link-cost function of the link load (fl(ρl)), and the objective is to minimize the
total network cost. For instance, if the cost function is the link utilization, the
objective could be to minimize the maximum utilization on the network. Due
to its simplicity, this particular objective has been considered in several routing
[4] and load-balancing [2, 3] mechanisms. However, it may result in inefficient
resource usage [5]. Another possible approach is to define fl(ρl) as a measure of
the congestion in the link and minimize its sum over all links. A typical link-
cost function is the queueing delay function of an M/M/1 queue [1]. However,
such simplistic model may result in bigger delays [6] and a greater maximum
utilization [5] with respect to the actual minimum.

In this paper we study the possibility of designing a load-balancing mecha-
nism that makes no assumptions on the delay function (except for some natural
hypothesis on its shape). We will assume that fl(ρl) exists, but is not known, and
we will estimate it from measurements. The proposed framework allows to con-
verge to the actual minimum-delay configuration (or a very good approximation
of it), thus maximizing performance. Besides, its implementation is relatively
easy. The required measurements (mean incoming rate and queue size) are read-
ily available in most routers, and the greatest upgrade required of routers is
to enable load-balancing itself. Moreover, adaptations to the estimation tech-
nique are made that assure convergence of the load-balancing algorithm. The
parametrization of this algorithm is also discussed.

The next section discusses the network model, our particular objective, and
the distributed optimization algorithm we used. Section 3 presents the non-
parametric regression algorithm we used to estimate fl(ρl) and some necessary
adaptations to jointly use it with the distributed optimization algorithm. Imple-
mentation issues and some packet-level simulations that verify the performance
of the framework are discussed in Sec. 4. The paper is concluded in Sec. 5.

2 Greedy Load-Balancing

2.1 Network Model

The network is defined as a graph G = (V, E). In it there are S so-called com-
modities (or OD pairs), indexed by s and specified in terms of the triplet os, qs

and ds; i.e. origin and destination nodes, and a fixed demand of traffic from the
former to the latter. Each commodity s can use ns paths connecting os to qs

(each noted as Psi), and can distribute its total demand arbitrarily among them.
Commodity s sends an amount dsi of its traffic through path Psi, where dsi ≥ 0
and

∑
dsi = ds. This traffic distribution induces the demand vector d = (dsi).

Given the demand vector, the total load on link l is then ρl =
∑

s

∑
i:l∈Psi

dsi.
The presence of this traffic on the link induces a certain mean queueing delay
given by the non-decreasing function Dl(ρl). The total delay of path P is defined
as DP =

∑
l:l∈P Dl(ρl). As a measure of the congestion in the network, we shall

use the mean total delay D(d) defined as:
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D(d) =
S∑

s=1

ns∑
i=1

dsiDPsi =
L∑

l=1

Dl(ρl)ρl :=
L∑

l=1

fl(ρl)

That is to say, a weighted mean delay, where the weight for each path is how
much traffic is sent through it, or in terms of the links, the weight of each link is
how much traffic is traversing it. Note that, by Little’s law, fl(ρl) is proportional
to the average number of bytes in the queue of link l. We will then use this last
value as fl(ρl) which is easier to measure than the queueing delay.

We are now in conditions to write the problem explicitly:

minimize
d

L∑
l=1

fl(ρl) s.t. dsi ≥ 0
ns∑
i=1

dsi = ds (1)

Note that no explicit constraint on ρl was made. This is assumed to be im-
plicitly included in the link-cost function. For instance, fl(ρl) goes to infinity
(or a relatively high value) as ρl reaches cl (the link capacity) and remains at
infinity after this point. It should also be noted that in the framework described
above the destination for a commodity is not necessarily a single node (e.g. two
gateways to the internet may be seen as a single destination).

2.2 Wardrop Equilibrium

In this section we present and discuss how to solve problem (1) in a distributed
fashion. In particular, we will consider mechanisms where each commodity greed-
ily minimizes a certain cost function of its paths (φP ), which require minimum
coordination. This context constitutes an ideal case study for game theory, and
is known as Routing Game in its lingo [7]. The case in which the path cost is
the sum over its links of a positive non-decreasing link-cost function of the load
(φP =

∑
l:l∈P φl(ρl)) is known as Congestion Routing Game and has several

important properties such as uniqueness of the equilibrium.
In a routing game, commodities are assumed to be constituted by infinitely

many agents, each controlling through which path an infinitesimal amount of
traffic is sent. In this context the division dsi/ds represents the portion of agents
of commodity s that have Psi as their choice. If every agent acts selfishly, then
the system will be at equilibrium when no agent can decrease its cost by changing
its path choice. This defines what is known as a Wardrop Equilibrium (WE) [8].
Formally, a demand vector is a WE if for each commodity s = 1 . . . S and for
each path Psi with dsi > 0 it holds that φPsi ≤ φPsj for all Psj with j = 1, .., ns.

It can be proved that a WE results in a local minimum of the so-called poten-
tial function Φ(d) =

∑L
l=1

∫ ρl

0 φl(x)dx [7]. This means that the WE of a conges-
tion routing game where the link cost is the derivative of fl(ρl) (φl(ρl) = f ′

l (ρl))
is the solution of (1) (if fl(ρl) is convex, a local minimum is actually the global
minimum). A distributed algorithm that converges towards such equilibrium is
described in the following subsection.
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2.3 REPLEX: Exploration-Replication Policy

The concept of Wardrop Equilibrium was first proposed in the context of trans-
portation to characterize the equilibrium of users who greedily want to minimize
their travel time. In this context, users are assumed rational and their behavior
is the mechanism through which the equilibrium is attained. In our case however,
routers make the choice for every user (i.e. packets). It is then necessary to spec-
ify an algorithm that when independently ran in every router, the equilibrium is
achieved as fast as possible and without oscillations. In [9] the authors present
such mechanism and use it to design a load-balancing scheme in [3]. Below, we
can see the algorithm that each commodity executes in turn (where psi is the
portion of demand ds routed through path Psi).
1: p′s ← ps

2: for every pair of paths Psi, Psj of commodity s do
3: if φPsi > φPsj then

4: δ ← λ
(
(1− β) psj + β

ns

)
φPsi

−φPsj

φPsi
+α

5: p′si ← p′si − δ
6: p′sj ← p′sj + δ
7: end if
8: end for
9: ps ← p′s
It can be seen that the portion of traffic that changes its path in a turn is

proportional to the relative gain in path delay, and in a weighted mean between
the portion of traffic using the new path (called proportional sampling in the
algorithm) and 1/ns (uniform sampling). The algorithm converges to the WE
as long as λ ≤ k/r, where k > 0 is a suitable constant and r is an upper-bound
to the relative slope of all φl(ρl), which is defined as follows [9]:

Definition 1. A differentiable cost function φl(x) has relative slope r at x if
φ′

l(x) ≤ rφl(x)/x. A cost function has relative slope r if it has relative slope r
over the entire range [0, 1].

Intuitively, migration from one path to the other should be slow if the cost
function has abrupt changes. On the other hand, if the cost function is relatively
“soft”, changes may be faster. As discussed in [3], the values of α and β are not
very influential, and β = 0.1, α = 0 turned out to be good choices.

3 Non-parametric Regression With Shape Restrictions

3.1 Convex Non-parametric Least Squares

The problem we address now is how to learn fl(ρl) from measurements (we are
interested in its derivative, φl(ρl), but the queue size fl(ρl) is the observable
quantity). For the sake of clarity we will concentrate on the problem for a sin-
gle link, so we shall omit the sub-index l. We are given n pairs of observations
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(ρ1, Y1), (ρ2, Y2), . . . , (ρn, Yn) (also called training set), where the response vari-
able Y (the measured mean queue size) is related to the covariate ρ (the link
load) by the equation Yi = f(ρi) + εi for i = 1, . . . , n.

The function f(ρ) is now called the regression function and the measurement
errors ε = (ε1, . . . , εn)′ are assumed to be uncorrelated random variables with
E(ε) = 0 and Var(ε) = σ2 < ∞. The problem is to “learn” f(ρ) from the
observations in the training set and obtain an estimation f̂(ρ). The idea is to
restrict the assumptions on its functional form to the minimum. So far, we have
only three necessary requirements: (i) f(ρ) should clearly be increasing (ii) φ(ρ)
should be non-decreasing, so f(ρ) should be convex (iii) φ(ρ) should have a
finite relative slope in order to make REPLEX work correctly (and probably all
distributed optimization algorithms).

We will now consider the first two requirements, which are by far the most
restrictive. For this, we turn our attention to the recent work of Kuosmanen
[10]. Let F be the set of continuous, monotonic increasing and globally convex
functions. The Convex Nonparametric Least Squares (CNLS) problem is to find
f̂ ∈ F that minimizes the sum of squares of the residuals:

min
f

n∑
i=1

(Yi − f(ρi))
2 s.t. f ∈ F (2)

Problem (2) is very difficult to solve due to the size of F . Consider instead
the following family of piecewise linear functions (where I = {1, . . . , n}):

G(P ) =
{

g(ρ) = max
i∈I
{αi + βiρ} : βi ≥ 0; αi + βiρi ≥ αj + βjρi ∀j, i ∈ I

}
It is clear that G(P ) belongs to F for any arbitrary set of observations P =

{ρi}i. In [10] the author proves that G(P ) may be substituted in (2) and the
same optimal solution is obtained. This result allows us to transform the infinite
dimensional problem (2) into the following standard finite dimensional Quadratic
Programming (QP) problem:

min
ε,α,β

n∑
i=1

ε2i (3)

subject to Yi = αi + βiρi + εi ∀i = 1, . . . , n

αi + βiρi ≥ αj + βjρi ∀j, i = 1, . . . , n

βi ≥ 0 ∀i = 1, . . . , n

Regarding the set of representor functions G(P ), it may seem that a nonpara-
metric problem was transformed into a parametric one. However, it should be
noted that although we look for a piecewise linear function, the partition of the
linear segments is not fixed a priori. That is to say, the number and location
of the segments are endogenously determined to minimize the squared residual.
Moreover, although each observation (ρi, Yi) has an associated (αi, βi), the ac-
tual number of different values is generally a very small fraction of n. This means
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that, in contrast to kernel-type regressors [11], f̂(ρ) is completely represented by
a number of parameters that will generally be much smaller than n, and that
once these parameters are estimated, evaluating f̂(ρ) and its derivative φ̂(ρ) is
computationally very cheap. Moreover, this explicit regression function allows
one to intra/extrapolate with relative confidence.

Regarding (3), although it is a standard QP problem for which mature meth-
ods to solve it exist (e.g. interior point algorithms) and that several solver soft-
ware are available (for instance, we used MOSEK [12]), its size is considerable.
It has a total of 3n variables and n(n + 1) restrictions. The second set of con-
straints, which are the key to modeling convexity, are quadratic in the number
of observations. The size of the problem is clearly the major drawback of the
method. However, as we will discuss in Sec. 4.1, these calculations need not be
performed very frequently, and they may even be delegated to a central entity.

3.2 An Example

To illustrate the method, we will apply it to a training set obtained by injecting
a 4 hours long packet trace (obtained from [13]) to a simple queue emulator
we developed (in the absence of information on the buffer size, we assumed it
infinite). The link has a capacity of 150Mbps. Measurements are the mean queue
size in kB and the mean load in kB/s over a one minute period.

Figure 1(a) shows the measurements (240 in total), f̂(ρ) (as a reference, the
MATLAB version of MOSEK solved (3) in less than 10 sec. in this case) and
the estimation the M/M/1 model yields (ρ/(c − ρ)). First of all, it should be
noted that the M/M/1 model has little to do with the real mean queue size. It
consistently underestimates it, and its shape is almost a line when measurements
clearly indicate a more convex curve. Regarding the estimation by CNLS, we can
see that it is remarkably good, both in value and shape.

In Fig. 1(b) we show the derivative estimation through CNLS and the M/M/1
model (c/(c− ρ)2). Since the CNLS estimation is piecewise linear, its derivative
is a piecewise constant function, and after no more observations are available
it becomes constant. As a consequence, CNLS will produce a good estimation
of φ(ρ) in the support of the observations, after which it will systematically
underestimate it. The M/M/1 model again underestimates the derivative, except
at light loads where they are both small. Finally, Fig. 1(c) shows the pairs (αi, βi)
in the plane. As we mentioned, although there are 240 different values, they are
clustered around relatively few centers. Using only these cluster centers represent
an insignificant lose in precision.

3.3 How to Use CNLS for REPLEX

The final purpose of the previously described regression was to use the esti-
mated derivative φ̂(ρ) as a cost function on REPLEX in order to obtain a good
approximation to the optimal traffic distribution. Although CNLS yields a non-
decreasing cost function that approximates very well φ(ρ), it presents discon-
tinuities. This means that φ̂(ρ) has an infinite relative slope, thus making the
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Fig. 1. An example of a CNLS regression

regression method inappropriate for our purposes at first sight (cf. point (iii)
in Sec. 3.1). In this subsection we discuss a possible way to approximate φ̂(ρ)
through a smooth function.

Assume the regression function f̂(ρ) is defined by n′ (αi, βi) parameters so
that f̂(ρ) = max

i=1,...,n′
αi + βiρ. A good approximation of this function is the so-

called log-sum-exp function:

f̂∗(ρ) =
1
γ

log

⎛⎝ n′∑
i=1

eγ(αi+βiρ)

⎞⎠
This non-decreasing and convex function is clearly smooth. Moreover, the

precision of the approximation can be controlled through the parameter γ since
f̂(ρ) ≤ f̂∗(ρ) ≤ f̂(ρ)+log(n′)/γ. This means that clustering the values of (αi, βi)
not only decreases the size of the representation of f̂(ρ), but also improves the
precision of f̂∗(ρ). Finally, its derivative is the following:

φ̂∗(ρ) =
1

n′∑
i=1

eγ(αi+βiρ)

n′∑
i=1

βie
γ(αi+βiρ) (4)

We will use (4) as the link-cost function. A reasonable approximation to its rel-
ative slope, whose demonstration we omit for the sake of space, is r ≈ γ max

i=1,...,n′βi.

This formula makes explicit the intuitive fact that the bigger γ is (and better
the approximation) the less soft the resulting φ̂∗(ρ) is.

The problem now is how to assign γ. As a rule of thumb, we recommend
using a value such that the error in the soft approximation is approximately
30%. That is to say, γ = log(n′)/(0.3Ȳ ) where Ȳ is the mean of Y . This value,
as we shall now illustrate with an example, results in a good tradeoff between
precision and convergence speed. We will consider the same f̂(ρ) as in Fig. 1, and
use three different values of γ: our recommended 30% error value (γ∗), 10γ∗ and
0.1γ∗. In Fig. 2 we can see the resulting f̂∗(ρ) and φ̂∗(ρ) for the three considered
values. First of all, a value as small as 0.1γ∗ results in too much error for all
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Fig. 2. An example of approximating a piecewise linear function with the log-sum-exp

practical purposes. On the other hand, the difference between γ∗ and 10γ∗ is
almost insignificant for f̂∗(ρ), and reasonably small for φ̂∗(ρ). Moreover, note
that γ∗ results in a ten times smaller relative slope than 10γ∗, thus allowing a
convergence speed ten times faster (cf. 2.3).

4 Simulations

4.1 Implementation Discussion

The application of our framework in a real-world network is relatively simple.
Once all links have been characterized (i.e. we have the parameters (αi, βi)l for
all l), each OD pair receives ρl from the links it uses1, calculates its paths cost
with (4), and applies REPLEX to update its traffic distribution. This process
is repeated indefinitely every some seconds (in particular, we used 60 sec). This
update period should be long enough so that the obtained measurements’ quality
is reasonable, but not too long to avoid unresponsiveness.

Regarding the learning phase (i.e. gathering the training set and performing
the regression) we envisage several possibilities, differing in the degree of distri-
bution of the resulting architecture and on what data is used at each moment.

With respect to who does which calculations, one possibility is that a central
entity gathers the measurements, performs the regression and communicates the
obtained parameters to all ingress routers (we assume that these routers, through
which commodities inject traffic to the network, distribute this traffic). This has
the advantage that the required new functionalities on the router are minimal.
However, as all centralized schemes, it may not be possible to implement it in
some network scenarios, and handling the failure of this central entity could be
very complicated. An alternative is that ingress routers perform the regression.
Links measure their load and mean queue size, communicate periodically these
measurements to all ingress routers (instead of the central entity), which in turn
perform the regression. However, the regression for any given link would be per-
formed by several routers, constituting a waste of resources. A more reasonable
alternative is that links (or better said, the router at the origin of the link)

1 For this purpose, a TE-enabled routing protocol such as OSPF-TE may be used.
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perform the regression. Links keep the mean queue size measurements for them-
selves, perform the regression and communicate the result to ingress routers.
The regression could be done once a day, in the periods of low intensity (i.e. the
night) so that normal operation is not affected by it.

A second aspect that has different possibilities is what characterization (i.e.
(αi, βi)l) use at each moment. For instance, measurements could be gathered
every day, the regression performed, and its result used the next day. Another
possibility is to use the result of the measurements of the same day the previous
week. More granularity could be added, and we could use different characteri-
zations for different moments of the day. What granularity is needed and if it is
actually necessary is an analysis that we let for future work.

4.2 Examples

In this subsection we will consider two relatively simple examples we imple-
mented in ns-2 [14] that will help us gain further insight into the framework and
verify its correctness in the presence of delayed and noisy measurements. We will
assume that the training set has been obtained and the regression performed by
a central entity. Routers only have the pairs (αi, βi)l, their associated γl (which
was calculated with the formula discussed in Sec. 3.3) and already know λ (cf.
Sec. 2.3). As a final remark, in all the simulations load balancing is performed
at the granularity of flows (i.e. once a flow is routed through a path, it rests
there throughout its lifetime) and is random (i.e. new incoming flows are routed
through path Psi with probability psi).

We will begin with the simplest example: one commodity has two one-hop
paths (see Fig. 3(a)). Traffic is a mixture of elastic and streaming flows. The
elastic ones (whose size is exponentially distributed with mean 20kB) are gen-
erated as a Poisson process. The streaming part of traffic is constituted of CBR
flows (at a bitrate of 10 kbps and an exponentially distributed duration with
mean 20 sec.) also arriving as a Poisson process, and it represents 10% of the
total traffic. The measurements (467 for each link) were obtained by averaging
the link load and the queue size over a minute period. In Fig. 3(b) we can see the
measurements together with the resulting regression, and in Fig. 3(c) we show
the corresponding cost function φl(ρl) and its soft approximation φ∗

l (ρl).
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Fig. 4. Simulation results in the single-source case example

Using this topology we will run a two-parts simulation. In its first half the
total demand is approximately 100kbps, after which it abruptly increases to
1200kbps (this moment is marked in Fig. 4 by a vertical line). The traffic dis-
tribution is updated after second 1800 (marked by the first vertical line in Fig.
4(a)). Notice in Fig. 4(a) how at first p2 (the portion of traffic routed through the
lower path) changes relatively slow, but as it decreases the change grows faster.
This is a consequence of the sampling step of REPLEX, in particular of the
proportional one. The small (but inevitable) oscillations around the optimum
traffic distribution should also be noted. They are inevitable since ρl measure-
ments are noisy (see Fig. 4(b)), but the effect of this noise on the convergence is
minimized by the algorithm. Finally, notice how at the beginning of the second
half of the simulation load on link 1 momentarily goes to values outside the
support of the training set. As discussed in Sec. 3.2, for all such values of ρ, φ(ρ)
is constant when it should actually increase. Although this does not prevent the
algorithm from reaching the optimum, the convergence speed is slower than it
should, resulting in an overloaded link for almost 30 iterations (or 30 minutes in
our case). Although such an abrupt increase in traffic should be rare to say the
least, this highlights the importance of a training set that encompasses as much
operational points as possible.

We will now consider a somewhat more complex case scenario. The network
(see Fig. 5(a)) consists of six links, all with a capacity of 1Mbps. There are a
total of 4 commodities whose destination is the same node q, but only commodity
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Fig. 6. An alternative training set for the second example

1 can use more than one path. The traffic generated by each commodity has the
same characteristics as in the previous example.

In Fig. 5(b) and Fig. 5(c) we can see the training set and the corresponding
regression for four of the links. The training set was obtained by changing the
traffic intensity of the four commodities at the same time (with p1 fixed at 0.5).
Notice how the mean queue size of link n1b-q is near zero regardless of its load,
and how its “symmetric” link (n2b-q) is quiet the opposite and may be considered
identical to n2-n2b. Traffic through link n1b-q does not generate significant queue
because link n1-n1b already shaped the traffic.

This example introduces the problem of links that have an insignificant queue
size independently of its load. This may be due to traffic characteristics (as
before), or because the link buffer is small. A link of such characteristics clearly
presents a problem for our framework. For instance, let us consider an alternative
training set, obtained in a situation where commodity 2 sends little or no traffic
and commodity 1 sends most of its traffic through the lower path. In Fig. 6(a)
we can see that although the small amount of traffic generated by commodity
2 results in a little bit of queue in link n1-n1b, the mean queue size fl(ρl) (and
thus φl(ρl)) for this link is almost zero except at big loads.

Consider now the following situation. Commodities 2, 3 and 4 all generate the
same demand (approximately 450 kbps). Commodity 1 generates approximately
100kbps during the first fourth of the simulation, and then abruptly increases its
demand to the same value as the rest (this moment is marked with a vertical line
in Fig. 6). Figure 6(b) shows the evolution of p1 over time when using the results
of both training sets. In the first part they both converge to p1 = 0, but when
d1 increases we can appreciate the difference between the training sets. While
the “right” training set (i.e. the one of Fig. 5(b)) moves towards a reasonable
p1 = 0.4, the other training set gets stuck in p1 = 0.05 which results in a higher
total delay (see Fig. 6(c)) and two almost overloaded links (n1-n1b and n1b-q).

5 Concluding Remarks

In this paper we presented a dynamic load-balancing mechanism that converges
to an excellent approximation of the minimum-delay traffic distribution without
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assuming any given delay model. This was achieved on the one hand by “learn-
ing” the delay function from measurements, and on the other hand by applying
a greedy load-balancing algorithm with provable convergence (and verified by
our packet-level simulations). The chosen regression method is a piecewise lin-
ear fitting method, where the number and position of the lines are endogenously
determined to minimize the squared residual. The cost function, which is the
derivative of this regressor, was then not continuous, a fact that poses a problem
to the distributed algorithm. This forced us to make a soft approximation of the
regressor function, controlled by a single parameter γ, for which we gave hints
on how to assign it. The few parameters the distributed algorithm requires were
also discussed in the paper.

In Sec. 4 we highlighted two shortcomings of our framework which may re-
sult in overloaded links: the regression outside the support of the observations
is not reliable (since the cost function does not increase any further) and links
that present little or no queueing delay always have a negligible cost. A pos-
sible solution to both problems is adding to the link cost a known paramet-
ric function that is negligible with respect to φl(ρl) except at very high loads.
This will increase the cost of loaded links both when no observations are avail-
able or when their actual mean queueing delay is small. Moreover, if the op-
timum does not load considerably any link, it will be attained with a very
small error. Further development of such correction is the subject of future
work.

It would also be very interesting to perform a deeper statistical analysis of
the behavior of the mean queue size with respect to load. A possible analysis
would be to study how often does the regression function change over time (i.e.
answer the question of whether the mean queue size function changes over time,
and how often it does).

Regarding the queueing model, we considered that the mean queue size is a
function of the mean incoming rate only. This is naturally not true, as it ac-
tually depends on the complete packet arrival process. Methods that estimate
φl considering the whole process exist, such as the one used in [6]. Apart from
being more complicated (they require to measure the arrival and departure time
of every packet), the problem with such methods is that φl now depends on a
number of unknown and uncontrollable variables. This results in the impossi-
bility of guaranteeing convergence to the optimum by changing the portions of
traffic only, and it does result in oscillations as presented (but not explained)
in [6]. A possible improvement to our model is to consider that φl depends on
the mean load of its incoming links. For instance, in Fig. 5(a), that the mean
queueing delay in link n1-n1b depends on the load on links n3-n1 and the one
connecting commodity 2 and n1. For this now multi-dimensional regression prob-
lem the same method may be used. A deeper analysis of this alternative model
represents also interesting future work.
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working games in telecommunications. Comput. Oper. Res. 33(2), 286–311 (2006)

8. Wardrop, J.: Some theoretical aspects of road traffic research. Proceedings of the
Institution of Civil Engineers, Part II 1(36), 352–362 (1952)
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Abstract. Energy efficiency is becoming increasingly important in the
operation of networking infrastructure, especially in enterprise and data
center networks. Researchers have proposed several strategies for en-
ergy management of networking devices. However, we need a compre-
hensive characterization of power consumption by a variety of switches
and routers to accurately quantify the savings from the various power
savings schemes. In this paper, we first describe the hurdles in network
power instrumentation and present a power measurement study of a vari-
ety of networking gear such as hubs, edge switches, core switches, routers
and wireless access points in both stand-alone mode and a production
data center. We build and describe a benchmarking suite that will al-
low users to measure and compare the power consumed for a large set
of common configurations at any switch or router of their choice. We
also propose a network energy proportionality index, which is an easily
measurable metric, to compare power consumption behaviors of multiple
devices.

Keywords: Network energy management, Benchmarking.

1 Introduction

Energy efficiency has become crucial for all industries, including the information
technology (IT) industry, as there is a strong motivation to lower capital and
recurring costs. According to recent literature, the annual electricity consumed
by networking devices in the U.S. is 6.06 Terra Watt hours, which translates
to around 1 billion US dollars per year [1], thereby presenting a strong case for
reducing the energy consumed by networking devices such as hubs, access points,
switches and routers.

Unlike wireless networks, energy management1 for networking devices such as
hubs, switches and routers in wired networks has not received much attention
until very recently. Researchers have proposed several strategies to make routers
1 We use power and energy management interchangeably in this paper. There is a dis-

tinction between power management for heat density versus electricity costs; however
in this paper, we do not distinguish between these two issues.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 795–808, 2009.
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and switches more energy-aware such as link rate adaptation during periods of
low traffic and sleeping during no traffic [1–4]. Currently, however, there are
no hardware implementations of the same. More importantly, the exact energy
savings by adopting these techniques are poorly understood. One impediment
to innovation in this area is the lack of power measurements from live networks
and a good understanding of how the energy consumed varies under different
traffic loads and switch/router configuration settings. There are many vendors
manufacturing a wide variety of network devices and as of yet, there has been no
focus on standardized benchmarks to measure the energy consumption of these
devices. We also need benchmarks to compare the effectiveness of various energy
efficient improvements.

In this paper, we attempt to fill this gap by quantifying the energy consumed
by a wide variety of networking gear ranging from core switches to wireless
Access Points (APs) from three different networking vendors, and under differ-
ent traffic and network configurations. Our goal is to build a publicly available
benchmarking suite that can be deployed on any switch; our suite sets various
configurations in the switch under test and generates different traffic patterns,
while a power-meter connected to the switch measures the average power for the
duration of the experiment.

Non-uniformity across switches from different manufacturers, and different
functionality available in the switches, make the task of identifying the right set
of configurations to include in the benchmark suite challenging. Additionally, we
would like our benchmarking suite to be modular, so that new components for
power instrumentation can be easily incorporated. One additional challenge for
device manufacturers is to ensure that networking devices such as hubs, switches
and routers are energy proportional, i.e they consume energy proportional to their
load, similar to energy proportional laptops and servers [5, 6]. In this paper, we
also discuss how energy proportionality can be measured for networking devices
and their components. From our initial benchmarking study, we find that:

– There is great variability amongst switches with respect to their maximum
rated power. The ratio of the actual power consumed by the device on an
average, to its maximum rated power varies widely across different device
families. Thus, relying merely on the maximum rated power can grossly
overestimate the total energy consumed by these networking equipment.

– Energy consumed by a switch increases linearly with the number of linecards
plugged into the switch as well as the number of active ports on each card.

– Energy consumed by a switch is largely independent of the packet size for a
fixed traffic throughput.

– Ideally, devices should consume energy proportional to their load [5, 6]. To
quantify this behavior, we define an energy proportionality index (EPI) for
network devices (Section 3). The EPI values for the evaluated devices clearly
demonstrate non-energy proportional behavior.

The rest of this paper is organized as follows: We begin with describing chal-
lenges in obtaining large-scale power measurements in Section 2. Our method-
ology to characterize power consumption in switches and routers is described
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in Section 3. In Section 4, we present results from our suite. We discuss re-
lated work in Section 5. We conclude with the implications of the results of our
benchmarking study in Section 6.

2 Challenges

Current switches and routers don’t include comprehensive energy consumption
values. Device specification data sheets only report maximum rated power. This
value by itself is insufficient to understand the actual energy consumption of
the networking device. As we show in the rest of this paper, the actual energy
consumed by switches and routers depends on various factors such as device
configurations and traffic workload; thus relying only the maximum rated power
will grossly overestimate the actual energy consumption, by as much as by 70%,
in some of our observations.

Power instrumentation of a device, in a live network deployment, requires un-
plugging the device from its power supply and plugging it into a power meter.
Since the device will not be functional for several minutes, this task needs to
coincide with regular network downtimes. Along with the power measurements,
one also needs information on exact device configurations as energy varies sig-
nificantly with different configuration settings. One also needs to record actual
traffic traversing through the device and measure the energy consumed at regular
intervals.

Most existing networks are not equipped with internal power instrumenta-
tion to provide information on how much energy is being consumed by each
component at any given time. Adding external power instrumentation for each
network device in operational networks is quite cumbersome. This task involves
working with network operators to find the appropriate opportunities such as
maintenance downtime to install power meters in-line with the network equip-
ment power cables. Eventually, we expect more support for internal power mea-
surements in the next generation of network equipment (much like the battery
meters on laptops). Ideally, such power measurements need to be incorporated
into standardized SNMP MIBs so that they can be queried by management
applications. However, the large base of legacy network equipment deployed to-
day does not have such instrumentation built in. Motivated by these facts, we
present a model-based power inference mechanism that can be scaled up to large
networks.

The idea is to generate power consumption models of networking equipment
using standard benchmarking. Such models have already been defined for servers
(for instance see [7]). We describe such a benchmarking suite in the next sec-
tion. Using the measurements obtained from our benchmarking suite, we build
a model to predict the power consumed by any networking switch or router; the
device’s configuration and traffic flowing through it are specified as input to the
model. Once the models are available, using standard SNMP MIBs or command
line interface (CLI) query mechanisms, the network operator can query the con-
figuration and traffic information from the switches/routers and plug these values
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into our models to derive the power consumed by a single box, multiple boxes
and the whole network. These models can be also used in simulation/emulation
testbeds. While models can perhaps not take the place of actual in-line power
measurement, based on our small study, we believe that it is fairly effective, and
certainly much better than using the rated (plate) power ratings provided by
network vendors.

3 Benchmarking Framework

We begin by describing factors that are commonly used and most likely to affect
a switch or router’s power consumption. Next, we describe our efforts in building
the benchmark suite, along with results from a few selected switches/routers that
span from low end devices to ones that are deployed in high traffic data centers
and network backbones.

3.1 Benchmarking Suite

Currently, there are no standard benchmarks used in power measurement studies
of network components. One of our contributions is to develop such a benchmark
that can be used to compare the power characteristics of a variety of network
devices. Figure 1 shows the architecture of our benchmarking suite. The network
device to be benchmarked is connected to the power outlet via a power meter.
The device configurator modifies the various configuration states of the device
according the benchmarking requirements. The benchmarking process also loads
the device with varying traffic patterns using the traffic generator. The bench-
mark orchestrator coordinates the various components in order to synchronize
the configuration, workload and measurements from the power-meter. The col-
lected information is then processed by an analyzer to generate various energy-
proportionality indices and other power-related metrics.

A network switch or a router consists of many different components, such
as the main chassis, linecards, TCAM, RAM, processor, fans etc. A complete
instrumentation of various components is difficult to perform. First, we list vari-
ous factors that are likely to affect power consumption for switches and routers;
further, we describe the important ones that we have incorporated in the device
configurator. While additional metrics and tests may have to be added to our
suite in the future due to technological advances in switches and routers, using
our current benchmarking suite, we are able to predict within a 2% error margin,
the power consumed by a variety of switches deployed today in a real operational
data center.

– Base chassis power: Higher-end switches (typically deployed at the edge of
a network, and in data centers, etc.) come with a base chassis and a fixed
number of slots. In each slot, a linecard can be plugged in. In lower-end
switches (typically having 24 or fewer ports), the slots and linecards are fixed
and cannot be changed. In both cases, the chassis power typically includes
the power consumed by components in the switch such as processor, fans,
memory, etc.



A Power Benchmarking Framework for Network Devices 799

Network 
Device

Device 
Configurator

Power
Meter

Traffic 
Generator

Configuration

Traffic Workload

Data Data Data

Benchmark 
Orchestrator

Analyzer

Control Actions

Fig. 1. Benchmarking suite architecture

– Number of linecards: In switches that support plugging in linecards, there is a
limit on the number of ports per linecard as well as the aggregate bandwidth
that each linecard can accommodate. This mechanism allows network oper-
ators the flexibility to only plug in as many linecards as they need. Further,
it also offers choices such as the ability to plug in 24-port 1 Gbps linecard
for an aggregate 24 Gbps capacity versus a 4-port 10 Gbps linecard for an
aggregate of 40 Gbps capacity.

– Number of active ports: This term refers to the total number of ports on
the switch (across all the linecards) that are active (with cables plugged in).
The remaining ports on the switch are explicitly disabled using the switch’s
command line interface.

– Port capacity: Setting this parameter limits the line rate forwarding capacity
of individual ports. Typically, the capacity of a full-duplex 1 Gbps port can
be also set to 10 Mbps and 100 Mbps.

– Port utilization: This term describes the actual throughput flowing through
a port relative to its specified capacity. Thus, a port whose capacity has
been set to 100 Mbps and having a 10 Mbps flowing through it has a port
utilization of 10%.

– Ternary Content Addressable Memory (TCAM) : Switch vendors typically
implement packet classification in hardware. TCAMs are supported by most
vendors as they have very fast look-up times. However, they are are notori-
ously power-hungry. The size of the TCAM in a switch is widely variable.

– Firmware: Vendors periodically release upgraded version of their switch/
router firmware. Different versions of firmware may also impact the device
power consumption.

The traffic characteristics at each port might also affect the power consump-
tion; we list a few traffic factors that we have incorporated in the traffic generator
component of our benchmark suite:

– Packet size: Varying from 48 bytes to 1500 bytes.
– Inter-packet delay: Time between successive packets at a port.
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– IP options set in the packet: While this factor might not affect power con-
sumption at switches performing MAC forwarding, processing packets that
have IP options might impact the power consumption of a router.

Given these range of factors in the traffic generator and device configurator
components of our benchmarking suite that can impact switch power consump-
tion, our goal is to define the ones that will impact the switch power consumption
the most. Capturing this short list of factors correctly, will allow us to be accu-
rate in predicting switch power consumption.

3.2 Network Energy Proportionality Index

As noted previously, manufacturers need to ensure that devices consume energy
proportional to their load. In the rest of this section, we describe how we can
calculate energy proportionality for network devices.

In Figure 2, the power consumed by a device is plotted against the load on
the device (in Gbps or active number of ports) with a maximum load of G Gbps.
Ideally, the power consumed should be proportional to the load, with the maxi-
mum power consumed, M watts, being as low as possible. The curve marked ideal
represents this desired energy proportionality behavior. In practice however, the
behavior of network devices follow the line marked measured, with the device con-
suming I watts even under idle (no load) conditions. The difference between the
ideal and measured lines forms the basis of the following energy proportionality
index (EPI) for networking components, which we define as EPI = M−I

M ∗ 100.
If θ and φ are the angles at the origin for the ideal and measured power, EPI is
simply (tan(φ)/tan(θ)) ∗ 100. We express EPI in percentage, with 100 implying
that the device has perfect energy proportionality and 0 implying that the en-
ergy consumed by the device is completely agnostic to offered load. Note that
EPI is independent of the maximum load that can be carried by the device and
thus is most useful in comparing the energy proportionality of devices in the
same class with the same maximum load. Normalized power [8], another metric,

Load on switch (in Gbps or # active ports)
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Fig. 2. Ideal (energy proportional) and measured power characteristics of network
devices
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is the maximum power consumed by the device divided by its aggregate band-
width and is calculated as NormalizedPower = M

G . Since our devices span a
wide range, from wireless access points to high end switches in data centers, we
compute normalized power in milliWatts/Mbps. We use the above metrics to
quantify the energy proportionality of a wide range of networking devices in the
following section.

4 Experimental Details and Results

We build our benchmarking suite incorporating all the factors described in
Section 3.1. To measure power consumed by a network device, we use a digi-
tal power-meter from Brand Electronics. In all of our experiments, we plug the
power meter into an electrical outlet and the switch under test into the recep-
tacle of the power meter. Our measurements include any power losses due to
inefficiencies. We do not consider power factor in this paper. We use expect [9]
scripts to build our Orchestrator and Device Configurator shown in Figure 1.
Our configurator is modular so that we can easily add support for any other
networking device as well. Our Traffic Generator consists of well-known pro-
grams such as iperf [10] as well as our own in-house packet generator program
that sends CBR traffic with parameters to vary the packet size, inter-packet
gap and total traffic throughput. As part of our benchmarking process, we run
each experiment for 300 seconds and report the average power over the entire
duration. Further, we run each experiment three times to minimize the effect of
noise in these measurements. We observe insignificant differences between peak
power and average power over the experiment duration.

As the first steps in our benchmarking process, for each network device, we
measure the power consumed in the idle state (all ports inactive and no cables
connected to them). We also measure the time taken for each switch to reach a
steady state after booting. Table 1 lists the device categories we use in our study
along with their maximum power ratings (plate power) as described in their
published specifications. The measured maximum power is the power consumed
when the offered load is equal to the total aggregate bandwidth the switch (or
router) can support. We report all power measurements in Watts (except the
last column). We anonymize the device models, but all of our experiments were
performed on devices from well-known vendors such as Cisco, ProCurve, and
Brocade.

Device A is a low-end network hub. While the maximum measured power
for this switch is a relatively low 12.8 W, the fact that the switch has only 12
ports, with each port capable of forwarding traffic at a maximum of 100 Mbps,
accounts for the rather high milliWatts / Mbps value when compared to devices
B, C, D and E. Devices C, E and F can be built to different specifications with
respect to the model and number of line cards that can be added to the chassis,
while no such options exist for switches B and D. Switches B, C and E have the
ability to support PoE (Power Over Ethernet), while D does not. Switch C is
available as a modular chassis with 6-slots, with each slot capable of supporting
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Table 1. Power consumption summary for network devices

Label Type Rated
Max
Power

Measured
Max Power
(M)

Measured
Idle
Power (I)

Time to
reach steady
state

EPI
(in %)

Aggregate
bandwidth
in Mbps

mWatts /
Mbps a

A 10/100 Hub 35 12.8 11.7 22 secs 8.59 1200 10.7
B edge LAN

switch
759b 198 150 125 secs 24.2 48000 4.1

C edge LAN
switch

875c 175 133.5 119 secs 23.7 48000 3.7

D edge LAN
switch

300 102 76.4 99 secs 25.1 48000 2.1

E core switch 3000 656 555 212 secs 15.4 48000 13.7
F edge router 300 210 168.5 195 secs 19.8 24000 8.75
G wireless

access point
12.5 8.3 5.2 50 secs 37.3 54 153.7

a Measured max power in milliWatts / Aggregate bandwidth in Mbps. This term is
equivalent to Joules per bit.

b including 400W for PoE
c including 400W for PoE

a 24-port linecard. Each port can be set to a maximum of 1 Gbps capacity. In
our benchmarking experiments, we choose 2 linecards for a total of 48 ports.
Switch E is a core switch, typically used as a root switch in data centers. This
particular model comes with 9 slots. We plug in a single 48-port 1 Gbps linecard
in one slot and the management blade in another slot for all our benchmarking
tests. Device F is a router, designed to sit at or just before the network edge. It
has 4 card slots, allowing us to plug in a 12-port linecard in each slot. Each port
can operate at a line speed of 1 Gbps. We plug in 2 linecards for this device,
for a total of 24 ports. Device G is a wireless access point with a capacity of 54
Mbps. While the actual power consumed by this device is the lowest compared
to all other models, its efficiency, as described by milliWatts/ Mbps, is the lowest
(153.7 W) due to the fact that the access point is only capable of supporting
traffic at 54 Mbps.

Devices B, C and D have an EPI value around 25%, indicating that their
energy consumption varies slightly with traffic, though not by very much. The
core switch (E) and router (F) exhibit almost no energy proportionality. The
wireless access point (device G) on the other hand has the highest EPI value. It
is important to note that EPI does not translate into energy efficiency. In the
case of G, the milliWatts that have to be used to forward 1 Mbps of traffic is
the highest amongst all the devices; thus it is the least efficient device.

For a switch having a line card with 48 full-duplex 1 Gbps ports, one way
to fully load the switch is to attach servers to each port and ensure 1 Gbps
of traffic going in and coming out of each port or use expensive measurement
equipment from vendors such as Ixia (www.ixiacom.com). We settle on a rel-
atively inexpensive strategy to fully load the switch without using 48 sources.
We loop-back 23 port pairs causing 46 ports to be active. For the remaining
two ports in the switch, we attach a commodity linux server to each port.
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We run our traffic generator program from one server; every packet from this
server is sent to the broadcast IP address. This technique ensures that the traffic
received by the switch port to which the server is connected is now forwarded to
all ports on the switch, thus ensuring that all ports get the offered load. Since
we have loops in our topology, enabling spanning tree and disabling spanning
tree have separate effects.2 While our technique of creating loops in a switch is
unconventional3, it allows us to benchmark the switch power consumption with
just a couple of servers instead of connecting a server to each switch port, which
can be unscalable especially for larger switches.

For each active port on the switch (except model A and G), we measure
the switch power consumption for 3 separate port capacities - 10 Mbps, 100
Mbps and 1 Gbps. For each capacity value, we vary the utilization of each port
by changing the traffic flowing through it as well as by enabling and disabling
spanning tree. As noted previously, we repeat our measurements for each config-
uration thrice, with each experiment lasting 5 minutes, for a total of 15 minutes.

To verify the validity of our looping technique for power measurements, we
first benchmark switch D using the technique we describe above and note its
power consumption for different switch and traffic configurations. Next, we val-
idate our results by instrumenting the same switch with 48 different servers
connected to each port, and for the same traffic and switch configurations. In
each case, we find the results from our looping technique to be within 2 Watts
of the ’attaching one server to each port’ technique (the error margin was under
2%). While we could not validate all the other switches with this technique due
to infrastructure constraints, based on conversations with switch vendors, we
believe that our technique will hold for other switches as well.

We now describe results from our power benchmarking study with the edge
LAN switch B. We obtain similar results for switches C, D and E, but don’t
report the results in detail here due to space constraints.

Edge LAN switch B: This 48-port switch, with a maximum per port ca-
pacity of 1 Gbps, is typically used in LANs as well as in data centers to connect
servers in a rack. We find the power consumption to be very stable and the stan-
dard deviation and variance to be negligible. We plot average power consumed
for each port capacity as a function of the number of active ports on the switch

2 When spanning tree is enabled, the switch internally detects all the loops and ensures
that for each port pair that form a loop, exactly one port is forwarding all the broad-
cast packets and the other port is receiving all the packets. For example, if all ports
in the switch are enabled through the command line interface, and if one of the con-
nected servers is generating 1 Gbps of traffic, each port in the switch either receives or
forwards 1 Gbps of traffic. In the case when spanning tree is disabled, the loops in the
topology cause the switch to flood every port with control packets. Every port in this
case, both transmits and receives packets equal to its full line speed. In other words, if
a port’s capacity is configured to 1 Gbps, the throughput (due to the control packets)
on this port is 1 Gbps in each transmitted and received state.

3 Communications with a switch vendor confirmed that our power measurement num-
bers using broadcast packets would match the observed power if we had connected
a single server to each port and resorted to transmitting unicast packets.
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in Figures 4, 4, and 5. Port capacity influences the power consumption signif-
icantly, especially for higher number of active ports. Further, as we increase the
number of active ports, the impact of port utilization (whether no load or fully
loaded) on power consumption is under 5%.

Moving onto the effects of traffic, we find that for a fixed traffic throughput
at any port, packet size does not impact power consumption at all. In Table 2,
we show the power consumed by the switch with 48 active ports as a function
of 4 different packet sizes.

Next, we determine the effect of the number of entries in the TCAM on the
power consumption. For this purpose, we add rules into the TCAM to accept and
deny packets from certain IP addresses. We vary the number of TCAM entries
from 0 to 3044, the maximum number available for this switch. With the TCAM

Table 2. Impact of packet size on power consumption

Number of Packet size Average power
active ports in bytes in Watts
48 10 151.2
48 500 151.6
48 1000 151.4
48 1500 152.3
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appropriately filled, we again repeat all our experiments for different switch and
traffic configurations described above and find that the number of the TCAM
entries does not impact power consumption at all. One interesting aspect that we
observe is the effect of switch firmware on energy consumption. When we upgrade
to the latest version of firmware available on the manufacturer’s website, and
run our complete benchmarking suite again, we find that the power consumed is
8-12 W lower in every case. The idle power (I) is now 141 W, while the measured
max power (M) is 178 W, for a new milliWatts/Mbps value of 3.7 and an EPI
of 20.8%. We believe that concerns about energy usage is starting to motivate
device manufacturers to make improvements in their firmware such as turning
off unused components. While these improvements may be a contributing factor
towards the lower power consumption, the EPI of the switch is still low.

We observe similar results for switches C, D, E and F. For devices where we
can plug in linecards, we note that each linecard consumes 35-40 Watts. The
base switch power now includes the chassis power plus the cost of each linecard.
Other factors such as the number of active ports, effect of traffic, packet sizes,
TCAMs, etc are similar to what we describe for switch B.

From the above results, we obtain a model to compute the total power con-
sumed by the switch. From our measurements, we find that a linear model is
able to accurately capture the total power consumption of switches/routers cur-
rently in use. As new architectural and design changes are implemented in these
devices, a linear model might not be the best fit; we might have to use other
models in that case.

Total power consumed consists of a fixed component (chassis power and power
for each linecard) and a variable component that depends on the number of
active ports, capacity of each port and utilization of each port.4 We experiment
with a combination of port line rates; for example, we set the line speed of 16
ports in the switch to 10 Mbps, 16 other ports to 100 Mbps and the remaining
16 ports to 1 Gbps. We find that the switch power consumption follows our
linear model even when individual ports have different line rates set. The power
model is given by Powerswitch = Powerchassis + numlinecards ∗Powerlinecard +∑configs

i=0 numportsconfigsi ∗Powerconfigsi ∗utilizationFactor. Powerlinecard is
the power consumed by the linecard with no ports turned on, and numlinecards

is the actual number of cards plugged into the switch. Variable configs in the
summation is the number of configurations for the port line rate. Powerconfigsi

is the power for a port running at line rate i, where i can be 10 Mbps, 100
Mbps, or 1 Gbps and utilizationFactor is the scaling factor to account for the
utilization of each port.

Validation: We use our linear power model to validate the power consumed
by switches within a live data center in our labs. Most of the racks in our data
center had two model D switches attached to all the servers in a rack. With help
from network administrators, we were successful in connecting several model D
switches to power meters to record the power as real traffic was flowing through

4 Our model is slightly different from the one proposed by [11] for routers; we also
include the cost for each active port at its specified line rate and utilization.
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them. Using SNMP queries, we obtain traffic flowing through each port for each
switch, the number of active ports on the switch and the capacity of each port.
We substitute the values from these live switches in our linear power model for
switch D and find that our predicted power matches the real power measured
by the power meter with an error margin of under 2%.

5 Related Work

Chabarek [11] et al. enumerate the power demands of two widely used Cisco
routers; further the authors use mixed integer optimization techniques to deter-
mine the optimal configuration at each router in a sample network for a given
traffic matrix. In our study, we consider a broader classification of switches and
routers. Additionally, we also discuss energy proportionality and energy efficiency
of these devices.

Some device manufacturers such as Cisco provide an online tool to calculate
total power consumed by some of their switch and router models. However, these
models are coarse-grained, and do not account for finer switch configurations
such as the line rate at which each port has been configured as well as effects of
traffic through each port.

At an individual switch or router level, researchers have been proposing tech-
niques such as putting idle subcomponents (line cards, ports etc.) to sleep [1–4],
as well as adapting link rates depending on the traffic [2–4, 12]. Allman et al. [13]
suggest incorporating a power-aware proxy that relays keep-alive messages such
as ARP replies to the switch on behalf of end devices such as desktops and lap-
tops. This would allow the end devices to be put to sleep, while the proxy keeps
the network connection alive.

Most of these proposals are in their early stages, and the underlying hardware
support for implementing these schemes is not yet available, though equipment
manufacturers are actively working on these proposals. While all these efforts
are commendable and a step in the right direction, what has been lacking in
the network community is understanding the energy savings by implementing
these schemes. For example, how many Joules can we save by allowing a switch
in the network edge to sleep for 30 secs? To the best of our knowledge, no in-
depth measurement study exists that quantifies the actual energy consumed by a
wide range of switches under widely varying traffic conditions as well the actual
power savings that can be obtained by performing techniques such as link rate
adaptation.

6 Implications and Conclusions

Benchmarking the power consumed for a variety of switch and router configu-
rations is a challenging problem, that will continue to grow in importance. We
build a benchmarking suite that incorporates several device configurations and
traffic factors that can impact energy consumption and identify the main factors
that impact power consumption the most. We summarize the main observations
from our study:
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– The power consumed depends on the number of active ports. Explicitly
disabling unused ports on a line card reduces the device power consumption.
As the number of active ports increases, power consumed increases linearly
for all three port line speeds - 10 Mbps, 100 Mbps and 1 Gbps.

– The power consumed depends on the line speed each port is configured at,
with 1 Gbps consuming the most power and 10 Mbps the least. This effect
is due to the extra energy required to operate the physical layer (PHY) at
higher line speeds. Thus, for ports that have low utilization, it is beneficial
to configure the port line speed itself to 10 or 100 Mbps than imposing
rate-limiting on traffic through the port without lowering the port speed.

– Traffic through the device (port utilization) does not have a significant effect
on power consumed, as can be observed from the low EPI values of the
devices. For 10 Mbps port line speed, the impact of traffic on power consumed
is slightly higher than that of 1 Gbps line speed. Further, power consumption
is independent of the packet size.

– Power consumed depends on other factors such as firmware version on the
switch/router. In current models, number of TCAM slots used does not
impact power. Making components such as TCAMs power-proportional will
also lower the energy consumption of devices.

Our study has two implications for network operators and device manufactur-
ers. Our measurements serve as motivation for device manufacturers to adopt
more aggressive techniques such as turning off unused components in the devices,
to make them more energy efficient. At the same time, the low EPI values of cur-
rent devices suggest that techniques such as traffic consolidation might provide
significant energy savings. For instance, network operators in an enterprise or
data center networks might be able to consolidate traffic from multiple switches
onto a single switch and turn off the used switches.

We have built a linear model for power consumed by network device; using
this model, users can calculate the power consumed by their switch (or router) by
specifying the configuration and traffic values for their device. Further, we define
and compute the energy proportionality index for each switch, similar to what
has been proposed for servers. We note that energy proportionality does not
imply energy efficiency. These are two separate terms and energy management
techniques should consider making devices both energy efficient as well as energy
proportional. In the future, we plan to make the benchmarking suite available
to build a comprehensive public repository of power characterization of all the
network devices.
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Abstract. All-Optical Label Switching (AOLS) is a new technology
that performs forwarding without any Optical-Electrical-Optical conver-
sions. The most promising scheme to manage the control plane of these
optical networks is Generic MultiProtocol Label Switching (GMPLS). In
this paper, we study the problem of routing a set of requests in GMPLS
networks with the aim of minimizing the number of labels required to
ensure the forwarding. In order to spare the label space, we consider
label stacking, allowing the configuration of GMPLS tunnels. We study
particularly this network design problem when the network is a line. We
provide an exact algorithm for the case in which all the requests have a
common source and present some approximation algorithms and heuris-
tics when an arbitrary number of sources are distributed over the line.
We analyze by simulations the performance of our proposed algorithms
and compare them with previous ones.

Keywords: Label space reduction, label stacking, GMPLS, AOLS.

1 Introduction

All-Optical Label Switching (AOLS) [1] is an approach to transparently route
packets all-optically, allowing a speed-up of the forwarding. This very promising
technology for the future Internet applications also brings new constraints and,
consequently, new problems have to be addressed. Indeed, as the forwarding
functions are implemented directly at the optical domain, a specific correlator
is needed for each optical label processed in the node. Therefore, it is of ma-
jor importance to reduce the number of employed correlators in every node,
hence reducing the number of labels (as referred in the rest of the paper). The
most promising scheme to manage the control plane of these optical networks is
Generic MultiProtocol Label Switching (GMPLS). Therefore, for reducing the
total number of labels in routers, solutions deployed by GMPLS for reducing the
number of labels, such as label merging or label stacking, have to be studied.
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In this paper we consider the problem of routing a set of given requests with
the aim of minimizing the total number of labels. We study this problem when
the network is a line and when label stacking allowing to configure GMPLS
tunnels is considered. Restricting the problem to the case when the network is a
line will provide efficient algorithms that are necessary to better apprehend the
general problem.

The first studies related to label space reduction in GMPLS networks are
based on a technique called label merging (not discussed here). Saito et al. were
the first considering this problem and they propose in [2] a linear programming
mathematical model to find the most efficient routing solution in terms of labels
using label merging. It is worth mentioning the heuristic proposed by Bhatnagar
et al. in [3] with the same aim. The contributions using label merging were further
extended in [4].

In [5] the authors deal with the problem of minimizing the number of used
labels, when routes are given and the stack depth is limited to two. In [6], the
authors extend this problem by assuming that routes should be found as well,
considering that links have capacities. In these two contributions, the authors
have as objective the minimization of the usage of the label space while keeping
the stack depth to a maximum of two, which can be seen as a network design
problem since the goal is to find the minimum capacities in the nodes to satisfy
a traffic matrix.

This paper is organized as follows. In Section 2, we recall the basic concepts
of GMPLS label forwarding mechanism. In Section 3, we formally state the
problem addressed in this paper. In Section 4, we present a optimal polynomial-
time algorithm when one source is considered in the line. In Section 5, we propose
an approximation algorithm and heuristics when multiple sources are considered.
Simulation results concerning these algorithms are reported in Section 6. Finally,
Section 7 gives conclusion and perspectives of the work.

2 Label Switching Mechanism in GMPLS

In GMPLS, requests are established by the configuration of Label Switched Paths
(LSPs). Packets are associated to LSPs by means of a label, or tag, placed in the
header of the packet. In this way, routers - called Label Switched Routers (LSR)
- can distinguish and forward packets. In addition, in GMPLS, it is allowed to
carry a set of labels in packets header, conforming a stack of labels. Even though
a packet may contain more than one label, LSRs must only read the first (or
top) label in the stack in order to take forwarding decisions. Stacking labels and
label processing, in general, is standardized by the following set of operations
that an LSR can perform over a given stack of labels:

– SWAP: replace the label at the top by a new one,
– PUSH: replace the label at the top by a new one and then push one or more

onto the stack, and
– POP: remove the label at top in the label stack.
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Fig. 1. GMPLS Operations performed at the entrance and at the exit of a tunnel

The labels stored in the forwarding table are significant only locally at the
node and swapped all along the LSP.

Label Stacking

When two or more LSPs follow the same set of links, they can be routed together
‘inside’ a higher-level LSP, henceforth a tunnel. In order to setup a tunnel, mul-
tiple labels are placed in the packet’s header: a method known in the literature
as label stacking.

As mentioned before, the LSRs in the core of the network route data solely on
the basis of the topmost label in the stack. This helps to reduce both the number
of labels that need to be maintained on the core LSRs and the complexity of
managing data forwarding across the backbone.

Figure 1 represents the general operations needed to configure a tunnel with
the use of label stacking. At the entrance of the tunnel, λ PUSH are performed
in order to route the λ units of traffic through the tunnel. Then, only one type
of operation (either a SWAP or a POP at the end of the tunnel) is performed in
all the nodes along the tunnel, regardless of λ. In this figure, a stack of size 2 is
used to route the λ LSPs in one tunnel from node A to node E. The top label
l is swapped and replaced at each hop: by l1 at node B, by l2 at node C, and
is finally popped at node D. The λ units of traffic, at the exit of the tunnel at
node E can end or follow different paths according to their bottom label ki, for
all i ∈ {1, 2, ..., w} in the stack.

Therefore, the total cost c(T ) of this tunnel T = (A, E) in terms of number of
labels is: c(T ) = λ+ l(T )−1, where λ is the number of units of traffic forwarded
through this tunnel and l(T ) is its length in terms of number of hops (which is
4 on this example).

The traffic can enter in any node of a tunnel but can exit in only one point,
the last node of the tunnel. In other words, when some traffic is carried by a
tunnel, it follows the tunnel until the end.

This cost function c(T ) still holds for some degenerated cases. For example, in
the case of an arc (i.e., a path of length 1, l(T ) = 1), or when one unit of traffic
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is routed in a path (i.e., a single LSP with λ = 1 whose cost is only its length).
In the following, we consider as a tunnel, without loss of generality: (1) an arc
routing several units of traffic, (2) a path routing a only one unit of traffic, and
(3) a path routing several units of traffic (i.e., λ > 1 and l(t) > 1). Note that
strictly speaking, only the third case is considered as a tunnel.

In this paper, we fix the maximum stack size to 2. Increasing the stack size,
increases also the total bandwidth consumption in the network. When the size
of the stack is not limited, label stripping [7,8] encoding the whole path in the
stack provides a feasible solution.

3 Modelling the LSPR Problem

This section describes the problem of routing a set of requests in GMPLS network
with the aim of minimizing the number of labels. The problem is formally defined
as follows:

Label Space Reduction in a GMPLS Network: LSPR
Input: a network (digraph) G = (V, E) and a set of requests R, where in the

request r ∈ R, r = (si, uj), si ∈ V sends wr units of traffic to uj ∈ V .
Output: A set T of tunnels enabling to route the traffic and a dipath composed

of tunnels in T for each request (si, uj).
Objective: minimize the total cost of T , that is c(T ) =

∑
Tk∈T c(Tk) where

the cost c(Tk) of a tunnel Tk which contains λk units of traffic and is of length
l(Tk) (number of arcs in G associated to the path joining the end-vertices of
Tk) is c(Tk) = λk + l(Tk)− 1.

Computation of a solution to the example of Figure 2. Consider the line network
with one source s, w1 units of traffic destined to u1 at distance l1 from s (l1 − 1
nodes between s and u1) and w2 units of traffic destined to u2 at distance l1 + l2
from s. See Figure 2 for an illustration. The optimal solution depends on the
values li and wi. Indeed, two solutions have to be examined.

In the first solution, a specific tunnel (s, ui) is configured for each destination
ui, giving two tunnels (s, u1) and (s, u2) with a total cost: (w1 + l1 − 1) + (w2 +
l1 + l2 − 1) = w1 + w2 + 2l1 + l2 − 2.

The second solution is composed of the two tunnels (s, u1) and (u1, u2). The
requests destined to u2 will first use the tunnel (s, u1) and then the tunnel
(u1, u2). The traffic carried by (s, u1) is λ1 = w1 + w2 and the traffic carried by
(u1, u2) is λ2 = w2. Therefore, the total cost is (w1 +w2 + l1−1)+(w2 + l2−1) =
w1 + 2w2 + l1 + l2 − 2.

The optimal solution is either the first one if l1 ≤ w2 or the second one if
l1 ≥ w2.

Lemma 1. In any network G = (V, E), there exists an optimal solution T for
the problem LSPR such that all the units of traffic of the request (si, uj) are
routed in T via a unique dipath (set of consecutive tunnels) from si to uj.
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Fig. 2. Depending on the values l1 and w2, the optimal solution may be composed
either of tunnels (s, u1) and (s, u2), or of tunnels (s, u1) and (u1, u2)

Proof. Let T be an optimal solution and suppose that the requests arriving at
ujare routed via p > 1 different paths P1, . . . , Pm. Let λm, 1 ≤ m ≤ p, be the
number of traffic units forwarded by Pm. Let hm (h like hops), 1 ≤ m ≤ p, be
the number of consecutive tunnels in the path Pm. Let the order of the paths be
such that P1 is a path with the minimum number of consecutive tunnels h1.

Then, for any other path Pm (m > 1) reroute the λm requests routed via Pm

via P1. We obtain a new feasible solution T ′ whose cost is

c(T ′) ≤ c(T ) + λmh1 − λmhm.

Indeed, the cost of each tunnel used in Pm is decreased by λm, plus possibly,
if some tunnel T of Pm becomes empty, by l(T )− 1 ≥ 0. On the other hand, the
cost of each tunnel of P1 is increased only by λm as the tunnel already exists.
Therefore, as h1 ≤ hm, we get c(T ′) ≤ c(T ) with strict inequality if h1 < hm

(the path Pm is strictly longer than P1) or if, in the rerouting, some tunnels of
length more than 1 become empty. So T ′ is also an optimal solution.

Repeating the operation for each Pm we obtain an optimal solution T ∗, where
all the requests arriving at a node ui are routed in T via a unique dipath. �

The cost of an optimal solution T for problem LSPR with |T | tunnels and |R|
requests is:

c(T ) =
|T |∑
k=1

(l(Tk)− 1) +
|R|∑
r=1

hrwr.

where hr is the number of consecutive tunnels for the request r in T , wr is the
number of units of traffic of the request r and l(Tk) is the length of the tunnel
Tk in terms of number of hops. The cost c(T ) is the sum of the cost for the
configuration of the tunnels (

∑|T |
k=1(l(Tk) − 1)) and the cost for the requests to

enter the tunnels (
∑|R|

r=1 hrwr).

4 LSPR-L1 Problem: The Line Network, One Source

In this section, we focus on the specific case when the network G = (V, E) is a
directed line (a dipath) and when the number of sources is equal to 1. Focusing on
the same problem with simplest constraints will provide algorithms that will be
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s j α lu uu

Fig. 3. The tunnel in dotted points is not present in an optimal solution

useful to find efficient solutions for the general problem. Let us denote by Ps→un

the line where s is the source and where there are n requests (s, ui) with the ui

indexed in the increasing order of their distance from s. This problem is referred
as LSPR-L1 in the sequel (standing for Label Space reduction in a GMPLS Line
Network with 1 source). The main result of this section is an algorithm based on
dynamic programming techniques that finds an optimal solution in time O(n3),
as stated in Proposition 1. First, we need two technical lemmas.

Lemma 2. When the network is a directed line, with source s, an optimal solu-
tion T for LSPR-L1 problem is such that, if (s, uα) is the longest tunnel from
s, then there is no tunnel (uj , ul) in T with j < α < l.

Proof. Suppose there exists such a tunnel (uj , ul) (see Figure 3). As α is the
maximum index, then uj �= s, otherwise (s, ul) would have been longer than
(s, uα). Therefore, the number of consecutive tunnels towards ul, hr=(s,ul) de-
noted simply hl, satisfies: hl ≥ 2. Consider the solution T ′ obtained from T by
deleting the tunnel (uj , ul) and adding, if it does not exist, the tunnel (uα, ul).
The request (s, ul) is then routed through two consecutive tunnels (s, uα) and
(uα, ul). It is an admissible solution whose cost satisfies:

c(T ′) ≤ c(T )− λlhl − (l(uj , ul)− 1) + 2λl + l(uα, ul)− 1,

where λl is the number of requests arriving at ul. As hl ≥ 2 and l(uα, ul) <
l(uj, ul), c(T ′) < c(T ). �

Lemma 3. For a line Ps→un with wi units of traffic for the request (s, ui), the
cost of an optimal solution is:

c∗(Ps→un) = min
α

[
n∑

i=α

wi + l(s, uα)− 1 + c∗(Ps→uα−1 ) + c∗(Puα→un) ],

where uα ∈ Pu1→un is a splitting point that decomposes the problem into two
sub-problems.

Proof. By Lemma 2 an optimal solution contains a tunnel (s, uα) of cost (
∑n

i=α

wi + l(s, uα)−1) plus an optimal solution on the sub-line Ps→uα−1 and an optimal
solution on the sub-line Puα→un . �
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Algorithm 1. Polynomial-time algorithm computing an optimal solution
for the LSPR-L1 problem
Input: Line Ps→un from s to un, where s is the source (referred also as u0) and

(s, ui) are the set of requests (i ≥ 1), each of them having wi units of
traffic

Output: Set of tunnels enabling the routing from s of all the requests (s, ui)
begin

C is a table of size n2 indicating the costs all the sub-solutions;
S is a table of size n2 indicating the splitting points uα associated to the
optimal sub-solutions;
W is a table of size n storing partial sums of weigths, W [0] = 0,
W [j] =

∑j
i=1 wi = W [j − 1] + wj , and so

∑β
i=α wi = W [β] − W [α − 1];

for i ∈ [0, n] do
C[ui, ui] = 0;
C[ui, ui+1] = wi+1 + l(ui, ui+1) − 1;
S[ui, ui+1] = ui+1;

for i ∈ [2, n] do
for ∀k ∈ [0, n − i] do

min = +∞;
for ∀α ∈ [k + 1, k + i] do

value =
(W [k + i] −W [α− 1]) + l(uk, uα) − 1 + C[uk, uα−1] + C[uα, uk+i];
if value < min then

min = value;
C[uk, uk+i] = c(Puk→uk+i) = value;
S[uk, uk+i] = uα;

Compute the optimal set of tunnels from the table S;
end

Proposition 1. When the network is a directed line Ps→un , and all requests
are issued from s, then an optimal solution of the LSPR-L1 problem can be
computed in time O(n3) by Algorithm 1.

Proof. According to Lemma 3, to compute an optimal solution for Ps→un , we need
first to compute optimal sub-solutions for Ps→uα−1 and for Puα→un , uα ∈
{u1, . . . , un}, and recursively.The algorithm computes first solutions for Pui→ui+1 ,
and for computing solutions for Pui→ui+2 , the already computed values for sub-
lines Pui→ui+1 (say C[ui, ui+1]) and Pui+1→ui+2 (say C[ui+1, ui+2]) are used with-
out any recomputation.

For example, to compute the solution on Ps→u2 , we need the values C[s, u1]
and C[u1, u2] since we have C[s, u2] = min{(w1 + w2 + l(s, u1)− 1 + C[u1, u2]),
(w2 + l(s, u2)−1+C[s, u1])}. Now, if we want to compute the solution on Ps→u3 ,
we need to compute first C[u1, u3] and C[u2, u3], but not C[s, u1] and C[s, u2]
that are already known from previous computations and stored in table C.

Finally, we can compute the optimal solution using dynamic programming
(Algorithm 1), with time complexity O(n3) and space complexity O(n2). �
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Fig. 4. An example with its optimal solution

The optimal algorithm in the example of Figure 4. Let us compute an optimal
solution to the example in Figure 4 using Algorithm 1. We first have to compute
the table C containing the costs of the sub-optimal solutions for each sub-line.

First, the sub-paths of length 1, Ps→u1 , Pu1→u2 , Pu2→u3 , and Pu3→u4 are
straightforward computed in C[u0, u1], C[u1, u2], C[u2, u3], and C[u3, u4].

Then, for the sub-paths of length 2, Ps→u2 , Pu1→u3 , and Pu2→u4 , two splitting
points are considered by the algorithm. For example, for Ps→u2 , the optimal
solution implies a splitting point u1 with cost w1 +w2 + l(s, u1)−1+C[u0, u0]+
C[u1, u2] = 50 (the splitting point u2 implying a greater cost w2 + l(s, u2)− 1 +
C[u0, u1]+C[u2, u2] = 51). The already computed costs C[u0, u0], C[u1, u2], and
C[u2, u2] have been used by the algorithm and are not computed again.

For the computation of the optimal solution on the whole line Ps→u4 , four
splitting points, u1, u2, u3, and u4 should be considered.

When the table C showing the optimal costs for all the subpaths has been com-
puted as presented in Table 1, the set of tunnels composing the optimal solution
can be deduced from the splitting points. The optimal solution for line Ps→u4 has
cost 132 and a splitting point u3. Thus, the optimal solution is composed of a tun-
nel (s, u3) and of optimal solutions for the sub-paths Ps→u2 and Pu3→u4 . The first
sub-solution has a splitting point u1 which gives tunnels (s, u1), (u1, u2). The op-
timal solution for the sub-path Pu3→u4 is obviously the tunnel (u3, u4).

Finally, the optimal solution is composed of tunnels (s, u1), (u1, u2), (s, u3),
and (u3, u4).

In the special case where the requests are uniform, we are able to give a closed
formula of the cost of an optimal solution, as stated as follows.

Proposition 2. For a line network Ps→un , with n = 2q − 1 + r, where 0 ≤ r ≤
2q − 1, and an uniform distribution: ∀i, wi = 1, the cost of an optimal solution
is 2q(q − 1) + 1 + (q + 1)r.

The proof of this proposition is technical and is not given in this paper due to
lack of space. In this specific case we can prove that c∗(Ps→un) = c∗(Ps→un−1)+
�log(n)�+ 1.
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Table 1. Computation of the table C and S for the optimal solution of the example
on Figure 4, the nodes in brackets representing the splitting points of table S

s = u0 u1 u2 u3 u4

s = u0 0 20 50 (u1) 101 (u2) 132 (u3)
u1 - 0 20 61 (u3) 91 (u3)
u2 - - 0 30 60 (u3)
u3 - - - 0 20
u4 - - - - 0

5 LSPR-LM Problem: The Line Network, Multiple
Sources

In this section, we study the problem of routing a set of requests on the line
network when multiple sources are distributed along the line. Since sources
may inject traffic anywhere in the network, Lemma 2 is not valid anymore,
hence the problem seems to be inherently more complicated. As the problem
cannot be decomposed as easily as previously, we present in this section a
log(n)−approximation algorithm and an heuristic that will be compared to the
optimal solution and to previous known heuristics in Section 6. The problem is
referred in the following as LSPR-LM (standing for Label Space reduction in a
GMPLS Line Network with Multiple sources).

5.1 log(n)-Approximation Algorithm for LSPR-LM

Consider the nodes {u0, u1, . . . , un}, that can be source or destination or both,
sorted according to their position on the line from the left to the right (ui+1
after ui on the line, ui+1 being at distance li+1 from ui). Suppose that the line
is of length L, meaning that L =

∑n
i=1 li.

The algorithm consists of configuring all the consecutive tunnels {(u0, u1),
(u1, u2), . . . , (un−1, un)}, {(u0, u2),(u2, u4), . . . ,(un−2, un)}, {(u0, u4), (u4, u8),
. . . , (un−4, un)}, and more generally, those of length a power of 2. See Figure 5
for an illustration of the configuration of the tunnels. Consequently, there exists
a path of at most log(n) tunnels from any source to any destination, ensuring a
valid routing for all the requests. When the solution has been computed, then
some tunnels that are not used by any destination may be removed.

Theorem 1. For a problem with n sources and/or destinations, there exists a
log(n)-approximation algorithm for the LSPR-LM problem.

Proof. The cost of a solution computed by the algorithm is (1) the cost of the
configuration of the tunnels plus (2) the cost for entering the tunnels.

To configure each level of consecutive tunnels, at most L−1 labels are needed.
There are at most log(n) different levels of tunnels. So, the overall number of
labels needed for the configuration of tunnels is at most (1) ≤ (L− 1) log(n).
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Fig. 5. Computing this set of tunnels gives a log(n)−approximation algorithm for
LSPR-LM problem

When that set of tunnels has been configured, any source can join any des-
tination in at most log(n) hops. Therefore, the total cost needed to enter the
tunnels is at most (2) ≤

∑|R|
r=1 wr log(n).

Then, the cost of this solution is at most: (1) + (2) ≤
∑|R|

r=1 wr log(n) + (L−
1) log(n) = log(n)(

∑|R|
r=1 wr + L− 1).

In the best case, an optimal solution will be of cost
∑|R|

r=1 wr +(L− 1), giving
a log(n)−approximation. �

5.2 Proposed Heuristic: Extended Dynamic Programming

This subsection presents a simple heuristic to find a solution of the problem on
the line with multiple sources. Suppose that, when constructing the solution,
there is a set of tunnels leading from a source u0 to a destination ui. Then, if
another source, say ux with x > 1, has to transmit traffic to ui, then ux may
insert traffic directly in the tunnels going to ui without additional cost.

Therefore, the heuristic consists of considering only the source u0, then, to
affect the whole set of requests to u0 and to use the polynomial algorithm just
described previously for only one source. In the solution, there would be tunnels
from u0 to all the destinations, and the other sources will insert their traffic in
the tunnels passing through them.

6 Simulations

In this section we analyze the performance of the proposed heuristics using
simulations. The analysis consists of the comparison of the total number of
labels used by the heuristics.

In our simulations, we use a line network consisting of 500 nodes. Each exper-
iment consists of a different number of sources and destinations. The number of
sources equals the number of destinations in each experiment. Between a pair
of source and destination nodes, a demand is generated (with a probability of
80%) with a random capacity between one and 500 (uniform).

Figure 6 (top) shows the behavior the heuristics proposed in this article
together with the Longest Segment First (LSF) heuristic [9]. The number of
sources (or destinations) varies from 5 to 113 with increments of three nodes
in each experiment. Each experiment was run 100 times. The results show
that, even though the log(n)-approximation runs in O(p log n) and guarantees a
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Fig. 6. Comparison on the number of labels used by different heuristics and magnifi-
cation of the first 20 experiments including the optimal solution

bound in terms of sub-optimality, in practice the results are not as good as
the proposed Extended Dynamic Programming heuristic or the LSF heuris-
tic running in O(n3) and O(np2), respectively. We also observed that the re-
quirements in memory for LSF are lower than those of the Extended Dynamic
Programming heuristic; however the quality of the solution of the later always
outperforms the former’s. Some other previously proposed heuristics (see [6]
and [10]) were tested as well with worse results, hence not considered in this
analysis.

At the bottom of Figure 6, a magnification of the results in the first 20 ex-
periments is shown. The plot showing the optimal value is also added. In these
experiments, the numerical solution computed by the heuristic based in dynamic
programming is within 1% (in most of the case) of the optimal value. We con-
jecture that this is because the demands share the same set of destinations. The
proposed heuristics in this paper show a better convergence than that of LSF
when the number of sources is low.
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7 Conclusion and Perspectives

We presented in this paper the problem of routing a set of requests with the
aim of reducing the total number of labels in the network. For the line, we
exhibit a polynomial-time algorithm when there is a single source and a log(n)-
approximation algorithm, and one heuristic for multiple sources. We show the
good performance of these algorithms through simulations. In future work, we
plan to extend these proposed algorithms to general networks and to study the
computational complexity of the LSPR problem.
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Abstract. Optical Packet Switching (OPS) technologies are among the most 
promising solutions for Next Generation Networks. In OPS networks, several 
mechanisms for Quality of Service (QoS) management have been developed. In 
this paper, we address QoS and fairness issues in a novel OPS ring architecture 
with a slotted synchronous transmission. The MAC protocol in the studied ar-
chitecture is similar to CSMA/CA. Each node may use the available bandwidth 
in an opportunist manner. Therefore, the chances for each node to find available 
transmission resources are tightly correlated to the matrix of traffic at the other 
nodes. In order to remedy this problem, we elaborate two improved access 
mechanisms with preemptive approaches: Packet Erasing Mechanism (PEM) 
and Extraction and Reemission Mechanism (ERM). We evaluate the perform-
ance of the proposed mechanisms using a discrete-time analytical model. 
Finally, the results obtained by our model are validated and analyzed through 
several simulation scenarios. 

Keywords: Medium Access Control (MAC), Metro Access Network Architec-
tures, Modeling and Performance Evaluation, Quality of Service, Slotted Opti-
cal Packet Switched (OPS) Ring Networks. 

1   Introduction 

Packet ring-based networks were pioneered by the Cambridge Ring, followed by other 
important network architectures such as FDDI and RPR. Those networks are mainly 
based on electronic routers which provide satisfying performance but with relatively 
high cost. However, the French research project ECOFRAME is targeting a new optical 
Metro Access Network (MAN) [1], [2]. This network architecture aims to develop a 
new technological approach with lower cost compared to a pure electronic solution. It 
has also some added values in terms of reliability and performance. The studied network 
                                                           
*  This work was partially supported by the French ANR / ECOFRAME and by the European 

EuroNF research projects. 
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is synchronous. Moreover, the transmission medium is subdivided into slots of equal 
duration. Each slot can accommodate one fixed-size optical packet. 

In the scope of this paper, we address modeling and performance evaluation of op-
timized access mechanisms that we propose for this novel OPS architecture. We use 
an absolute priority scheme inside each ring node. However, it is well known that the 
absolute priority scheme improves the performance of the higher priority classes, but 
can cause excessive delays for the low-priority classes especially when the network is 
highly loaded [3]. Discrete time communication systems with constant slot size,  
including several priority management schemes, have been studied with many details 
in [4]. Besides, a dynamic packet transmission discipline, with multiple classes of 
delay-sensitive traffic and the Head of the Line (HOL) priority scheme, was proposed 
and analyzed in [5]. Moreover, a dynamic priority scheme with dynamic jumps has 
been recently investigated by analytical modeling [6]. However, while these studies 
have provided interesting results concerning the priority management inside a single 
node, none of them have taken into account the interactions through the link between 
several nodes at the network scale. In fact, even the absolute priority that performs a 
large discrimination between different classes of traffic may lack efficiency when it is 
applied to a ring or bus topology. Depending on the traffic matrix, some stations can 
have a very privileged position which allows them to monopolize a large amount of 
bandwidth. Hence, the priority scheme must be elaborated at the scale of the network 
and not only at the node scale.  

Therefore, we elaborate two preemptive access mechanisms: Packet Erasing 
Mechanism (PEM) and Extraction and Reemission Mechanism (ERM). These 
mechanisms prevent the transmission of packets with high priority from being 
blocked by packets of lower priority sent by other ring nodes. The preemption of BE 
packets at intermediate nodes is controlled by a Queue-Length Threshold (QLT) pol-
icy. Thus, this mechanism implements a sort of dynamic priority. In the studied archi-
tecture the interaction between classes is performed through the ring. In addition to 
the state of local buffers, the use of the slots (link state) should also be considered in 
the analysis of such system.  This original feature of this study extends the QLT prior-
ity scheme to the network level. 

From the modeling point of view, the synchronous slotted mode that characterizes 
the studied architecture imposes the resort to a common service policy which is based 
on a cyclic admittance scheme [7]. However, in the studied ring network architecture, 
optical packets bypass intermediate nodes transparently. Moreover, the transmission 
medium is shared by several nodes. Hence, the transmission of new packets arriving 
to the system undergoes a possibility of blocking. After resolution of the proposed 
model, we provide expressions for delay and loss performance parameters. The results 
obtained are validated by simulation works. 

This paper is organized as follows. The studied network architecture is described in 
section 2. In section 3 we present the ring node function and the main ideas that in-
spire the proposed model. Expressions for delay measures and packet loss ratio are 
provided in section 4. Novel QoS mechanism (ERM) and the extension of our model 
for its support are presented in section 5. Section 6 gives model validation by simula-
tion works and performance analysis of the studied network and the proposed mecha-
nisms. Finally, section 7 concludes our work. 
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2   Studied Network Architecture 

We consider a ring network with synchronous transmission, which allows the trans-
port of fixed-size optical packets in a slotted mode. Client traffic consists of several 
classes of Service (CoS). Ring nodes communicate directly without resorting to any 
central station (Hub). 

Each ring node (station) can receive, drop or insert packets to be transmitted on the 
ring. The MAC protocol in the studied network is similar to the Carrier Sense Multi-
ple Access with Collision Avoidance (CSMA/CA) scheme [8]. The node constantly 
watches on the transit line (link), seeking for free slots on the ring. Network nodes 
read the header of all incoming packets in order to decide whether to extract or not 
each of these optical packets from the ring. When a node is the destination of a 
packet, it removes the packet completely from the ring. 

In the studied architecture, the traffic coming from client networks consists of 
small electronic packets of variable-size. These electronic packets are collected and 
put together into large fixed-size optical payloads. In the following sections, we refer 
to this procedure as the fixed-size packet creation mechanism. Note here that we do 
not deal in this study with this procedure since it has been well studied in [9]. The 
resulted optical packets are stored in electronic queues called local buffers (one buffer 
for each class of service). When the current slot is free, local buffers are served ac-
cording to a head of line (HOL) policy. Since we consider synchronous slotted trans-
mission, the node can transmit an optical packet (if any) only at the beginning of a 
free slot. 

 

Fig. 1. Packet erasing mechanism 

As for the QoS management, we propose two improved preemptive access mecha-
nisms: the Packet Erasing Mechanism (PEM) and the Extraction and Reemission 
Mechanism (ERM). As shown in Figure 1, when the PEM mechanism is enabled, 
Best Effort (BE) packets can be dropped (preempted) at intermediate nodes in order to 
be replaced by packets of higher priority. We denote by C the number of classes of 
service in the network and by Nq the capacity of the buffer of class q (q=1,..,C). Note 
that q=C corresponds to the Best Effort class. In order to limit the preemption of BE 
packets, the activation of the erasing mechanism is controlled. Packets of class q 
(q=1,..,C-1) can preempt BE packets only when the number of packets in the buffer of 
class q is superior or equal to a threshold θq (θq =1,.., Nq). 
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3   Modeling of the OPS Ring 

3.1   Network Model 

We consider a ring constituted by S stations connected by a link. In this structure each 
station behaves in the same way, therefore they are characterized by the same node 
model but possibly with different parameters. However, the nodes in the network 
interacts through the link, so to describe the network behavior, the link state indicat-
ing if the slots are free or occupied, must be also determined. 

Each node encloses C electronic buffers in order to accommodate a number of C 
Classes of Service (CoS). CoS1 is the class with the highest priority. We may also 
refer to these buffers as add buffers or local buffers. The capacity of a local buffer q 
(q=1,..,C) is the number of packets Nq which can be stored inside. 

We suppose that packets of class q arrive to the station following a Poisson process 
with a rate λq (q=1,..,C). We denote by s, the state of a slot on the link. When a slot is 
free, its state is 0; otherwise it corresponds to the CoS ID (1,..,C) of the packet trans-
mitted in this slot. 

3.2   Computation of the State Probabilities 

Hereafter we compute the state probabilities for local buffers at the stationary state of 
the system. We are interested only in the state of the transmission buffers. The state of 
the reception buffer doesn’t impact the network performance. 

 

Fig. 2. Steps of slot state update (decomposition method) 

The queueing policy at each node is based on HOL absolute priority. The service 
of clients of class q depends only on the service of potential clients in the previous 
queues (classes 1 to q-1) and on the state of the current slot seen by the first buffer in 
the considered node. Hence, we decompose our system to as many parts as the num-
ber of local buffers in all ring nodes. The effect of each node is reported on the link 
state in a circular sequence. For a timeslot observed by a single node, the state of the 
link is modified by taking into account the state of the local transmission buffers, 
considered in a sequential way according to their priority. Moreover, at the entrance 
of each node, the state of the current slot is updated in order to take into account the 
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traffic matrix, i.e. the probability for the potential packet carried on this slot to be 
destined to the current node. Figure 2 illustrates the above described decomposition. 

Due to the constant slot duration, the steady state distribution of this system de-
pends on the observation moments that we choose. For the resolution of the studied 
model, we observe the system state right after a possible modification of the link 
state, taking into account the effect of all queues in the node under consideration. So, 
the steady state of the system is observed at the end of each timeslot, right after the 
slot passes the current node and before it goes to the next node on the ring. The model 
obtained after decomposition using the priority is a typical discrete time queueing 
model with buffers of finite capacity. It can be easily shown that the associated steady 
state distribution exists and it is unique. 

At each node, the state of the link is modified consecutively by taking into account 
the effect of each local buffer q (q=0,..,C), where q=0 denotes the reception buffer 
and q=1,..,C denote local transmission buffers. Let Pl,q(s) be the probability for the 
current slot on the link, seen by the buffer q, to be in the state s (s=0,..,C).  
Hence, Pl,q+1(s) will represent the state probability of the link after taking into account 
the effect of the buffer q. 

Let Pq(n) be the probability for the buffer of class q to have n packets inside at the 
end of the current timeslot (taking into account new arrivals and after one of its pack-
ets has been possibly moved to the server for transmission). 

We denote by ( )k
qnq ,Ω  the conditional probability that k ( { }1,0∈k ) packet exits 

from the queue of class q during the current slot when nq>0. 

( ) ( ) ( ) ( )CPPk qlqqlnq q ,q,, n01 1 ⋅〉+==Ω θ  (1) 

where (.) is the indicator function which takes the value 1 if the associated condition 
is satisfied and 0 otherwise. Clearly, the second term expresses the case where a Best 
Effort packet (called BE or class C) is erased to the benefit of the class q. 

We denote by αq(j) the probability that j packets of class q arrive in timeslot dura-
tion Δ . When the packet arrivals is characterized by a Poisson process, 

( ) !/)( jej qj
qq

Δ×−⋅Δ×= λλα  

During the computation, first, the state of the local buffer q is updated taking into 
account the state of the link viewed by this queue. Then the state of the slot is updated 
taking into account the effect of q. The new state of the slot will be seen by the next 
queue (of class q+1) of the node. The last update in a node gives Pl,0 (s) for the next 
node on the ring. Note here that since we are interested in the stationary state of the 
system, the initial values of the state probabilities (of the link and the local buffers) 
have no impact on the results but only on the computation time. 

For the node under consideration, the state of the buffer of class q changes upon 
the arrival of new packets or the departure (transmission) of the packet at the head of 
it. Therefore, this state is characterized by the following transition equations: 

 

(2) 
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Recall that, the probabilities Pl,0 (s) should be updated at the entry of each node de-
pending on whether the packet at the current slot is destined or not to the current 
node. This update will provide the probabilities Pl, 1 (s), which characterize the link 
state seen by the first buffer in the node. Transition equations for this update are: 

⎪⎩

⎪
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≤≤−⋅=
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=

CiforPiPiP
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iRll
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i
iRlll
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,0,1,

1
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where PR, i (i=1,..,C) is the probability for a packet of class i to be destined to the 
considered node. For a uniform traffic in a ring with S stations, PR, i=1/(S-1), (i=1,..,C) 

Finally, the state transitions for the slot, considering the buffer of class q, are: 

Case 1: The slot is free and no packets in queue are ready for insertion. 
Case 2: The queue is not empty and the slot is free. 
Case 3: The slot carries a BE packet, which is preempted by the PEM mechanism. 
Case 4: The slot is carrying a transiting packet and no insertion event occurs. 

The state transitions for the slot under the effect of a queue q (q=1,..,C-1), taking 
into account the state of this queue at the end of the timeslot, are described as follows: 

 

(4) 

Note here that a packet that arrives to the node during a slot is stored, at least till 
the end of the current slot, in the local buffer that corresponds to its class of service. 

4   Delay and Loss Expressions 

4.1   Computation of Packet Loss Ratios 

In the studied architecture, packets may be lost at local buffers because of buffer over-
flow or, for BE packets, dropped at intermediate nodes by the PEM mechanism. The 
Packet Loss Ratio ρq is the ratio of packets which are lost because of overflow of the 
buffer q, to total generated packets of class q. 

When there are n packets in a local buffer q of capacity Nq, the arrival of k new 
packets (k > [Nq - n]) in a timeslot of duration Δ causes the loss of k - [Nq - n] pack-
ets. Therefore, ρq can be expressed as: 

( ) [ ] Δ⋅−−⋅⋅=∑ ∑
=

∞

+−=
q

N

n nNk
qqqq

q

q

nNknPk λαρ
0 1

)()(  (5) 

Thereafter, the performance measures concerning different stations will be written 
with a superscript k. For example, the loss probability at the add buffer of class q in 
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the station of rank k (k=1,..,S) will be denoted as ρq
(k). This superscript will be re-

moved whenever there will be no risk of confusion. 
The total loss ratio of packets of class q (q=1,..,C-1) is equal to ρq

(k). As for the 
class C, packets which are dropped at intermediate nodes should also be considered. 

We denote by Pd|C
(k) the conditional probability for a packet of class C, being 

transmitted on the slot, to be dropped at the intermediate station of rank k. 

( ) ( )( ) ( )( )( )
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∏ ∑
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A station of rank v may send packets to the stations situated between 
next(v)=[(v+1) mod S] and prev(v)=[(v-1) mod S], where mod denotes the modulus 
function. A Best Effort packet enters to the buffer of class C in the station v with the 
probability ( )( )v

Cρ−1 . Afterwards, the probability for this packet to reach its destina-

tion (that we denote by k) can be expressed as: ( )[ ]
( )

( )

∏
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−⋅
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vnexth

h
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We denote by ( )v
Ckr the probability for a packet of class C arriving to the station v to 

be destined to the station k. Therefore, the total loss ratio of Best Effort packets arriv-
ing to a station v can be expressed as follows: 
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Recall that the packets sent from v to k = [(v+1) mod S] are not be affected by the 
erasing mechanism PEM, hence [(v+1) mod S] is omitted in the above summation. 

4.2   Computation of the Moments of the Queueing Delay 

Each packet arriving into a local buffer should wait a time R up to the beginning of 
the next timeslot.  Afterwards, it should wait a time W until it gets to the head of the 
queue. Because of the non-continuous availability of the link, a packet which reaches 
the head of the queue should wait an additional delay (called access time or A) until it 
finds a free slot where it is then transmitted. 

The queueing delay Q inside each local buffer consists of the sum of R, W and A. 
Moreover, the waiting time W is equal to the sum of access times of packets seen by 
the arriving one while entering to the system. Recall that for a queue having stationary 
distribution and state changes of one-step type (which is the case in our model), the 
distribution found at the incoming moments and left at outgoing moments are the 
same [10]. Hence, each packet entering (but not all arriving packets) to a local buffer 
sees the same distribution, as a packet which has just been retrieved from the queue. 

Therefore, if we characterize the state of the system right after packet transmission 
moments, then the queueing delay Q is expressed as: Q = R+(1+Xe)·A, where Xe is the 
queue length seen by a packet just before entering to the queue or just after leaving it. 
R, Xe and A are independent random variables, therefore: 

[ ] [ ] [ ]( ) [ ]AEXEREQE e ⋅++= 1  (8) 
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[ ] [ ]( ) [ ] [ ] [ ]AEXVarAVarXERVarQVar ee
21][ ⋅+⋅++=  (9) 

Let us now compute the above mentioned terms. First, the distribution of Xe is to 
be obtained. The distribution of the queue, seen by an admitted arriving packet, is 
derived from the distribution Pq(i) already obtained for local buffers at each timeslot 
right after a possible transmission. Note that an output is not possible when the queue 
is empty and no packet can leave behind it Nq packets. Hence, we have: 
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where X_ is the number of clients in the queue at the end of each timeslot, right before 
any possible transmission occurs. We have computed in section 3.2 the queue distri-
bution at the end of each timeslot, right after a possible service of the client at the 
head of the queue. This distribution is related to the one of X_ by the equations:  

 
(11) 

 

Fig. 3. Observation moments for the studied system 

To obtain the expression of the moments of the access time we define first 
qΩ as: 
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Clearly, 
qΩ gives the availability of a slot on the average. Therefore, the access 

time for the packet at the head of each queue follows a geometric distribution: 
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The previous formula includes additionally the transmission time Δ needed to de-
posit this packet on the ring. The variance of A is equal to: 

[ ] ]1[
22

qqAVar ΩΩ−⋅Δ=  (14) 

Timeslot duration (Δ) 
Phase of possible transmission (phase of duration << Δ)

End of the timeslot before possible transmission: ( )nXPq =_  

End of the timeslot after possible transmission    : ( )iPq
 

Moment of transmissions (exit moments)             : ( )kXP eq =  

Observation moment              : State probabilities 
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Finally, we calculate the residual time R to obtain the queueing delay. Optical 
packets arrivals are independent of the synchronized timeslots on the network ring. 
Since we consider Poisson arrivals, the packet inter-arrival times have therefore an 
exponential distribution, on each timeslot, truncated by the duration Δ . The distribu-

tion function of R is: ( ) ( ) ( )Δ⋅−−Δ⋅− −⋅= qq eef qR

λτλλτ 1 , for Δ≤≤τ0 . 

The expectation and the variance of R can be easily obtained: 

[ ] ( ) ( )q
qeRE λλ 11

1
−−⋅Δ=

−Δ⋅− , [ ] ( ) ]1[1
222 Δ⋅−Δ⋅− −⋅Δ−= qq eeRVar q

λλλ  (15) 

5   Extraction and Reemission Mechanism 

The PEM mechanism presents the weakness of dropping some best effort packets 
which may have to be retransmitted later on the network (TCP, etc.), yielding to an 
extra load in the network. Therefore, we have proposed the following mechanism: 

 

 

Fig. 4. Example of the ERM mechanism 

• A buffer called flash buffer of a very limited capacity is added in order to store few 
optical Best Effort (BE) packets which can be extracted from the transit line. 

• When the current slot at the transit line is occupied by a BE packet, we observe the 
filling levels of high priority buffers. If one of them reaches a certain threshold θ, 
the BE packet at the transit line is preempted and it is stored in the flash buffer. 
One packet of the high priority overloaded buffer is transmitted instead. 

• If the flash buffer is saturated, the extracted BE packet is lost. 
• Afterwards, packets waiting in the flash buffer will be retransmitted again, prior to 

other packets inside the same node, on the first next available timeslots. 

5.1   Modeling of the ERM Mechanism 

In order to model the ERM mechanism, we introduce minor modifications to our 
model. The flash buffer should be taken into account at three different levels: 
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1. The effect of this buffer is reported on the link state at the node entry right after a 
possible reception 

2. The state of this buffer is updated in order to consider possible transmission of one 
of its packets on the slot 

3. When all local buffers are scanned, the state of the flash buffer is updated again in 
order to consider a possible new arrival (extracted BE packet) 

4. Delays and loss expressions for local buffers remain valid. However, some inter-
mediate variables should be added to compute the new state of the system. 

The number of packets inside the flash buffer is associated to probabilities denoted Pf 
(n), where n varies from 0 to the flash buffer capacity Nf. The state of the current slot 
on the link taking into account the flash buffer is expressed as: 
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In this case, Pl, f (s) denotes the state of the slot seen by the flash buffer right after a 
possible packet reception at the entry of the considered node. The state of the flash 
buffer is updated at two levels. The first one, at the node entrance, is as follows: 

 

(17) 

According to the thresholds utilization rules, the probability that a Best Effort (BE) 
packet is extracted is as follows: 
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Thus, the equations for the second update of the flash buffer will be expressed as 
follows, using the probabilities obtained in eq. 17: 
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(19) 

The Packet Loss Ratio (PLR) at the flash buffer is equal to the probability of ex-
traction while the buffer is full. Then: ρf =Pf (Nf)·PE 

When the ERM mechanism is enabled, the total loss ratio of Best Effort packets ar-
riving to a station v can be expressed using the same formula obtained for the PEM 
mechanism in section 4.1. However, some changes are introduced to the expression of 
the probability ( )k

CdP  for a Best Effort packet to be dropped (lost) at an intermediate 

station k. It is computed as: 
( ) ( ) ( )( ) ( ) ( ) ( )CPPNPP k
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k
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Finally, the mean Queueing delay inside the flash buffer: 
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][][][ fff AEnEQE ×=  (21) 

where E [nf] is the mean number of packets inside the flash buffer and E [Af] is the 
mean access time computed as in section 4.2. 

6   Evaluation and Analysis of the Network Performance 

6.1   Traffic Assumptions and Node Design Parameters 

Using the ns Network Simulator, we evaluate the performance of a ring optical net-
work with 10 nodes. Given the data provided by our industrial partners, each metro 
access node can connect about 25 Distant Subscriber Connection Units (DSCU), each 
of which supports over 2000 subscribers. Therefore, we obtain a total number of 
500000 subscribers. As for our model scalability, since we used an iterative approach, 
we believe that the computation time is a linear function of the number of queues in 
the network. The same model can be applied to larger networks (e.g. 30 nodes). 

The ring consists in one single wavelength of 10Gbits/s. Unless otherwise men-
tioned, we consider that the client traffic is uniformly offered to all ring nodes. The 
load offered to the network (denoted ρ) is defined as the ratio of the total generated 
client traffic with regard to the optical link capacity. 

Client traffic is classified into four classes of service. To each class corresponds a 
relative load ratio (with respect to the total load offered to the network) and absolute 
ratio (percentage of the wavelength capacity required for this traffic).  

Table 1. Parameters Related to each Class of Service 

Class Premium (1) Silver (2) Bronze (3) BE (4) 
Rel. ratio R1 = 0.25 R2 = 0.25 R3 = 0.25 R4 = 0.25 
Abs. ratio A1= R1 * ρ A2= R2 * ρ A3= R3 * ρ A4= R4 * ρ 
Buffer size N1 = 20 N2 = 20 N3 = 20 N4 = 50 
θq θ1 Disabled Disabled Undefined 

In the simulator of the network, we assume electronic client packets of variable 
sizes given in [11]. The traffic is constituted as follows: 40% of packets are of 50 
bytes, while the rest consists equally of packets of 500 bytes and 1500 bytes. 

Client traffic in the studied model consists of fixed-size optical packets arriving at 
a Poisson rate. However, in our network simulator, we use the fixed-size packet crea-
tion mechanism, which is described in section 2. In this case, optical packets are cre-
ated from small variable-size packets, with IPP (Interrupted Poisson Process) arrivals. 
We do not deal in this study with the optical packet creation delay. This topic has 
been studied in [9]. The timeslot duration Δ is equal to 10µs. 

As for performance metrics, we consider the total packet loss ratio (total PLR), the 
average queueing delay and the squared coefficient of variation for the delay. This 
last metric is expressed as: SCV = Var[Q] / E2[Q]. 
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6.2   Model Validation 

We analyze the proposed model with a network load of 0.85. Each node is supplied 
with the PEM mechanism (θ1 = 5). Three cases are considered: 

Case 1 “Analytical Model”: Performance results are obtained using the resolution 
method proposed in the previous sections. 

Case 2 “Model Simulator”: We simulate our model with Poisson arrival distribu-
tions. This allows validation of the formulas and the resolution of our model. 

Case 3 “Network Simulator”: This case provides validation of the Poisson arrival 
assumption. We simulate the original network where electronic client packets arrive 
according to an IPP distribution. Optical packets are created as described in section 2. 

Simulation results are obtained with 5% confidence intervals. Figure 5 illustrates 
average queueing delays and SCV results per class of service. As we can see, average 
delay and delay SCV are decreasing function of the class priority. Delay SCV is infe-
rior to 1 for all classes of service. Hence we observe that the studied network is a low 
delay variation system. This is mainly due to the assumed Poisson arrival process and 
the slotted transmission in the studied model. As for the network simulator, it has 
been shown in [12] that the fixed-size packet creation mechanism contributes in re-
ducing the traffic burstiness. As for average queueing delays, we observe in Figure5 
that these delays vary from 40µs for the premium CoS to about 70µs for the best 
effort traffic. Therefore, with a balanced traffic matrix (which is the case here), the 
network can assure good performance even for the best effort traffic. 

 

Fig. 5. Model Validation – Average Queueing Delay and SCV 

Figure 5 confirms the validity of our model and the Poisson arrival process as-
sumption. The results obtained are quite similar in all studied cases (see Table 2).  

Table 2. Concordance of the three studied models (differences in % with respect to the analyti-
cal model) 

 Average Queueing Delays (%) SCV (%) 
Class of Service CoS1 CoS2 CoS3 CoS4 CoS1 CoS2 CoS3 CoS4 
Model Simulator 0,24 1,27 1,45 1,40 2,03 1,62 1,48 2,81 
Network Simulator 3,12 6,87 7,71 1,44 5,73 5,19 6,37 2,81 
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6.3   Investigation of the PEM and ERM Mechanisms 

In order to investigate the performance of the PEM and ERM mechanisms, we start 
by a normal function scenario where client traffic is generated according to absolute 
ratios respectively equal to: 30% load for premium traffic, 10% for each of silver and 
bronze traffic, and 20% for best effort traffic. The resulting load offered to the net-
work is therefore equal to 70%. Afterwards, we increase the absolute ratio of the 
premium traffic up to 60%. We compare the following study cases: 

− High Load Premium (HLP): In this case, we observe the priority-based Head of 
Line (HOL) service policy, without intervention of PEM or ERM mechanisms. 

− High Load Premium HLP: PEM θ1=n: The network is still overloaded by addi-
tional premium traffic. The PEM mechanism is enabled with θ1=n packets. 

− High Load Premium HLP: ERM θ1=3: In this case, the ERM mechanism is acti-
vated with θ1 set to 3 packets and the capacity of the flash buffer to 2 packets. 

The average queueing delay and the PLR per class of service, for each study case, are 
presented in Figure 6. Because of the Head of Line (HOL) priority scheme, the in-
crease of the load of premium traffic at a given node is translated automatically by 
simultaneous increase of the average queueing delay at all other buffers in the same 
node. These delays are reduced by the PEM and ERM mechanisms. PLR results show 
the counterpart of such delay improvement. For the sake of clarity, loss ratios that are 
smaller than 10-9 (obtained by the model) are not shown in this Figure. 

 

Fig. 6. Average Queueing Delay and PLR per Class of Service (PEM vs ERM) 

We observe in the right side of Figure 6 a large loss ratio of BE packets in the case 
of PEM mechanism with systematic erasing (θ1=1). This PLR is reduced when the 
erasing threshold becomes higher or when we use the ERM mechanism, which pre-
serves the performance of the best effort traffic. Note here that, using the ERM 
mechanism, Best Effort packets that enter to the flash buffer wait an average delay 
which is in the order of 4 timeslots (about 40µs). 

7   Conclusion 

In this work, we provided a performance evaluation of two improved access mechanisms 
which are applied to a novel Multiservice Optical Packet Switched ring architecture. 
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Based on preemptive approaches, these mechanisms implement a sort of dynamic prior-
ity. We evaluate the performance of these mechanisms by analytical modeling. Our 
model captures the impact of the client traffic matrix. Furthermore, it provides expression 
for the queueing delay and the packet loss measures. 

We have used our model in order to evaluate the performance of the PEM and 
ERM mechanisms. Results obtained have shown that depending on the traffic matrix, 
the absolute priority scheme is not sufficient to guarantee the performance of the 
high-priority traffic. On the other hand, we have observed that both PEM and ERM 
mechanisms contribute in reducing the delay and PLR for the premium traffic. Com-
pared to PEM, the ERM mechanism provides significantly lower Packet Loss Ratios 
for the Best Effort class (in the local buffer and in transit). Hence, the ERM mecha-
nism provides a good compromise for the priority management in the access nodes of 
the studied optical ring network. 
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Abstract. Measuring a path performance according to one or several
metrics, such as delay or bandwidth, is becoming more and more pop-
ular for applications. However, constantly probing the network is not
suitable. To make measurements more scalable, the notion of clustering
has emerged. In this paper, we demonstrate that clustering can limit
the measurement overhead in such a context without loosing too much
accuracy. We first explain that measurement reduction can be observed
when vantage points collaborate and use clustering to estimate path per-
formance. We then show, with real traces, how effective is the overhead
reduction and what is the impact in term of measurement accuracy.

Keywords: clustering, BGP, reduction, measurement.

1 Introduction

During the past decade, we have seen the emergence of a set of applications
requiring more and more quality of service (QoS). For instance, IPTV needs
large bandwidth and delays as low as possible. Further, while previously a con-
tent was located in a single place, it is, nowadays, frequent that this content
is replicated among a set of servers located anywhere on the five continents or
even among the end-users themselves. Perfect examples of this are peer-to-peer
(P2P) applications and FTP mirrors.

Using measurements collected at network vantage points to infer the Internet
conditions is an important feature in such a context. Indeed, the path perfor-
mance metrics, such as delay, bandwidth, or packet loss, collected by applications
to a potentially large set of destinations might be a good indicator on which des-
tination to select.

However, constantly probing the network leads to scalability issues. Indeed,
probes injected in the network might burden the traffic. Further, if those probes
come frommultiple vantagepoints, theymightappear asbeing adistributeddenial-
of-service attack.As previouslymentionedbyCheswick et al., anynetworkingmea-
surement system must be engineered very carefully to avoid abuse [1].
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There exist several ways for reducing the amount of required measurements.
A first possibility is to modify the probing technique so that it consumes less
resources. Another way is to allow collaboration between probing monitors and
to cluster probe targets. Clustering means aggregating a subset of targets into
the same hat and considering a measurements towards one of the target as being
representative of the whole cluster [2,3,4].

In this paper, we investigate the second solution (i.e., collaboration and clus-
tering). We deeply explain how measurement reduction can be achieved through
collaboration between vantage points and destination clustering. We also discuss
several metrics that can be used to evaluate the performance of a cluster based
measurements campaign. We further explain that a greater measurement reduc-
tion can be achieved if collaboration between measurement sources is added to
clustering.

In addition, we discuss five clustering techniques that can be used to reduce
the measurements impact. These clustering techniques are based on available
network information.

Based on real data collected, we evaluate these clustering techniques using the
metrics we propose. We show that they are reasonably accurate while allowing
a strong reduction in the amount of required probes.

The remainder of this paper is organized as follows: Sec. 2 provides a theorical
background for measurement reduction through collaboration and clustering;
Sec. 3 discusses five clustering techniques and positions them regarding the state
of the art; Sec. 4 evaluates these clustering techniques and shows how clustering
can reduce the measurement overhead; Finally, Sec. 5 concludes this paper and
discusses future directions.

2 Theoretical Background

2.1 Measurement Reduction

Active Internet measurements reduction is a strategic issue when large-scale
measurements are required. Up to now, several solutions have been proposed
for delay measurements [5,6,7], Internet topology discovery [8,9], and bandwidth
estimation [10,11]. However, these techniques, despite their strong advantages
in term of measurement reduction, are complex to deploy and can require to
modify the measurement technique itself.

If keeping the measurement mechanisms intact is a requirement when trying
to reduce the probing impact, two solutions are imaginable: reducing the num-
ber of measurement vantage points (i.e., the sources) and reducing the number
of measurement targets (i.e., the destinations). If both lead to a measurement
reduction, they can also lead to an accuracy loss. A balance must thus be found
between measurement reduction and accuracy.

These two solutions might be implemented through collaboration and cluster-
ing. Collaboration can help to reduce the number of sources involved in mea-
surements while clustering is useful to reduce the number of destinations to
probe.
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Fig. 1. Illustration of measurements duplication and reduction

Any two nodes a and b could collaborate if they are topologically close. For
instance, if they both belong to the same campus network. Indeed, if they share
the same first hops, when measuring a destination d, it is very likely that probe
packets will follow, for both a and b, the same path. Or at least, they will share
large path segments. Consequently, the resulting measurement will be very close
and if both nodes act in isolation from each other, they duplicate unnecessarily
their efforts, as illustrated in Fig. 1(a). On the contrary, if a is aware of the
measurements already performed by b to d, then, a no longer needs to measure
d. In other words, collaboration avoids duplication of measurements and thus
reduce the measurement overhead. Collaboration is illustrated in Fig. 1(b). How
measurement sources can collaborate is still an open issue (however, efforts have
been made in the context of Internet topology discovery [8]) we let for further
works.

On the other hand, the key idea behind clustering is to aggregate a set of
nodes under the same hat and consider that all nodes within a given hat share
the same arbitrary properties. A Cluster C is defined as a set of nodes sharing
the same properties. Clustering is illustrated in Fig. 1(c).

The basic assumption behind clustering is that all nodes belonging to a given
cluster share the same path performances (i.e., delay, bandwidth, etc). Conse-
quently, measuring a single point within a cluster would be sufficient. The node
that is measured to estimate the cluster path performances is called the Refer-
ence Point. It is thus worth to notice that clustering allows to reduce the number
of measurements as only the reference point has to be measured.

In the remainder of this paper, we only consider one reference point per cluster.
A given cluster is said popular if any destination within this cluster is often

measured. We evaluate the popularity πC of a given cluster C by counting the
number of sources sending probes towards C.

We can bring together collaboration and clustering by defining SC , the Source
Cluster of C. SC represents the set of sources measuring a given cluster C. Remind
that this makes sense only if all nodes in SC are topologically close. Collaboration
and clustering together allows a greater reduction in probing effort, as depicted
in Fig. 1(d). It is worth to notice that the set of collaborating nodes is a cluster
itself.

We propose a metric for evaluating the measurement reduction: the Measure-
ment Reduction Factor.
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Definition 1 (Measurement Reduction Factor). The Measurement Reduc-
tion Factor ρ for clustering technique t on P is:

ρ =

|P| −
∑

Ci∈CP

|RCi |

|P| (1)

where P is the set of < s, d > nodes pairs such that s, the source, has to measure
d, the destination. CP is the set of all the clusters on P assuming clustering
technique t. RC is the set of all the reference points of C.

Positive values for ρ means that the measurement reduction technique used ef-
fectively reduces the number of measurements. On the contrary, a negative value
means that more measurements have to be performed than without reduction.
For instance, if ρ = 0.5, the number of measurements is reduced by 50%.

Finally, note that measurement reduction is achieved on P if it exists a cluster
C such that |SC | > 1 or |C| > 1 or both.

2.2 Clustering Accuracy

In a cluster C, only the reference point is used to predict the destinations per-
formance within C. It would be a matter of concern if measuring a single point
(or a few points) within a cluster leads to a strong measurement accuracy loss.
This section defines how to estimate the accuracy of clustering techniques.

Definition 2 (Prediction Error). For a path performance metric m (delay,
bandwidth, etc), the prediction error between node i and node j is:

eij =
|mij − m̂ij |

mij
(2)

where mij is the measured value for m between i and j and m̂ij its predicted value.

The prediction error gives the error proportion if the performance of a node
is based on the predicted value instead of the directly measured value. The
predicted error is expressed in percentage. Closer to zero the predicted error,
more accurate the measurement prediction. Thus, a value of zero means that
the prediction is perfect, while, for instance, a value of 0.5 means that there is a
difference of 50% between the predicted and the actual value.

For any clustering technique t (see Sec. 3), the predicted metric m̂ij from a
node i to a node j in a cluster C is the metric associated to all nodes within the
cluster.

The measurement error shows how the prediction fits with the reality for a
given node in a cluster. However, it can be interesting to characterize the error
for the whole cluster and not only a particular node within this cluster. For such
an information, statistical tools like mean, percentiles or standard deviation can
be applied on the set of all cluster prediction errors.
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3 Clustering Techniques

In this section, we discuss five clustering techniques. These techniques offer the
strong advantage of being very easy to setup as they only require simple informa-
tion already, or easily, available in the network. With these techniques, clusters
are a set of IP prefixes such that a simple longest prefix matching is enough to
determine to which cluster a given IP address belongs.

AS Clustering: clusters are defined based on the Autonomous System (AS)
membership of Internet hosts (e.g., all the nodes of AS 2611 are put in the
same cluster). This is somewhat equivalent to the notion of super-cluster in-
troduced by Krishnamurthy and Wang [12] for modeling the Internet topol-
ogy.

Geographic Clustering: clusters are defined based on the geographic local-
ization of Internet hosts (e.g., all the nodes near Paris are within the same
cluster).

n-agnostic Clustering: clusters are defined as fixed-length IP prefixes. All the
nodes sharing the same n bits prefix are put in the same cluster. The /24
division proposed by Szymaniak et al. [3] is a particular case of such a tech-
nique (i.e., 24-agnostic clustering).

BGP Clustering: clusters are built according to BGP. Every advertised BGP
prefix refers to a cluster. Each IP address belongs to the cluster with the
longest matched BGP prefix. The clustering in BGP prefixes was firstly
proposed by Krishnamurthy and Wang [4].

n-hybrid Clustering: clusters are built according to BGP prefixes but the
minimum length of the prefixes is fixed to n. When the BGP prefix length
is lower than n bits, it is divided into as many /n as needed instead of the
single prefix length advertised in BGP. n-hybrid Clustering is thus a mix
between BGP and n-agnostic Clustering. To the best of our knowledge, we
are the first to propose this technique.

Except for n-agnostic Clustering, all these clustering techniques rely on a dataset
defining to which cluster an IP address belongs. For Geographical Clustering, the
dataset must contain a correspondence between IP addresses and a geographical
position. We believe that the MaxMind database [13] is accurate enough for
most of the applications, even if it has been shown that it is less accurate (in
term of geolocation) than active probing [14]. In the case of AS Clustering, the
dataset consists of a mapping between an Autonomous System Number (ASN)
and an IP prefix. BGP feed, iPlane [15] or Cymru [16] provide this information.
In both BGP and n-hybrid Clustering, IPs are mapped to their longest matched
BGP prefix. To know the advertised BGP prefixes, a BGP feed is required. It
can be obtained directly through a BGP session or a looking glass (e.g., RIPE).
It is worth to notice that BGP Clustering is equivalent to 0-hybrid Clustering
and that, in 32-agnostic, clusters have a cardinality of one.

We propose n-hybrid Clustering to avoid very large prefixes announced by
BGP (e.g., some /8). Indeed, some of them may concern hosts spread all around
the world and, thus, lead to a very low measurement accuracy.
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Clustering techniques for reducing the amount of required measurements have
already been extensively studied by the research community. Krishnamurthy
and Wang introduce the BGP Clustering in the context of web caching [4]. In
addition, they propose an adaptive clustering for addresses not classified with
BGP. Unfortunately, their technique is based on reverse DNS and traceroute
which is not suitable as traceroute is intrusive. Instead, we map undefined IP
addresses to an agnostic /n prefix. Szymaniak et al. show that latencies are
globally equivalent within the same /24 prefix on the Internet [3]. Based on
that, Szymaniak et al. suggest to use a /24 cluster division (equivalent to what
we call 24-agnostic Clustering in this paper) to reduce the amount of required
measurement. Finally, Brown proposes to use clustering for optimizing traffic
from a local network to a set of IP addresses put into a given cluster [2]. Based
on measurements to a set of scanpoints (equivalent to our Reference Points), an
entity might decide to choose a particular Internet path for traffic towards the
cluster.

In addition, others proposed techniques for monitoring networks and, possi-
bly, reducing the amount of required measurements while keeping accurate the
measured metrics [17,18,19,7,9]. In particular, Donnet et al. [9] impose a limit
on the number of traceroute monitor that can probe a given destination. This is
done by dividing the traceroute monitors into clusters, each cluster focusing on
a particular portion of the traceroute destinations.

4 Evaluation

4.1 Methodology

Our evaluation relies on two datasets. The first dataset is taken from the Caida’s
Archipelago measurement infrastructure [20], the skitter evolution. Archipelago
collects traceroute and RTT information towards all routed /24. For our study,
we consider data collected in August 2008 by two Archipelago monitors: bcn-es
(Barcelona, Spain) and san-us (San Diego, USA). From these dataset, we extract
only complete traceroutes, i.e., traceroutes terminating at the destination. For
the rest of this paper, this dataset is named Archipelago. For the second dataset,
we collected full NetFlow traffic traces on our campus network. The traces were
collected at the single 1Gbps Internet connection of the campus. A total of 45.4
TB of outgoing traffic has been monitored. However, in this paper, we do not
consider 0 bytes or 0 packets flows and ignore our VPN-like traffic. Thus, after
filtering, the outgoing traffic represents 7.45 TB (i.e., 22.27 Mbps on average).
The filtered dataset contains 10,084 different source IP addresses and 36,263,710
destination IP addresses for a total of 60,638,413 different layer-3 flows (i.e., the
number of different <src, dst> IP address pairs). In the following of the paper
this dataset is named NetFlow.

The NetFlow dataset is used to estimate the measurements reduction and
the popularity while the Archipelago dataset permits to estimate the impact
of clustering on performance estimation accuracy. Unfortunately, we have not
found significant datasets that allowed us to estimate measurement accuracy and
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(a) bcn-es (b) san-us

Fig. 2. Prediction error applied to RTT

reduction at the same time. However, measurements from the bcn-es monitor is
representative of the RTT we see on our campus network. We can thus consider
the two dataset as not completely independent (bcn-es monitor is connected
through the European research network like our campus).

The mapping between IP addresses and announced prefixes was done using the
first BGP table dump of August 2008 retrieved from the University of Oregon
RouteViews project [21]. ASN and IP addresses mapping was done using the
iPlane dataset [15]. Finally, the geographic mapping was achieved using the
MaxMind database [13].

In the following, we limit the n value to {16, 20, 22} for n-agnostic and
n-hybrid.

4.2 Measurement Accuracy

In this section, we evaluate the measurement accuracy of clustering techniques.
We focus on two networking metrics: the round-trip time (RTT) and the number
of hops. We let jitter and bandwidth for further work.

Fig. 2 shows the prediction error (see Def. 2) applied to the RTT for the
five clustering techniques introduced in Sec. 3. Fig. 2(a) focuses on the bcn-es
monitor and Fig. 2(b) on san-us. For each subfigure, there are three plots, the
upper one comparing BGP, Geographic, AS, and 24-agnostic Clustering, the
middle one n-agnostic, and, finally, the below one n-hybrid. The horizontal axis
gives the RTT Error (in %) and the vertical axis the cumulative distribution
form (CDF).

A first observation is that n-hybrid and n-agnostic Clustering perform better
(n-hybrid being the best) than other clustering techniques, most of the measure-
ments having an error less or equal to 50%. More precisely, in 80% of the cases,
the RTT Error is less or equal to roughly 25%. The AS Clustering offers the
worst performance. This is somewhat expected as some ASes are too large to
asses the assumption that any measurement towards the cluster reference point
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(a) bcn-es (b) san-us

Fig. 3. Prediction error applied to hop

(a) RTT (b) hop

Fig. 4. 25th, 50th and 75th percentile of prediction error

is representative of the entire cluster. Indeed, an AS can be very large and may
contain smaller entities that are separately administrated. From Fig. 2, we notice
that the RTT Error might be very large, i.e., up to 1,000% for AS Clustering
(not shown on Fig. 2). This is due to inherent limitations of our dataset. Some
traceroute might take a long time to reach the destination and the RTT mea-
sured at this time might not be really representative of the actual “distance”
separating the traceroute monitor and the destination.

Fig. 3 shows the prediction error applied to hop. Again, AS and Geographic
Clustering provides the largest error. This is expected as they span larger areas.
Further, for n-hybrid and n-agnostic, larger the cluster (i.e., smaller the n),
larger the hop error. As for RTT error, n-hybrid provides the best performance.

Fig. 4 shows the prediction variation (the percentiles of all the prediction
errors for a given cluster) applied to RTT (Fig. 4(a)) and to the number of
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Fig. 5. Popularity in the NetFlow dataset Fig. 6. Cluster size distribution

hops (Fig. 4(b)). The horizontal axis gives the various clustering techniques
while the horizontal axis, in log-scale, gives the prediction variation. Fig. 4 plots
stacked bars. The lowest bar (i.e., the darkest) refers to the 25th percentile of the
prediction variation. The middle bar shows the 50th percentile (i.e., the median),
while the highest bar (i.e., the lighter) gives the 75th percentile.

The main lesson learned from Fig. 4(a) is that, whatever the clustering tech-
nique, the RTT variation is low: the median has a maximum of 1.5% for 16-
agnostic (for san-us). However, the situation is a little bit different for hop
variation (Fig. 4(b)). The 75th percentile provides large hop errors, in particular
for the largest clusters, i.e., 16-agnostic, 16-hybrid, BGP, AS, and Geographic
Clustering.

To summarize, except in a few extreme cases, clustering provides thus pretty
good measurement accuracy. In particular, this section suggests that n-hybrid
Clustering is the most reasonable choice for a clustering technique deployment.

4.3 Measurement Reduction

In this section, we evaluate the measurement reduction observed on the NetFlow
dataset for the clustering techniques introduced in Sec. 3.

We first determine if measurement reduction can be achieved, on the NetFlow
dataset thanks to the collaboration. On Fig. 5, the horizontal axis, in log-scale,
shows the popularity while the vertical axis gives the CDF.

Fig. 5 shows that 26.1% of the destinations are reached by, at least, 2 different
sources. Collaboration will thus reduce measurements for this dataset. In addi-
tion, the top 250 destinations are reached by more than 2,000 different sources.
Theses destinations are the major CDNs and web search engines.

Fig. 6 shows the CDF of the cluster sizes. The plot first shows that, on our
dataset, clusters cover several nodes. Measurement reduction will thus be ob-
served on our dataset.

Fig. 6 also suggests that the clustering technique influences the cluster size.
For instance, 50% of the clusters cover more than 200 addresses in AS Clustering
while it is the case for less than 10% in BGP or Geographic Clustering. Moreover,
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Fig. 7. Measurement reduction in the NetFlow dataset

the cluster size is also influenced by the n parameter when applicable. With small
n, prefixes are large and have the possibility to absorb many destinations, the
cluster size being therefore important. As expected, n-hybrid behaves partially
like BGP for small n and like n-agnostic for large n.

Fig. 7 shows the effective reduction factor with respect to the different cluster-
ing techniques, with or without collaboration. The vertical axis is the reduction
factor while the horizontal axis indicates the clustering techniques. On Fig. 7,
light gray bars show the reduction factor when the nodes are not collaborating.
On the other hand, dark gray bars show the reduction factor when nodes are
collaborating.

32-agnostic and 32-hybrid Clustering (one cluster per destination) from Fig. 7
confirm that collaboration can reduce measurements (by 40% in our dataset).
Light gray bars confirm that clustering can reduce measurements.

Moreover, Fig. 7 shows that, for the same clustering technique, cooperation
always offers better reduction factor than no cooperation or collaboration with-
out clustering. Confirming so that combining collaboration and clustering gives
even better measurements reduction than collaboration or clustering alone.

We also see on Fig. 7 that BGP, AS, and Geographic Clustering offer an
important reduction factor because the number of BGP prefixes, ASes, or loca-
tions is very small compared to the number of different addresses in the NetFlow
dataset.

When considering n-hybrid and n-agnostic Clustering, the reduction factor is
more sensitive to n than the technique itself which is particularly true without
collaboration.

Regarding to what we discussed above, we would suggest to use 20-hybrid
clustering as this technique remains accurate and presents an interesting mea-
surement reduction, even without collaboration. We would suggest not to use
n-agnostic for small values of n as it will not reflect the topology. AS and geo
clustering should be avoided.

In this section, we demonstrated that they effectively reduce the number of
measurements while remaining quite accurate.
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5 Conclusion

Measuring the quality of a set of paths, in terms of delay or bandwidth, is
becoming more and more important for applications and services. Indeed, the
resulting measurements could allow the application to select the best location
for the required service or for getting a particular content. However, constantly
monitoring the network through active measurements is not desirable due to
scalability issues.

A solution for rendering measurements more scalable is to consider clustering
and collaboration between measurement sources. Clustering aims at aggregating
a subset of destinations into the same hat and consider that a single (or a few)
measurement towards the cluster is representative of the whole cluster.

In this paper, we first discussed how collaboration and clustering might lead to
a reduction in probing effort. We defined metrics for evaluating the performance
of any clustering technique. Those metrics evaluates the accuracy of a prediction
based on clustering and the measurement reduction.

Secondly, we explained five different clustering techniques. Those techniques
have the advantage of being very easy to setup, i.e., they do not required strong
calculations. Based on real data collected, we evaluated those techniques with
metrics we introduced. We demonstrated that clustering techniques offer quite
accurate measurement predictions as well as measurements scalability.

In this paper, we only took into account two networking metrics: delay and
the number of hops. Future work should reveal how other network metrics, such
as bandwidth and jitter, are impacted by cluster based measurements.
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Abstract. Service Overlay Networks (SON) have emerged as an effi-
cient way to provide end-to-end Quality of Service (QoS) support in the
Internet, as required by real-time services.

The deployment of a SON is a capital-intensive investment. Thus,
minimizing the economic cost is one of the key objectives for the SON
operator. Moreover, end-to-end performance must be enhanced, so as to
provide innovative value-added services. This paper, addresses the prob-
lem of cost and performance optimization of a SON. More specifically,
we propose a set of algorithms for the selection of a SON topology, which
minimizes the economic cost while taking also into account performance
constraints.

Keywords: Service Overlay Networks, Topology Optimization, QoS
support.

1 Introduction

Originally conceived as a network infrastructure for military applications and
academic research, the Internet has rapidly turned into a business platform,
where private enterprises seek to offer new value-added network services. At
the same time, the wide spread of the Internet has brought heterogeneous ap-
plications with different QoS requirements, to converge over a single IP-based
network infrastructure. However, today’s Internet mainly provides a best effort
packet delivery service and lacks in the end-to-end QoS support.

In this context, Service Overlay Networks (SONs) have recently emerged as
one of the most promising solutions to provide end-to-end QoS [1] [2] [3] [4]
[5]. Unlike other network architectures, SONs do not require any change in the
underlying network layer. However, from an economic point of view, the deploy-
ment of SONs requires a valuable investment.

As clearly shown in several research works [6] [7], the choice of the optimal
SON’s topology plays a critical role to reduce the overall network costs. Never-
theless, when SONs are used to provide QoS, the topology design problem can
not be only faced from an economic point of view, since performance metrics,
such as bandwidth and delay, must be also taken into account.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 847–858, 2009.
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For this reason, in this paper we propose a new approach for the topology
design of a SON which aims at minimizing the SON deployment costs, while at
the same time meeting multiple QoS performance constraints.

The rest of the paper is organized as follows. Section 2 discusses some related
works, whereas Section 3 introduces the problem of the SON topology design.
Next, section 4 describes a new approach for the design of a SON by means
of algorithms which takes into account economic costs as well as performance
metrics. The performance of such algorithms are compared in Section 5 through
a large set of simulations. Section 6 concludes the paper with some final remarks.

2 Related Works

The use of a SON as a means to provide QoS in the Internet was first intro-
duced in [1]. The authors studied the bandwidth provisioning problem without
neglecting economic aspects. Indeed, the key challenge of this research was to
provide the optimal amount of bandwidth to support end-to-end QoS-sensitive
services while minimizing the bandwidth costs.

In [8] the authors addressed this issue in terms of choosing the number and the
location of the overlay nodes to be deployed as well as the reserved bandwidth on
each overlay link, while in [2] the authors proposed a framework for the adaptive
design of a SON. In more detail, they developed a set of heuristic methods, and
compared their performance. Another set of heuristics was proposed in [9] to
address the same problem in large-size networks.

3 SON Topological Design

Let us we consider an application scenario where a SON, built on top of the
traditional IP network, provides end-to-end QoS support to a number of users,
who pay the SON operator by means of a service contract. The overlay network
consists of overlay nodes (ONs) and a set of end-systems (ESs). The ONs are
specialized nodes strategically placed across the ISPs networks by the Overlay
Service Provider (OSP). Usually, one or more ONs can be deployed in each
domain. Moreover, the number of ONs in an ISP may be increased, so as to
improve scalability and fault tolerance. In our scenario, we suppose that:

– the number of ONs to be deployed is set in advance (how many ONs are
needed and where to deploy them in certain scenarios also represent
interesting research topics, but they are out of the scope of this paper);

– the connections between the ONs are provided by overlay links, usually
composed of one or more physical links;

– ESs can access the network using an ON called access ON.

In this work, we assume that the connection between the ESs and the access
ONs is possible only if they both belong to the same ISP. The OSP buys net-
work services, such as guaranteed bandwidth, from different ISPs and, accord-
ing to pre-established Service Level Agreements (SLAs), provides bandwidth
guarantees connections to the ESs.
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4 New Approach for the Design of SONs

For the overlay topology selection, we have to solve two distinct problems. First,
we have to select the links that connect the ONs (transport links). Second, for
each ES, we must select an access ON that allows the ES to access the ON. The
total cost of the overlay network is given by the sum of the access costs and
the transport costs of the resulting topology. In more detail, given a network
composed of M ESs and N ONs, our proposed method consists of the following
four steps.

Step 1. We only consider the ONs. Since the connection between the ONs is
provided by the underlaying network layer, we can assume that it is always
possible to have an overlay link (i, j) between two distinct ONs. Thus, we start
by considering a full-mesh topology for the overlay network, where each link is
described by a metric, corresponding to the potential bandwidth that the ISP
can make available on it.

Step 2. We assume that the ISPs can not always provide all the requested
bandwidth. If the bandwidth associated to the link (ωij) is less than the bandwith
necessary to provide the required QoS (Ω), we prune the link from the graph
corresponding to the network topology. After that, we assign two distinct metrics
to each remaining link: economic cost and link delay (li,j and ri,j , respectively).

Step 3. We determine a path p (with cost cij) between each pair (i, j) of ONs so
that the total transport cost and the link delay are minimized. This is a multi-
objective optimization problem. It is worth highlighting that solving this prob-
lem does not correspond to find an optimal solution for each objective function,
separately. Since finding an optimal solution to this multi-objective optimiza-
tion problem is too complex, in the following we use two distinct approximated
methods: Weight Method and ε-constraint technique.

1. Weight Method. It is the simplest approach, since it sums the quantities to
be minimized (metrics) into a single objective function, pre-multiplying them
by an appropriate weight. The weight of a metric is chosen in proportion to
the importance of the metric in the problem.

2. ε-constraint Method. This method corresponds to the classical method
of constraint optimization.
In our case we aim to minimize the economic cost while taking into account
the constrained delay. Formally, we can write:

minimize
N∑

i=1

N∑
j=1

lijωij subject to
∑

(ij)∈p

rij < ρ (1)

Step 4. Finally, we have to determine how to connect the ESs to the ONs. In
this phase, we assume that the access delays are negligible with respect to the
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transport delays. The main idea is to select the access ONs, so as to minimize
the total cost. The problem can be formalized as follows:

minimize
M∑
i=1

N∑
k=1

wiαikyik +
M∑
i=1

N∑
j=1

M∑
k=1

N∑
l=1

yijyklωikcjl +
M∑

j=1

N∑
l=1

wjαjlyjl (2)

subject to
N∑

j=1

yij = 1 for i = 1, .., M (3)

where αij is the access cost for bandwidth unit, wi is the requested access
bandwith and yij is an indicator function.

yij =
{

1 if ESi is assigned to ONj

0 otherwise (4)

The optimization problem (2) is a variant of the well-known quadratic assign-
ment problem (QAP). Since the QAP is a NP-hard problem, we can not find an
exact solution in a polynomial time. Heuristic methods, therefore, are preferable
options to solve this problem. There is a large set of heuristic algorithms for
solving the QAP. In this work, we take into account two heuristics: the first one
consists in the random selection of the access ONs, while the second one per-
forms the selection on the basis of the access costs only, ignoring the transport
costs.

In the following, we present six different algorithms we have developed for
solving the presented problem. To be noted that step 1 and 2 (pruning phase
for satisfying the banwidth constraints) are common to all these algorithms and
are performed as previously described, while the approach used for the step 3
and 4 (transport links selection and access links selection, respectively) differs
from algorithm to algorithm. Thus, we detail step 3 and 4 and we present the
pseudo-code for each of the algorithms we have proposed. For all the algorithms,
the input parameters are:

– N number of ONs
– {ωij} bandwidth matrix
– Ω bandwidth constraint
– ρ delay constraint
– {lij} transport cost (per unit of bandwidth)
– {rij} link delay
– {Rp} delay of path p, defined as

∑
(i,j)∈p rij

Moreover, the algorithm output, which is common to all the methods, is given
by the overlay network topology with his respective overall cost (given by the
sum of transport costs and access costs).
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4.1 Modified Dijkstra Random Mode - MDRM

In step 3, for the selection of the transport links this algorithm uses the Modified
Dijkstra algorithm, which allows to find the k-shortest (least cost) paths between
each pair of ONs. Among these, we select the least cost path, which satisfies the
delay constraint.
In step 4, the access nodes are selected in a random mode.
Formally the algorithm can be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then

prune link (i, j) ⇒ li,j =∞
end if
for all pair of ONs, i and j ∈ {1, ..., N} do

use Modified Dijkstra algorithm to find k least-cost paths;
for p = 1 : k do

evaluate path delay for the path p
if Rp < ρ then

select the path
break;

end if
end for

end for
end for
select access nodes in a random mode;
evaluate access cost.

4.2 Modified Dijkstra Minimum Access Cost - MDAC

This algorithm is similar to the previous one. Indeed, only step 4 is different: in
this case the access nodes are selected, so that the access costs are minimized.
Formally, the algorithm can be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then

prune link (i, j) ⇒ li,j =∞
end if
for all pair of ONs, i and j ∈ {1, ..., N} do

use Modified Dijkstra algorithm to find k least-cost paths;
for p = 1 : k do

evaluate path delay for the path p
if Rp < ρ then

select the path
break;

end if
end for

end for
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end for
select the access node which gives minimum access cost;
evaluate access cost.

4.3 Martins Santos Minimum Access Cost - MSMAC

As in the previous algorithm, the selection of the transport links is based on
a k-shortest path algorithm, but in this case step 3 is carried out by means of
Martins Santos algorithm [10], instead of the modified Dijkstra algorithm. Step
4 is the same as in the first case.
Formally the algorithm can be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then

prune link (i,j) ⇒ li,j =∞
end if
for all pair of ONs, i and j ∈ {1, ..., N} do

use Martins Santos algorithm to find k least-cost paths;
for p = 1 : k do

evaluate path delay for the path p
if Rp < ρ then

select the path
break;

end if
end for

end for
end for
select the access node which gives minimum access cost;
evaluate access cost.

4.4 Elimination

In this algorithm, step 3 is based on the use of the “standard” Dijkstra algorithm
for the selection of the least cost path. But, in this case we evaluate the delay
related to this path. If the path delay exceeds the imposed bound, the path does
not guarantee the required level of QoS, so the path link with the maximum
link delay is pruned, from the graph associated to the network topology. Then,
if necessary, we iterate this procedure. Step 4 is based on the random selection
of the access nodes. Formally, the algorithm can be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then

prune link (i, j) ⇒ li,j =∞
end if
for all pair of ONs, i and j ∈ {1, ..., N} do

use Dijkstra algorithm to find least-cost path p;
evaluate path delay for the path p
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if Rp > ρ then
prune the link with the maximum link delay and restart from the ap-
plication of the Dijkstra algorithm

else
select the path

end if
end for

end for
select access nodes in a random mode;
evaluate access cost.

4.5 Additive Metric - AM

In this algorithm, step 3 is based on the Weight Method. The idea is to construct
an unique metric which takes into account both cost and delay. This metric is
obtained with a linear combination of the two metrics. As in the previous algo-
rithm, step 4 is based on a random selection of the ONs. Formally the algorithm
can be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then

prune link (i, j) ⇒ li,j =∞
end if
compute the metric ϕ = λ1 · economic cost + λ2 · delay
for all pair of ONs, i and j ∈ {1, ..., N} do

use Dijkstra algorithm to find least-cost (ϕ) path p,
evaluate path delay for the path p
if Rp > ρ then

impossible connection,
else

evaluate path cost;
end if

end for
end for
select access nodes in a random mode;
evaluate access cost.

4.6 Multiplicative Metric - MM

As in the previous case, step 3 is based on the computation of an unique metric,
but in this case we consider the product between cost and delay. Once again
step 4 is based on a random selection of the ONs. Formally, the algorithm can
be described as follows:

for all i and j ∈ {1, ..., N} do
if ωij < Ω then
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prune link (i, j) ⇒ li,j =∞
end if
compute the metric ϕ = economic cost · delay
for all pair of ONs, i and j ∈ {1, ..., N} do

use Dijkstra algorithm to find least-cost (ϕ) path p,
evaluate path delay for the path p
if Rp > ρ then

impossible connection,
else

evaluate path cost;
end if

end for
end for
select access nodes in a random mode;
evaluate access cost.

5 Simulation Results

In this section we present the results of the simulation carried out to compare
the performance of the proposed algorithms, focusing at first on the description
of the network scenario and then on the discussion of the achieved results.

In our simulation, we considered a network composed of M ESs, where M can
assume the uniformly distributed values {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} and
N = 200 ONs. Moreover, we assumed that the underlay network is formed by
38 ASs and each ES is located in a different AS. We also supposed that an ES
can be connected to a given access ON, only if they belong to the same AS and
that each ES is only connected to a single access ON.

From an economic point of view, we assumed that the transport costs between
the ONs, as well as the access costs, are drawn from an uniform distribution in
the range [5,50] monetary unit.
Instead, the reserved bandwidth is uniformly distributed in the range [10,20]
Mbps, while the link delays are uniformly distributed in the range [3,15] ms.

The simulations have been conducted varying the service requests, namely
varying the number of ESs, as well as the delay and bandwidth constraints. In
more detail, we have considered the following settings:

– scenario 1: the number of ESs is fixed to 100, the delay constraint can assume
the uniformly distributed values {27, 30, 33, 36, 39, 42, 45, 48, 51, 54}ms, and
the bandwidth constraint is equal to 13 Mbps;

– scenario 2: the number of ESs is variable, the delay constraint is fixed to
36ms, and the bandwidth constraint is equal to 13Mbps.

It is worth noticing that in all the simulations all the ESs are guaranteed to be
connected to an access ON. Moreover, we have decided not to vary the number
of ONs, since we consider the situation where the overlay backbone is given by
the OSP.
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Fig. 1. Topology cost and delay threshold

The performance parameter taken into account to compare the proposed al-
gorithm is given by the overall network cost, given by the sum of the access costs
and transport costs. The obtained results represent the average value, computed
over 100 independent simulations.

At first, we have evaluated (scenario 1) the dependence of the network costs
on the given delay constraints. For sake of brevity, we only show the results
related to one algorithm (i.e., MDRM), since all the algorithms present a similar
trend.

In more detail, figure 1 plots the network costs versus the delay constraint. As
expected, the overall costs significantly depend on the last constraint. Indeed, we
have an increase of the network costs when the delay constraint becomes tighter.
This result is not unexpected, since a tighter bound could imply the rejection of
low cost paths.

Regarding the second scenario, we have evaluated the network costs achieved
by the different algorithms, when varying the number of ESs. In figure 2, we
propose a comparison among the different solutions. Since all the algorithms
behave almost equally, in figure 3 we show a zoomed version of the previous
figure, from which we can better analyze the algorithms behavior. It emerges
that MM and AM algorithms have the highest costs demonstrating they are less
suitable to simultaneously take into account both economic cost and delay in
the minimization problem.

It is important to highlight that due to the possibility to assign different values
to the weights (λ1, λ2), in the AM algorithm, it is possible to achieve lower
costs by giving more importance to the economic costs, as shown in figure 4.
This solution corresponds, in fact, to only take into consideration the economic
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metric (case λ1 = 1, λ2 = 0) and so the metric could not be able to guarantee
the requested QoS.

On the contrary, K-shortest path based algorithms and the Elimination algo-
rithm allow the creation of low cost topology, while simultaneously taking into
account the delay constraint.
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Fig. 4. AM algorithm performance when varying the weights

Table 1. Normalized Execution Time

Normalized Execution Time
MDRM 4
MDAC 4

MSMAC 23
Elimination 8

AM 1
MM 2

Among these algorithms the best solution is given by the use of the MSMAC.
Indeed, it achieves the best performance, in terms of network costs, and at the
same time satisfies QoS constraints.

Nevertheless, it is important to also consider that this algorithm presents the
highest execution time, as shown in table 1. This is due to the fact that it requires
an iterated use of the Dijkstra algorithm up to finding the path that satisfies the
delay constraint (Martin Santos algorithm).

Thus, also taking into account the computational costs, it emerges that the
best algorithms are those based on the use of the Dijkstra algorithm, since they
achieve good performance with low execution time.

6 Conclusion

In this paper we have proposed several algorithms to solve the topology design
problem for SONs. The presented methods take into account both the economic
aspects as well as several QoS constraints.
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In more detail our aim has been to choose the access ONs and transport
links which optimize costs and performance. To be noted that this optimization
problem does not have an optimal solution, since it is a NP-hard problem. Thus,
our solutions are based on several heuristics.

The performance analysis has shown that the best performance are achieved
by the MSMAC algorithm, even though it has a very high computational cost.
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Abstract. The CARRIOCAS project aims to guarantee QoS connectiv-
ity services to distributed applications in a Telecom carrier network. A
large number of these applications (for example video applications) use
a multicast service packet delivery. Multicast which minimizes the total
used bandwidth in the MPLS network has become an important sub-
ject. We study multicast routing in the network where only some routers
can duplicate packets. We prove that the construction of a multicast
tree minimizing the bandwidth used in such a network is a NP -complete
problem and we propose an heuristic algorithm to solve it. We evaluate
the performance of the heuristic in terms of total bandwidth used by the
multicast for different network sizes.

Keywords: Multicast, bandwidth optimization, MPLS networks.

1 Introduction

As distributed applications become more and more popular, Internet providers
have become interested in furnishing to their customers not only the connectiv-
ity service but other services (storage, computation) as well. Supplying at the
same time connectivity and other services was one of the motivations of the
CARRIOCAS project [1][2][3][4] The latter is one of the projects of the ”SYS-
TEM@TIC PARIS-REGION 1competitiveness cluster”. It aims to provide con-
nectivity services and usual grid services to enable the executions of distributed
application workflows in a Telecom carrier network. In the CARRIOCAS ser-
vice architecture, the network service management is centralized per a network
operator domain in order to enable querying for explicit bandwidth reservation.
This network service management disposes of the network topology. It computes
a virtual connection for each external connectivity service demand and, when-
ever possible, reserves a bandwidth on the connection. If no virtual connection
1 SYSTEM@TIC PARIS-REGION and the CARRIOCAS project are supported by the

French Ministry of Industry, Essonnes, Haut-de-Seines and Paris General Council.

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 859–870, 2009.
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with the requested bandwidth can be reserved, it rejects the reservation query.
This mechanism ensures that the bandwidth needed for the CARRIOCAS ap-
plications never exceeds the bandwidth available and guarantee the QoS for
applications. As GMPLS [14] is to be deployed in the CARRIOCAS network, it
has to ensure both unicast and multicast communications.

There are several schemes for multicasting data in networks [6][7]. A first one
is to construct virtual circuits from the multicast source to each destination.
Such scheme is equivalent to multiple unicasts and the network bandwidth used
by a large multicast group may become unacceptable [8]. In another scheme the
multicast source sends data to the first destination and each destination acts as
a source for the next destination until all destinations receive the data flow. In
yet another scheme intermediate routers make copies of data packets and dis-
patch them to their successors in the multicast tree. This solution allows the
multicast transmission to share bandwidth on the common links. Many multi-
cast tree algorithms have been proposed and can roughly be classified into two
categories [6]. The first category contains the algorithms based on the shortest
path while minimizing the cost of the path from the multicast source to each
destination. The second category contains algorithms based on the Steiner tree
problem [9][10][11][12]. Such algorithms derived from the Steiner tree problem
minimize the total cost of the multicast tree. This minimization is a NP -complete
problem [10].

In this paper we study a solution based on the last mentioned scheme used in
a MPLS [15] optical network which introduces an additional strong constraint
on the construction of a multicast tree. From the technological point of view,
routers able to duplicate packets introduce a supplementary delay due to O/E/O
conversions and are more expensive. For these reasons network operators want to
limit the number of such routers which we call ”diffusing nodes”. The constraint
on the number of diffusing nodes invalidates the existing algorithms of multicast
tree construction based on the Steiner tree [9][10] because they were proposed
for networks the routers of which can all duplicate data. Such a constraint has
already been considered for wavelength-routed networks [5] under the condition
that all routers support the ”drop and continue” functionality. Moreover, no
complexity study had been made. In our work we consider that the routers do
not support ”drop and continue”. We prove that minimizing the total cost of
the multicast tree under this condition and with the constraint on the number of
diffusing nodes is an NP -complete problem and propose an heuristic algorithm
to solve it.

The rest of this paper is organized as follows. In Section II and III we propose a
network model and define the bandwidth optimization problem. In
Section IV, we present a bipartite graph used to study the bandwidth opti-
mization problem. In Section V we prove that the problem is NP -complete and
Section VI contains a pseudo-polynomial algorithm to solve it. We also propose
an heuristic algorithm to solve the bandwidth optimization problem in Sec-
tion VII. Section VIII contains our results concerning the performances of the
heuristic. Finally, we conclude and outline future work.
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2 Network Modeling

We model a network using a directed symmetric graph G = (V, E). We define
cap(u, v) as the bandwidth available on the link (u, v), u, v ∈ V . A multicast
request is a triplet ε = (e, R, c), with e ∈ V the source of the multicast, R ⊂ V
the set of destinations and c the size of the data flow. In this work, we consider
only multicast requests of the size c = 1 and note them ε = (e, R). We define
DG ⊂ V as the set of diffusing nodes of G. An example of a network graph with
a multicast request is given in Fig. 1.
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M

P

G
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K

H

A

Diffusing node

Multicast destination

Multicast origin

Fig. 1. A network graph G, DG = {B, K, G} and a request ε = (A, {C, F, P})

3 Definition of the Bandwidth Optimization Problem

Our goal is to optimize the bandwidth used by multicasts in the network repre-
sented by graph G. We define a diffusion tree for ε = (e, R) as an arborescence
Aε in G rooted in e, spanning R and with all leaves included in R (Fig. 2). We
define V (Aε) as the set of nodes of Aε and E(Aε) as the set of edges of Aε. A
request ε is satisfied by the set of paths CAε in Aε, defined as follows:

– every node of R is the final extremity of exactly one path in CAε ,
– every node of DG is the final extremity of at the most one path in CAε ,
– the origin of a path in CAε is either e or a node of DG, In the latter case,

the node of DG is also the final extremity of a path in CAε .
– a node of DG is in a path p ∈ CAε only if it is the final extremity or the

origin of p.

The load chAε(u, v) of a link (u, v) ∈ E(Aε) is the number of paths p ∈ CAε such
as (u, v) is a link of p. The load chAε of the arborescence Aε is

∑
(u,v)∈E(Aε)

chAε(u, v).
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Fig. 2. A possible arborescence Aε for G and ε shown in Fig. 1

Definition of the Problem diff tree. Given a network G, its set of diffusing
nodes DG, and a multicast request ε = (e, R), find an arborescence Aε for ε, such
as chAε is minimal.

4 Complexity of the Problem

We study the complexity of diff tree and we prove that its decision problem
diff tree dec is NP -complete. First, we prove that the certificate of the decision
problem is in class P. We then reduce the problem of the weighted set cover
which is NP -complete [17] to the problem diff tree dec.

First, we show that the certificate of the problem diff tree dec is in class P.
Given an instance of the problem diff tree dec (a graph of the network, a set of
diffusing nodes and a multicast request) and an associated arborescence Aε, we
can compute chAε in a polynomial time (we must compute a finite set of shortest
paths). The certificate of the problem diff tree dec is therefore in class P. We
now reduce the problem of the weighted set cover which is NP -complete [17] to
the problem diff tree dec and we show that the solution to the problem of the
set cover is equivalent to the solution to diff tree dec.

Definition of the Weighted Set Cover Problem. Given a collection C of
subsets of a finite set S, with a cost h associated to each subset and an integer
K, is it possible to find a cover S of size less than K, namely, a collection
C′ ⊆ C such as every element of S is in at least one subset C′ and whose
cost is less than K. Let I be an instance of the set cover problem, namely a
collection C = {c1, ..., cm} of subsets of a finite set S = {s1, ..., sn}, a cost h
associated to each subset ci and an integer K. From this instance I, we can
construct in polynomial time an instance I ′ of the problem diff tree dec (Fig. 3):
Let G = (V, E) be a graph. We define V as the set of its nodes followingly: there
is a node for each subset ci from collection C; a node for each element si from
finite set S and a node e. We define E as the set of its edges created as follows:
an edge of weight l > h/2 between any node representing ci from collection C
and every node representing an element si of the ci; an edge of weight h between
the node e and each node representing a subset ci. We define DG = {c1, ..., cm}
and K ′ an integer which adequate value will be defined later. Let ε = (e, R) be
a multicast request in G, with R = S.

In a solution to I ′ in G, we know that a node of DG is never reached from
another node of DG but always from node e. Since l > h/2, the weight of a
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Fig. 3. Construction of an instance I ′ of the problem diff tree dec from an instance I
of the problem of the set cover

path between two nodes of DG is always greater than 2l, whereas the weight
of any arc between e and a node of DG is h < 2l. A solution to I ′ in G is an
arborescence Aε rooted in e. Aε contains all nodes si and j ≤ m nodes ci such as
chAε < K ′. Futhermore, chAε = j ∗ h + l ∗ n (the weight of the j edges between
node e and nodes ci and the weight of the n edges between nodes ci and si). In
instance I, selecting the subsets ci corresponding to the nodes ci which are also
nodes of Aε in I ′ gives a cover S of size K = j ∗ h = K ′ − l ∗ n.

Therefore, if there is a solution of weight less than K ′ to the instance I ′,
then we can construct a solution of weight less than K = K ′ − n ∗ l to the
instance I. Similarly, if there is a solution of weight less than K to the instance
I, then we can construct a solution of weight less than K ′ = K + n ∗ l to the
instance I ′. We can reduce any instance of the problem of the set cover to an
instance of the problem diff tree dec in a polynomial time. Furthermore, we have
demonstrated that the certificate of this problem is in class P. Therefore, the
problem diff tree dec is NP -complete.

5 The Diffusion Graph

To treat a multicast request ε in graph G, we construct a new directed and
weighted graph containing the three sets of nodes: e, DG and R. We call this
graph a ”diffusion graph” and define it as BG,(e,R). The weights of its arcs
correspond to the weights of shortest paths in G. The graph BG,(e,R) = (VB , EB)
is defined as follows:

– VB the set of nodes of BG,(e,R) such as VB = {e} ∪R ∪DG.
– EB the set of arcs constructed as follows:
• ∀u ∈ VB , u �= e, the arc (e, u) ∈ EB.
• ∀(u, v) ∈ DG, the arcs (u, v) and (v, u) ∈ EB .
• ∀u ∈ DG, ∀v ∈ R, the arc (u, v) ∈ EB .
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Fig. 4. The diffusing graph BG,(e,R) for G and the multicast request of Fig. 1

– The weight of the arc (u, v) of EB is the weight of a shortest path from
u to v in G \ {DG \ {DG ∩ {u, v}}}. If there is no path from u to v in
G \ {DG \ {DG ∩ {u, v}}}, the arc does not exist.

Fig. 4 represents the diffusion graph for the network graph from Fig. 1. The
complexity of the diffusion graph construction is O(n3), where n is the number
of vertices in G.

We prove that finding a solution to the diff tree problem in graph G is equiv-
alent to finding a solution to the diff tree in the diffusion graph.

To find a solution to the diff tree problem in graph G, we search an arbores-
cence Aε such as chAε is minimal. In the diffusion graph BG,(e,R), we search an
arborescence Bε such as chBε is minimal. Any arc (u, v) of BG,(e,R) represents
a shortest path from u to v in G. If we know an arborescence Bε in BG,(e,R)
for which chBε is minimal, we can determine a set of paths CBε in Bε. We can
construct a set of paths CAε in G such as chAε = chBε using the corresponding
shortest paths of G represented by the arcs of CABε

. From the set of paths CAε ,
we can construct the corresponding arborescence Aε in G. Since chBε is minimal,
chAε is minimal as well. Similarly, if we know Aε in G such as chAε is minimal,
we can create Bε in BG,(e,R) such as chBε is minimal.

6 A Pseudo-Polynomial Exact Algorithm

We propose an exact algorithm to determine an arborescence Aε minimizing
chAε in BG,(e,R). Let us define S ⊆ DG as a set of diffusing nodes which are
also nodes of Aε. Knowing S allows us to construct Aε in polynomial time as
follows. Let {e}∪R∪ S be the nodes of Aε. We chose for each node in R an arc
of minimum weight which has as its origin a node of S and we add this arc to
Aε. We then compute a spanning tree in the clique formed by e and the nodes of
S and we add it to Aε. Any part of this algorithm is polynomial. To determine
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Fig. 5. Solution for the graph of Fig. 1 computed by the exact algorithm. chAε = 7.

which nodes are in S, we successively generate all subsets of DG. We construct
for each subset a minimal arborescence (as described above). Finally, we chose
as solution to the problem the arborescence with the minimal chAε .

The complexity of this exact algorithm depends on the cardinality of the
power set of DG and it is O(2#DG). Fig. 5 shows the solution computed by this
algorithm for the graph and request shown in Fig. 1.

7 Heuristic Algorithm

Since the pseudo-polynomial exact algorithm can not be used to solve the diff tree
problem when the number of diffusing nodes is large, we propose a polynomial
heuristic algorithm.

This heuristic is based on an algorithm of maximal flow of minimal cost and
its description is given below. In the experiments that we performed, we used
the Busacker and Gowen maximal flow of minimal cost algorithm (Busacker and
Gowen, 1961). First, we construct a directed graph FG,(e,R) = (VF , EF ) (Fig. 6)
based on BG,(e,R) which will be used for a flow algorithm.

– VF is the set of nodes of FG,(e,R) with VF = VB∪{p} where p is an additional
node used as a sink.

– EF is the set of arcs with capacities and costs constructed as follows:
• ∀(u, v) ∈ EB, (u, v) ∈ EF , its cost is the weight of (u, v) ∈ EB and the

capacity on (u, v) is infinite.
• ∀u ∈ DG, EF contains (u, p). The cost of these arcs is always 0 and their

capacity is 1.

In FG,(e,R) we compute a maximal flow of minimal cost from e to p. Since the
capacity on each arc (u, p) is 1, the maximal flow value is equal to the number of
nodes in R and since a maximal flow has to pass by all r ∈ R every node of R is in
a flow. The computation of a maximal flow of minimal cost gives an arborescence
in FG,(e,R) which contains e and all nodes of R. This arborescence deprived of the
sink p is a possible Aε solving the diff tree problem in BG,(e,R). In any algorithm
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Fig. 6. FG,(e,R) constructed from BG,(e,R) of Fig. 4. Capacities are highlighted. The
solution constructed by the heuristic is shown in dotted lines and chAε = 10.

of maximal flow of minimal cost, the cost of each arc is counted as many times
as the flow value on it. To compute chAε (Section III), we count the cost of each
arc used in the solution only once. For this reason, we modify the maximal flow
of minimal cost algorithm by setting to zero the cost of an arc which has already
been used by a flow. Setting the cost of the arcs already used to zero impacts the
computation of the solution. The arborescence Aε corresponding to the maximal
flow is not necessarily of minimal cost. A solution found by this heuristic for the
graph of Fig. 1 is illustrated by Fig. 6.

The complexity of this heuristic is the same as the algorithm of maximal flow
of minimal cost (for the Busacker and Gowen algorithm, O(n4)).

8 Results

We performed experiments to study the performance of our heuristic in terms
of the number of links used by the multicast tree which in our case corresponds
to the bandwidth used by the multicast. We also studied the influence of the
number of diffusing nodes on the performances of our algorithm.

We generate graphs G = (V, E) representing a network with the BRITE
generator [13] using the Waxman model (whith parameters: α = 0.15, β = 0.2,
m = 2, MaxBW = 1024, MinBW = 10). We define T ⊂ V as the set of nodes
of degree smaller than three.

In all experiments, to determine the location of the diffusing nodes in G we
use a k-center heuristic algorithm based on a dominating set algorithm [16].
This approach was chosen because the k-center algorithm distributes the centers
”equally” in the graph. In our opinion this approach is adapted to deal with
multicasts whose origins are not a priori known efficiently.
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Fig. 7. Distribution of the multicast trees depending on their weight and the perfor-
mance of the heuristic compared to the exact algorithm for a network with 200 nodes.
The number of destinations is generated with N1 (Fig. 7a) and N2 (Fig. 7b). Confidence
intervals computed with the significance coefficient α = 0.05.

We used the Busacker and Gowen algorithm as basis for our heuristic algo-
rithm. The results obtained could be slightly different with another maximal
flow minimal cost algorithm.

We generate multicast requests (multicast groups) in the network as follows.
We chose an origin for multicasts uniformly in V . For each chosen origin, we
generate different destination sets. For each destination set, we use a normal
distribution N1 = N (10%#T, 2%#T ) to fix the number of destinations. The
destinations are then chosen uniformly in T .

We started with a topology of 200 nodes. We arbitrarily fixed #DG = 6 and
placed the diffusing nodes in the network according to the k-center algorithm. We
chosed multicast sources and for each source generated 30 destination sets. We
computed the average number of links used in the multicast trees constructed
by both the exact algorithm and our heuristic. We constructed an histogram
containing the results as follows. We created weight intervals and placed every
generated multicast request in such an interval depending on the weight of its
best multicast tree (constructed by the exact algorithm). We arbitrarily set the
weight intervals length to 5. For each interval we computed the average weight of
the multicast tree constructed by the exact algorithm and by the heuristic. We
then showed in the histogram the relative average increase of the weight of the
solution computed by the heuristic compared to the weight of the exact solution.
We also showed for each weight interval the number of multicast requests in it.
The results are shown in Fig. 7a.

What we first observe is that our heuristic always finds solutions of average
weight at the most 10.5% greater than the best solution. We also observe that the
performance of our heuristic decreases when the average weight of the multicast
trees increases. This degradation can be explained as follows. An average greater
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nodes in the network with 300 nodes. Confidence intervals for both Fig. 8a and Fig. 8b are
computed with precision 5% and significance coefficient α = 0.05.

weight of the multicast tree is due to either more destinations or destinations
farther from the multicast source (or both). When the heuristic constructs the
multicast tree, it tries in priority to add destinations to the diffusing nodes
already selected in the partial solution because the weight of the arcs already
used is set to zero (Section VII). When the number of destinations is not large
enough to select most of the diffusing nodes in the solution, the set of diffusing
nodes selected by the heuristic is most often different than the set selected by the
exact algorithm and the heuristic solution diverges more from the best solution
when the average weight increases. It is only after all or most of the diffusing
nodes have been selected in the partial solution, does the heuristic add each new
destination in the best way. To observe the performance of our heuristic when
the number of destinations is greater, we generated more multicast requests
by using another distribution N2 = N (25%#T, 2%#T ) to fix the number of
destinations. The results are shown in Fig. 7b. We observe that the heuristic
constructs solutions whose weight is closer to the best one. In cases in which
the number of destinations is relatively large, both the exact solution and the
heuristic one are constructed with all or most diffusing nodes. After all diffusing
nodes have been selected by the heuristic, the heuristic adds each new destination
in the best way and the weight of its solution becomes closer to the best one.

In order to observe the influence of the network size on the performance of
our heuristic, we generated topologies of i ∗ 100, i = 1, 2, ..., 5 nodes preserving
the same average degree of nodes. We placed a various number of diffusing nodes
(#DG = 6, 8, 10, 12) in each network using the k-center algorithm. As above, for
each multicast source we generated 30 different destination sets whose cardinality
is given by the distribution N1. We computed the number of links used by the
multicast trees with both our heuristic and the exact algorithm (Fig. 8a).
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We observe that for a fixed number of diffusing nodes our heuristic per-
forms better for greater networks. We have shown in Section VI that the non-
polynomial part of the exact algorithm corresponds to finding the set of diffusing
nodes used in the minimal multicast tree. When the set of diffusing nodes of the
multicast tree constructed by the heuristic is almost the same as the set of dif-
fusing nodes of the best multicast tree, the heuristic finds a multicast tree whose
weight is close to the weight of the best multicast tree. In our model, since we
always preserve the average degree of nodes and use the distribution N1 based
on the number of nodes of low degree, the average number of destinations de-
pends on the network size. When the network size becomes larger, the average
number of destinations for the generated multicast groups increases and more
of the diffusing nodes must be used to construct the best multicast tree. All
or most of the diffusing nodes are chosen by both the exact algorithm and the
heuristic. The heuristic then constructs a multicast tree whose weight is close to
that of the best one.

The results depending on the number of diffusing nodes in a given network
(Fig. 8b) tends to confirm that for this given network, increasing the number
of diffusing nodes degrades the performance of our heuristic. For the reasons
explained above, the heuristic constructs better solutions when the ratio between
the number of diffusing nodes and the number of destinations is small. A greater
ratio means that a smaller portion of the diffusing nodes appears in the best
multicast tree and the heuristic choses the same set of diffusing nodes less often
than in the previous experiments.

9 Conclusion and Perspectives

We studied a construction of a multicast tree optimizing bandwidth in an optical
MPLS network. We proved that the construction of a multicast tree optimizing the
number of links used is NP -complete when only a subset of the routers are diffusing
nodes. We proposed a heuristic algorithm to construct the multicast tree optimiz-
ing the number of links used and we evaluated the performance of our heuristic with
a pseudo polynomial algorithm. We showed that the performance of the heuristic
depends on the ratio between the number of diffusing nodes and the number of
destinations. We observed that our heuristic performs very well when this ratio is
small and that it constructs multicast trees whose weight is close to the weight of
the best ones. We are currently working on new heuristics to construct a multicast
tree and we will compare them with the heuristic we proposed here. We are also
examining how we can improve the placement of the diffusing nodes in the network
when we are given the set of the multicast sources.
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Abstract. Grid computing aims at offering standardized access to het-
erogeneous and distributed resources for scientific communities. In order
to ensure certain quality of service requirements, the interconnecting
networks have also be considered as Grid resources and must be taken
into account for the co-scheduling process. However, most current sys-
tems do not support co-allocation of heterogeneous network resource
provisioning systems and malleable advance reservations in multi-domain,
multi-technology, and multi-vendor environments. Our approach, called
Harmony, provides a functional service plane to unify the underlying
network management systems and supports advanced reservation capa-
bilities to utilize the available capacity and network resources in an effi-
cient manner. The developed prototype has been demonstrated on numer-
ous conferences and a preliminary performance evaluation of the current
implementation is given.

Keywords: Advance Reservations, BoD, GMPLS, MPLS, QoS.

1 Introduction

Since its first demonstration in the context of the I-WAY [2] project more than
ten years ago, the concepts of Grid computing [3] have become increasingly
popular in the field of high performance computing. The vision is to virtualize
any kind of resource and to combine them to a single abstract entity that is as
simple to use as the power grid. One important research area in this context is the
co-allocation of these different resources. In particular, the underlying network
has to be considered as a first-class Grid resource that must be managed to
ensure certain quality of service (QoS ) requirements.
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As shown by Foster et al. [4] resource co-allocation in Grid computing envi-
ronments should be done automatically and transparently. In order to integrate
the network into this scheduling process, mainly two issues have to be faced.
Meanwhile the infrastructure has to support different QoS features, such as a
minimum bandwidth or maximum delay on a specified path, an agreement based
resource management is needed to reserve resources immediately or in advance.

In 2006, Travostino et al. [5] gave an overview of the relevance of network
research in Grid environments. In a nutshell, there have been two different ap-
proaches. Either low-level provisioning mechanisms for IP networks were used
such as Integrated Services (IntServ/RSVP) [6] and Differentiated Services (Diff-
Serv) [7]. Or, in order to meet the very high bandwidth demands of some Grid
applications, recent projects have started to use circuit-switched optical net-
works. However, shortcomings of the existing approaches are mostly their lim-
ited applicability in real environments or missing support of advanced scheduling
algorithms.

In this paper, we assume a set of independent administrative domains that
run their local network resource provisioning systems (NRPSs). These domains
might use different network technologies and are interconnected by static pre-
defined links. In our approach, we use an abstract service plane to provide an
end-to-end service and allow to co-allocate these networks in conjunction with
other Grid resources. The primary goal of this work is to provide a system that
reuses existing developments already running as NRPSs, and to allow indepen-
dent administrative domains to be integrated into the Grid resource scheduling
process, and therefore support advanced mechanisms to utilize the transport
network efficiently.

The key contribution of this paper is to provide a proof-of-concept and to
deliver measurements of a real implementation that builds an abstraction layer
for various existing signalling protocols. Overall, we believe this paper helps to
construct a foundation for further network research and developments in the field
of resource co-allocation in multi-domain, multi-technology, and multi-vendor
Grid environments.

The remainder of the paper is structured as follows. We give an overview
of related work in the context of dynamic circuit provisioning in Section 2. In
Section 3, we state our assumptions and the proposed architecture and we intro-
duce the challenges that are given in co-allocated multi-domain advance reserva-
tion situations. Section 4 contains implementation details of our solution. In the
subsequent Section 5 a preliminary performance evaluation of our implementa-
tion is given. Finally, we close with some conclusions and describe future work
in Section 6.

2 Related Work

Grid applications typically need to allocate and reserve multiple types of re-
sources, such as computation, data, instrumentation, and networks. The co-
allocation problem for computational Grids has been defined by Czajkowski [8]
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1999. In the same year, based on the techniques and concepts of the Globus
Resource Management Architecture (GRMA) [9], a Distributed Resource Man-
agement Architecture (GARA) [10, 4] that used a Globus Resource Allocation
Manager (GRAM ) job scheduler to co-allocate the network with other resources
in advance was proposed. By then, the mechanisms used for network provisioning
were IntServ [6] and DiffServ [7].

While GARA is popular among the Grid community as a general purpose
platform allowing reservations of numerous resources it is not specialized for net-
works. Its API and Resource Specification Language (RSL) do not take network
specific attributes into account. Therefore, the Network Resource Scheduling En-
tity (NRSE ) [11] was introduced in the Grid Resource Scheduling (GRS ) project
in 2002. Still IntServ and DiffServ mechanisms were used to deliver guaranteed
throughput over packet-based networks.

Unfortunately, bulk data transfer oriented Grid computing often requires guar-
anteed minimum bandwidth and minimized packet loss, which are not easily
achievable in packet switching networks. Moving Terabytes or Petabytes of data
among multiple sites require dedicated optical networks, e.g., based on wave-
length switching, that can provide guaranteed bandwidth and performance in
terms of low bit error rates.

In 2005 the Exploitation of Switched Light paths for eScience Applications
(ESLEA) project had started. It demonstrated the usefulness of circuit-switches
networks for different application areas. The ESLEA Control Plane Software
(CPS ) was implemented as a modification of the afore mentioned NRSE and
was integrated into the EGEE Bandwidth Allocation and Reservation (BAR)
architecture. At the same time the DARPA DWDM-RAM project addressed
similar issues and a Network Resource Scheduling (NRS ) service was developed
to enable the efficient use of optical networks as a primary Grid resource.

Associated projects. Harmony is based on existing solutions for intra-domain
path provisioning and scheduling, developed within associated projects. In total,
four different NRPSs are used to administer the underlying network: ARGIA [12]
(former UCLP – User Controlled Light path Provisioning); Nortels proof-of-con-
cept middleware called Dynamic Resource Allocation Controller (DRAC ) [13];
the MPLS [14] based Allocation and Reservation of Grid-enabled Optical Net-
works (ARGON ) [15] system that was developed within the German research
project VIOLA1 and also a thin adaption layer for the GMPLS control plane.

Related Projects. In fact, other related projects aim at similar challenges, al-
though from a different perspective, while the Phosphorus view is from the user
to the network: Originating from the GÉANT22 project, the Automated Band-
width Allocation across Heterogeneous Networks (AutoBAHN ) system; as an
achievement of the DANTE-Internet2-CANARIE-ESnet collaboration (DICE ),
an inter-domain control plane based on OSCARS was developed where an

1 http://www.viola-testbed.de
2 http://www.geant2.net/

http://www.viola-testbed.de
http://www.geant2.net/
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inter-domain controller (IDC ) communicate in a decentralized way to provision
end-to-end multi-domain network paths; the G-lambda project that develops
an interface between Grid resource management systems and network resource
management systems that also support advance reservations; the GMPLS based
EnLIGHTened Computing project that focuses on dynamic optical light-paths
between supercomputing sites which are created and torn down in advance or
on demand based upon application needs; the Dynamic Resource Allocation in
GMPLS Optical Networks (DRAGON) project that aims at both the dynamic
intra- and inter-domain provisioning of packet and circuit switched network re-
sources in response to user requests for high-performance e-Science applications;
and finally, the Grid-enabled GMPLS (G2MPLS) Network Control plane, as a
enhancement of the ASON/GMPLS Control Plane architecture that implements
the concept of Grid Network Services (GNS ).

3 Assumptions, Limitations and Architecture

Consider a network consisting of interconnected, independent domains that are
used as transit systems or that contain different kinds of resources. A domain in
this context is itself again a high performance (optical) network, with a control
plane above and a network resource management system (NRPS ) on top. Each
level of this architecture performs different roles and tasks in order to allow
creating on demand data plane paths for several users along a single domain.
Interconnection with third party domains has to be proposed, agreed and set up
by all involved parties. This leads to high delay in inter-domain path provisioning,
bureaucratic overhead and hard scheduling of resource utilisation (considering
both intra- and inter-domain resources) which most of the times discourage end
users.

The problem we consider here in detail is how to find and reserve an-end-to end
path between two or more resources on demand with certain QoS requirements,
while supporting heterogeneous network technologies.As a consideration, each
domain must not reveal its internal topology and the network resources should
be utilized to capacity.

General Architecture. The proposed architecture extends the afore mentioned
hierarchy by one additional layer. The network service plane (NSP) consists
of at least one inter-domain broker (IDB) and one NRPS Adapter (HNA) for
each subjacent domain. They both share the same Harmony Service Interface
(HSI ) and allow to exchange abstract topology information and to administer
network paths. The architecture has started with a centralized design (Fig. 1a)
and evolved to an hierarchical (Fig. 1b) and distributed (Fig. 1c) system.

Topology Knowledge. In particular, for reasons of confidentiality the internal
topology information of a domain might not be opened to the service layer. This
is the reason why the knowledge of the global topology is restricted to a set
of basic information based on three main elements: the endpoint, the link, the
domain itself, and the border points.
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(a) centralized (b) hierarchical (c) distributed

Fig. 1. The service plane architectures and the operating modes implemented. White
circles are IDBs, grey circles are adapters, and grey boxes are administrative domains
with their corresponding NRPS.

Based on the Transport Network assigned address (TNA) [16] endpoints in
the NSP are identified by strings with IPv4 syntax. Each network port receives
a unique TNA in the domain it is attached to and the domain itself serves
one or more TNA address ranges. Two border endpoints identify uniquely an
inter-domain link between two given domains.

Every domain exports its border endpoints connected to inter-domain links
and the inter-domain links themselves. Hence, a transport network controlled by
a single HSI capable system is seen as a cloud with a set of border endpoints.
If two or more domains are controlled by a single IDB, this new super-domain
will be seen as one cloud with a subset of the original border endpoints. Border
endpoints connected to the other domains under control of the same IDB are
kept as intra-domain endpoints and are not passed up.

Path Computation. End-to-end path provisioning requires dynamic intra- and
inter-domain path computation. Since only an abstracted topology knowledge is
distributed, the intra-domain path computation is performed by each NRPS.
The inter-domain path computation is performed inside each IDB by using
Dijkstra’s shortest path algorithm. Only border endpoints and inter-domain links
are considered.

A reservation itself contains one or more services and each service contains
one or more connections. Whereby each connection is a requested path between
one source TNA and one or more destination TNAs. Different fixed or malleable
QoS demands can be defined on each level.

The actual reservation is following a non-blocking tree two-phase commit pro-
tocol scheme. After the reception of a reservation request, the path computer
starts looping over all known network resources in order to find feasible paths.
Upon the completion of this task, the availability of the resources within all in-
volved domains in the calculated path is requested. In case the resources are not
available, they are pruned within the path computer session and the loop will
start again. Otherwise the resource will be reserved.



876 A. Willner et al.

time

bandwidth

b

a

(a) immediate reservations

time

bandwidth

c
d

a b

(b) advance reservations

Fig. 2. The different types of reservations. Fading areas represent unspecified
bandwidth or time constraints.

Malleable Multi-domain Network Resource Allocation. As stated in [17]
and depicted in Fig. 2 reservations can be divided into two different types. First,
reservations can start straightaway upon receipt of the reservation (Fig. 2a). Sec-
ond (Fig. 2b), they can be scheduled with a specified starting time and a specified
duration (fixed, FAR, STSD), a specified starting time and a unspecified dura-
tion (STUD), an unspecified starting time and a specified duration (deferrable,
DAR, UTSD), and finally with an unspecified starting time and an unspecified
duration (malleable, MAR, UTUD).

Of particular interest are the advance reservation requests with elastic starting
times and an unspecified duration. These malleable reservations can be used by
Grid middleware applications for file transfers. They allow the largest flexibility
to schedule resources and to utilize the full network capacity.

When a malleable reservation request is received, the IDB starts looping over
distinct inter-domain paths, with feasible start-times and bandwidths in order
to find a set of available resources to fulfil the request. First of all, the possible
paths are calculated. After that, the path computation algorithm starts looping
over all the obtained paths. Inside the loop, the feasible bandwidths of the end-
points involved in the connection are retrieved and the maximum bandwidth in
the range of the bandwidth provided in the request is chosen. This bandwidth is
adjusted in all endpoints to the given path according to the technology-induced
granularity. In a final step, the algorithm checks for the availability of the network
resources. In case any NRPS returns non-available result, the IDB begins to
adapt the start time and bandwidth.

Formal Definitions. We define the data plane as digraph Gd = (D, L). The
elements of set D are called domain, and the elements of L are ordered pairs of
vertices, called inter-domain link with (ud, vd, idd) ∈ L ⊆ D×D×ID. An inter do-
main path in Gd between two domains dsource and ddest is an adjacent sequence of
inter domain links pd(dsource, ddest) = (ud0 , vd0 , idd0), . . . , (udm−1, vdm−1 , iddm−1),
with ud0 = dsource, vdm−1 = ddest, m ∈ N0 and len(pd) = m. The number of
parallel inter-domain links between two domains can be defined as n(ud, vd) =
|{(udi, vdi , iddi) ∈ L|ud = udi ∧ vd = vdi}|. The successor domains of a domain
referring to the data plane are defined as a function s(ud) = {wd|∃(ud, wd, idd) ∈



Harmony - Advance Reservations 877

L}. Let pi
d(dsource, ddest) = (udi , vdi , iddi) be the ith link of a path. Then the ad-

jacent domains of a path pd are defined as a(pd) = {dsource}∪0≤i<len(pd){vdi |pi
d}.

The service plane is described as the digraph Gs = (H, C) with H a set
whose elements are called Harmony Service Interface entity (HSI entity), and C
a set of ordered pairs of vertices, called HSI interconnection with (us, vs) ∈ C.
In the centralized or hierarchical model these HSI interconnections also reflect
the hierarchy. A path in Gs in denoted as ps = (us0 , vs0), . . . , (usm−1 , vsm−1),
with m ∈ N0 and len(ps) = m. The child of an HSI adapter is defined as
sus = {ws|(us, ws) ∈ C}. This means, that the HSI entity us delegates the
reservation task to the set s(us). Thus, we have a tree structure of HSI entities.
In the distributed model we have a mesh of HSI entities which may be themselves
the root of a HSI entity tree.

Let the set of Domains for which an HSI entity h is responsible be r(h ∈ H) ∈
D and R(Hi ⊆ H) = {r(h)|h ∈ Hi}. Thus, the set of responsible HSI entities of
a data path is R(a(pd)).

4 Implementation

The communication between the entities is done by using SOAP messages and
the Apache Muse framework. To support workflows and resource co-allocation,
the API was derived from existing interfaces used to abstract and map network
resources with most limited knowledge in intra-domain Grid environments and
was modified to cover aspects of multi-domain conditions [18].

The underlying testbed (Fig. 3a and Fig. 3b) has a high similarity to real net-
work environments in the National Research and Education Networks (NRENs).
Due to its heterogeneity and variety of administration actors, testing of new
developments in the service plane is more controllable when done in a virtual
testbed (Fig. 4a and Fig. 4b).

(a) real data plane (b) real service plane

Fig. 3. The data and service plane testbed architecture. Whereby grey boxes are admin-
istrative domains with their corresponding NRPS and arrows are preconfigured VLANs
between them. Grey circles are domains controlled by a single NRPS and white circles
represent IDBs.
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(a) virtual data plane (b) virtual service plane

Fig. 4. The service and the emulated data plane architecture within the virtual testbed.
Whereby grey boxes are administrative domains with their corresponding NRPS and
arrows represent emulated VLANs between them. Grey circles are domains controlled
by a single NRPS and grey circles represent IDBs.

The data plane inter-connections within the testbed use dedicated light-paths
from either GÉANT2 or GLIF3 infrastructure. The switching equipment in the lo-
cal testbeds is composed among others by the following systems: Alcatel-Lucent
1678, 1850, and 7750; Calient DiamondWave FiberConnect; Cisco Catalyst 6509,
3750; Nortel Optera 5200, OME 6500, and HDXc; and Riverstone 15008. Further-
more, hardware used to run the NSP was compiled by standard personal computer
components and virtual machines. The main IDB was running on an Intel Quad
Core Xeon with 2.80 GHz, 1 GByte RAM, and Fedora Core release 6.

5 Evaluation

Formal Performance Analysis. First, we consider the centralised and hierar-
chical model for the formal performance analysis. We show, how the processing
times of the different domains can be combined for the overall service time of
a single path request. Based on this definition, we extend the approach to a
distributed model. Subsequently, we show a worst case calculation of the neces-
sary configuration steps if there are several alternative data links between the
domains and reservation attempts fails.

The time a single HSI entity h ∈ R(a(pd)) needs to process a request internally
is denoted as th and delegates the reservation to its child HSI entities. If we
assume that all children of h are requested consecutively, we can define ttotal

h of
an HSI entity recursively as:

3 http://www.glif.is/

http://www.glif.is/
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(b) Two levels of hierarchy

Fig. 5. Processing of a reservation request within a single IDB (500 repetitions). (a)
depicts the response time for each Adapter and (b) shows the delay that is added by
every IDB hierarchy level.

ttotal
h =

{
th if |s(h)| = 0,
th +

∑
hi∈s(h)∩R(a(pd)) ttotal

hi
if |s(h)|) ≥ 1.

(1)

If the communication with the children is parallelized, we can define thtotal
as:

ttotal
h =

{
th if |s(h)| = 0,
th + maxhi∈s(h)∩R(a(pd)) ttotal

hi
if |s(h)|) ≥ 1.

(2)

In case of using the distributed model for the service plane is used there is a mesh
of HSI entities on top level Htop ∈ H . Each top level HSI entity htop ∈ Htop can
itself be the root of a hierarchical HSI entity structure. Thus, we get for path
request pd for a distributed service plane operating in a consecutive mode:

ttotal =
∑

hi∈Htop∩R(a(pd))

ttotal
hi

(3)

For a path request for pd for a distributed service plane operating in a parallel
mode:

ttotal = max
hi∈Htop∩R(a(pd))

ttotal
hi

(4)

with ttotal
hi

to be evaluated with Eq. 3 or Eq. 2.
If there are several links between at least two adjacent domains of a path

pd(dsource, ddest and the reservation request fails in using one of these redundant
links, there might still be a chance in reserving the data path via one of the
alternative links. In a consecutive model, where a local reconfiguration is possible
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(a) Duration of each successful reservation (b) Success rate

Fig. 6. Processing of n reservation request per second within the Service Plane. (a)
depicts the duration of each successful request and (b) shows the success rate.

as a crankback mechanism, the number of configuration steps c of a path p is
limited by:

O(c) = len(p) +
∑

0≤i≤len(p)−1

n(ui, vi)− 1 (5)

Here, the first summand represents the successful configurations and the second
summand the reconfigurations because of a failed reservation request at one of
the HSI entities.

Measurements. To emphasize and support the preceding analysis, measure-
ments from the running prototype are given. As shown in Fig. 5a the mean
response time of each NRPS adapter (th) varies from 200 ms to 410 ms and has
a noticeably large number of outliers. The dummy adapter delay points out a 10
ms communication and processing overhead for each request. As seen in Fig. 5b
each additional hierarchy level increases the total response time (ttotal

h ) by ap-
proximately 500 ms. Furthermore, Fig. 6a and Fig. 6b indicate that the current
prototype’s response time increases by arithmetic progression with reference to
the amount of incoming requests. It also shows clearly a performance threshold
at about 39 requests per second. After that the success rate drops dramatically
and the request duration almost triples.

6 Conclusion and Future Work

We have shown that under the given assumptions and limitations the proposed
architecture allows for multi-domain, multi-technology, multi-vendor network
reservation and co-scheduling. We’ve tested it in a real scenario under the Phos-
phorus Europe wide testbed. Besides this proof-of-concept the crucial result is
that even with a very limited knowledge of topology information and without an
homogeneous control plane, complex malleable advance reservations are feasible
and realizable.
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Based on these results different network operators such as National Research
and Education Networks (NRENs) would be able to establish bilateral agree-
ments for end-to-end provisioning services without changing technologies or ex-
posing confidential data.

Besides the implemented prototype that certainly is valuable to demonstrate
the main functionality within a testbed with real hardware and users, simula-
tions would provide the possibility to evaluate alternative algorithms in a more
sophisticated manner. We expect to have first results using the discrete event
simulation package SimJava [19] shortly. Moreover, we are currently implement-
ing more progressive algorithms for malleable reservations in order to reduce the
number of availability requests and increase the average network utilization.

Long-term objectives mainly focus on enhanced network resiliency capabilities.
This includes as well the computation of disjoint paths as the delegation of
responsibilities, path monitoring, and automatic re-routing and -connection.
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Abstract. Network Coding exploits network resources more efficiently
than plain routing. Specifically, it reduces packet delays and packet loss
rates. Such advantages are especially useful in core networks where many
different users can benefit from this at once. Hence, network coding
should be transparently integrated in technologies suitable for core net-
works. We present an extension for MPLS and RSVP-TE which can
instantiate network-coded paths in core networks. The feasibility of this
approach is demonstrated in a proof-of-concept simulation.
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1 Introduction

The technique of Network Coding (NC), as first introduced by Ahlswede et
al., has become a vivid area in current networking research. Instead of only
forwarding packets, NC permits nodes on the packets’ route to process the data,
i.e., to modify and mix up their content. These transformations are inverted at
a decoder again to deliver the original content to the destination. Depending on
where which transformations happen, various benefits can be achieved.

There is a variety of applications where users can benefit from NC. In this
paper, we concentrate on NC to use available network resources more efficiently
than with plain routing. In particular, we look at core networks where multiple
flows share physical links. In such scenarios, links are usually redundantly de-
ployed to deal with link failures or temporary overload situations. Affected flows
are switched from the broken or overloaded link to alternative links. An example
for such a scenario is depicted in Fig. 1(a) and 1(b) where the link R1→R2 gets
congested due to a failure or a load peak.

As soon as the congestion is detected, Flow 2 (blue/dotted) is redirected to
the alternative route on the right side (S2→D1→R2). Although all links are
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(c) Alternatively, NC
is applied: Encoding
is done at node R1;
decoding at D1 and
D2. Latency remains
at max(d, 3).

Fig. 1. Comparison of classic transmission via packet forwarding and NC-enabled
transmission of two data flows. The numbers next to links denote their latencies. In
contrast to routing, NC permits load shifting from link R1→R2 to lateral links while
retaining low latency.

now able to deal with the incoming load, depending on the alternative links’
properties, the rerouted flow might suffer from noticeably higher delay.

To overcome this drawback, linear NC can be applied. This technique regards
packets as vectors and allows a node to apply a linear transformation to them
before they are forwarded. Linear NC achieves optimal throughput for multicast
transmission, i.e., the maximum flow from the source to each receiving node. A
special case of such linear transformations is calculating the XOR value of two
packets. In our scenario, instead of completely redirecting one of the flows, both
of them are jointly encoded at R1 by calculating the XOR of each packet pair
of the flows. This reduces load on the bottleneck link and maintains low delay
for both flows. Decoding is done at the destinations, as shown in Fig. 1(c).

The techniques and benefits of network coding have been widely explored [1],
but the control problem – when and where to turn it on and how to signal
this – has only been addressed in wireless contexts [2,3] or on the application
layer [4]. Specifically, we are not aware of approaches trying to integrate NC
into wired systems on the link or network layer. Especially, controlling NC for
traffic flows in core networks, where many users benefit at once, is not possible
so far. To achieve this, we present a signaling protocol in Sec. 3 and 4 that
triggers and controls the instantiation of network-coded paths in networks using
Multiprotocol Label Switching (MPLS), as a typical example of a core network
technology. Our protocol is independent of the algorithm used for detecting NC
possibilities, i.e., finding suitable subtopologies [5], as well as of the algorithm
that decides when to actually activate coding. Both decisions are made on top
of our signaling protocol. The feasibility is demonstrated in a proof-of-concept
simulation in Sec. 5. Sec. 2 briefly summarizes relevant MPLS background.
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2 Background

Data transport in core networks is often realized with label switching. Instead of
evaluating hierarchical IP addresses, simple flat labels are prepended to packets.
A switch processes incoming packets solely based on their label, i.e., all packets
with the same label are treated equally.

Label switching requires two components: a data transport service which ac-
tually transports the data packets based on their labels and a label distribution
protocol which sets up the Label Switched Paths (LSPs), i.e., distributes labels
to be used among Label Switch Routers (LSRs). This determines the actual
forwarding behavior. As MPLS [6] is a practically highly relevant transport ser-
vice for label switching, we will focus on extending it by NC; in principle, the
technique should also be applicable to other label switching transport services.

Resource Reservation Protocol – Traffic Engineering (RSVP-TE) [7] is one of
several label distribution protocols that can be used with MPLS. It has been
extended multiple times to support emerging networking technologies and con-
solidates many aspects of traffic engineering in a single protocol. Besides the
wide adoption, we have chosen this protocol as base for our extension because
there is already a Point-to-Multipoint (P2MP) extension available [8] which is
necessary for applying XOR NC in a butterfly topology.

3 Extending MPLS to Support NC

To perform XOR NC in a butterfly, three issues have to be solved: packets must
be encoded (at node R1 in Fig. 1(c)), the uncoded packets must be sent to decod-
ing points (from S1/S2 to D2/D1), and the right encoded and uncoded packets
must be matched for the decoding operation (at D1/D2). When implementing
these additional functions, the following requirements have to be met:

– Using NC must not disrupt normal label switching operation.
– Modifying nodes not directly involved in NC operations, i.e., which only

forward network-coded packets, is not acceptable.

To achieve this in MPLS, two modifications are required. First, LSRs which are
responsible for en-/decoding need to be extended to support these operations
and, second, one LSR passing the flow to be encoded must be able to add packet
sequence numbers as packets must be uniquely identifiable. Hence, in contrast to
traditional label switching where all LSRs are equal and perform the same oper-
ations (packet forwarding based on labels), NC requires to distinguish between
different roles that LSRs may adopt:

– Forwarding LSRs perform traditional store-and-forward operations required
for ordinary packet forwarding. This also encompasses cloning of flows for
multicasting. The payload of forwarded packets is unchanged.

– Numbering LSRs add packet sequence numbers to MPLS flows. The packets’
payload is not altered either.
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– Encoding LSRs apply XOR coding to packets of two incoming flows. The
result is one encoded output flow.

– Decoding LSRs receive one encoded and a corresponding plain flow. After
decoding, the resulting decoded packets are forwarded.

Required modifications for implementing the different LSRs are described in the
following two subsections. Setting up paths is mostly a problem for the signaling
protocol and described separately in Sec. 4.

3.1 Encoding and Decoding

In MPLS, an LSR determines how to treat an incoming packet solely based on
its label; the concrete action is determined by a Next Hop Label Forwarding
Entry (NHLFE). NHLFEs are basically table entries which map an incoming
label/interface combination to corresponding next-hop information (outgoing
interface and next-hop address) and label manipulation instructions like label
push, pop, or swap operations.

To support XOR NC, NHLFEs must be extended to not only support simple
forwarding of packets but to also indicate to the LSR that two incoming flows
shall be combined to one single outgoing flow. This is done by feeding packets of
an incoming flow into an encoder. The partner flow for encoding is selected by
a second NHLFE which feeds another flow into the same encoder instance. This
encoder contains all functionality required for the actual encoding operation like
buffering, XOR calculation, etc. This modification is sufficient to implement an
XOR Encoding LSR, as well as the corresponding Decoding LSR.

3.2 Packet Sequence Numbers

To be able to successfully decode packets at destination LSRs, these nodes need
to know which packets from which flow were used for encoding (e.g., trying to
decode (a XOR b) from flows A and B with a packet b′ from flow B obviously gives
wrong results). Hence, packets forming an MPLS flow which is involved in any
coding operation must carry information that allows their unique identification.
The simplest way to achieve this is by adding sequence numbers to packets.

As MPLS flows usually transport an aggregate of many different flows, it is
impossible to reuse sequence numbers of upper layers for this; they have to be
explicitly generated for a given MPLS flow. This is done by Numbering LSRs
with a special NHLFE. Such coding-related sequence numbers are not required
over the whole packet lifetime. It is sufficient to add them before the flow is
multicasted. E.g., in the scenario depicted in Fig. 1(c), this is done by the LSRs
S1 and S2 at the latest. At the Encoding LSR (R1), both flows are combined
and, hence, each packet of the encoded flow must carry two sequence numbers.

Extending the MPLS header to transport the additional packet sequence num-
ber is not feasible as this breaks compatibility to standard MPLS implementa-
tions. Normal LSRs would not be able to forward packets already numbered for
NC later on, but this is an obvious deployment requirement. Therefore, we use
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Fig. 2. MPLS label stacking is exploited to transport packet sequence numbers. The
label field of the inner header contains the packet’s sequence number.

the label stacking feature of MPLS to push an additional sequence number label
on the stack, transporting the sequence numbers within the 20bit label field.
Fig. 2 shows a sample stack transporting a single packet sequence number.

Sequence numbers also allow us to treat boundary cases. For example, it could
happen that at the Encoding LSR, a packet arrives and, even after waiting some
time, no packet from the partner flow is available for joint coding. One option
would be to stall such a packet until a partner packet for encoding arrives; an
alternative is to send this packet uncoded (to avoid blocking buffers) and to
indicate from which flow a packet is missing by an empty sequence number.

4 Extending RSVP-TE to Signal NC-Enabled Paths

The modified MPLS system can realize NC operations within the network. What
is still missing is a mechanism to propagate forwarding and de-/coding configu-
rations to involved nodes to actually turn on NC. To do so, the label distribution
protocol has to be extended as well. For the design of the RSVP-TE NC protocol
extension we must meet the following requirements:

– Using NC functionality must not disrupt normal RSVP-TE operation.
– Switching an LSP from normal to coded operation must be possible without

disturbing the ongoing transmission.
– Assured QoS constraints must not be violated when using NC, i.e., RSVP-

TE must still be able to manage reservations and guarantee them.
– Although the extension was designed with XOR NC in butterfly-like topolo-

gies in mind, it is kept as flexible as possible to easily permit other coding
techniques and topologies as well.

Fulfilling these requirements guarantees a seamless integration of NC LSPs into
a running network. The actual decision if and where NC is applied within the
network and which pairs of flows should be coded together is orthogonal to the
signaling problem addressed in this paper. Our signaling scheme supports any
kind of decision algorithm on top. The decision can even be made independently
from the nodes forming a coded path. The only limitation is that the decision
must be communicated to a node on the path to start the signaling process.

Based on the presented assumptions, the next sections describe how a NC
LSP is actually set up (Sec. 4.1) and teared down again (Sec. 4.2).
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(a) Path 1 is set up first.
PATH message P1 is mod-
ified at R1. The resulting
message is called P1’.
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(b) Path 2 is also set up.
Besides P2 being modified
to P2’ at R1, path 1 is also
refreshed using P1”.
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Coding partner list
CODING_PARTNER = <flow1>,
STACK_POSITION = 0;
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(c) The setup of path 2
and refreshing of path 1
is acknowledged to the
sources via RESV messages.

Fig. 3. Sample for joint setup of two network-coded LSPs. S1/S2 are ingress LSRs,
R1 is the Encoding LSR, and D1/D2 are the egress LSRs which do the decoding.
Red/dashed arrows denote signaling messages belonging to path 1; blue/dotted arrows
the signaling of path 2. The first RESV reply for path 1 is omitted. The boxes denote
the signaling messages (only NC-relevant data which has changed is shown).

4.1 Setting Up Network-Coded Paths

RSVP-TE uses end-to-end semantics to set up paths by sending a PATH message
from the ingress to the egress LSR. It is acknowledged by a RESV message. Hence,
the use of NC has to be signaled by the ingress LSRs of both flows to be encoded.

There are two possible constellations how network-coded LSPs can be set up.
In the first and simpler case, both ingress LSRs are aware that their LSPs will
be used for NC. Hence, they are both initially set up with NC enabled. In the
second case, one or both sources start without the knowledge that their LSP will
be used for NC later on. Hence, the paths are set up without NC enabled. This
means that the NC-unaware LSPs must be converted with RSVP-TE’s rerouting
mechanisms [7, Sec. 4.6.4] afterwards. This procedure is not discussed here as it
is identical to the standard behavior of RSVP-TE.
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Simultaneous Setup of Network-Coded Paths. In this scenario, both
ingress LSRs S1 and S2 know at instantiation time that their LSPs will be
encoded. This information can either be propagated automatically by the algo-
rithm which decides when and where NC is applied, or can be given manually.

The setup process is clarified in Fig. 3, which illustrates important steps of
our signaling scheme. The LSPs start at the nodes S1/S2 and end at D1/D2.
Path 1 (starting at S1) is set up first with initially no NC active. It is refreshed
after the creation of Path 2 to be jointly encoded. To transport the addition-
ally required NC parameters, the PATH and RESV messages are extended. These
modifications will be described in detail later on. Note that at points where the
path is multicast, PATH messages are copied and sent along both subpaths, akin
to the P2MP upon which we built.

The path setup starts at S1 by sending the first PATH message P1 to R1 and
D2. After R1 added itself as Coding-Group Originator and assigned a new
Coding-Group ID, the message P1’ is sent to R2 and finally to D1. As coding
is not yet activated, D1 responds with a standard RESV message (not shown).
Next, S2 also starts its path setup by sending P2. R1 receives P2 and detects
the coding possibility with the first LSP based on the DECODING POINTS. Hence,
coding is enabled in P2’ and path 1 is refreshed using a new PATH message P1”.

Signaling of label stack positions for particular sequence number labels is only
done by the Decoding LSRs when coding is actually enabled. Fig. 3(c) shows
this signaling within the RESV message after encoding has been enabled by R1.

Modified PATH message. The intention of setting up an NC-enabled path is
signaled by modifying its SENDER TEMPLATE object and by adding four additional
objects to the PATH message. These changes are discussed in the following.

SENDER TEMPLATE. Two LSPs which shall be jointly encoded must be marked
such that Numbering, Encoding, and Decoding LSRs know about this inten-
tion. Therefore, two additional fields (Coding-Group Originator ID and
Coding-Group ID) are added to the SENDER TEMPLATE object. Both are ini-
tialized with zeros by the source LSR and will be filled by the Encoding LSR.
Similar to the P2MP extension, the Originator ID specifies the ID of the
Encoding LSR (usually its IP address), whereas the ID is assigned by the
Encoding LSR for this particular encoding operation. In combination, both
IDs identify the group of LSPs which are jointly encoded on a global scope.

CODING PARTNERS. There are two ways of establishing encoded LSPs: explicit
and automatic partner flow selection. For the explicit partner selection, the
desired partner flows are specified in the CODING PARTNERS object by a list
of subobject pairs. Each pair consists of the partner flow’s SESSION and
SENDER TEMPLATE object. This uniquely identifies LSPs for joint encoding.
In case there is no CODING PARTNERS.object in the PATHmessage, an Encoding
LSR may choose any LSPs for joint encoding. The LSR’s decision is signaled
by adding a CODING PARTNERS object referencing the selected partner flow.

CODING PARAMETERS. This field is used to define the coding operation that is
actually applied at the Encoding LSR (CodingType) and transports several
status flags concerning the setup procedure of the coded path (Flags).
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The CodingType field carries a simple identifier of the coding technique that
has to be applied at Encoding LSRs. The meaning of these identifiers has to
be unique within a NC MPLS domain.
As mentioned, the flags are used to signal important parameters during the
path setup. Their meaning usually differs for different coding techniques. For
the butterfly NC we implemented the following flags:
– 0x01 Sequence numbers active. The Numbering LSR sets this flag. This

will usually be the LSR where the path is multicasted. It is required to
check whether encoding and decoding is possible and to prevent multiple
Numbering LSRs.

– 0x02 Coding active. The Encoding LSR enables this flag when the en-
coding operation is active. It is required to prevent multiple Encoding
LSRs and to signal active encoding to potential Decoding LSRs to en-
able buffering. Furthermore, intermediate LSRs, e.g., R2 in Fig. 3, re-
act on two LSPs sharing the same Coding-Group Originator ID and
Coding-Group ID which both have the active coding flag set. In this
case both paths must be merged to multicast the encoded packets.

CODING POINTS. This object contains a list of LSRs which are permitted to
take over the role of the Encoding LSR. LSRs listed in this object watch for
existing and future LSPs to enable the encoding operation whenever possible.
The decision which flows are coded depends on the LSPs’ CODING PARTNERS
objects. The format is identical to the EXPLICIT ROUTE object in RSVP-TE.

DECODING POINTS. This object has the same format as the CODING POINTS ob-
ject. It defines a list of LSRs which are able to decode data flows which have
been jointly encoded with this flow, i.e., which will receive a plain copy of
this flow. Each LSR which is contained in this list looks for other flows that
are jointly encoded to take the role of the Decoding LSR.

PATH TIME. Packets that are required for decoding traverse two different paths
through the network. As these two paths will usually have different delays,
the packets going over the faster path have to be buffered at the decoder
until the corresponding packets for decoding arrive. This difference in delay
and the available buffer size limit the maximum possible data rate.
As it is required to take this into account for resource reservations, this dif-
ference in delay has to be estimated on both branches of a coding path, e.g.,
on path S1→D2 and S2→R1→R2→D2 in the sample topology in Fig. 1(c).
This is done with the PATH TIME object. It contains two fields, a minimum
time and a maximum time. Every LSR which forwards the PATH message
adds the minimum and maximum observed latency for the link over which it
received the message. Hence, at the decoder, the maximum delay difference
of both flows is available to calculate whether the data rate requirements of
the path can be fulfilled with the available buffer space or not. If not, the
decoder must deny the path setup.

The required multicasting of a data flow is realized with the standard P2MP
extension for RSVP-TE. LSRs where the actual copying of the flow is desired
are configured in the S2L sub-LSP descriptor list [8, Section 4.5].
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Modified RESV message. When a PATH message arrives at the egress LSR,
RSVP-TE sends back a RESV message to the ingress LSR to actually set up
the LSP and distribute labels between the routers. For the NC-enabled paths,
i.e., where the coding active flag is set in the PATH message, labels carrying
the packet sequence numbers will be added to the packets. As Encoding LSRs
will receive two flows which have been augmented with sequence numbers, the
encoded output flow contains both flows’ sequence numbers (cf. Sec. 3.2). Hence,
the Decoding LSRs must be aware of which sequence number label belongs to
which flow. To signal this, the RESV message is extended with a Coding partner
list.

Coding partner list. To retain the approach of RSVP-TE to signal labels
from the destination to the source, a Decoding LSR signals the desired label
ordering to the Encoding LSR. This is done by adding a Coding partner
list to RESV messages. The list contains pairs of CODING PARTNER and
STACK POSITION objects. The CODING PARTNER objects are identical to the
ones used in the PATH message and identify the partner flow which is used
for encoding. The stack position is the expected index of the partner flow’s
sequence number labels within the label stack. For butterfly NC, the Coding
partner list will only contain one entry (for the partner flow).

Signaling costs. The number of signaling messages required to set up two NC
LSPs is analyzed in this paragraph. The setup procedure can be divided into
three phases: setup of the first LSP, setup of the second LSP, and refreshing
the first LSP to activate coding. Eq. 1 shows the set of PATH messages P1 and
Eq. 2 the set of RESV messages R1, sent during the first phase (cf. Fig. 3(a)). A
capital P stands for a PATH, an R for an RESV message. Indices denote the link
over which the message is sent.

P1 = {PS1→D2, PS1→R1, PR1→R2, PR2→D1} (1)
R1 = {RD2→S1, RD1→R2, RR2→R1, RR1→S1} (2)

As the first two phases are symmetric, they require the same amount of signaling
messages, i.e., C(P2) = C(P1) = 4 and C(R2) = C(R1) = 4, where C(X) denotes
the cardinality of the set X . This means that there are 16 signaling messages
sent in total for setting up the two initial LSPs.

For refreshing the first LSP to also activate coding, additional signaling is
necessary. The PATH and RESV messages that are used for this are listed in Eq. 3.

P3 = {PR1→R2, PR2→D1} R3 = {RD1→R2, RR2→R1, RR1→S1} (3)

This results in a total of 21 signaling messages. Although this is more than
the required 12 messages for the uncoded case, many of them are exchanged
in parallel, such that the temporal overhead is very small. Furthermore, none
of the two LSPs has to wait for the partner flow, i.e., data transfer can start
immediately after path initiation.
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4.2 Tearing Down Network-Coded Paths

Tearing down one of the jointly encoded paths is straightforward. The source
LSR of the LSP to be torn down sends a PathTear message down the path. The
Encoding LSR receives this message and stops encoding both flows from then
on. As packets of the partner path still have to reach their destination, they are
sent uncoded and the special sequence number 0 is used to signal this to the
decoder (cf. Sec. 3.2).

Using this method guarantees a disruption-free operation of paths whose part-
ners are torn down during NC operations. Depending on the application scenario,
a conversion of the multicast LSP to a unicast LSP after such an event might be
reasonable to save capacity. This is the case if the multicast capability has only
been set up to do NC and is not further required. Such a conversion is done by
the ingress LSR by additionally setting up a normal unicast LSP which uses the
already allocated network ressources. After switching the traffic to the unicast
LSP, the NC multicast LSP is torn down.

5 Evaluation

To demonstrate the feasibility of our protocol extensions, we implemented them
in a simulator. The system model and the observed results are discussed next.

5.1 System Model

We implemented the topology already presented in Fig. 1(c) using the OM-
NeT++ discrete event simulator and the MPLS and RSVP-TE models from
the INET framework. The data sources and destinations are outside the butter-
fly. All links are equal and have a capacity of 10Mbit/s and a latency of 2 ms.
The sources, connected to S1 and S2, periodically send packets of 1435byte to
the destinations, which are connected to D1 and D2, with inter-packet times of
13ms. This is the minimum possible inter-packet time before congestion occurs
at the chosen link configuration. RSVP-TE refreshes paths every 5 s.

To demonstrate NC, the following events occur at the simulated times t:

t = 0 s: S1 creates a normal LSP without coding functionality (LSP1-1). The
source at S1 starts sending packets which are transported through LSP1-1.

t = 4 s: S1 creates an NC-enabled LSP (LSP1-2) in parallel to LSP1-1.
t = 4.5 s: The data packets from S1 are switched from LSP1-1 to LSP1-2. LSP1-1

is torn down. The encoding of LSP1-2 is still inactive.
t = 5 s: S2 creates an NC-enabled LSP (LSP2-1). This triggers the joint coding

for LSP1-2 and LSP2-1 at R1.
t = 6 s: Source at S2 starts sending packets.
t = 15 s: Source at S1 stops sending packets. LSP1-2 is torn down.

During the simulation, the end-to-end delay d is measured for each packet to see
changes in the packet forwarding behavior. Furthermore, packet loss is monitored
to detect possible problems during path switching. Nevertheless, the point of
this simulation is not a stochastic performance evaluation but rather serves to
validate the protocol. Therefore, a variation of parameters is not necessary.
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5.2 Results

The end-to-end delays of both flows, measured during an example simulation
run, are plotted in Fig. 4. No packet was lost during the simulated time.

When S1 sends its packets via the uncoded LSP1-1, an end-to-end delay of
d = 56ms can be observed. This corresponds to the sum of five link delays
plus the corresponding packet transmission times. At event (1), enabling NC
for LSP1-2 causes d to raise to 69ms. The difference is exactly the maximum
buffering time of each packet at the encoder before it is sent uncoded.

At (2), data is sent via LSP2-1. LSP1-2’s latency reduces again as now packets
can be encoded before the maximum encoder buffering time elapses. Whereas
LSP2-1’s delay reduces to the minimum possible 56ms, the delay of LSP1 stays at
approximately 59ms. This offset compared to LSP2-1 results from S2’s packets
arriving slightly later at the Encoding LSR than those of S1. Hence, as both
sources send with identical rates, the packets of LSP1-2 have to wait until a
partner packet of LSP2-1 arrives. Obviously, this changes in other simulation
runs if the starting offsets of S1 and S2 are different.

The teardown of LSP1-2 happens at event (3). As from then on, packets of
LSP2-1 have to wait for the maximum encoder buffering time until they are sent
out uncoded, the delay of LSP2-1 raises to the already previously seen 69ms.
As LSP2-1 is not converted to disable the NC, the delay remains at this level.

Another phenomenon which can be seen every 5 s (at 5, 10, 15, and 20 s in
Fig. 4) is a short increase of the end-to-end delay. It is caused by the path refresh
messages (PATH and RESV) which are periodically sent and have to be queued in
addition to the data packets. This temporarily increases the delay.

The absence of any packet loss shows that our protocol was able to switch
between different operation modes without disrupting ongoing transfers. The
observed packet delay corresponds to the expected behavior and demonstrates
the operability of our approach; it behaves accordingly for different initial
conditions.
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6 Conclusion

We presented an extension to the MPLS and RSVP-TE protocols to support creat-
ing network-coded paths. The decision whether to use coding or not does not have
to be made during the paths’ initiation; seamless switching between non-coded
and coded operation is possible. Another advantage of the protocol extension is
that only those LSRs have to be modified which are actually involved in the cod-
ing operation. All others, e.g., intermediate routers which forward coded packets,
can remain untouched. Compared to traditional packet forwarding, our extension
enables new load distribution schemes which are especially useful for the operation
of core networks.
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Abstract. Before the first valid calculation of the round trip time for
a connection, TCP sets an initial value for the retransmission timeout
to 3 seconds which, in the case of the first packets getting lost, intro-
duces a long delay. For short transfers, like web traffic, this could have
a significant influence on the performance. We performed measurements
to investigate how often this happens. As our measurements show, con-
trol packets (SYN and SYN/ACK packets) do get lost and delays of 3
seconds or even more (further timeouts) occur. By means of a simple
example implementation, we indicate that this problem could be solved.

Keywords: network protocol, measurements, connection management.

1 Introduction

Sometimes, when browsing the Web, some page takes just too long to appear.
Usually an impatient user clicks refresh one or more times and the page loads.
This already happened at least once to everybody. One possibility for this be-
havior could be the loss of SYN or SYN/ACK packets. Web applications like
browsers mainly use TCP as a transport protocol. TCP starts a connection
with three-way handshaking, sending a SYN packet, waiting for a response
(SYN/ACK packet) and then sending an ACK for the SYN/ACK packet which
is the first packet of a TCP connection that can contain data. As recommended
in [1], before the first round trip time (RTT) measurement has been done, TCP
should set the retransmission timeout (RTO) to 3 seconds. Therefore in case
of SYN or SYN/ACK packets getting lost TCP waits 3 seconds (or longer for
further back-offs) before retransmitting them. Especially for short-lived flows,
this delay can significantly degrade the performance. Reference [2] suggests that
TCP may increase its initial window from one to between two and four segments.
This would make TCP more robust to losses in the starting phase when the win-
dow is 1 and any loss would force a timeout, but in the case of the connection’s
opening packets getting lost, TCP has no choice but entering timeout.

In [3] the authors recognize this problem of lost packets belonging to the
connection opening phase and their simulations show how the response time

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 895–906, 2009.
c© IFIP International Federation for Information Processing 2009
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can be significantly increased by just avoiding the loss of the SYN/ACK packet.
They suggested the use of ECN [4] for SYN/ACK packets, but — as studies
show in 2000 only 1.1% [5] of the servers were ECN-capable and till 2004 it has
increased just to 2.1% [6] — ECN is not widely used. Therefore utilizing ECN
for SYN/ACKs would not improve the actual performance until the number of
ECN capable servers increases.

Drawn by the idea of the impact the loss of packets belonging to the connec-
tion’s opening phase can have on the performance of web browsing, we investigate
on how often this happens. As our measurements show this problem does exist
(in average more than 0.5% of the connections experience this). Therefore we
give a simple example implementation that can overcome this drawback.

In the next section we investigate related work in the area of safe connection
establishment and some work done in speeding up web servers’ response times.
In Section 3 we present the results of our Internet measurements and in 4 we in-
troduce and validate an example implementation that improves the performance
of web browsing, followed by the conclusion of our findings.

2 Related Work

Since web traffic usually consists of very short flows (request-response connec-
tions with web clients sending a request and server answering to the request),
not just the loss of packets belonging to the connection opening phase but also
the whole connection opening phase itself introduces a significant delay. In the
past there have been proposals for protocols more suited for transaction-oriented
connections that would eliminate this delay, proposals for protocols built on top
of TCP as well as protocols build from scratch.

The Stream Control Transmission protocol (SCTP) [7] is a protocol well suited
for web traffic. SCTP uses a concept based on associations instead of connections,
each association can have multiple streams and ordered delivery on separate
streams is also supported. In the case of HTTP transfers with TCP each request
is sent over a separate connection, whereas SCTP enables multiple requests to
be sent over the same association. For opening a connection it uses a four-way
handshake, but to reduce the delay the last two packets of the connection opening
phase can carry data.

TCP for Transactions (T/TCP) [8] is a protocol suggested as an extension to
the TCP protocol for distributed applications like web applications (the scenario
we are investigating), that would benefit from a transaction oriented transport
protocol that does not always introduce additional packet exchanges for opening
and closing connections. Hosts opening a connection for the first time perform
the three-way handshake and host information is cached on each side. This cache
is used for validating upcoming SYN packets. Data is sent even within the first
packet of a connection (SYN packet) and in case a cache entry for this host exists
and the sequence number is valid (i.e. it is not a duplicate) the response to this
data is sent in the next packet. In all other cases the response is sent after the
three-way handshake is performed. This is an easy way to speed up short flows,
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like web traffic, but it has many security drawbacks: it consumes more resources
than normal TCP before a connection is open, therefore it can be attacked more
easily by SYN flooding, it is more vulnerable to IP address spoofing, etc.

The Versatile Message Transaction Protocol (VMTP) [9] is another example of
a transaction oriented protocol. It uses unique connection IDs for safe connection
management and will fall back to three-way handshaking only in special cases
(e.g. one of the hosts restarted). It is not built on top of TCP and provides
better security and naming, statelessness of transactions etc. This protocol is
designed for the area of distributed programming, for communication between
servers and clients belonging to the same organizational entity, and it is better
suited for those purposes than for an open system like the Web.

A transport protocol designed for wide area networks should implement a
connection management mechanism for connection opening and closing that is
immune to problems introduced by lost, duplicated or out-of-sequence packets.
In the past there have been a couple of proposals for safe initialization and clos-
ing of a connection: three-way handshaking, unique connection IDs and timers.
As already mentioned TCP uses a three-way handshake for opening but also for
closing connections [10]. Protocols that use unique connection IDs usually need
an extra mechanism for secure opening or closing, like three-way handshaking or
a timer. VMTP is an example of this kind of protocol and as mentioned before it
uses a three-way handshaking in some cases. The Delta-t transport protocol [11]
uses a timer-based connection management. Connections are handled without
any connection management packet exchanges. Communication is established
between ports of processes and Delta-t defines a stream as the unique triple
(destination port, source port, stream number), where ports are identified by 64
bit addresses unique for the whole network. The Delta-t connection management
is built on the idea that there are permanent error- and flow- controlled con-
nections between all possible streams. The time-based mechanism automatically
recognizes whether a connection is in the default state and accordingly allocates
or deallocates the connection state without any packet exchange. Delta-t and
VMTP are just two examples of protocols that deal with connection opening
without any packet exchange, but none of these protocols are used in the Inter-
net today.

3 Measurements

To investigate how often the stated problem occurs we observed web traffic. Here
we only consider the relevant part for our topic, which is the connection opening
phase. The loss of connection opening packets can be detected on the client side
and on the server side. There are 4 possible cases that can be distinguished:

client side
duplicate SYN: If a second duplicate SYN is sent by the client, either the

first SYN or the corresponding SYN/ACK must have been lost.
duplicate SYN/ACK: If a duplicate SYN/ACK is received, we can safely

deduce that the corresponding ACK has been lost.
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server side
duplicate SYN: If a second duplicate SYN packet is received by the server,

the client did not receive the corresponding SYN/ACK.
duplicate SYN/ACK: If a second duplicate SYN/ACK is sent, either the

first SYN/ACK or the corresponding ACK was lost.

Measurements were taken on the server side as well as on the client side, using
tcpdump and subsequent analysis of the trace files. For every packet, the TCP
header is inspected to determine whether it is an SYN, SYN/ACK or ACK
responding to the received SYN/ACK and therefore a part of the three-way
handshake of TCP. Then, the analyzer checks for duplicate SYN or SYN/ACK
packets (packets that hold the same source and destination IP address and port
as well as the same sequence number) to detect if packets belonging to the
connection opening phase got lost. We also measured the time difference between
such repeated packets. If this time difference matches the standard initial RTO
time (3 seconds or further back-offs with the RTO multiplied by 2 each time)
we can safely assume for the majority of the cases that the duplicate packet was
automatically transmitted. For all the other cases, other factors have to be taken
into account.

3.1 Web Mail Server (Server)

The University of Innsbruck provides two separate Linux-based servers for web
mail that we used for our server-side measurements, one for the employees
(http://web-mail1.uibk.ac.at) and a second one for the students (http://web-
mail2.uibk.ac.at). We recorded roughly 208.000.000 packets for a duration of 12
days. The following results were obtained by doing server-side measurements
at the former. A total of 737.188 requests for initiating a connection have been
logged, 730.523 of which were successful (99,1%). 5162 (0.7%) of those successful
connections required more than one SYN packet, which shows a real occurrence
of lost SYN packets. Figure 1(a) shows the results of this measurement as a
histogram, illustrating the time interval between transmitting duplicate SYN
packets. There are peaks of duplicate SYNs at 3 and 6 seconds, which match the
first two time intervals for the RTO timer. The fact that there are many SYN
packets that approximately fit into a time interval but do not do so precisely can
be explained with variances in the calculation of the initial RTO [1]. Therefore
we can assume that those duplicate SYN requests were automatically generated.

Furthermore there are smaller peaks at the slightly higher time values 3.4 sec-
onds, 6.8 seconds and 13.6 seconds, which also suggests an automated generation
with just a higher starting value or increasing delay in network. Another peak is
visible at approximately 0-0.3 seconds. The duplicate SYN packets arriving at
those small intervals (and also at any other time interval than the standard ones
used by RTO) might occur due to potentially faulty TCP implementations, de-
liberately changed RTO settings or possibly other factors like lower-level frame
collisions causing switches to forward a duplicate of a frame. However, the phe-
nomenon of those short interval packets cannot be explained by impatient users



Why Is This Web Page Coming Up so Slow? 899

1200

1400

1600

1800

2000

te
 S

YN
 p

ac
ke

ts

Histogram of duplicate SYN packets at lwm1

0

200

400

600

800

1000

0 3 6 9 12 15 18 21 24 27

N
um

be
r o

f d
up

lic
at

Interval (seconds)

(a) Webmail Server lwm1

1500

2000

2500

e 
SY

N
 p

ac
ke

ts

Histogram of duplicate SYN packets at lwm2

0

500

1000

0 3 6 9 12 15 18 21 24 27

N
um

be
r o

f d
up

lic
at

e

Interval (seconds)

(b) Webmail Server lwm2

Fig. 1. Webmail Servers lwm1 and lwm2

clicking on ”refresh” or accidental double-clicks, since it is not possible to force
the standard TCP implementations to resend a second SYN containing the same
source IP and port. We investigated further on this topic but found no way at
the application layer of causing TCP to resend a duplicate SYN. The reaction
of impatient users still solves the problem however, since today’s web browsers
simply open a new TCP connection for each refresh request.

The second measurement at the student’s web mail server showed similar
results. Again, the highest peaks are positioned at the standard initial RTO
interval times and smaller peaks at slightly increased timings as before. Also
quite a number of duplicate SYNs were received during non-automatic inter-
val times, suggesting either miscalculation or similar phenomena as described
above (mainly at 0 to 6 seconds, but continuously small occurrences up until 18
seconds). The results are illustrated in Figure 1(b).

3.2 Internet Proxy (Client)

Moreover we recorded traffic at the university’s Internet proxy using the client-
side measurement method. For a duration of two days we recorded 154.000.000
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packets. A total of 1.721.382 connection attempts have been logged, 1.708.442
of which were successful (99,2%). Multiple SYN/ACKs (and SYNs) were neces-
sary in 2.148 of those successful connections. Figure 2(a) illustrates the interval
between the original and duplicate SYN/ACKs. First of all there are quite less
SYN/ACKs than SYN packets compared to our previous measurements, which
can be explained by the nature of the client-side measurement. The server sends
a duplicate SYN/ACK only if the first SYN/ACK or its corresponding ACK
got lost. If the former is the case, the client counts only one SYN/ACK - a
phenomenon that also occurred in our other measurements - which results in
less SYN/ACKs being registered on the client side. However this is not the case
for measuring SYN packets, since we notice every transmission of SYNs on the
client side, regardless of their success. Furthermore the figure illustrates a rather
high number of duplicate SYN/ACKs at 0 to 4 seconds, which might be a result
of high server load and therefore delayed response times. Additionally there are
peaks at 1.5 seconds, 9 seconds and 16.5 seconds, which do not match any of
the suggested RTO intervals. Hence we assume that these peaks are caused by
miscalculation of the RTO or non-compliance of the specification.

3.3 Free Tracelogs of LBNL/ICSI (Server and Client)

In addition to the tests we performed at the servers of our university, we ex-
amined the logfiles of the LBNL/ICSI Enterprise Tracing Project, which con-
tain both server- and client-side measurement data that is freely available for
download.1 The files contain three months of measurement data consisting of
approximately 5.000.000 packets involving HTTP. The data that is relevant to
our topic includes 232.852 connection attempts, 219.867 of which were success-
ful (94.4%). For 4103 (1.9%) of those successful connections multiple SYNs were
necessary. The results of duplicate SYNs are illustrated in Figure 2(b) and show
that, compared to our own measurements, there are much less duplicate SYNs at
non-automatic retransmission time intervals. This can be explained by different
measuring conditions, since the data downloaded from LBNL/ICSI was retrieved
in a local area network, whereas our measurements most probably include every-
day technologies like ADSL, cable Internet and WLAN. Since they are likely to
be more error-prone than wired Ethernet connections, it is deductible that they
show more irregularities due to lost packets. Apart from the peaks at the stan-
dard RTO interval times, there are peaks at 0.5 and 20 seconds. Since they are
too protruding to be random deviations it might be possible that some specific
program or deliberately changed RTO setting is responsible for those peaks.

3.4 Summary of the Measurements

Additionally to the measurements described thoroughly above, we took measure-
ments at Alupress AG2, a company operating in the field of metal processing,

1 http://www.icir.org/enterprise-tracing/download.html
2 http://www.alupress.net
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Fig. 2. Measurements taken at the Internet Proxy Server of UIBK and LBNL/ICSI

that showed similar results and are therefore not described in detail. In all our
measurements (as illustrated by Table 1) we found that lost packets belonging
to the three-way handshake occur at a relatively high rate of 0.5%. Furthermore
we deduce from the logfiles of our own measurements that the phenomenon of
duplicate SYN packets arriving only 0 to 0.3 seconds after the original SYN

Table 1. Summary of all measurements

UIBK
Webmail
LWM1

UIBK
Webmail
LWM2

Alupress
Proxy

UIBK
Proxy

LBNL/
ICSI

Connection tries total 737.188 665.829 75.493 1.721.382 232.852
Connection tries successful 730.523 659.913 75.049 1.708.442 219.867
Connection tries not successful 6.665 5.916 444 12.940 12.985
multiple SYNs 5.968 4.838 480 19.452 22.268
multiple SYNs for successful conn. 5.162 4.064 214 5.696 4.103
multiple SYNs for unsuccessful conn. 806 774 266 13.756 18.165
multiple SYNs outside standard interval 690 577 48 23 428
SYNs per successful connection 1,007 1,006 1,003 1,003 1,019
duplicate SYN every X connection 142 162 351 300 54
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packet seems to be confined to a relatively small number of source hosts. They
might use very small RTO settings that match those time intervals or other-
wise modified TCP implementations that deviate from the suggested standard
behaviour. Since one of the requirements of ZID - our university’s central infor-
mation technology service, who gave us permission to record and analyse traffic
data - was the anonymization of host IP addresses, we cannot investigate further
on the origin of those particular SYN packets.

4 Enhancing Performance

There are different ways the performance in case of lost control packets could be
improved. A simple solution to enhance the performance is to change the TCP set-
tings in the operating system, e.g. setting the initial retransmission value to some-
thing smaller than 3 seconds, but this will then apply for every TCP connection
and possibly introduce unnecessary retransmissions and could even cause TCP to
fail in certain cases of extreme delay. Therefore the Internet standard recommends
a rather conservative value. For example setting the value to 100 ms would create
problems for establishing connections with a longer RTT. Since two SYN pack-
ets have a higher probability to arrive at their destination, a possibility would be
to send each SYN packet twice with a short time interval between. This would re-
duce the probability of failures at the cost of a little bit more traffic in the network.
A better solution, that would reduce traffic, would be to perform some statistical
evaluation on how long it normally takes to get an ACK for a SYN packet and to set
the retransmission timeout accordingly. Here we present an example implementa-
tion that shows that performance can be improved. We implemented a small tool
(syn optimizer) that runs at the application layer. The tool keeps a copy of sent
packets belonging to the connection opening phase and in case the correspond-
ing acknowledgement does not arrive, it retransmits the packet. The tool can be
applied just for a certain port (in this case port 80) and the delay before retrans-
mission of a non-acknowledgement packet is also configurable.

The loss of packets belonging to TCP’s initialization can be recognized on the
client as well as on the server side and the problem can be solved on both sides.
As already mentioned on the client side a loss of a SYN or SYN/ACK packet
can be noticed, on the other hand, the server side cannot recognize the loss of a
SYN packet. Therefore the server side implementation has some drawbacks.

4.1 Client Side

On the client side the tool monitors sent packets and keeps a copy of sent SYN
packets. In case a corresponding SYN/ACK packet has not been received after a
certain delay (SYN packet or SYN/ACK packet has been lost) the SYN packet is
retransmitted. The delay and number of retransmissions can be set via an input
parameter. Furthermore the tool will only retransmit packets with a certain
destination port (for web traffic: port 80). The delay parameter should not be
set too low because it can cause unnecessary retransmissions on a connection
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Fig. 3. Illustration of our testbed

with a longer RTT. In the case of this tool being installed at the net edge and
then applying the changes for all traffic the choice of the delay should be even
more conservative. The tool can be called like in the following example:

syn optimizer− d 200 − r 3 − c − p 80 ,
where d denotes the delay, r represents the number of retransmission, c indicates
it is the client side (s for the server side) and p stands for port.

We tested the tool using a small testbed consisting of three computers, as
illustrated in Figure 3. All computers run Linux (kernel version 2.6). One of the
computers is used as a router and has two network cards (Eth0: Intel PRO/1000
and Eth1: Intel PRO/100) The other two computers are used as a web server
(using the Apache Web Server, with Eth0: Intel PRO/100) and as a client (using
Firefox, with Eth0: Broadcom Tigon 3 Gigabit).

To test syn optimizer we simulated the packet loss on the router. We ran a cou-
ple of tests: without anypacket loss,with one SYN packet lost, with one SYN/ACK
packet lost, with both SYN and SYN/ACK packets lost and finally with 3 SYN
packets lost. In each case the waiting time before syn optimizer would retransmit
a packet was set to 200 ms and the number of retransmissions was set to 3. Using
the Wireshark3 tool we observed packets sent on the link between the client and
the router as well as packets sent between the router and the server.

Table 2. The test with 1 SYN packet lost; without syn optimizer

Packets sent from the client to the router:
No. Time Source Destination Protocol Info
1 0.000000 192.168.1.2 192.168.2.2 TCP 40877 > http [SYN] Seq=0 Win=
2 2.996952 192.168.1.2 192.168.2.2 TCP 40877 > http [SYN] Seq=0 Win=
3 3.000432 192.168.2.2 192.168.1.2 TCP http > 40877 [SYN, ACK] Seq=0
4 3.000539 192.168.1.2 192.168.2.2 TCP 40877 > http [ACK] Seq=1 Ack=
5 3.000689 192.168.1.2 192.168.2.2 HTTP GET / HTTP/1.1
6 3.000864 192.168.2.2 192.168.1.2 TCP http > 40877 [ACK] Seq=1 Ack=
7 3.001320 192.168.2.2 192.168.1.2 HTTP HTTP/1.1 304 Not Modified
8 3.001437 192.168.1.2 192.168.2.2 TCP 40877 > http [ACK] Seq=552 Ac
9 8.001572 192.168.2.2 192.168.1.2 TCP http > 40877 [FIN, ACK] Seq=18

Packets sent from the router to the server:
No. Time Source Destination Protocol Info
1 0.000000 192.168.1.2 192.168.2.2 TCP 40877 > http [SYN] Seq=0 Win=
2 0.000119 192.168.2.2 192.168.1.2 TCP http > 40877 [SYN, ACK] Seq=0
3 0.000279 192.168.1.2 192.168.2.2 TCP 40877 > http [ACK] Seq=1 Ack=
4 0.000433 192.168.1.2 192.168.2.2 HTTP GET / HTTP/1.1
5 0.000587 192.168.2.2 192.168.1.2 TCP http > 40877 [ACK] Seq=1 Ack=
6 0.001037 192.168.2.2 192.168.1.2 HTTP HTTP/1.1 304 Not Modified
7 0.001182 192.168.1.2 192.168.2.2 TCP 40877 > http [ACK] Seq=552 Ac
8 5.001267 192.168.2.2 192.168.1.2 TCP http > 40877 [FIN, ACK] Seq=1

3 http://www.wireshark.org/
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Table 3. The test with 1 SYN packet lost; with syn optimizer

Packets sent from the client to the router:
No. Time Source Destination Protocol Info
1 0.000000 192.168.1.2 192.168.2.2 TCP 57993 > http [SYN] Seq=0 Win=
2 0.258130 192.168.1.2 192.168.2.2 TCP 57993 > http [SYN] Seq=0 Win=
3 0.259776 192.168.2.2 192.168.1.2 TCP http > 57993 [SYN, ACK] Seq=0
4 0.259903 192.168.1.2 192.168.2.2 TCP 57993 > http [ACK] Seq=1 Ack=
5 0.260003 192.168.1.2 192.168.2.2 HTTP GET / HTTP/1.1
6 0.260174 192.168.2.2 192.168.1.2 TCP http > 57993 [ACK] Seq=1 Ack=
7 0.260630 192.168.2.2 192.168.1.2 HTTP HTTP/1.1 304 Not Modified
8 0.260751 192.168.1.2 192.168.2.2 TCP 57993 > http [ACK] Seq=552 Ac
9 5.258758 192.168.2.2 192.168.1.2 TCP http > 57993 [FIN, ACK] Seq=1

Packets sent from the router to the server:
No. Time Source Destination Protocol Info
1 0.000000 192.168.1.2 192.168.2.2 TCP 57993 > http [SYN] Seq=0 Win=
2 0.000135 192.168.2.2 192.168.1.2 TCP http > 57993 [SYN, ACK] Seq=0
3 0.000319 192.168.1.2 192.168.2.2 TCP 57993 > http [ACK] Seq=1 Ack=
4 0.000418 192.168.1.2 192.168.2.2 HTTP GET / HTTP/1.1
5 0.000571 192.168.2.2 192.168.1.2 TCP http > 57993 [ACK] Seq=1 Ack=
6 0.001008 192.168.2.2 192.168.1.2 HTTP HTTP/1.1 304 Not Modified
7 0.001163 192.168.1.2 192.168.2.2 TCP 57993 > http [ACK] Seq=552 Ac
8 4.999125 192.168.2.2 192.168.1.2 TCP http > 57993 [FIN, ACK] Seq=1

Table 2 shows packets seen on the link between the Web server and the router
and on the link between the router and the client. In this case the first SYN
packet was lost and the tool was not applied. As can be seen the first retrans-
mission of the lost SYN packet appeared after almost 3 seconds and an HTTP
GET command was sent after 3.00 seconds. The results when syn optimizer
was applied are shown in Table 3. We set a delay of 200 ms for resending the
SYN packet and the SYN packet was retransmitted after about 258ms. A pos-
sible reason for this extra delay of about 60 ms is that our tool runs on the
application level. The HTTP GET command was sent after 260 ms which was
2.74 seconds faster than without our tool. Some test showed that the response
can be even 20.29 seconds faster with the tool. The test with the loss of 3 SYN
packets showed that without our tool applied the HTTP GET was sent after
21.02 seconds compared to just 0.73 seconds with our tool in use. The summary
of all tests is shown in Table 4.

4.2 Server Side

As we already mentioned a performance optimization in case of SYN/ACK
packet loss can be done on the server side too. In this case our tool will monitor
sent packets and capture SYN/ACK packets. If the corresponding acknowledge-
ment for a SYN/ACK packet does not arrive after a certain delay, our tool will
retransmit the SYN/ACK packet.

Table 4. Improvement using syn optimizer on the client side

number of lost SYN
packets

number of lost
SYN/ACK packets

without
syn optimizer

with
syn optimizer

difference

1 0 3.00 0.26 2.74
0 1 3.00 0.30 2.70
1 1 6.50 0.45 6.05
3 0 21.02 0.73 20.29
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We used the same test setup as in section 4.1 and observed the behavior of
our tool in following cases: 1 SYN packet was lost, 1 SYN/ACK packet was lost,
both SYN and SYN/ACK packets were lost and 3 SYN/ACK packets were lost.

In the case of the loss of a SYN packet our tool did not show any improve-
ment, because the loss of a SYN packet cannot be detected on the server side.
Since the results for this scenario are similar we will discuss one in detail. The
client retransmitted the lost SYN packet after the TCP timeout expired (after 3
seconds). Since the next two SYN/ACK packets were lost too, the TCP timeout
triggered two more times: once at the server (at 3.800 seconds) and once more
at the client (at 8.99 seconds, the RTO was doubled). With the optimizer in
place, at 0.0 seconds the server received a SYN packet and immediately sent
a SYN/ACK packet. This packet was saved by the tool and since no acknowl-
edgement was received in the next 200 ms, syn optimizer resent the SYN/ACK
packet at 0.316 seconds. Because of not receiving any acknowledgments in next
two 200 ms intervals the SYN/ACK packet was retransmitted again at 0.560
ms and 0.801 ms. After the third retransmission the acknowledgment was re-
ceived. The HTTP GET command was sent after 0.8 seconds which was 8.2
seconds faster than without syn optimizer (in that case the time interval was
9.0 seconds). The summary of our other tests can be seen below:

number of lost
SYN packets

number of lost
SYN/ACK packets

without
syn optimizer

with
syn optimizer

difference

1 0 2.99 3.00 -0.01
0 1 3.00 0.33 2.67
1 1 6.27 3.28 2.99
0 3 9.00 0.80 8.20

As is evident using this simple tool can increase the performance of web browsing.
By using it on the client side, the performance can be improved in all cases. On
the server side the tool cannot detect the loss of SYN packets, but in any case
congestion is more likely to happen on the way from the server to clients rather
than in the opposite direction. Still, installing such a tool at the server will
improve performance of all users connecting to the server.

5 Conclusion

The results of our measurements show that the loss of SYN packets is occurring
at a relatively high rate of 0.5%, forcing the host to resend duplicate SYN pack-
ets. While some of those duplicate packets are sent after time intervals that do
not match the suggested standards, the majority of them are retransmitted at
the standard RTO interval times, which can significantly delay short lived data
transfers. To overcome this problem we investigated the possibility of reducing
the RTO time interval, which has the disadvantage of possibly introducing unnec-
essary retransmissions for connections with higher round-trip times. Therefore
we show, by means of a simple example implementation, that the performance
can be improved. Our tool keeps copies of sent control packets and retransmits
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them in case no response has been received for a certain amount of time. It can
be configured only to operate on a certain port and for a specific timeout. The
results show that data transfer time (in our tests an HTTP GET command) can
be improved by between 2.74 and 20.29 seconds. Similar improvements can also
be observed when applying the tool on the server side for the retransmission of
SYN/ACK packets.
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Abstract. Contention-based MAC protocols follow periodic listen/sleep
cycles. These protocols face the problem of virtual clustering if differ-
ent unsynchronized listen/sleep schedules occur in the network, which
has been shown to happen in wireless sensor networks. To interconnect
these virtual clusters, border nodes maintaining all respective listen/sleep
schedules are required. However, this is a waste of energy, if locally a
common schedule can be determined. We propose to achieve local syn-
chronization with a mechanism that is similar to gravitation. Clusters
represent the mass, whereas synchronization messages sent by each clus-
ter represent the gravitation force of the according cluster. Due to the
mutual attraction caused by the clusters, all clusters merge finally. The
exchange of synchronization messages itself is not altered by LACAS.
Accordingly, LACAS introduces no overhead. Only a not yet used prop-
erty of synchronization mechanisms is exploited.

Keywords: Wireless sensor networks, synchronization, virtual cluster-
ing, Networking 2009.

1 Introduction

Energy-efficient, contention-based MAC protocols maintain low duty cycles. This
means the sensor nodes follow periodic listen/sleep cycles. In the listen cycle
they are able to communicate with neighbor nodes and can forward pending
data. In the sleep cycle they shut down their radio to preserve energy. In order
to synchronize their listen/sleep cycles with neighboring nodes, SYNC messages
are periodically exchanged. Nodes maintaining the same listen/sleep cycle are
organized into clusters by this synchronization mechanism. This synchronization
of common listen/sleep cycles is called virtual clustering. In theory it is possible
that different, possibly disjoint, listen/sleep cycles occur.
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In [1] it has been shown that the existence of multiple virtual clusters is also
common in reality. Already in a multi-hop network consisting of 50 nodes, four
virtual clusters have been encountered. Accordingly, border nodes interconnect-
ing the clusters in [1] had to wake-up up to three times more than normal cluster
nodes. This implies decreased sleep cycles and higher energy consumption for
those border nodes. Therefore, it is desirable to agree on a common schedule to
discharge the border nodes. On the other hand, maintaining a global schedule
within the whole network is unnecessary and implies overhead. Common sched-
ules are only locally required, because nodes can only communicate with their
neighbors.

To achieve local synchronization we propose a Local Adaptive Clock Assimi-
lation Scheme (LACAS). Its basic idea is similar to the principle of gravitation.
In the context of virtual clusters this means that larger clusters attract smaller
clusters more than vice versa, until the clusters finally merge. This applies to
all clusters which are present in a network or will evolve later. Therefore, dif-
ferent present clusters always converge towards one single cluster. Of course,
this requires that the clusters are connected to each other, which presumes the
existence of border nodes.

The rest of the paper is organized as follows: In Section 2 relevant related
work is presented. Section 3 introduces the local clock synchronization scheme.
Simulation results are provided in Section 4. The paper ends with conclusions
in Section 5.

2 Related Work

S-MAC [2], T-MAC [3] and DW-MAC [4] are energy-efficient contention-based
protocols for wireless sensor networks. All three are based on low duty-cycles and
require SYNC messages to synchronize the listen/sleep schedules of the nodes.
T-MAC furthermore supports the adjustment of its wake-up period according to
pending data traffic. In both protocols each node maintains its own listen/sleep
schedule. These schedules are synchronized whenever possible in order to reduce
control traffic overhead. Nodes maintaining the same listen/sleep schedule build
a virtual cluster. New sensor nodes initially listen to the wireless medium for a
specific amount of time to overhear and adapt an existing schedule. If no SYNC
message has been received during this period, a node choses its own schedule.
Having determined its schedule, any subsequently overheard unknown schedule
is adapted too. Thus, virtual clusters are interconnected. The interconnecting
nodes are called border nodes and follow multiple schedules, i.e., the schedule of
each cluster they are a member of. Accordingly they consume much more energy
than normal cluster nodes. Apart from virtual clustering, SYNC messages are
also used to adjust clock drifts between network nodes.

TDMA-based MAC protocols such as [5], [6] require the exchange of periodic
SYNC messages. However, unlike contention-based protocols, the operation of
TDMA-based protocols is based on the concept of clusters. In general, they
require a cluster leader which allocates slots to its cluster members. Thus, the
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problem of virtual clustering is not present as the nodes are per se organized
into clusters. On the other hand, TDMA-based protocols require very precise
synchronization and scale rather poorly.

Apart from protocols that require synchronization, asynchronous contention-
based MAC protocols [7], [8], [9], [10] have been proposed. [7], [8] and [9] are
based on preamble-sampling. These protocols send long preambles to reach
neighboring nodes that are currently asleep. RI-MAC [10] avoids the transmis-
sion of preambles. In RI-MAC receiver nodes announce their availability by bea-
con messages. Based on the reception of such a beacon, a sender node transmits
its pending data to the receiver. The approach achieves low duty cycles. Asyn-
chronous protocols do not face virtual clustering, but require the exchange of
preambles or beacons. Moreover, broadcast operations are poorly supported.

The problem of virtual clustering, i.e., of coexisting schedules, has been ad-
dressed in [1]. To solve the problem, an additional schedule age is introduced.
The authors motivate that different schedules must have entered the network
at different time points and thus have different ages. The schedule age is an-
nounced in the SYNC message. Over time all nodes converge toward the oldest
schedule in the network. To prevent network partitions all other schedules need
to be temporary stored too. The maintenance and distribution of the schedule
age requires additional information. This paper will show that no schedule age
is needed if local schedule consistency is sufficient.

3 Local Adaptive Clock Assimilation Scheme (LACAS)

Nodes implementing an energy-efficient contention-based MAC protocol such as
S-MAC follow periodic listen/sleep schedules. Nodes with the same schedule are
virtually organized into clusters. To support communication between different
virtual clusters, border nodes interconnecting the according clusters are required.
This synchronization mechanism is shown in Fig. 1.

Node A is member of a virtual cluster, whereas nodes B and C are members of
another disjoint virtual cluster. This is indicated by the listen periods in Fig. 1.
All nodes could be in transmission range of each other. However, in the example
above, it is only required that node A can hear node B and node B can hear
both nodes A and C. From time to time each node remains awake for an entire
frame length fi in order to scan for present schedules. In Fig. 1 this is node B

Fig. 1. Periodic sleeping and virtual clustering in S-MAC and T-MAC
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in frame f3. B learns the cluster of node A in frame f3, because it overhears the
SYNC message sent by node A. Only this SYNC transmission is shown in Fig. 1.
Node B becomes a border node as it interconnects two clusters. This means that
node B synchronizes to both known schedules after frame f3.

Experiments have shown [1] that in S-MAC already in a multi-hop network
consisting of 50 nodes four different virtual clusters evolved. Moreover, it has
been shown that border nodes had to listen to up to three different schedules. In
all four experiments more than 44% of all network nodes followed at least two
schedules. In two of the four experiments 34%, respectively 47%, of all network
nodes had to listen to three virtual clusters. Obviously, the border nodes thus
have a higher average energy consumption than normal cluster nodes.

Fig. 2. Drawback of virtual clustering

The problem is illustrated in Fig. 2. The gray and black nodes operate as
gateway nodes between the clusters and have to listen to multiple schedules.
Accordingly, these nodes sleep less and their batteries deplete sooner. If this
happens, network connectivity might be broken and the network might be dis-
connected, even though sufficiently many working network nodes could still ex-
ist. Therefore, it is desirable to avoid virtual clustering. In [1] it has been shown
that surprisingly many nodes follow multiple schedules. The temporary failure of
communication links and effects of strongly varying radio ranges (communication
gray zones [11]), have been identified as main reasons.

While the authors of [1] use a global mechanism to solve the problem, we
propose a local adaptive clock assimilation scheme (LACAS) that achieves local
synchronization. A global solution requires system-wide synchronization towards
one global schedule. This implies overhead in terms of signaling and requires the
storage of fallback mechanisms, i.e., of temporary valid local schedules. LACAS
avoids these drawbacks. Maintaining a global schedule is unnecessary, because of
the locality of communication links between network nodes. LACAS avoids the
drawback of virtual clustering and leads to a uniform distribution of the energy
consumption that is required for synchronization.

LACAS implements a mechanism similar to gravitation. Translated into the
virtual clustering problem, this means that larger clusters attract smaller ones
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more than vice versa, until the clusters finally merge. In LACAS, the cluster
nodes represent the mass and the number of sent SYNC messages represent the
gravitation force. Because all sensor nodes implement the same contention-based
transmission scheme, large clusters broadcast in average more SYNC messages
than small ones and accordingly cause more attraction.

LACAS only exploits the information exchanged by synchronization messages.
Therefore, no additional control traffic is generated. Moreover, the loss of SYNC
messages does not affect the principle of LACAS, but only temporarily decreases
the gravitation force of a cluster.

Only border nodes are part of multiple clusters. Accordingly, only border nodes
attract clusters. Whenever a border node evolves, it spans its listen period over all
schedules it knows. Furthermore, every node adapts its own listen/sleep schedule
to a given percentage α (e.g., α = 5%) towards the schedule of the cluster from
which it has received a SYNC message. Accordingly, the parameter α controls the
attraction caused by a SYNC message. In a first step of a merging process, the
schedule of a border node is expanded and then it starts to contract again.

Fig. 3. Gravitation principle of LACAS: Neighbor clusters are detected in specific
frames. Then, the clusters fuse (slowly).

A merging process is shown in Fig. 3. The dark bars indicate listen periods,
while the white bars indicate schedule adaptations. Node C stays awake for a
whole frame fi, i.e., a whole listen/sleep period, in f2. Having detected another
schedule, it spans its listen period over both known schedules (see f3). This listen
period contracts then to the normal schedule length merging both connected
clusters. The parameter α controls the gravitation force. High values for α lead
to high attractions and fast convergence. On the other hand, this can temporary
break connections between clusters. However, only the convergence time of the
clusters is affected. The gravitation mechanism itself is not compromised. In the
worst case, nodes are successively transferred from the smaller cluster to the
larger. The problem is discussed in detail below. The contraction of the schedule
of node C continues after period f5 and ends in period fn.
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The operation in Fig. 3 is discussed in the following: Initially nodes A and
B form cluster 1, while nodes C and D form another cluster 2 (see frame f1 in
Fig. 3). Because T-MAC is used, all nodes stay periodically awake for an entire
frame fi in order to detect other clusters. In Fig. 3 this is node C in frame f2.
Having learned both clusters, C spans its own listen period over both schedules.
Moreover, as it has received two SYNC messages from nodes A and B from cluster
1, node C moves its listen period for 2α towards the listen period of cluster 1
(frames f2 and f3 in Fig. 3). In frame f3, C is able to transmit its own SYNC
message and receives another one from node B from cluster 1. Accordingly, the
listen period of node C again moves for α towards the listen period of cluster
1. Due to SYNC from node C, node D is attracted too (f4 in Fig. 3). In frame
f4 node C is able to transmit a SYNC message in both schedules. Accordingly,
cluster 1 and node D are attracted towards C. C itself moves towards D as it
has received a SYNC message from D (frame f5 in Fig. 3). The merging process
continues in Fig. 3 after frame f5. After a while, both clusters will fuse. In the
example, cluster 1 transmits in general more SYNC messages than cluster 2 (It
has three members, whereas cluster 2 has only two). Accordingly, both clusters
will merge closer to the original schedule of cluster 1.

The choice of the adaptation parameter α is crucial considering performance.
A small value implies a long merging period. On the other hand, if a large value
has been chosen for α, the fast convergence towards a large cluster might disrupt
the connection between a border node and its smaller cluster. This disconnection
is no basic problem, because the clusters are connected again when a border node
remains awake for a whole frame, but it increases merging time. In the worst case,
nodes pass successively from the smaller cluster to the larger. The convergence of
LACAS is however not affected. Moreover, growing clusters have in general also
a growing number of border nodes and therefore their gravitation force increases
too. In the current deployment we have chosen a value for α of 5%. Thus, all
sensor nodes are able to synchronize within a few minutes. Expecting a network
lifetime of at least several months, the synchronization time seems tolerable.
Finally, only the listen periods of the according MAC protocol are optimized.
Any subsequent data exchange period is not affected by LACAS.

4 Evaluation

LACAS has been implemented on top of T-MAC in the network simulator OM-
NeT++ [12]. All network nodes wake up randomly within the first 30 simulation
seconds, and begin immediately to synchronize. T-MAC enhanced with LACAS
has been used as MAC protocol for a topology control algorithm [13]. Because
LACAS has been implemented using a cross-layer approach, we evaluate the
performance of LACAS in a larger context. The topology control mechanism es-
tablishes a routing backbone after a synchronization and neighborhood learning
period of 400 seconds. Non-backbone nodes temporarily shut-down their radios
to save energy. This has some impact on the convergence time of LACAS as
fewer SYNC messages are sent due to the temporary unavailability of the non-
backbone nodes.
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The parameters of T-MAC have been set according to [3]. All nodes follow a
periodic listen/sleep frame of 610 ms, whereof they are awake for at least 13.5 ms,
i.e., if no data transmission is pending. This minimum wake-up period consists of
the synchronization period, which is 7 ms, and the traffic-adaptivity period TA,
which is required by T-MAC and has a duration of 6.5 ms. Each node remains
awake for a whole frame in every 35th frame, i.e., every 21.35 s. This is required
in order to detect neighbor nodes which follow different listen/sleep cycles.

Three different network sizes of 50, 100 and 200 nodes have been simulated.
Each node has in average 12 neighbors. The network topology was randomly
generated taking network connectivity into account. Any experiment has been
repeated 20 times. The spectrum of the schedule lengths present at a specific
time point is indicated by the standard deviation.

The properties of the sensor nodes are configured according to values from
the Embedded Sensor Board (ESB) platform [14]. The nodes operate in the
868 MHz frequency band, the transmission range is about 37 m, whereas the
interference range is approximately 52 m. The data rate is 115.2 kbps. The energy
consumption in transmission mode is 5.2 mA. Idle listening and receiving both
require about 4.7 mA, whereas the radio in sleep mode only needs 5 μA.

4.1 Convergence Time of Schedule Length with LACAS

In this section the convergence time of LACAS is investigated. The independent
initial wake up of the network nodes in the first 30 s of the simulation leads
to multiple coexisting schedules in the beginning. The evolution of the schedule
length of each network node has been monitored over the first hour of operation.
The schedule length has been captured every 5 s. The evolution of the mean
schedule length in a network consisting of 50 nodes is shown in Fig. 4.

Fig. 4(a) shows the evolution of the schedule length over the whole first op-
eration hour. The schedule length converges to a length of approximately 10
ms within the first 200 seconds. Of course, in this convergence period the dis-
tribution of the schedule length is high in the network. There are nodes that
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Fig. 4. Convergence of schedule length in a network consisting of 50 nodes
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follow common schedules and thus have already a short schedule length. On the
other hand, there are numerous nodes interconnecting different schedules, which
results in a temporary large schedule length.

Fig. 4(b) shows the evolution of the mean schedule length after the first 100
seconds. The peak at second 400 is due to the backbone scenario as described
above. At second 300 the parameter α is adapted from 0.05 to 0.5 to achieve
faster convergence. This leads to the temporary peak. After the adaptation a
little better performance can be achieved, though. Sleeping non-backbone nodes
lead to a smaller amount of SYNC messages, which further reinforces the effect.
The peak is in the order of a duplication of the schedule length. The adaptation
of α could be implemented in LACAS without cross-layer optimization too. The
mean schedule length converges to 13 ms without adaptation and to 10 ms
with adaptation. The average schedule length remains stable after 200 seconds
without adaptation. With adaptation stability is achieved after 450 seconds. The
point in time when stability is achieved is protocol-dependent, though.
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Fig. 5. Average schedule length evolution over the first hour (log-scaled)

Fig. 5 shows the impact of the network size. The performance of LACAS in a
network consisting of 100 nodes is depicted in Fig. 5(a). The performance is very
similar to the performance in the network consisting of 50 nodes. However, the
convergence needs more time in the network consisting of 200 nodes (Fig. 5(b)).
Compared to an intended network lifetime of several months or more, this delay
is still insignificant, though. The convergence time of LACAS increases with
network size. This is due to the hop-by-hop impact of the gravitation principle.
Due to gravitation, clusters show an impact similar to the movement of a ripple
through water over multiple hops.

The effect is illustrated in Fig. 6. Clusters of nodes such as the nodes in
L1 attract nodes at the boundaries. The nodes in L2 have again an impact on
their border nodes, i.e, on the nodes in L3. The effect causes complex mutual
influences. Moreover, due to the increased time needed for dissemination, clusters
located far away from each other have a longer lasting impact on each other than
nearby clusters. The probability of presence of such clusters grows with network
size. Thus, the convergence time increases with network size too.
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Fig. 6. Ripple effect of gravitation over multiple hops

Considering the network size of 200 nodes in Fig. 5(b), LACAS is not able
to converge to a short schedule length before cross-layer adaptation occurs. The
cross-layer impact leads again to a temporary duplication of the average schedule
length, which becomes in this case much longer. However, the schedule length
converges quickly to 10 ms after the adaptation. This fast convergence is again
due to the cross-layer approach. Without optimization the convergence would
look similar to Fig. 4(a) or 5(a). It would only require some more time.

The average schedule length has converged in all evaluated network topologies
and sizes to a length of approximately 10 ms. This is not surprising, because the
convergence (gravitation) is basically a local process. Mainly local communica-
tions have an impact on local convergence and any local communication is inde-
pendent of the network size. On the other hand, due to the ripple effect it is not
possible to achieve the schedule length of 7 ms of T-MAC. Accordingly, there is a
trade-off between avoiding the border nodes and the achievable schedule length.
On node-level, every border node with disjoint schedules consumes more energy
than any node running LACAS. Concerning the overall energy consumption,
LACAS preserves energy if the following inequation applies (∀i : ni ∈ N):

n1 · 7ms + n2 · 14ms, +... + nk · k · 7ms > nt · 10ms;
k∑

i=1

ni = nt (1)

where ni is the number of nodes maintaining a given number of schedules and
nt is the total number of nodes in the network. Inequation 1 assumes that the
different schedules are disjoint. Else, overlaying schedules would need to be in-
cluded.

4.2 Analysis of Power Consumption

Unlike the convergence of LACAS, a realistic virtual clustering is difficult to sim-
ulate. Virtual clustering mainly occurs due to physical impacts such as commu-
nication gray zones [11] and temporary unavailable communication links, which
are hardware- and environment-dependent and accordingly difficult to simulate
properly. Approximating those impacts in simulations might falsify the simula-
tions rather than improve them. Finally, these effects have little impact on the
convergence of LACAS due to the robustness of the gravitation principle.
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Table 1. Percentage of nodes maintaining a certain number of schedules (from [1])

Number of Schedules
1 2 3 4

Exp. 1 56% 44% - -
Exp. 2 32% 68% - -
Exp. 3 - 66% 34% -
Exp. 4 9% 44% 47% -

Table 2. Power consumption (in mAs) per listen/sleep cycle for T-MAC and LACAS

T-MAC LACAS
Exp. 1 2.37

2.35Exp. 2 2.76
Exp. 3 3.85
Exp. 4 3.92

In order to assess the power consumption needed by LACAS we adopt the
results obtained in real world experiments in [1]. The costs of T-MAC and LA-
CAS are computed according to these values and inequation 1. The long-sleep
impact of non-backbone nodes has not been considered in this evaluation, be-
cause it is based on a cross-layer optimization. Accordingly, all nodes follow a
normal listen/sleep schedule. The sensor network in [1] consisted of 50 nodes run-
ning S-MAC. The percentage of network nodes maintaining a certain number of
schedules are listed in Table 1.

The results would be the same if T-MAC had been used due to the identical
synchronization mechanism. As mentioned above, ESB nodes need 4.7 mA in
idle listening state. We take this value to estimate the power consumption of
LACAS. Furthermore, we assume that the different schedules, which evolved in
the experiments in [1], are disjoint (see also inequation 1). SYNC messages that
would have to be sent in the synchronization periods are not considered. Table 2
shows the power consumption of T-MAC and LACAS to maintain all schedules
of all network nodes in one listen/sleep cycle. The results apply as soon as the
networks are stable, i.e., after the convergence to the common schedule length of
10 ms in the case of LACAS, respectively after all virtual clusters have evolved
in the case of T-MAC. Therefore, the values in Table 1 can be used. LACAS
maintains only one schedule. Accordingly, the expected power consumption of
LACAS would be the same in all four experiments.

The estimations in Table 2 show that in a network consisting of 50 sensor
nodes, depending on the experiment, more or less power can be saved with
LACAS, i.e., between 0.02 and 1.57 mAs in one listen/sleep cycle of 610 ms.
Even though LACAS has a slightly longer minimal schedule length than T-MAC,
LACAS is estimated to perform at least as well as T-MAC in all four experiments
performed in [1]. Considering a network lifetime of months or more, the possible
energy savings are promising. The estimations shown in Table 2 concern the
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average energy consumption over all nodes. Border nodes with disjoint schedules
consume more energy and would therefore even sooner run out of energy.

5 Conclusions

In this paper a simple local clock synchronization scheme has been proposed.
In general, nodes are not synchronized after deployment. Merging nodes with
similar sleep/listen cycles into clusters leads to the problem of high energy con-
sumption for the nodes connecting the clusters. Therefore, we have proposed
a simple local synchronization mechanism (LACAS). LACAS provides system-
wide local clock consistency and avoids the drawback of virtual clustering. It has
been shown that the overhead of LACAS is marginal. Moreover, the synchro-
nization procedure converges fast, i.e., within minutes for the simulated networks
and remains stable thereafter.

In simulations the fast convergence of the algorithm has been shown. LACAS
just exploits attraction information exchanged by SYNC messages. If messages
are lost, attraction is decreased temporarily, but the functionality of LACAS is
not affected. The according cluster just shows currently lower attraction. Due to
the difficulty to realistically simulate virtual clustering, the energy consumption
of LACAS has been estimated offline based on real-world results collected in
related work. The estimations indicate that LACAS would save energy in a real-
world implementation.
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Abstract. One of the most important problems for Wireless Sensor Net-
works (WSNs) is energy consumption since it ultimately determines the
lifetime of the system. Medium Access Control (MAC) protocols based
on schedules (e.g., TDMA) play an important role, since collisions and
idle listening can be avoided, effectively reducing energy consumption.
The problem of determining good transmission schedules for WSNs can
be mapped to the distance-2 edge coloring problem in graphs, where
edge colors represent slots in a TDMA-based MAC protocol, for exam-
ple. In this paper, we propose and evaluate two new probabilistic and
distributed distance-2 edge coloring algorithms that require no global
node identifiers. We obtain analytical results for the worst-case conver-
gence time. Moreover, we use simulations to evaluate the performance of
the algorithms with respect to several metrics. Our findings indicate a
tradeoff between convergence time and message overhead versus number
of colors used.

Keywords: WSN, MAC, algorithms, distance-2.

1 Introduction

1.1 Wireless Sensor Network

Wireless Sensor Networks (WSNs) are composed of a large number of low cost,
low power, multi function, small sensor nodes capable of sensing, processing
and communicating [1]. Among the characteristics that distinguish WSNs from
other wireless networks, one of most important is limited access to energy or even
finite energy. Since the radio communication subsystem of sensor nodes is greatly
responsible for the consumption of energy, the Medium Access Control (MAC)
protocol plays an important role, as it determines when the radio transmits
and listens for transmissions. In particular, energy efficiency is ranked as one
of the most important attributes of MAC protocols for WSNs, leaving behind
attributes such as fairness, latency and channel utilization [4].
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It is known that MAC related energy consumption in WSN is mainly due to
packet collisions caused by hidden terminals and continuous idle listening [4].
The hidden terminal problem can be illustrated using the communication graph
shown in Figure 1. In this graph, vertices correspond to sensors and edges indi-
cate that two sensors are within direct communication range of each other. The
hidden terminal problem occurs among vertices A, B and C, since nodes A and
C are not aware of each other. Thus, when the transmissions of the two nodes
overlap in time, a packet collision will occur in node B, and a retransmission will
be required. The second concern is inherent to the characteristics of short-range
radios commonly used WSN applications. The power consumption of listening in
these radios has the same order of magnitude as power consumption of receiving
or transmitting packets [3]. Therefore the energy wasted from continuous idle
listening periods can become a significant burden for obtaining a prolonged net-
work lifetime. Thus, schedule-based protocols emerge as a promising approach
for developing energy efficient MAC protocols. It is worth noticing that, in the
same spirit of what was presented in [12], our work addresses the issues of com-
munication scheduling and sensing scheduling in a fully decoupled manner. In
this work, we focus solely on the communication scheduling.

1.2 Distance-2 Coloring

The problem of developing a schedule-based MAC protocol for WSNs can be
well illustrated using the communication graph, as shown in Figure 1. In partic-
ular, given the communication graph, one can determine a collision-free schedule
among the nodes that avoids hidden terminals and allows for selective listening.
For example, communication links can be assigned a time slot, such as in a
TDMA-based MAC protocol, which would then determine when nodes should
transmit and listen for transmissions.

The problem of determining a collision-free schedule for nodes of WSNs that
avoids hidden terminals can be mapped to the distance-2 edge coloring problem
in graphs. In this mapping, edge colors represent time slots in a TDMA-based
MAC protocol, for example. Let G be an undirected graph, representing the
communication graph. We say that two edges of G are within distance-2 of each
other if either they are adjacent or there is some other edge that is adjacent to
both of them. A distance-2 edge coloring of G is an assignment of colors to edges
so that any two edges within distance-2 of each other have distinct colors. There
are two equivalent ways to view the coloring constraint: (i) any two edges in any
3-edge path cannot have the same color; (ii) any two neighboring nodes cannot
have any adjacent edge with the same color. Note that such coloring would
clearly avoid the hidden terminal problem, if colors correspond to a transmission
schedule.

The distance-2 edge coloring problem can be mapped to the distance-2 vertex
coloring problem in graphs. We say two vertices of G are within distance-2 of
each other if they are adjacent or if they are adjacent to a common vertex (i.e.,
have a neighbor in common). A distance-2 vertex coloring of G is an assignment
of colors to vertices so that any two vertices within distance-2 of each other
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have distinct colors. Given a distance-2 vertex coloring of G we can obtain a
distance-2 edge coloring by associating with each edge the non-ordered pair of
the colors of the nodes incident to the edge. Note that this mapping is clearly a
distance-2 edge coloring of the graph, since any two neighboring nodes will not
have edges with repeated colors. Thus, the distance-2 edge coloring problem can
be indirectly solved via the distance-2 vertex coloring of the graph.

1.3 Our Contribution

In this paper we propose and evaluate two new probabilistic distributed distance-
2 edge coloring algorithms that require no global identifiers on the nodes. The
first algorithm presented, known as Edge3 − Sched, performs a distance-2 edge
coloring directly. The second algorithm, known as Node2 − Sched, performs a
distance-2 vertex coloring, which is then mapped to a an edge coloring. In this
paper, both algorithms are considered with single purpose of defining a collision-
free link scheduling. Our numerical evaluation of the two algorithms indicates a
trade off in their performance, in particular, with respect to convergence time
and number of colors used. Our objective is not to obtain the optimal (minimum)
number of colors required to produce a distance-2 edge coloring. Note that an
optimal color assignment, despite having potentially very long convergence time,
does not necessarily produce the best schedule for a given application. We thus
aim at algorithms that can efficiently produce an edge coloring in the lack of
global node identifiers.

The remainder of the paper is organized as follows. Some related work is pre-
sented in Section 2. Section 3 describes the two new distributed algorithms in
detail. Subsequently, the simulation setup is reported in Section 4, with evalua-
tion and results being presented in Section 5. Finally we present our conclusions
and future work in Section 6.

2 Related Work

The problem of developing schedule-based collision-free MAC protocols for
WSNs has been extensively studied in the recent years. Trigoni et al. [7], propose
a new protocol that carefully schedules message transmissions to avoid packet
collisions. Their protocol assumes nodes are organized in a grid structure and a
collision-free scheduling is established through simultaneous link activation ac-
cording to predefined distances between the nodes and transmission direction.
Under this scenario, sensors’ radios can work in a deterministic duty cycle saving
energy by turning off and avoiding idle listening periods.

Kulkarni et al.[9] proposed a self-stabilizing, deterministic algorithm for
TDMA-based MAC in WSNs where a sensor node is aware only of its neighbors.
The proposed algorithm relies on the initial slot assignment that is dynamically
determined by the nodes through periodically diffusion of messages sent by a
base station.

Ergen et al. [10] proposed a distributed algorithm based on distributed co-
loring of nodes. This work consider a network comprising a single access point
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(AP) and several sensor nodes that use the same AP for transferring their mes-
sages. They also obtained an upper bound for these schedules as a function of
total number of packets generated in the network.

Pantazis et al. [12] proposed a TDMA-based scheduling scheme that balances
energy-saving and end-to-end delay. In their approach, sensor nodes send neigh-
boring and routing information to a gateway, which constructs the schedule. The
schedule is then sent to the sensor nodes using flooding techniques.

Gandham et al. [6] proposed a distributed algorithm for obtaining a TDMA-
based MAC schedule based on the edge-coloring problem. Their work aims in
minimizing the number of colors produced and considers that nodes have a global
identifiers.

Balakrishnan et al. [5] considers the 2-distance edge coloring problem to de-
termine the maximum capacity of WSNs. Their algorithm assumed nodes have
a unique global identifier and are running globally synchronized clocks.

Our work differs from the above in following aspects: (i) our algorithms are
fully decentralized (there is no central node); (ii) no global identifiers are needed
across the set of sensor nodes, a strong requirement for scalable WSNs as men-
tioned in [1]; (iii) our probabilistic algorithms are fully independent of network
topology, including the case of disconnected networks (i.e., communication graph
is composed of multiple connected components). It is worth noting that lack of
global node identifiers necessarily requires a non-deterministic approach to break
the symmetry (i.e., color edges), as demonstrated in [2].

3 Distributed Algorithms

The two distributed algorithms proposed in this paper use an election mecha-
nism to determine which nodes, on each step, can color their adjacent edges or
themselves. In summary, the algorithms work as follows. Each node generates
a random sort number which is then sent to their h-neighborhood in the com-
munication graph (the h-neighborhood of node v is the set of nodes that are at
distance at most h from v). This message is sent through multi-hop communi-
cation. The nodes that have the highest sort number among the sort numbers it
receives (known as winners) then color the edges adjacent to them. Once a node
is a winner, it ceases to participate in future elections, performing only message
retransmissions (i.e., aiding multi-hop communication) afterwards. The process
continues until all edges (or nodes) have been colored. The parameter h will be
defined in following subsections for each algorithm proposed.

3.1 Edge3 − Sched

As briefly discussed in Section 1.3, the Edge3 − Sched algorithm performs a
distance-2 edge coloring of the communication graph directly. Observing
Figure 1, and assuming edges (C,D) and (C,F) have been colored, note that
when node A attempts to color its edges, in particular edge (A,B), it cannot use
the colors already assigned to edges (C,D) and (C,F). Moreover, note that edges
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Fig. 1. Edge3 − Sched constraints

(B,C) and (C,E) cannot be colored at the same time because there could be a
conflict. In this way the election mechanism needs to reach a 3-neighborhood
(nodes B, C and E) and information about colored edges needs to reach a 2-
neighborhood (nodes B and C). A node stops when its 1-neighborhood and
2-neighborhood has all its edges colored.

Before describing the details of this algorithm, it is necessary to define some
terminology. winners : nodes elected to color edges incident to them; node sta-
tus : active or inactive, as the nodes participate or not in the election process;
constraints : colors already used to color edges or nodes; sort number : a random
number chosen uniformly in the the interval from 0 to 999 used to determine the
winners.

Basically the Edge3 − Sched functions as follows: all nodes in the network
starts in the active status exchanging information about their constraints, sort
number and status. The constraints and status are transmitted to the 2-hop
neighborhood and the sort number to the 3-hop neighborhood. Once a node
becomes a winner, it color its incident edges respecting the constraints it receives.
It then changes status, going to the inactive status. An inactive node becomes
only a relay aiding multi-hop communication. The process terminates when all
nodes in the 2-hop neighborhood become inactive.

3.2 Node2 − Sched

Differently from the Edge3 − Sched, the Node2 − Sched algorithm achieves a
distance-2 edge coloring indirectly, via a distance-2 vertex coloring of the com-
munication graph. It is worth reminding that, although Node2−Sched performs
a vertex coloring, the main goal is to establish a distance-2 edge coloring that
will lead to a link scheduling. The Figure 2 shows an example of distance-2
node coloring and its corresponding distance-2 edge coloring. The value within
the nodes in the figure represents their color. An edge is colored using the non-
ordered pair of the color of the nodes incident to the edge. We note that this
indirect edge coloring mechanism obeys the restriction imposed by distance-2
edge coloring, namely, that any two neighbors cannot have edges with the same
color.
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Fig. 2. Edge Coloring by Node Coloring Fig. 3. Node2 − Sched state machine

The detailed state machine of Node2−Sched algorithm is depicted in Figure 3
and its functionality is described below. Note that the terminology used in the
Edge3 − Sched is perfectly compatible with the description of this algorithm.

Node2 − Sched State Machine

– state A: all nodes send to their 1-hop neighbors the randomly chosen sort
number and their status. Nodes receive these messages and store the respec-
tive sort numbers. The inactive nodes go to state F and stop. All others go
to state B;

– state B: all active nodes select the highest sort number among the numbers
received and its own. Afterwards the nodes send the maximum sort number
to all active 1-hop neighbors. The active nodes receive these messages and
compare the values with their own sort number. Nodes that have a sort
number greater than any other received become winners. All nodes then go
to state C;

– state C: all nodes send to their active neighbors their condition: winner or
not. This procedure aims in establishing a distributed knowledge of nodes’
conditions in the communication graph. The winner nodes go to state E; the
winner neighbors go to state D; the other nodes return to state A;

– state D: the winner neighbors send to their winners their own color and
the colors of their neighbors. These are the constraints that the winners
will take into consideration when coloring themselves. After this, winner
neighbors wait for messages containing the new color of nodes. Afterwards,
nodes update their status. In particular, a node becomes inactive if the node
has already colored itself and all its neighbors have also colored themselves.
Nodes then return to state A;

– state E: Nodes wait to receive the constraints from their neighbors in state E
and then color themselves. Afterwards the nodes update their status (nodes
in this state become inactive if all their neighbors have been colored), send
its own color to their neighbors and return to state A.
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3.3 Complexity Analysis

We generalize the proof presented in [13] by developing the following complexity
analysis. Let G = (N, E) be the communication graph for which distance − 2
edge (or vertex) coloring will be performed using one of the algorithms presented.
During the execution nodes can color incident edges (or itself) while others wait
for a chance to do the same. Therefore, we define nodes that continue executing
the algorithm and have incident edges not colored (or itself) as probabilistic
nodes, while the nodes that have all its incident edges (or itself) colored as
deterministic nodes.

Considering h as the hop distance (h-neighborhood) to be considered for a
node to become a winner and n the distance to be considered so that a node
finishes its execution, we have the following configuration for the two presented
algorithms: Edge3 − Sched : h = 3, n = 2 and Node2 − Sched : h = 2, n = 1.

1. Execution

(a) Every node sends its sort number and constraints to all its neighbors;
(b) Every node, upon receiving a message re-sends it (h− 1) hops;
(c) Every node that has superiority on the h-neighborhood colors its edges

(or itself) and cease to be a probabilistic node, performing only retrans-
missions;

(d) Every node stops executing when there is no probabilistic nodes on its
n-neighborhood.

2. Correctness
The algorithms are correct if they avoid the hidden terminal problem and
if they do not present any deadlock condition. Therefore, we can start the
analysis as follows:

(a) The nodes compete to be a winner in their h-neighborhood using the
sort number (probabilistic nodes). After an specific node is declared
a winner, this node will no longer compete (becoming a deterministic
node). Thereby every node will be a winner at some point in the execu-
tion of the algorithm. After becoming a deterministic node, a node waits
all other nodes in its n-neighborhood to become deterministic nodes.
This stop condition is sufficient to ensure that the algorithm will never
suffer deadlock or starvation;

(b) Since the algorithm ensures the association of time slots considering the
h-neighborhood constraints then there remains whether the synchroniza-
tion mechanism will ensure correct use of the links. As the algorithm en-
sures that every pair of neighbors in the network has distinct link colors,
we have that collisions cannot occur.

3. Notations and Analysis

Let Nk ⊆ N denote the set of probabilistic nodes after k algorithm steps for
k integer and positive. Let vizNk

(v) denote the set of probabilistic neighbors
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in the h-hop neighborhood of v. Let Gk = (Nk, Ek) denote the induced
subgraph of G after k steps. Let dk

i be the sort number generated by the
node vi in the k. Nodes that have the largest dk

i in their h-neighborhood will
be the winners.

(a) Let Sk
i be the event that corresponds to node vi being a winner in step

k;
(b) Let Sk be the event that corresponds to some node being a winner in

step k;
(c) Let Bk

j (vi, α) be an event that occurs whenever dk
i = α > dk

j for some
vj ∈ vizNk

(vi), that means that vi wins some probabilistic node in h-
neighborhood. It is important to note that the Bk

j (vi, α) represents in-
dependents events for all vj ∈ vizNk

(vi).
(d) Considering that the sort number was generated from a die with f faces,

it defines the following probability:

Pr(dk
i = α) =

1
f
⇒ Pr(Bk

j (vi, α)) =
α

f
; (1)

(e) Thus we can continue the complexity development. Now consider the
probability that node vi is a winner in step k:

Pr(Sk
i ) =

f−1∑
α=0

Pr(dk
i = α) ∗ Pr(Sk

i /dk
i = α) (2)

Pr(Sk
i /dk

i ) = Pr(
⋂

vj∈vizNk
(vi)

Bk
j (vi, α)) =

∏
vj∈vizNk

(vi)

(
α

f
) ≥ (

α

f
)Δkh

(3)
where Δkh is the number of probabilistic nodes in h-neighborhood in
step k.

(f) Replacing 3 in 2 and observing that Pr(dk
i = α) = 1

f :

Pr(Sk
i ) ≥

f−1∑
α=0

(
1
f

)(
α

f
)Δkh = (

1
fΔkh+1 )

f−1∑
α=0

αΔkh , ∀vi ∈ Nk (4)

(g) Using lower limit presented in [14]:

f−1∑
α=0

αΔkh ≥ (
(f − 1)Δkh+1

Δkh + 1
+

(f − 1)Δkh

2
) , where Δkh ≥ 1 (5)

(h) Finally replacing 5 in 4 :

Pr(Sk
i ) ≥ (

1
Δkh + 1

)(1 − 1
f

)Δkh+1 + (
1
2f

)(1− 1
f

)Δkh (6)
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(i) Considering a complete graph with n nodes as the worst case, and
therefore Δkh = n− 1:

Pr(S0
i ) ≥ (

1
n

)(1− 1
f

)n + (
1
2f

)(1 − 1
f

)n−1 = (
2(f − 1) + n

2fn
)(1 − 1

f
)n−1

(7)

Pr(Sk) = Pr(
⋃

Sk
i ) ≥ Pr(

n⋃
i=1

S0
i ) =

n∑
i=1

Pr(S0
i ) (8)

Pr(Sk) = (
2(f − 1) + n

2f
)(1 − 1

f
)n−1 (9)

(j) We can now determine the average attempts required for a node to be a
winner in step k

T (n) = (
2fn

2(f − 1) + n
)(

f

f − 1
)n−1 (10)

(k) Thus, the worst case convergence complexity is:

O(f(
f

f − 1
)n−1) (11)

4 Experimental Setup

We have developed a simulation environment to evaluate the two proposed algo-
rithms. The underlying communication network was implemented using a multi-
threaded java simulation, where each sensor node corresponds to the instance
of an unique thread. Each thread independently operates the state machine de-
scribed in Section 3. Threads communicate with other threads in accordance with
the underlying communication network, which determines the direct neighbors
of a node. We adopt an unicast communication model where all communication
is fully reliable.

We consider two types of topologies to evaluate the algorithms: a regular grid
and a random node placement. In the grid topology, we consider networks with
25, 49, 100, 200 and 400 nodes, regularly distributed on a square grid, such that
radio coverage creates links only between the closest neighbors (maximum degree
is 4). In the random node placement, nodes are randomly (uniformly) distributed
in dimensionless 200x200 square area. We consider scenarios with 50, 100, 150,
200 and 400 nodes and radio coverage radius of 30. All nodes within distance
30 of a given node correspond to direct neighbors in the communication graph.
Each scenario was simulated 100 times and we report sample averages of all
metrics.

The following performance metrics were considered: convergence time, number
of messages exchanged, number of bits transmitted (i.e., message sizes), and
number of colors used by the algorithm. The convergence time is measured in
steps, which correspond to transitions in the state machine, and a node is said
to have converged once it enters the stop state.
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5 Evaluation and Results

5.1 Grid Topology

Figures 4, 5, 6 and 7 show a direct comparison of the performance of the two
algorithms on convergence time, messages exchanged, bits transmitted, and num-
ber of colors used, respectively. We first note that Node2−Sched converges much
faster than Edge3 − Sched, and for larger topologies its at least 4 times faster.
Consequently, the number of messages exchanged by Node2 − Sched is much
smaller, reaching a factor of 6 for larger topologies. This also reflects on number
of bits transmitted, which for larger topologies is around 10 times smaller. On the
other hand, the Node2− Sched algorithm uses more colors than its counterpart
to color the edges. In particular, Node2−Sched uses around 2 times more colors
than Edge3−Sched for larger topologies. The results clearly indicate a tradeoff
between convergence time and message efficiency versus number of colors used
when considering the two proposed algorithms.

Fig. 4. Edge vs Node (steps) Fig. 5. Edge vs Node (messages)

Fig. 6. Edge vs Node (bits) Fig. 7. Edge vs Node (colors)

5.2 Random Node Placement

We now consider the networks formed by random placement of node, as de-
scribed in Section 4. Figures 8, 9, 10 and 11 present a direct comparison of the
performance of the two algorithms on convergence time, messages exchanged,
bits transmitted, and number of colors used, respectively. Similarly to the results
obtained in the grid topology, we note that Node2−Sched converges much faster
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Fig. 8. Edge vs Node (steps) Fig. 9. Edge vs Node (messages)

Fig. 10. Edge vs Node (bits) Fig. 11. Edge vs Node (colors)

than Edge3 − Sched and requires many fewer messages and bits transmitted.
However, such performance differences have become more pronounced, specially
with higher number of nodes. Interestingly, though, the number of colors used
by the Node2 − Sched did not increased when compared to Edge3 − Sched.
Again, as with the grid topologies, we observe a trade-off between convergence
time and overhead (in messages and bits) versus number of colors used by the
algorithms. It is worth mentioning that, except for the number of colors used,
Node2−Sched has superior performance when compared to the link-scheduling
algorithm presented in [6], which corresponds to a very similar scenario.

6 Conclusion

We have proposed and evaluated the performance of two distance-2 edge co-
loring algorithms for WSNs. To the best of our knowledge, these are the first
probabilistic, distributed and global ID-free algorithms that can fully yield sup-
port to decentralized TDMA-based MAC protocols. Simulations have shown
that Edge3 − Sched, a direct edge coloring algorithm, has a higher overhead
in terms of convergence time and message exchanged, while using less colors to
color the edges. In the other hand, the Node2 − Sched algorithm has a much
smaller overhead while requiring more colors in its coloring. We note that either
algorithm could serve as the basis for a TDMA-based MAC protocol, depending
on the application requirement. Note that minimizing the number of colors in
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the coloring may not necessarily lead to the optimal schedule, in terms of energy
efficiency, and will depend on the application requirements.
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Abstract. This paper introduces the CPP/M/c model with working
vacations to describe queueing phenomena that arise in an advanced
computing environment of virtualized servers operated by the infra-
structure owners. In the proposed queue the inter-arrival times of
jobs requesting servers follow a Generalized Exponential distribution.
To model a maintenance activity, we assume that a certain number
of servers simultaneously goes to a maintenance state for a random
period when they complete the service of requests and find no further
jobs in the waiting line. We derive an expression for the steady-state
probabilities and prove a conditional stochastic decomposition property.
By a relatively simple model we are able to prove a property which has
a significant impact on the organization of maintenance activities of
virtualized servers. It means that instead of migrating virtual servers
to expensive physical backup servers during software maintenance, a
wise and simple strategy based on the vacation approach can be used.
Moreover, it is theoretically proved that the system is not overloaded
if we organize the maintenance according to the vacation model. We
believe that our model can be useful for administrators to choose an
appropriate parameter set for the maintenance activities.

Keywords: Virtualized services, performance management, CPP/M/c
model, working vacations policy.

1 Introduction

At present, virtualization constitutes a main trend in information systems and
advanced business engineering. Recent studies have shown that a proportion of
39% among 808 of the largest companies worldwide apply server virtualization
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to achieve new business goals and to provide more efficient services to their cus-
tomers. Disaster recovery, avoidance of service outage and dynamic load balanc-
ing represent some of the most important areas for the application of the rapidly
evolving virtualization concepts. Compared to existing service technologies 25%
of the cost or even more can be saved by these means.

In this context, virtualization means either to let a federation of servers ap-
pear as multiple computing entities or to let many computing entities appear
as a single computer. The latter is commonly called server aggregation or grid
computing. It is identified by an IDC research report (http://www.idc.com) that
virtualization of system resources in severs with an x86 compatible instruction
set is one disruptive technology. In the near future it may initiate a paradigm
shift in IT industry providing new powerful services like enhanced server
hosting.

As indicated by various studies it is the rationale behind this trend that vir-
tualization can reduce the infrastructure and IT management cost. The reason
is that it substantially improves the utilization of the physical infrastructure,
i.e. servers, storage systems and network components, while it can provide the
same safety and performance compared to a solution where each ASP obtains
a separate physical machine/server from the owner of the infrastructure. It is
another advantage that the infrastructure can provide in a flexible manner dif-
ferent service packages concerning specific operating systems running on top of
the same hardware.

From a practical perspective, it is observed that virtualization is a well
founded area. However, there are no theoretical investigations which consider
contention problems arising in the virtualized environment of a server farm. To
model the interaction between application service providers and an infrastructure
provider this paper studies the CPP/M/c queue with a compound Poissonian
arrival process (CPP) and working vacations.

Such vacation queues have been an intensively studied research topic of queue-
ing theory, cf. [3,5,7,8,9]. However, most of those studies assume a Poissonian
arrival model [3,5,7,9] or a model of single arrivals [8]. Regarding the perfor-
mance evaluation of practical systems, this assumption limits the application of
vacation queues.

Recently, queues with working vacations have obtained a big attention, see,
e.g., the work of Servi et al. [7] and Liu et al. [5]. It is motivated by the
performance evaluation of Wavelength Division Multiplexing (WDM) in opti-
cal systems. In this respect, the multi-server queue introduced here is indeed
a generalization of the M/M/c system with synchronous vacations [9] regard-
ing two different aspects, namely, the Poissonian batch arrivals and working
vacations.

The rest of the paper is organized as follows. In Section 2, we first provide a
description of the CPP/M/c model with working vacations (WV), develop then
a matrix-analytic solution approach and prove some interesting property of this
CPP/M/c WV-queue. Then some illustrative numerical results are presented in
Section 3. Finally, we summarize our findings in the conclusions.



A Performance Model for Maintenance Tasks 933

2 Analyzing the Maintenance Performance by a Versatile
Queueing System

2.1 Description of the Maintenance Model

In a virtualization environment three different roles canbe identified (seeFigure 1):

– users/applications,
– application service providers and
– owners of the hardware infrastructure.

Applications and related services, e.g. Web servers with Web, information re-
trieval and business services, are provided by application service providers that
require virtual machines from an infrastructure owner to run their virtualized
application servers.

In this environment two interrelated categories of Service Level Agreement
(SLA) can be defined:

– an SLA between users and application service providers specifying the service
requirements, e.g. the response time and availability of a service, etc,

– an SLA between application service providers and an infrastructure owner.

The SLA between users and application service providers are complicated and
they also depend on the nature of the hosted applications.

To operate the infrastructure efficiently, it is recognized that advanced man-
agement tools are needed. In this respect, system management activities should
also include the tasks of managing both virtual servers and physical resources
efficiently.

Fig. 1. Utility Computing Environment Based On Virtual Machines
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In this paper, we consider the interaction between application service
providers and an infrastructure owner. We suppose that there are c virtual
servers available in the server pool of the infrastructure owner. To realize
a pay-as-you-go approach, application service providers can initiate requests
for servers to the provider of the infrastructure and server releases after task
completion.

We assume that server requests arrive in batches following the Compound
Poisson Process (CPP) (cf. [4]). This means that the inter-arrival times follow
a Generalized Exponential (GE) distribution. The arrival process is motivated
by the fact that GE is the only distribution of least bias [4] if only the mean
and variance of inter-arrival times can be reliably computed by the available
measurement data. This situation typically arises in virtualized computing en-
vironments exploiting the capabilities of monitoring systems. It has been shown
by recent studies [1,2] that the CPP is sufficiently accurate to model Internet
traffic in a Web server environment (i.e. the relevant CPP parameters have been
estimated by the captured Internet traffic) and that it can be applied to the
performance evaluation of wireless telecommunication systems.

To create a reliable computing system with these c servers, the provider of the
infrastructure can initiate specific maintenance actions, e.g. software updates, a
virtual server live migration etc., when any d servers become idle after a service
completion instant. This kind of maintenance activities are modeled in such a
way that d servers take a simultaneous vacation. During such a vacation period,
the residual c− d servers do not take a vacation even if they are idle. To ensure
the mathematical tractability of the model, we assume that the durations of
the vacation periods are independent, identical exponentially distributed ran-
dom variables with parameter θ. The service rate of each server which is not in
a vacation state is given by an independent exponential distribution with pa-
rameter μ. A server on vacation can serve customers following an independent
exponential distribution with rate μv. Note that an application service provider
who receives the allocation of a server which is on vacation may pay less as a
form of compensation.

2.2 Analysis of an Advanced Multi-server Model with Working
Vacations

Here, we consider the CPP/M/c multi-server queue with working vacations,
infinite waiting room and First In First Out (FIFO) service principle that we
have derived as performance model to analyze maintenance tasks in a virtualized
server environment.

The arrival process of customer requests is determined by a Compound Pois-
son Process (CPP) with parameters (λ, ω). It means that the probability distri-
bution function of the inter-arrival times τ is defined by P{τ = 0} = ω ∈ (0, 1)
and P{0 < τ < t} = (1 − ω)(1 − e−λt). Therefore, the arrival process can be
seen as a batch Poisson process whose batches of the random size S arriving at
some epoch follow a geometric distribution P{S = s} = (1−ω)ωs−1, s ≥ 1, with
mean E(S) = 1/(1− ω) and variance Var(S) = ω/(1− ω)2.
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The requests are served by c servers following a specific working-vacations
policy with independent, identical, exponentially distributed service and vacation
times with rates μ, μv, θ, respectively. Let us suppose that there are no servers
on vacation due to maintenance activities. Then a simultaneous vacation period
of d servers starts if there are d idle servers after a service completion. At the
end of a simultaneous vacation period of these d servers, three alternatives are
possible:

– if there are no waiting customers, the d servers stay idle and are ready to
serve any arriving new customers;

– if there are c−d < j < c, customers in the system, j−c+d returning servers
immediately start serving these customers and the other c − j returning
servers become idle;

– if there are j ≥ c customers in the system, the d returning servers all start
serving these customers immediately.

At any time t the state of the system Y (t) = (I(t), J(t)) can be completely
specified by two integer-valued random variables:

– I(t) =
{

0 if d servers are on vacation at time t
1 if there are no servers on vacation at time t

– J(t) represents the number of customers in the system at time t including
any in service or the waiting room.

The system is now modeled by a continuous-time discrete state Markov process
Y = {I(t), J(t)} on a rectangular lattice strip S = {0, 1} × N0 due to our
Markovian assumptions. We denote its corresponding steady-state probabilities
by π = {πi,j}(i,j)∈S , where πi,j = limt→∞ P{I(t) = i, J(t) = j}, and let vj =
(π0,j , π1,j) be the partitioned vector of state probabilities.

The one-step transitions of the Markov chain Y have a specific tridiagonal
block structure since the possible transitions are driven by following events:

(a) changing the status of I(t), i.e. from the vacation to non-vacation of servers.
Then Aj(i, k) denotes the corresponding transition rate from state (i, j) to
state (k, j), i, k ∈ {0, 1}, j ≥ 0. Let

A = Aj =
[
0 θ
0 0

]
, ∀j ≥ 0; and A∗ =

[
−θ θ
0 0

]
.

(b) the arrivals of customers. Then Bi,j,s is the rate of the s−step upward tran-
sition from state (i, j) to state (i, j + s), i ∈ {0, 1}, j ≥ 0, caused by a batch
arrival of size s and

Bi,j,s = (1− ω)ωs−1λ, j ≥ 0, i ∈ {0, 1}, s ≥ 1.

(c) the departures of customers. Cj(i, k) is the transition rate from state (i, j)
to state (k, j − 1); i, k ∈ {0, 1}, j ≥ 0. Then we get:
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Cj =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

[
jμ 0
0 jμ

]
, 1 ≤ j ≤ c− d[

(c− d)μ + μv 0
(c− d + 1)μ 0

]
, j = c− d + 1[

(c− d)μ + (j − c + d)μv 0
0 jμ

]
, c− d + 1 < j ≤ c[

(c− d)μ + dμv 0
0 cμ

]
= C, j > c.

Note that by a transition from (1, c−d+1) to (0, c−d) after a service completion
with rate (c− d + 1)μ we get a simultaneous vacation of d servers.

Let Diag(x) denote the diagonal matrix defined by a row vector x and E ∈
R

2×2 be the identity matrix. We introduce the following notations

Λ = Diag[λ, λ] = λE; Ω = Diag[ω, ω] = ωE;
Bs = Bj,s = Diag[(1− ω)ωs−1λ, (1− ω)ωs−1λ], j ≥ 0,

and obtain

Bs = Ωs−1(E −Ω)Λ = ωs−1(1 − ω)λE, j ≥ 1,

Λ =
∞∑

s=1

Bs = λE.

Lemma 1. The necessary and sufficient condition for the existence of the
steady-state probabilities of the process Y = (I, J) is determined by

λ

cμ
+ ω < 1 ⇔ ρ =

λ

(1− ω) · cμ < 1 (1)

Remark 1. The standard condition (1) states that the traffic intensity ρ must be
less than one to achieve the ergodicity of Y . Neither the rate θ of the vacations
period nor the number d of simultaneous servers on vacations have an impact on
the stability of the system. In other words, the system will not be overloaded due
to a maintenance activity. Indeed, this is good news for a system administrator
who shall organize the maintenance tasks of idle virtual machines.

Proof. The steady-state balance equation of the M/G/1-like upper Hessenberg
system can be written as follows:

j∑
s=1

vj−sBs + vj

[
A∗ − Λ−DCj

]
+ vj+1Cj+1 = 0, ∀j ≥ 1. (2)

Here DCj are diagonal matrices whose diagonal elements are the sum of the
elements in the rows of Cj . Note that by construction DCj = Cj holds for all
j �= c− d + 1.
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For j ≥ c + 1 we can write

j∑
s=1

vj−sBs + vj [A∗ − Λ− C] + vj+1C = 0. (3)

Substituting Bs = Ωs−1(E −Ω)Λ into this equation (3), we get

j∑
s=1

vj−sΩ
s−1(E −Ω)Λ + vj [A∗ − Λ− C] + vj+1C = 0 ∀j ≥ c + 1, (4)

and

j−1∑
s=1

vj−1−sΩ
s−1(E −Ω)Λ + vj−1 [A∗ − Λ− C] + vjC = 0 ∀j ≥ c + 2. (5)

If we multiply equation (5) by Ω and then subtract the result from equation (4),
we obtain the three-term recurrence equations

vj−1[Λ−A∗Ω + CΩ] + vj [A∗ − Λ− C − CΩ] + vj+1C = 0 , j ≥ c + 2,

vj−1Q0 + vjQ1 + vj+1Q2 = 0 , j ≥ c + 2, (6)

where Q0 = Λ−A∗Ω + CΩ, Q1 = A∗ − Λ− C − CΩ, Q2 = C.

Q(x) = Q0 + Q1x + Q2x
2 is defined as the characteristic matrix polynomial

associated with the equations (6). It is proved in [6] that the solution of these
matrix equations (6) is closely related to the eigenvalues and left-eigenvectors of
the polynomial Q(x). If (x, ψ) is an eigenvalue-eigenvector pair of Q(x), then it
holds

ψQ(x) = 0, det[Q(x)] = 0.

Consequently, we obtain:

det[Q(x)] = det
[

q00(x) θx− θω
0 q11(x)

]
= q00(x)q11(x)

q00(x) = λ + ((c− d)μ + dμv)ω + ωθ −
(λ + (c− d)μ + dμv + ((c− d)μ + dμv)ω + θ)x + ((c− d)μ + dμv)x2

q11(x) = λ + cμω − (λ + cμ + cμω)x + cμx2 = (1− x)(λ + cμω − cμx)

Therefore, Q(x) has four eigenvalues

x1 =
1

2G
{H + G−

√
(H + G)2 − 4G(λ + ((c− d)μ + dμv)ω + ωθ)}

x2 =
1

2G
{(H + G +

√
(H + G)2 − 4G(λ + ((c− d)μ + dμv)ω + ωθ)}

x3 = λ/(cμ) + ω, x4 = 1,
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where

G = (c− d)μ + dμv

H = λ + ((c− d)μ + dμv)ω + θ

holds.
Note that ψ1 = (1, (θω−θx1)/q11(x1)) is the left-hand-side (LHS) eigenvector

of Q(x) for the eigenvalue x1, and ψ3 = ψ4 = (0, 1) are the LHS eigenvectors of
Q(x) for the eigenvalues x3 and x4, respectively.

Since ω < 1 holds, we have

(λ + ((c− d)μ + dμv)ω + ωθ) < H,

4G(λ + ((c− d)μ + dμv)ω + ωθ) < 4GH,

(H + G)2 − 4G(λ + ((c− d)μ + dμv)ω + ωθ) > (H + G)2 − 4GH,

0 < x1 <
1

2G
(H + G− |H −G|) ≤ 1,

x2 >
1

2G
(H + G + |H −G|) ≥ 1.

Applying results from [6], it is a necessary and sufficient condition for the ergod-
icity of the Markov chain Y that the number of eigenvalues of Q(x) inside the
unit disk is given by 2. Therefore, x3 < 1 is required which yields condition (1).

�

The steady-state balance equations of J(t) ∈ {0, . . . , c+1} can be written in the
following form:

v0 [A∗ − Λ] + v1C1 = 0
j∑

s=1

vj−sBs + vj

[
A∗ − Λ−DCj

]
+ vj+1Cj+1 = 0 , 1 ≤ j ≤ c + 1,

For j ≥ c + 1 the steady-state probabilities can be expressed as follows (cf. [6]):

vj = αψ1x
j
1 + βψ3x

j
3

π0,j = αxj
1

π1,j = α
θω − θx1

q11(x1)
xj

1 + βxj
3 (7)

where α and β are coefficients that have to be determined by the boundary
conditions.

Furthermore, we have to satisfy the normalization equation:

∞∑
j=0

1∑
i=0

πi,j = 1. (8)

Consequently, we have to determine the vectors vj , 0 ≤ j ≤ c, α and β. The
total number of these unknowns is given by 2(c+1)+2 = 2(c+2). To determine
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these unknowns, we have the steady-state balance equations of the levels j =
0, . . . , c + 1 and the normalization equation. Thus, 2(c + 2) + 1 is the number of
boundary equations, among those only 2(c + 2) equations are independent.

It can be observed from the steady-state balance equations of J(t) ∈ {0, . . . , c}
that vj , 1 ≤ j ≤ c and j �= c − d + 1, can be expressed as a function
of v0, i.e π0,0 and π1,0, and vc−d+1. Therefore, we have only six unknowns
(π0,0, π1,0, π0,c−d+1, π1,c−d+1, α, β), which can be solved efficiently using the
steady-state balance equations of the states J(t) = c, J(t) = c− d, J(t) = c + 1
and the normalization equation.

2.3 Conditional Stochastic Decomposition

In the following, we prove a conditional stochastic decomposition property for
the CPP/M/c queue with working vacations.

Lemma 2. If the ergodicity condition for the CPP/M/c queue with working va-
cations holds, then the conditional steady-state queue length Jb = limt→∞{J(t)−
c− 1|J(t) > c, I(t) = 1} provided that the server system is not on a working va-
cation can be decomposed into the sum of two independent random variables

Jb = J0 + Jc.

Here J0 is the conditional steady-state queue length of the CPP/M/c queue with-
out vacations and Jc is the additional steady-state queue length due to vacations.

Proof. The probability that the server is busy and the number of jobs is larger
than c is determined by:

Pb = P{J(t) > c, I(t) = 1} =
∞∑

j=c+1

π1,j =
∞∑

j=c+1

(
α

θω − θx1

q11(x1)
xj

1 + βxj
3

)

= α
θω − θx1

q11(x1)
xc+1

1

1− x1
+ β

xc+1
3

1− x3

The probability generating function of Jb can be expressed as follows:

GJb
(z) =

∞∑
j=0

P{Jb = j}zj =
∞∑

j=0

π1,j+c+1

Pb
zj

=
1
Pb

∞∑
j=0

(
α

θω − θx1

q11(x1)
xj+c+1

1 + bxj+c+1
3

)
zj

=
1
Pb

(
α

θω − θx1

q11(x1)
xc+1

1 /(1− x1z) + βxc+1
3 /(1− x3z)

)
The steady-state probabilities of the CPP/M/c queue without vacations can be
obtained by setting θ = 0, d = 0 and μv = μ. The probability that the number
of customers in the CPP/M/c queue without vacations is given by πj = β∗xj

3 for

j ≥ c + 1, where β∗ is an appropriate coefficient. Therefore, GJ0(z) = β∗ xc+1
3

1−x3z
follows for the probability generating function of J0. These relations yield the
stated result. �
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3 Illustrative Numerical Results

In this section we present some numerical results to illustrate the impact of
the model parameters on the formulation of an effective maintenance policy, i.e.
how many servers should be simultaneously on vacations. For demonstration
purposes, we investigate the average number of customer requests waiting for
free servers

E(LQ) =
∞∑

j=c+1

(j − c) · (π0,j + π1,j) =
∞∑

j=c+1

(j − c) ·
(

α[1 +
θω − θx1

q11(x1)
]xj

1 + βxj
3

)

=
α[1 + θω−θx1

q11(x1)
]x(c+1)

1

(1− x1)2
+

βx
(c+1)
3

(1 − x3)2

as major performance metrics and select some illustrative parameter set. Other
characteristics like the mean number of requests in the system

E(L) =
∞∑

j=1

j · (π0,j + π1,j) ,

or the mean number of active servers E(NV ) =
∑∞

j=1 min(j, c) · (π0,j + π1,j) and

the throughput η =
∑∞

j=1 vj · Cj ·
(

1
1

)
=

∑∞
j=1

∑1
i=0 πi,j · (Cj(i, 0) + Cj(i, 1))

can be computed in a similar manner.
In Figure 2(a) we plot the average number of waiting requests E(LQ) versus

d for the following parameter set of a high load regime: c = 100 servers, ω = 0.2,
θ = 1.0, μ = 5.0, μv = 2.5, ρ = λ/[(1 − ω)cμ] ∈ [0.7, 0.9]. It generates batch
arrivals of mean size E(S) = 1.25 and variance Var(S) = 0.3125 for a high
traffic intensity 0.7 ≤ ρ ≤ 0.9 and assumes that the average service time 1/μ of
requests needs only 20 % of the mean maintenance time 1/θ while during these
maintenance periods the latter service time is extended by 100 % compared to
the normal operation mode.

Considering the average number E(LQ) of requests waiting in the system, it is
observed that increasing the load ρ from 0.7 to 0.8 or from 0.8 to 0.9 generates an
increment of one order of magnitude. To show the impact of the size S of arriving
batches and the influence of ω = 1 − 1/E(S) and E(S) ∈ {1.25, 1.67, 2, 5, 10},
respectively, we use the set of the same parameters but fix the load at ρ = 0.8.
Figure 2(b) illustrates the average number of waiting requests E(LQ) versus d
and ω. In Figure 3 E(LQ) is plotted against d and μv for the load ρ = 0.9 and a
mean batch size of E(S) = 1/(1− ω) = 1.25.

It is observed that batch arrivals have the strongest impact on the average
number of waiting customers. The impact of the offered load ρ and the service
rate μv during maintenance can be handled by choosing an appropriate number
d of servers under maintenance.
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(a) (b)

Fig. 2. Average number E(LQ) of waiting requests versus d for different traffic load
ρ (left) and different control parameter ω = 1 − 1/E(S) of the mean batch size E(S)
(right)

Fig. 3. Average number E(LQ) of waiting requests versus d and μv

4 Conclusions

To model the queueing and congestion phenomena arising from maintenance
tasks of a virtualized server environment, we have presented in this study
a CPP/M/c multi-server system with Poissonian batch arrivals and working
vacations.

In the proposed queueing system the inter-arrival times of jobs requesting
service by a virtualized server follow a Generalized Exponential distribution. To
model the maintenance activities, we have assumed that a certain number of
servers goes simultaneously to a maintenance state for a random period when
they have completed the service of jobs and find no further requests in the
waiting line.
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Analyzing the arising Markovian model by matrix-analytic methods, we have
derived a new expression for the steady-state probabilities and proved a con-
ditional stochastic decomposition property. The validation of the approach in
a testbed and the estimation of the parameters by gathered data is a topic of
future research.

In conclusion, we believe that the proposed Markovian multi-server system
with working vacations can serve as a useful tool to define efficient maintenance
policies in the virtualized environment of current server farms.
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Abstract. Existing solutions for authentication and authorization in
Web services make use of technologies such as SAML or WS-Security.
These provide a static solution by using a set of predefined protocols. We
propose a semantic security protocol model from which security protocol
specifications are generated and automatically executed by participants.
The proposed model consists of a sequential component, implemented as
a WSDL-S specification, and an ontology component, implemented as an
OWL specification. The correctness of the proposed model is ensured by
using a set of rules and algorithms for generating it based on a protocol
model given by the user. We validate our approach by generating and im-
plementing several specifications for existing protocols such as ISO9798
or Kerberos protocols.

Keywords: Security protocols, automated execution, ontology, Web
services.

1 Introduction

Security protocols are “communication protocols dedicated to achieving security
goals” (C.J.F. Cremers and S. Mauw) [1] such as confidentiality, integrity or
availability.

Existing technologies, such as the Security Assertions Markup Language [16]
(i.e. SAML) or WS-Security [17] provide a unifying solution for the authentica-
tion and authorization issues through the use of predefined protocols. By imple-
menting these protocols, Web services authenticate users and provide authorized
access to resources. However these approaches are rather static, meaning that in
case of new security protocols, services must be reprogrammed.

In this paper we propose a semantic security protocol model (SSPM) for gen-
erating security protocol specifications that can be automatically executed by
participants. The SSPM has two components: a sequential model and an ontol-
ogy model. The first component is implemented as a WSDL-S [4] specification
while the second component is implemented as an OWL [12] specification. The
role of the WSDL-S implementation is to describe the message sequences and
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directions that must be executed by protocol participants. The role of the OWL
implementation is to provide semantic information such as the construction,
processing and implementation of cryptographic operations (e.g. encryption al-
gorithm, encryption mode, key).

The SSPM is constructed from a given SPM and it must maintain the pro-
tocol’s security properties. For this we propose several generating rules and al-
gorithms that provide a mapping for each component from SPM to SSPM. The
correctness of the proposed rules and algorithms results from the one-to-one
mapping of each component and from the correctness of SPM.

The paper is structured as follows. In section 2 we present the basic protocol
model. In section 3 we present the semantic model with generating rules and
algorithms. Example usage and experimental results are presented in section 4.
We relate our work to others in section 5. We end with a conclusion and future
work in section 6.

2 Protocol Model

Protocol participants communicate by exchanging terms constructed from ele-
ments belonging to the following basic sets: P, denoting the set of role names;
N, denoting the set of random numbers or nonces (i.e. “number once used”); K,
denoting the set of cryptographic keys; C, denoting the set of certificates and M,
denoting the set of user-defined message components.

In order for the protocol model to capture the message component types found
in security protocol implementations [16], [17] we specialize the basic sets with
the following subsets:

– PDN ⊆ P, denoting the set of distinguished names; PUD ⊆ P, denoting
the set of user-domain names; PIP ⊆ P, denoting the set of user-ip names;
PU = {P \ {PDN ∪ PUD ∪ PIP }}, denoting the set of names that do not
belong to the previous subsets;

– NT , denoting the set of timestamps; NDH , denoting the set of random num-
bers specific to the Diffie-Hellman key exchange; NA = {N \ {NDH ∪ NT }},
denoting the set of random numbers;

– KS ⊆ K, denoting the set of symmetric keys; KDH ⊆ K, denoting the set
of keys generated from a Diffie-Hellman key exchange; KPUB ⊆ K, denoting
the set of public keys; KPRV ⊆ K, denoting the set of private keys;

To denote the encryption type used to create cryptographic terms, we define the
following function names :

FuncName ::= sk (symmetric function)
| pk (asymmetric function)
| h (hash function)
| hmac (keyed hash function)

The encryption and decryption process makes use of cryptographic keys. De-
crypting an encrypted term is only possible if participants are in the possession
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of the decryption key pair. In case of symmetric cryptography, the decryption
key is the same as the encryption key. In case of asymmetric cryptography, there
is a public-private key pair. Determining the corresponding key pair is done using
the function −1 : K→ K.

The above-defined basic sets and function names are used in the definition of
terms, where we also introduce constructors for pairing and encryption:

T ::= . | P | N | K | C | M | (T, T) | {T}FuncName(T),

where the ‘.’ symbol is used to denote an empty term.
Having defined the terms exchanged by participants, we can proceed with

the definition of a node and a participant chain. To capture the sending and
receiving of terms, the definition of nodes uses signed terms. The occurrence of
a term with a positive sign denotes transmission, while the occurrence of a term
with a negative sign denotes reception.

Definition 1. A node is any transmission or reception of a term denoted as
〈σ, t〉, with t ∈ T and σ one of the symbols +,−. A node is written as −t or
+t. We use (±T) to denote a set of nodes. Let n ∈ (±T), then we define the
function sign(n) to map the sign and the function term(n) to map the term
corresponding to a given node.

Definition 2. A participant chain is a sequence of nodes. We use (±T)∗ to
denote the set of finite sequences of nodes and 〈±t1,±t2, . . . ,±ti〉 to denote an
element of (±T)∗.

In order to define a participant model we also need to define the preconditions
that must be met such that a participant is able to execute a given protocol. In
addition, we also need to define the effects resulting from a participant executing
a protocol.

Preconditions and effects are defined using predicates applied on terms:
CON TERM : T, denoting a generated term; CON PARTAUTH : T, denot-
ing participant authentication; CON CONF : T, denoting the confidentiality
of a given term); CON INTEG : T, denoting the integrity of a given term;
CON NONREP : T, denoting the non-repudiation property for a given term;
CON KEYEX : T, denoting a key exchange protocol.

The set of precondition-effect predicates is denoted by PR CC and the set of
precondition-effect predicate subsets is denoted by PR CC∗. The types attached
to each protocol term are modeled using the following predicates: TYPE DN : T
to denote distinguished names, TYPE UD : T to denote user-domain names,
TYPE NT : T to denote timestamps, TYPE NDH : T to denote Diffie-Hellman
random numbers,TYPE NA :T to denote other random numbers, TYPE NDH :
T × T × T × P × P to denote Diffie-Hellman symmetric keys, TYPE KSYM :
T × P × P to denote symmetric keys, TYPE KPUB : T × P to denote public
keys, TYPE KPRV : T × P to denote private keys, and TYPE CERT : T × P
do denote certificate terms.

The set of type predicates is denoted by PR TYPE and the set of type predicate
subsets is denoted by PR TYPE∗. Based on the defined sets and predicates we
are now ready to define the participant and protocol models.
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Definition 3. A participant model is a tuple 〈prec, eff , type, gen, part, chain〉,
where prec ∈ PR CC∗ is a set of precondition predicates, eff ∈ PR CC∗ is a set
of effect predicates, type ∈ PR TYPE is a set of type predicates, gen ∈ T∗ is a
set of generated terms, part ∈ P is a participant name and chain ∈ (±T)∗ is a
participant chain. We use the MPART symbol to denote the set of all participant
models.

Definition 4. A security protocol model is a collection of participant models
such that for each positive node n1 there is exactly one negative node n2 with
term(n1) = term(n2). We use the MPROT symbol to denote the set of all secu-
rity protocol models.

3 Semantic Security Protocol Model

In this section we propose a new semantic security protocol model (SSPM) based
on which we construct security protocol specifications that can be automatically
executed by protocol participants. The proposed model must maintain the se-
curity properties of the protocol and must provide sufficient information for
participants to be able to execute the protocol.

Protocols are given using their SPM model described in the previous section.
Based on this model we generate the corresponding SSPM that has two compo-
nents: the sequential model (SEQM) and the ontology model (ONTM). The first
component is implemented as a WSDL-S specification while the second compo-
nent is implemented as an OWL specification. In the remaining of this section
we provide a description of each component and we provide a set of rules to
generate SSPM from a given SPM.

3.1 Sequential and Ontology Models

We use the symbol URI to denote the set of Uniform Resource Identifiers, CONC
to denote the set of all concepts and CONC∗ to denote the set of subsets with
elements from CONC.

Definition 5. An annotation is a pair 〈uri, c〉, where uri ∈ URI and c ∈ CONC.
The set corresponding to a SSPM is denoted by ANNOT and the set of subsets
with elements from ANNOT is denoted by ANNOT∗.

By consulting the WSDL-S specification we define a message as a pair consisting
of the message direction and an annotation.

Definition 6. A message is a pair 〈d, a〉, where d ∈ {in, out} and a ∈ ANNOT.
We define MSG to denote a set of messages and MSG∗ to denote the set of
subsets with elements from MSG.

Next, we define the sequential model as a collection of preconditions, effects and
messages, based on the previous definitions.
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Definition 7. A sequential model is a triplet 〈s prec, s eff , s msg〉, where
s prec ∈ ANNOT∗ is a set of preconditions, s eff ∈ ANNOT∗ is a set of effects
and s msg ∈ MSG∗ is a set of messages.

The ontology model follows the description of OWL.

Definition 8. An ontology model is a triplet 〈conc, propr, inst〉, where conc ∈
CONC is a set of concepts, propr ∈ PROPR is a set of properties and inst ∈ INST
is a set of instances. An element from propr is a pair 〈α, β〉, where α is a unique
id and β is a syntactic construction denoting the property name.

Let pr1 = 〈α1, β1〉 and pr2 = 〈α2, β2〉. Then pr1 = pr2 iff α1 = α2 and
β1 = β2. We define the function ( )id to map the α component and the function
( )nm to map the β component of a given property.

We use PROPR to denote the set of all properties and INST to denote the set
of all instances. We use PROPR∗ to denote the set of all subsets with elements
from PROPR and INST∗ to denote the set of all subsets with elements from INST.

In order to handle the previously defined ontology model we define the function
( )d : PROPR → CONC to map the domain concept of a given property, ( )c :
PROPR → CONC to map the category concept of a given property, ( , )ci :
CONC×PROPR→ INST to map the instance corresponding to a domain concept
and property, ( )se : CONC → CONC∗ to map the set of concepts for which the
given concept is parent, ( )p : CONC → PROPR∗ to map the set of properties
for which the given concept is domain.

3.2 Generating the Semantic Security Protocol Model

In order to generate the SSPM for a given SPM, we start with a core ontology
model (OM) (figure 1) that contains concepts found in classical security pro-
tocols. The core OM was constructed by consulting security protocols found in
open libraries such as SPORE [15] or the library published by John Clark [5].

The core ontology is constructed from 7 sub-ontologies. The sub-ontologies
that must be extended with new concepts for each SSPM are denoted in figure 1
by interrupted lines, while the permanent sub-ontologies are denoted by con-
tinuous lines. The new concepts are generated from SPM, however, information
that is not available in the SPM must be provided by the user.

The SecurityProperty sub-ontology contains concepts such as Authentication,
Confidentiality or Session key exchange. The TermType sub-ontology includes
concepts related to term types used in security protocol messages such as Sym-
metricKey, PublicKey or ParticipantName. Concepts related to cryptographic
specifications such as encryption algorithms or encryption modes are found in
the sub-ontology CryptoSpec. In order to model modules needed to extract keys,
names or certificates we use the LoadingModule sub-ontology. The Participant-
Role sub-ontology defines concepts modeling roles handled by protocol partici-
pants such as Initiator, Respondent and Third Party.

The Knowledge sub-ontology contains 5 concepts: PreviousTerm, Accessed-
Module, InitialTerm, GeneratedTerm and DiscoveredTerm. Each concept defines
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Fig. 1. Core ontology of SSPM

a class of terms specific to security protocols: terms from previous executions,
modules, initial terms, generated terms and discovered terms.

The last sub-ontology is CommunicationTerm, which defines two concepts:
SentTerm and ReceivedTerm. This sub-ontology is extended for each SEM-S
with concepts that are sent or received. For each concept, functional properties
are defined denoting the operations performed on the terms corresponding to
concepts. The concepts used to extend the core ontology are specific to each
protocol, however, the defined properties are applied on all constructions. From
these properties we mention: hasKey, isStored, isVerified.

In order to generate the SSPM from a given SPM we define a set of rules and
generating algorithms. The developed rules use the ←r operator to denote
set reunion and the ←a operator to denote a value transfer.

The first two rules generate the predicate concepts corresponding to precondi-
tions prec from a SPM, where the function gc : T→ CONC is used to generate the
concept corresponding to a given term and the function gcc : PR CC → CONC
is used to generate the concept corresponding to a given precondition predicate:

pr ∈ prec pr = CON TERM (t)
c←a gc(t) s prec ←r {〈uri, c〉} (InitialT erm)se ←r {c}

pr term,

pr ∈ prec pr �= CON TERM (t)
s prec ←r {〈uri, gcc(pr)〉, 〈uri, gc(t)〉}pr propr.

The rules generating the effects have a similar structure because of the eff
set. For each positive or negative node there is a corresponding concept in the
SentTerm and ReceivedTerm sub-ontologies, generated by the following rules:

n ∈ chain sign(n) = +
c←a gtx(term(n)) s msg ←r {〈out, c〉} (SentT erm)se ←r {c}

msg tx,

n ∈ chain sign(n) = −
c←a grx(term(n)) s msg ←r {〈in, c〉} (ReceivedTerm)se ←r {c}

msg rx.

The concatenated terms corresponding to each transmitted or received term
are modeled using similar rules. For each sent term the SSPM must provide
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the construction operations and for each received term the SSPM must pro-
vide processing operations. Sub-concepts of SentTerm are connected to sub-
concepts of Knowledge through the isExtracted property, generated according to
the following rule, where we used the function PR CC∗ → ID to generate a new
property id:

c ∈ (SentT erm)se
p←a 〈gid(propr), isExtracted〉 (c)p ←r {p} (p)c ∈ (Knowledge)se

con extr.

Processing of received terms is done according to the type of the given term
and to the knowledge available to the user. The modeled operations introduce
constraints on the type and location of knowledge through the following rules,
where we used the E SYM : CONC predicate to denote symmetric encryption:

c ∈ (ReceivedTerm)se p ∈ (c)p (p)nm = isDecrypted

c′ ←a (p)c E SYM (c′) ∨ E SYM (c′) (c′) ∈ (DiscoveredTerm)se
con decr,

c ∈ (ReceivedTerm)se p ∈ (c)p (p)nm = isStored

c′ ←a (p)c (c′) ∈ (DiscoveredTerm)se
con stored,

c ∈ (ReceivedTerm)se p ∈ (c)p (p)nm = isV erified

c′ ←a (p)c (c′) ∈ {(DiscoveredTerm)se \ (AccessedModule)se}
con verif.

In the Knowledge sub-ontology, each concept has an isOfType property at-
tached based on which participants can decide on the operations to execute. For
each type, additional properties are defined such as the hasSymmAlg or hasKey
properties for symmetric encrypted terms. The rules based on which these prop-
erties are generated are specific to each type. For example, the following rules
define the algorithm type and key for an encrypted term that must be processed
or constructed:

c ∈ (Knowledge)se E SYM (c)
p←a 〈gid(propr), hasSymmAlg〉 (c)p ←r {p} (c, p)ci ∈ (Symmetric)se

sim alg,

c ∈ (Knowledge)se E SYM (c)
p←a 〈gid(propr), hasKey〉 (c)p ←r {p} (p)c ∈ (Knowledge)se

sim key.

The rules presented above are executed by algorithms. For example, modeling
positive nodes in SSPM is done through the use of algorithm 1. Here, the set of
knowledge KNOW corresponding to each executing participant grows with the
construction and reception of each new term. We used the function mpart : T→
T∗ to map the set of concatenated terms and the keyword “Exec” to denote the
execution of sub-algorithms.

3.3 Correctness of SSPM

In the generation process of SSPM from a given SPM, we consider a correct
SPM constructed by the user. With the large number of attacks reported in
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Algorithm 1. Model positive and negative nodes
Require: n ∈ (±T), sign(n) = +

for all t ∈ mpart(term(n)) do
Let c = gc(t)
Let p ⇐ @con extr(c)
if t ∈ KNOW then

(p)c ←a c
else if t = {t′}f(k) then

(GeneratedTerm)se ←r {c}
Exec ModelEncryptedGenerated(t)

else if t ∈ gen then
(GeneratedTerm)se ←r {c}
Exec ModelP lainGenerated(t)

else
(DiscoveredTerm)se ←r {c}
Exec ModelDiscoveredLoaded(t)

end if
KNOW ←r t

end for

the literature [6], [7], it is vital for new protocol models to maintain the se-
curity properties of protocols for which security properties have been proved
to hold.

In order to prove the correctness of the generated SSPM, we consider Γ repre-
senting the set of all information included in an SSPM. The information generated
by the proposed rules can be divided into three components: mapped information,
user-provided information and participant knowledge-based information.

The set of mapped information is denoted by γmap and represents information
originating directly from SPM. The set of user-provided information is denoted
by γup and represents information originating from the user (e.g. cryptographic
algorithms). The set of knowledge-based information originates from the knowl-
edge available when running the protocol and is denoted by γknow.

By using the above sets Γ = γmap ∪ γup ∪ γknow . The correctness of the
information contained in γmap results from the original protocol model, while
the correctness of the information contained in γup results from the assumption
that the user provides correct information.

The information contained in γknow is generated based on the design princi-
ples of fail-stop [11] protocols. These principles state that the correctness of each
received term must be verified and the protocol execution must be stopped imme-
diately in case of invalid terms. By using these principles, the rules we proposed
generate verification properties for each received term found in the participant’s
knowledge set. Protocols that do not follow these rules can not be modeled with
our method.

The the correctness of the generated SSPM follows from the correctness
of the information generated in the Γ set, constructed from the three sets
γmap, γup, γknow for which the correctness has been discussed above.
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...
<xsd:element name="Msg1Request">
<xsd:complexType>

<xsd:sequence>
<xsd:element name="Term1" type="xsd:base64Binary"

wssem:modelReference=".../SecProt.owl#SentTerm1">
</xsd:sequence>

</xsd:complexType>
</xsd:element>
...
<wsdl:operation name="Msg1">
<wsdl:output message="tns:Msg1Request"/>

</wsdl:operation>
<wssem:effect name="SessionKeyExchange"

wssem:modelReference=".../SecProt.owl#SessionKey"/>
...

Fig. 2. Part of the sequential model’s implementation

4 Experimental Results

In this section we exemplify the construction of a SSPM from a given SPM
and provide a few experimental result from implementing several generated
SSPM.

4.1 Constructing the SSPM for the “BAN” Protocol

In order to provide an example for constructing an SSPM for a given SPM, we
use the well-known “BAN Concrete Secure Andrew RPC” protocol [15]. This is
a two-party protocol providing a session key exchange using symmetric cryptog-
raphy. The protocol assumes that participants are already in the possession of a
long-term key Kab.

Because of space considerations, we only provide the construction of the SSPM
for the A participant. Based on this, the construction of the SSPM for the second
participant is straight-forward.

The precondition set precA for participant A is precA = {CON TERM (A),
CON TERM (B), CON TERM (Kab)} and the effect set eff A for the same par-
ticipant is eff A = {CON KEYEX (Kab)}. The set typeA = {TYPE UD (A),
TYPE UD(B), TYPE KSYM (A, B, Kab), TYPE KSYM (A, B, K), TYPE NA
(Na), TYPE NA(Nb)} defines the type corresponding to each term and the set
genA = {Na} defines the terms generated by participant A. The participant
name is partA = A and the participant chain is chainA = 〈+(A, Na),−{Na, K, B
}sk(Kab), +{Na}sk(K),−Nb〉.

By applying the rules and algorithms described in the previous sections we
generate the SSPM model. Due to space considerations, instead of describing
the actual SSPM we describe the implementation of the model. The sequential
model is implemented as a WSDL-S specification, while the ontology model is
implemented as a OWL specification.

Part of the resulted WSDL-S specification is given in figure 2 and part of the
graphical representation of the OWL specification is given in figure 3.
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Fig. 3. Part of the ontology model’s implementation

4.2 Executing the Generated Specifications

In order to prove that the SSPM model contains sufficient information for partic-
ipants to execute the generated specifications, we generated several WSDL-S and
OWL specifications corresponding to initiator and respondent protocol roles.

In order to execute the specifications, messages were encoded and transmitted
according to the constructions provided by the WS-Security standard [17]. In the
experiments we conducted, participants downloaded the specification files from
a public server and they were able to execute the protocols based only on the
received descriptions. The participants hardware and software configurations:
Intel Dual Core CPU at 1.8GHz, 1GByte of RAM, MS Windows XP.

Part of the experimental results are given in table 1, where the values correspond
tomilliseconds.The“Spec. proc” columndenotes the specificationprocessing time,
the “Msg. constr.” column denotes the message construction time (for output mes-
sages) and the “Msg. proc.” column denotes the message processing time (for input

Table 1. Protocol execution timings

Protocol Spec. proc. Msg. constr. Msg. proc. Total
participant (ms) (ms) (ms) (ms)
BANInit. 14.58 11.81 3.68 30.08
BANResp. 14.03 2.86 1.62 18.52
ISO9798 Init. 13.07 35.784 23.30 72.16
ISO9798Resp. 13.51 6.876 12.24 32.63
Kerb. Init. 1 22.63 0.83 0 23.47
Kerb. Init. 2 12.61 0.55 1.58 14.76
Kerb. Init. 3 2.23 3.34 0.94 6.52
Kerb.Resp. 1 19.28 0 0.41 19.69
Kerb.Resp. 2 10.81 3.379 1.67 15.87
Kerb.Resp. 3 5.25 11.41 3.59 20.26
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messages). The table contains two two-party protocols (“BAN Concrete Andrew
Secure RPC”, or more simply BAN, and ISO9798) and one three-party protocol
(Kerberos). The performance differences between the BAN and ISO9798 proto-
cols are due to the fact that ISO9798 makes use of public key cryptography, while
BAN uses only symmetric cryptography.

5 Related Work

In this section we describe approaches we found in the literature that mostly
relate to our proposal.

An approach that aims at the automatic implementation of security protocols
is given in [2]. This approach uses a formal description as a specification which
is executed by participants. The proposed specification does not make use of
Web service technologies, because of which inter-operability and extendability
of systems executing the given specifications becomes a real issue.

Abdullah and Menasc propose in [3] a specification that is constructed as
an XML document from which code is generated. The resulted code is then
compiled and executed by participants. Because of this aspect, our proposal is
more dynamic in the sense that applications can download and execute new
protocols based on the developed specifications automatically, without having
to stop program execution.

The authors from [8] propose a security ontology for resource annotation. The
proposed ontology defines concepts for security and authorization, for crypto-
graphic algorithms and for credentials. This proposal was designed to be used in
the process of security protocol description and selection based on several crite-
ria. In contrast, our ontologies, have a more detailed construction. For example,
the ontology from [8] defines a collection of cryptographic algorithms, however,
it does not define the algorithm mode, which is an implementation-specific in-
formation.

There have been several other security ontologies proposed [9], [10] which can
be used to complete our core ontology with additional concepts and properties,
for generating more complex protocol models.

6 Conclusion and Future Work

We developed a novel method for the automated execution of security protocols.
Our approach is based on a semantic security protocol model from which security
protocol specifications are generated. The sequential component of the proposed
model is implemented as a WSDL-S specification while the ontology component
is implemented as an OWL specification.

Constructing the SSPM model is not a trivial task and can induce new flaws
in correct protocols that can lead to attacks. In order to ensure a correct con-
struction process, we developed several generating rules and algorithms that map
each component from the input protocol model to a component in the SSPM
model.
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As future work we intend to develop a service-based middleware to support
secure distribution of these specifications. The middleware will also be able to
create new protocols based on already existing protocols and distribute the new
specifications to Web services.
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Abstract. In recent years, technologies like Ultra Wideband (UWB)
were developed that can be used to boost the data rate of wireless nodes
to a new level. The higher data rate makes wireless networks capable of
transporting multimedia content for real time applications like In Flight
Entertainment (IFE), surveillance applications, or structural health mon-
itoring. In this paper we measure and simulate the performance of a video
application for IFE over a high data rate multi hop wireless network using
a Directed Diffusion based routing protocol. Therefore, we take a look at
the perceived video quality instead of focusing solely on the packet deliv-
ery ratio. Furthermore, we discuss the parameters of the Statistic-Based
Routing (SBR) protocol which are relevant for this particular application
and focus on their impact on the video quality during topology changes.

Keywords: routing, wireless, multi-hop, video, performance.

1 Introduction

Frequent topology changes represent a serious problem for IFE since most of the
traffic has to be transmitted in real time which limits the possibility of retrans-
mitting lost packets. Depending on the used wireless technology, carry-on luggage
or clothes that are placed on the back rest might lead to topology changes. For
that reason, the routing protocol has to frequently send out messages to detect
topology changes and reroute traffic.

Thus, we have to deliberate over the question whether wireless solutions can
be competitive to wired solutions for our particular application of IFE. First of
all, the video quality that is recognized by a customer has to be approximately
on the same level to allow a comparison of wired and wireless solutions which
mainly depends on the routing protocol if we assume that the used physical layer
is capable to achieve a high point-to-point data rate. Other characteristics that
have to be taken into account are the costs for deployment and general mainte-
nance work. The installation costs of wired solutions in already assembled planes

L. Fratta et al. (Eds.): NETWORKING 2009, LNCS 5550, pp. 955–966, 2009.
c© IFIP International Federation for Information Processing 2009
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are more expensive than the installation costs of wireless solutions. Flexibility is
a very important issue since the airline companies are interested in adapting the
configuration of a plane, e.g. by extending the business or the economy class.

Our work is organized as follows. In Section 2 we take a look at wireless net-
work simulation tools and the way they simplify the signal propagation to allow
large-scale simulations. The problem of topology change detection is discussed
in Section 3. We describe the simulation of the routing protocol which is used
to evaluate the performance of the video application in Section 4 and its im-
plementation in Section 5 respectively. The framework that is used to estimate
the performance of the received video is introduced in Section 6. The results
are presented and analyzed in Section 7. Finally, we summarize the results and
introduce our future fields of research.

2 Related Work

As a consequence of rapid improvements in technology and miniturization, Wire-
less Multimedia Sensor Networks (WMSN)become more and more interesting
for a large number of new applications [1]. However, sensor nodes with UWB
or other high data rate wireless interfaces are hardly available at the moment.
Thus, simulation is the most common approach to estimate the performance of
WMSNs. Many simulation tools like ns-2 [2] or OPNET Modeler [3] come with
simplified propagation models, e.g. free space, which neglect most of the char-
acteristics that have great impact on the communication in a multi-hop wireless
network. Often, these models are even further simplified to allow the simula-
tion of large-scale networks within a justifiable amount of time. Kotz et al. [4]
summarized the typical assumptions that are made by simulations like circular
transmission area, equal transmission range, and symmetric links. Another work
that is published by the same research group [5] deals with the problem of sim-
ulation validation by using measurements from an environment typical to the
one of interest. Their results show that it is important to use measurements in
order to find out which propagation model meets the desired requirements.

Therefore, we decided not to focus solely on the standard performance metrics
like packet delivery ratio, end-to-end delay and jitter since they do not necessarily
represent the perceived link quality by the user. If we take a closer look e.g. at
video encoding and decoding, we recognize that the video quality over a lossy link
strongly depends on the way packets are lost. It is important to know whether
consecutive packets are lost as a consequence of topology changes, single packets
which might be caused by interference, or a low signal to noise ratio. For that
reason, we focus on the Mean Opinion Score (MOS) of a video transmission to
evaluate the performance of our network.

Kuladinithi et al. [6] implemented the AODV [7] protocol using the program-
ming language Java to allow the experimental evaluation of different AODV
implementations on various systems. Inspired by the their implementation we
decided to implement the SBR protocol [8] to evaluate its performance in a
testbed and compare the measurements with the simulation results gathered
from the OPNET Modeler simulation.
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3 Toplogy Change Detection

Many popular routing protocols like AODV [7] and OLSR [9] use time outs to
detect link breaks. In the following we refer the time interval as downtime that
is required by the routing protocol to detect a topology change and to find a
new valid route. The problem is to find an optimized expiry interval in order
to minimize the downtime on the one hand, and the probability that a link is
untruly assumed to be broken due to short temporary interference on the other
hand. For that reason, we have chosen the SBR protocol since it is able to detect
link breaks within a short amount of time.

SBR is based on the concept of Directed Diffusion which is a data-centric
and application aware paradigm which was introduced by C. Intanagonwiwat
et. al. [10]. Each node in the network broadcasts (hello) messages. These mes-
sages are similar to route requests in AODV and are forwarded by intermediate
nodes. The neighbor through which a new hello message was received is rated
by using a cumulative function. Thus, a higher routing value corresponds to a
higher link quality as a consequence of the cumulative function. Figure 1 shows
the downtime of the SBR protocol in the average case and in the worst case
depending on the development of the corresponding routing entry values.The
graphs represent the routing entry values of node A and B towards a destination
node X from the perspective of another node C. At time t0 node C receives the
first routing message via node A and at time tstart from node B respectively.
The link between node A and node C breaks at tloss. The alternative route via
node B becomes the route with the highest routing entry at thandover.

Node C forwards its data traffic for a destination node X either to node A
or node B. Node C always selects the neighbor with the highest routing entry
towards the destination as next hop. Therefore, the downtime represents the
time until the routing value of the alternative route becomes higher than the
previously best route. A topology change is detected quickly if the routing values
are on an equal level from the time when a link break occurs. Thus, the worst
case is represented by a scenario in which the routing entry of a single neighbor
is very high whereas the routing values of all other neighbors are very low.

(a) Average case (b) Worst case

Fig. 1. Topology change detection
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4 Simulation

We use a framework for WSNs which we have developed with the OPNET Mod-
eler 14.0 [3] software to simulate all layers of the communication stack. For this
particular simulation, we decided to use the IEEE 802.11 mac and physical layer
that is provided by OPNET to allow the comparison of the simulated perfor-
mance of the video application with the performance of a testbed using IEEE
802.11g interfaces. Therefore, we put our network and application layer on top
of OPNETs mac and physical layer to simulate the communication stack. Trace
files were recorded from video applications which are used for traffic generation
within the simulation in order to generate realistic traffic patterns.

In addition, we implemented a filter process which allows us to dynamically
modify the signal propagation to simulate unpredictable signal loss which leads
to major topology changes in the network. Furthermore, the process is used to
limit the signal propagation such that only a certain topology can be used which
corresponds exactly to the topology in the testbed. The statistics of the data
traffic are collected by a centralized node to allow a more flexible evaluation and
visualization. Thus, we extended the data source and sink OPNET models to
meet our requirements of traffic generation and evaluation.

5 Implementation

The programming language Java was used to implement the routing protocol
to allow its usage on different Operating Systems (OS). Most common OSs, e.g.
Linux and Windows, come with tools that allow the modification of their routing
table without much effort. Therefore, the Java routing application has to detect
which OS is used in order to know which commands are used by the OS. This
enables us to manipulate routes in the table without the need of notifying other
applications. The implementation consists of three major packages. The first one
is represented by the network package which is used to receive and transmit data
packets via the IEEE 802.11g interface. We use the Jpcap 0.7 [11] library which
is based on WinPcap to grab packets from the interface. The second package
covers configuration, routing table, and time management functions, e.g. timer
and statistic tasks, which are then used by the routing protocol. The behavior
of the routing protocol and the used messages build the third package. Incoming
packets are detected and evaluated by a receiver task which sends a callback to
the routing task to further evaluate the packet. The routing task then decides
what actions have to be performed according to the content of the packet, e.g.
modification of the routing table, changing of routing entries, forwarding or drop-
ping of the packet. Additionally, periodic tasks like hello message transmission
timer or routing entry decrease timer send callbacks to the routing application.

We added a filter class to the network package which covers the same function-
ality as the filter process within the OPNET simulation. Thus, we can restrict
the topology of the testbed according to the topology used in the simulation.
Furthermore, time triggered topology changes can be used to study the behavior
of the protocol to deal with link breaks depending on its configuration.
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6 Video Quality Evaluation

The standard method to assess the performance of video transmission systems
is to calculate the Peak Signal to Noise Ratio (PSNR) between the source and
the received (possibly distorted) video sequence.It is a differential metric which
is calculated image-wise and very similar to the well-known SNR but correlating
better with the human quality perception [12]. The PSNR calculation yields a
quality indicator for each image of the video sequence in relation to the original
image. Thus, this metric is only meaningful if the quality of the original image
sequence is high in terms of human perception which is not necessarily the case.
For instance, if the video sequence is passed through a state-of-the-art video en-
coder to reduce the bit-rate the compressed video will be already distorted since
modern video-codecs – like MPEG-4 or H.264 – are usually lossy. Loss of packets
will lead to decoding errors at the decoder/player while delay can cause buffer
under-runs. Both will ultimately cause the loss of images at the player. Since
modern video-codecs make extensive use of the temporal redundancy (encoding
only the differences) in most videos, the loss of single images also leads to the
distortion of all following images that are differentially encoded based on the lost
image. Lost frames usually will cause the video player to ”freeze” – to show the
last successfully received and decoded image. It is important for an image-by-
image metric to reproduce this behavior in case of transmission losses or delay in
order to avoid alignment issues between the source and the received video. For a
better illustration of the meaning of quality measures for non-experts the ITU-R
developed a quality indication scale which is tied to the quality impression of
human observers [14]. This scale is shown in Table 1.

ITU-R recommendation BT.500 [14] further describes a methodology to gain
these quality indicators by subjective assessment series (by a group of humans).
Such a scale is often called Mean Opinion Score and used in several quality
assessment systems. In [13] there is a mapping of PSNR values to MOS values
which can be used to roughly estimate the human quality perception for videos
with relatively low motion (like for instance videos from surveillance cameras).
This mapping from PSNR to MOS is shown in Table 2 and used in this paper.

A MOS value is assigned to each image according to Table 2 which is based on
the PSNR values that are calculated for every single image of a received video
sequence. These values are averaged over all images of a sequence to produce a
single quality indicator for a video transmission as proposed by the methodology

Table 1. ITU-R quality and impairment

Scale Quality Impairment

5 Excellent Imperceptible
4 Good Perceptible
3 Fair Slightly annoying
2 Poor Annoying
1 Bad Very annoying

Table 2. PSNR[dB] to MOS conversion

PSNR MOS

> 37 5 (Excellent)
31 - 37 4 (Good)
25 - 31 3 (Fair)
20 - 25 2 (Poor)
< 20 1 (Bad)
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described in [14]. However, averaging can be problematic for long videos since
short temporal distortions will not influence the average significantly. To avoid
this effect another depiction of the MOS values of the single images of the video
sequence is given in this paper in addition to the average values. The percentage
of images with a certain MOS is displayed and compared to the original video.

In this paper we evaluate the performance of a wireless video transmission
system by means of measurements and simulations taking into account the gen-
eral principles of video quality evaluation. Therefore, we use a video quality
evaluation tool-set – called EvalVid – which provides the necessary tools [15].

7 Results

We selected one of the standard video sequences which is used by a variety of
video encoding and transmission studies by, e. g., the Video Quality Experts
Group [16]. This video sequence is called ”Hall Monitor” and consists of 300
frames in CIF resolution (352x288 pixel) with 30 Hz frame rate. It is a relatively
low-motion sequence so that the PSNR to MOS mapping shown in Table 2 can be
applied. Due to the fact that it is only 10s long, we concatenated the sequence six
times. Since the video is recorded with static camera and there is little motion in
the scene, the influence of this concatenation on the video encoder performance
is low – even at the junctions. The resulting one minute long video was then
encoded with the state-of-the-art H.264 video encoder x264 [17] with an average
target bit-rate of 128 kbit/s. A key-frame was encoded every second in order to
have a good balance between coding efficiency and error recovery capabilities. To
give a better impression of the video sequence used, Figure 2 displays a sample
image together with the bit-rate profile and the PSNR between the encoded and
the original video.

A second video sequence with more motion was selected in order to stress the
performance evaluation methodology with content appropriate for IFE. Figure 3
shows a sample image from the one minute long scene from the Movie “Star
Wars III”. The resolution is 360x216 pixels and the frame rate is 25 Hz. With
current video encoding technology it is not possible to achieve an acceptable

(a) Sample image

0

20

40

60

80

100

120

140

160

180

200

0 1 2 3 4 5 6 7 8 9 10

Time [s]

D
at

a 
R

at
e 

[k
b

it/
s]

10

15

20

25

30

35

P
S

N
R

 [d
B

]

PSNR

Data Rate

(b) Video profile & quality

Fig. 2. Profile of “hall” video clip, (a) sample image (b) data rate & PSNR profile
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(a) Sample image
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Fig. 3. Profile of “sw3” video clip, (a) sample image (b) data rate & PSNR profile
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Fig. 4. Frame sizes of (a) “hall” video clip and (b) “”sw3“” video clip

PSNR with an average target bit-rate of 128 kbps. Consequently, the video clip
was encoded with a target bit-rate of 256 kbps. The different content of the
selected clips is also reflected in the variations of the size of the encoded frames
as shown in Figure 4. While the only variations in the hall clip are basically the
different sizes of the I and P frames, the frame size fluctuations in the sw3 clip
are much higher.

In order to calibrate the simulation with the measurements we performed
a set of test runs in a specific scenario. Five wireless nodes are initially con-
nected to each other and transmit the encoded hall video. sequence using RTP
(Real-time Transport Protocol) [19] from Node 1 to Node 5. The nodes in the
simulation and the testbed are configured such that they are forced to build a
string topology. Thus, they are only able to receive messages from their direct
neighbors. Node 5 represents an exception since it temporarily connects to the
other nodes as shown in Figure 5. We have chosen this extraordinary example due
to the fact that it is the worst case scenario for the routing protocol. A descrip-
tion of the connectivity during the simulation and the measurement is given in
Figure 5. Note, the u1, u2, and u3 are random variables which are selected at the
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Virtual

Movement
Node 5

Node 1 Node 2 Node 3 Node 4

Time [s]

Connectivity

Interval

30 + u1 45 + u2 60 + u3 7515

Video

Transmission

Fig. 5. Illustration of the connectivity during video transmission

beginning of the simulation according to a uniform distribution between -1s and
1s. The variables are required to shift the disconnection times in order to avoid
the alignment with I frames.

In the 15+u seconds interval, the direct connections between Node 5 and
Node 2, 3 and 4 respectively were detached which caused the system to find a
new route. This represents a relatively harsh scenario since abrupt disconnections
represent the worst case for real-time applications. The most relevant parameters
represent the hello message interval and the routing decrease interval which
are set to 1s. Due to the fact that the other parameters have no significant
impact in our scenario we skip their description since a detailed description of all
parameters is given in [8]. Furthermore, the implementation and the simulation
will be made available to download from [21].

Using EvalVid, a trace of the video file was generated, containing the size
and type of each video packet transmitted over RTP. Additionally, an IP-level
packet trace was created using Wireshark [20] at the transmitting and receiving
node. These traces were used by EvalVid to calculate packet and frame loss fig-
ures as well as reconstructing the received (possibly distorted) video files. The
received videos were then decoded using FFmpeg [18] to be able to calculate
the PSNR and MOS figures for the video quality evaluation. Figure 6 compares
the frame loss of the measurements and the simulations while Figure 7 shows
the corresponding MOS values for the received video. The overall frame loss is
slightly higher for the measurements which is caused by single packet losses due
to interferences, multi-path propagation, and moving obstacles. Moreover, the
percentage of key I frames lost in the simulation was slightly higher which was
quite suprising. A closer look at the trace files revealed that the starting times
of the disconnections were varying more during the measurements due to the
human reaction time. Against, in the simulations the disconnection interval was
quite stable and accidentally always during an I frame transmission. This effect
is avoided in the following parameter study by equally distributing the discon-
nection intervals in a certain range. The bars in Figure 7 show the percentage
of frames with a certain MOS in comparison to the reference videos (rightmost)
MOS distribution. The reference video reflects the coding loss and consists of
100% frames with a MOS of 4 (good). In contrast to the raw frame loss these
results include the quality degradation caused by frames that could not be cor-
rectly decoded due to losses of previous frames. Though the key frame loss in
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Fig. 6. Hall - Comparison of frame loss, (a) measurements (b) simulations
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Fig. 7. Hall - Comparison of MOS, (a) measurements (b) simulations

the simulations was higher the quality of the video was worse in the measured
scenario. This is caused by the rare random single packet losses during the mea-
surements which influence all following P frames after the packet loss until the
next I frame. The impact that single packet losses have on the MOS and PSNR
depends on the used encoder, its configuration e.g. the I frame rate, and the
type of video which is encoded e.g. action sequence or landscape stills.

Considering the differences between the measurements and the simulation,
the loss and MOS statistics are similar enough such that we can focus on the
simulation in order to evaluate the performance of the testbed. In the following
we want to demonstrate how to use the simulation for performance evaluation
and parameter optimization of the routing protocol to achieve an acceptable
video quality even in the case of abrupt disconnections. Thus, we varied the
hello message interval of SBR from 1.0s down to 0.1s in steps of 0.1s and trans-
mitted the video 100 times for each setting. The scenario simulated was again
the multi-hop setup with three abrupt disconnections in a 15s interval. The exact
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Fig. 8. Hall - Average frame loss (a) and average MOS (b) against the routing overhead

disconnection times were equally distributed in a window of ±1s to avoid the
exact alignment with a key frame.

Figure 8 shows the resulting average frame loss as well as the average MOS
against the overhead of the routing protocol in percent of the video traffic for
the hall clip. Though the frame loss varies between 1% and 8% the average MOS
only varies between about 3.7 and 3.8. The reason for this is that each lost frame
can influences the following frames up to the next key frame. Figure 10 shows the
percentage of frames with a certain MOS. Due to the fact that the expressiveness
of the average MOS is limited in case of longer videos. Figure 9 shows the frame
loss and MOS statistics for the high-motion scene sw3. Although the frame loss
rate is not higher than in the low-motion hall clip, the average MOS is suffering
more from the losses. This results from the higher differences between adjacent
frames which lead to a higher sensitivity to lost frames. Another factor is the
appearance of frames with a very low MOS (1-2). In fact, the disturbances of the
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Fig. 9. SW3 - Average frame loss (a) and average MOS (b) against the routing overhead
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Fig. 10. Percentage of frames with certain MOS values depending on the hello message
interval in comparison to the reference video quality

video quality are short in both investigated cases. Figure 10 shows the number
of frames with a certain MOS in comparison to the undistorted reference. In
contrast to the average MOS curves in Figure 8(b) and Figure 9(b), it is shown
here that the quality impact on the sw3 clip is much smaller than on the hall
clip, which results from the faster recovering in case of losses due to the higher
number of intra-coded parts.

The overhead of the routing protocol rises exponentially with the downsizing
of the hello message interval. It is acceptable up to around 2-3% of the applica-
tion traffic, since this is in the range of the protocol overhead of RTP (1.7% in
this scenario). The relative routing overhead is lower for the sw3 scenario since
the bit-rate is higher than in the hall scenario. The MOS distribution bars in
Figure 10 show that the difference in quality between the message interval of 0.3s
and 0.4s is not noticeable by human observer. Considering the smaller overhead
a hello message interval of 0.4s of the SBR protocol would be optimal in this
scenario regarding the perceived video quality.

8 Conclusions and Future Work

We studied the performance of the network to deal with frequent topology
changes depending on the duration of the hello message interval of the SBR
protocol. The parameter hello message interval was adjusted in order to achieve
an acceptable video quality which was measured by comparing the MOS value
of the source and the received video.

The implemented simulation and performance evaluation framework will be
used to optimize intra-aircraft applications ranging from surveillance to enter-
tainment. Since the criticality of the applications is different, it is essential that
the evaluation methodology reflects the specific requirements in terms of per-
ceived quality. We are confident that the performance evaluation framework
introduced in this study is useful for other researchers who want to assess the
performance of a wide range of wireless video transmission systems.
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