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Preface 

This book contains a selection of the best papers from WEBIST 2008 (the Fourth 
International Conference on Web Information Systems and Technologies), held in 
Funchal, Madeira, in 2008, organized by the Institute for Systems and Technologies of 
Information, Control and Communication (INSTICC), and co-sponsored by the Work-
flow Management Coalition (WfMC). 

The purpose of the WEBIST series of conferences is to bring together researchers, 
engineers and practitioners interested in the technological advances and business ap-
plications of web-based information systems. The series focuses on four main topic 
areas, covering different aspects of web information systems, including internet tech-
nology; web interfaces and applications; society, e-business, and e-government; and  
e-learning. 

WEBIST 2008 received 238 paper submissions from more than 40 countries on all 
continents. A double-blind review process was enforced, with the help of more than 
200 experts from the international Program Committee, each of them specialized in 
one of the main conference topic areas. After reviewing, 32 papers were selected to be 
published and presented as full papers and 64 additional papers, describing work-in-
progress, as short papers for oral presentation only. Furthermore, 58 papers were pre-
sented as posters. The full-paper acceptance ratio was 13%, and the total oral paper 
acceptance ratio was 40%.  

Therefore, we hope that you find the papers included in this book interesting, and 
we trust they may represent a helpful reference in the future for all those who need to 
address any of the research areas mentioned above. 
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The Tao of SOA 

Tony C. Shan 

IBM, 10712 Hellebore Road, Charlotte, North Carolina 28213, U.S.A. 
tonycshan@yahoo.com 

Abstract. This paper describes a comprehensive framework aiming to facilitate 
the effective adoption and operationalization of SOA in large enterprise com-
puting environments, which consists of the Strategy, Automation, Methodol-
ogy, Patterns, Lifecycle, and Engineering (SAMPLE) aspects. The major pain 
points in SOA are analyzed, such as the increasing dynamics, growing integra-
tion, proliferation of techniques, more heterogeneous platforms, disparate visual 
notations, intricate processes, disjointed operating models, and fragmented ac-
tivities of WS-* specifications. The overarching SAMPLE model is designed to 
provide a sophisticated integration of appropriate capabilities and knowledge to 
filter the inessential from the essential. In the Strategy aspect, a metamodel, 
technology architecture planning, and strategy roadmapping are presented. The 
Automation aspect deals with tools, service lifecycle, and COTS mapping. The 
Methodology aspect covers a hybrid method, SOA principles, and a methodical 
process. The prominent elements of the Patterns aspect include data caching 
patterns, a reference model, and open source reference implementation. The 
Lifecycle aspect contains a methodical means to mature IT systems: review, 
refactoring, reengineering, and rearchitecting (R4). Finally, the Engineering as-
pect evolves the traditional software engineering and systems engineering prac-
tices to the service engineering discipline. Moreover, a 10-point list of SOA 
guidance is introduced from a practitioner’s standpoint, which gives best-
practice guidelines to adopt and execute SOA practically in big organizations. 

Keywords: Service-oriented, computing, framework, model, architecture, proc-
ess, integration, environment, technology, development, management, roadmap, 
infrastructure, standards, practice, pattern, method, taxonomy, maturity, lifecy-
cle, tool, platform, and strategy. 

1   Introduction 

The uniqueness of Information Technology (IT) sets itself differentiated from other 
traditional industries like car manufacturing in that it primarily deals with bits rather 
than atoms. Even though software never wears out, there has been hardly any software-
intensive application in production that is 100% bug free to run eternally. What is 
unique is that components in information technology solutions interact in a nonlinear 
way. As the inherent complexity has exponentially grown in the IT architecture over 
the years, it has become more challenging as to how to manage the lifecycle of systems 
development in an effective fashion. The Standish Group published a Chaos Report 
[1], which showed some interesting findings about the reality of IT industry: a majority 
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of IT projects are routinely behind schedule, over budget, not meeting user require-
ments, or completely canceled before being deployed to the field. A good number of 
highly visible large-scale projects failed in the past few years, confirming the trouble-
some IT situation. For example, the Virtual Case File System [2] by FBI (U.S. Federal 
Bureau of Investigation) had to be canceled with an estimated loss of $170 million in 
2005. The U.S. Department of Homeland Security was forced to shut down the 
Emerge2 program [3], which cost $229 million due to project failure in September 
2006. The defect rate in the rolled-out IT systems mandates a vast amount of money in 
corporate IT to be allocated not for new development, but rather for bug fixes and 
patch maintenance of released applications. Service-Oriented Architecture (SOA) is 
called upon to help solve the problem or at least mitigate the daunting issue. 

2   Architecture Pain Points 

From a systems development lifecycle (SDLC) standpoint, it becomes commonplace 
that most design efforts of software-intensive systems are disjointed in silos, similar 
to the phenomenon in the old tale of “The Blind Men and the Elephant.” The continu-
ous growth of the architecture complexity will make the shortcomings of the frag-
mented IT development practices become more visible and devastating. SOA, as a 
recent revolutionary discipline, is expected by many people to entirely resolve the 
prevailing issues. On the contrary, SOA is not a silver bullet to a large extent. If the 
anticipation is set wrongly and the effect of SOA is misunderstood, jumping onto 
SOA blindly could lead to a catastrophic failure in large-scale organizations. In the 
real-world situations, the activities via SOA without forward-thinking planning, ap-
propriate mindsets, well-defined objectives, rationalized reasoning, fact-based justifi-
cation criteria, sufficient leadership support, proper organizational structure, skillful 
resources, disciplined behavior changes, and effective operating models often result in 
even worse outcomes than without SOA. 

A complex service-oriented solution is usually constructed using a variety of prod-
ucts, tools, packages, libraries, standards, protocols, patterns, interfaces, and models. 
It cannot be fully comprehended from a single point of view. There are generally 
three key perspectives as described below: 

• Business Perspective 
o Business process model 
o Value chain flow 
o Business strategy priorities 
o Business architecture 

• Technology Perspective 
o Functionality realized as processes and/or services 
o Mapping of business process activities to service entities 
o Modeling, notations, and taxonomy 
o Industry sector-specific standards, e.g. ACORD, iXRetail, 

eTOM, IFW, IFX, SCOR, HL7, NHI 
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• Operations Perspective 
o Quality of services and monitoring 
o Enterprise service bus and integration  
o Service platforms and frameworks 
o Network and storage 
o Virtualization and cloud computing  

The evolving complexity in a service-oriented solution magnifies some of the key 
challenges in the architecting practices, such as the increasing dynamics, growing 
integration points, disparate visual notations, fragmented WS-* specification activi-
ties, and barriers to deploy functional governance, which collectively further widen 
the gap of communications. As an example, a typical large-size enterprise system 
today deals with the composition and integration of an array of technical selections – 
an enterprise mashup or portal server, single sign-on, authorization services, customer 
applications, shared services, reusable assets, business process management, service 
registry/repository, service management, enterprise service bus, business activity 
monitoring, legacy systems, EAI, reporting, application frameworks, enterprise in-
formation integration, business intelligence, storage, infrastructure, network, quality 
of services, non-functional requirements, tools, etc. It has come to a consensus by 
many practitioners that a critical factor to the success of SOA adoption is the effec-
tiveness of handling the complexity of the large-scale architecture as the size and 
number of details become hardly controllable or manageable via traditional methods. 

Divide-and-conquer is a conventional tactics to cope with complexity, in an at-
tempt to decompose the architecture to the level that is sufficiently simple to ade-
quately address the design concerns and craft solution options in a straightforward 
manner. The technique of abstraction is also widely employed to construct the simpli-
fied models by hiding and filtering details that are irrelevant to the level under con-
sideration. In general, complexity can be categorized into three types: logical – proof 
of correctness becomes very difficult, time-consuming, and impossible, psychological 
– comprehensibility to understand, and structural – number of elements. Various 
complexity metrics are available such as the graph-theoretic measure. Nevertheless, 
the essential complexity is irreducible as pointed out by Fred Brooks [4]. Grady 
Booch has a similar observation [5] – the most fruitful path of investigation ties archi-
tectural complexity to entropy, i.e., the measure of the disorganization of a system 
and/or the size of the state space of the system. I can "feel" that one system or imple-
mentation is more or less complex than another, but I can't empirically defend that 
feeling in many cases. To make the matter worse, as a program grows, its complexity 
increases much more than linearly [6]. In reality, architectural complexity is essen-
tially coped with in an art format to a certain degree. Practical approaches tend to be 
more realistic for better analyzability in the real-world projects. 

3   Comprehensive Approach 

As defined in the Merriam-Webster dictionary [7], Tao is an art or skill of doing 
something in harmony with the essential nature of the thing. In plain English, the Tao 
of SOA is a methodical approach consisting of a range of better-than-ordinary means 
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of strategizing and operationalizing SOA, making the best use of the knowledge 
available but with often incomplete information due to various constraints – a trait 
developed by experience, but not taught. The Tao of SOA is intended to help move 
from chaos to coherence. 

A practical SOA approach is proposed, which is composed of Strategy, Automa-
tion, Methodology, Patterns, Lifecycle, and Engineering (SAMPLE). The Strategy 
aspect lays out the plans to run SOA in a controlled mode. The Automation aspect 
deals with repeatable and objective processes. The Methodology aspect is with regard 
to the disciplined ways to execute SOA. The Patterns aspect documents the best prac-
tices and lessons learned, to avoid reinventing the wheel and stay away from the 
common pitfalls. The Lifecycle aspect handles the end-to-end process management 
and governance of the SOA evolution. Finally, the Engineering aspect applies the 
science and mathematics to the design and manufacture of service-oriented solutions 
and products.  

Figure 1 illustrates the key characteristics of each aspect in the SAMPLE model.  

 

Fig. 1. SAMPLE Model 

The Strategy aspect lays out a vision blueprint and a mission that is well-aligned 
with the strategic foresight. As a roadmap of technology strategy, a multi-generation 
plan is constructed to formulate a variety of work tracks and streams for both future 
and immediate SOA needs in realization of the technical capabilities. Different stake-
holders often possess drastically dissimilar priorities, timelines, funding, restrictions, 
resources, and drivers in an organization. Techniques like SWOT are employed to 
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analyze the portfolios thoroughly, which builds a foundation to justify the tradeoffs 
and drive out a balanced approach with minimum risk of failures. A key to the suc-
cess of the strategic SOA planning is the separation of concerns and responsibilities. 
The decisions, standards, guidelines and policies must be well-communicated and 
vetted with appropriate parties. Proper trainings enable the project teams to retool 
their skillsets in a timely fashion. The strategy contents must be periodically updated 
as triggered by the changes of the conditions and the advancement of technologies 
and practices. A detailed breakdown of key activities in a sequence of time spans 
helps allocate appropriate resources to work on prioritized items for short-term, near-
term and long-term goals. 

The Automation aspect makes use of both commercial and open source products 
for various development activities in the SOA execution process. The tasks can be 
categorized into 3 groups: design-time, run-time and change-time, such as service 
versioning, modeling, testing, build/deploy, management, business activity monitor-
ing, compliance validation, and service repository. A sophisticated service regis-
try/repository catalogs all published services in a central location, with the service 
metadata specified in a consistent format. It allows for rich search capabilities by the 
potential service callers and manages the service-level agreements (SLA) for the  
consumptions at run time. In a heterogeneous environment, the interoperability of 
services and implementation platforms is critical to maximize the reuse of shared 
services. Two industry standards by WS-I – Basic Profile (BP) and Basic Security 
Profile (BSP) – validate the conformance. One may take advantage of advanced  
computing techniques to enable the transparency of service location in an autonomous 
on-demand fashion, via workload management, virtualization, cloud computing, self-
healing, fault-tolerance, real-time optimization, and so forth. Automatic tools help 
facilitate the effective control and governance in the change management process. 

The Methodology aspect addresses the SOA methods that deal with the dimensions 
of process, people, technology, and information. Standard notations are advocated in 
modeling and model transformations in round-trip engineering as a discipline in the 
process. The principles in the agile methods are leveraged for iterative progress in 
project execution. Common terminology, taxonomy and ontology are defined to fa-
cilitate effective communications among the stakeholders of different backgrounds in 
a semantic fashion. Key indicators and success factors are specified to quantify the 
progress and growth in terms of the maturity of the SOA program. Service govern-
ance practices are enforced to properly manage the changes and issues related to cul-
ture, organization, and behavior, with roles and responsibilities clearly identified in a 
RACI matrix. In addition, streamlined methods in a lightweight format are applied to 
medium- and small-size projects, to promote the pragmatism and practicality for agil-
ity and responsiveness.  

The Patterns aspect captures and documents the reusable solutions for service, 
process, asset, and product development. Patterns can be classified into different cate-
gories: technical, engineering, solution, implementation, deployment, network, founda-
tion, and infrastructure. Reference models are built as an abstract SOA pattern, which 
are based upon to create SOA stacks. SOA frameworks are constructed accordingly, 
where individual capabilities are consequently realized by runtime products to formu-
late a combination of SOA logical model and physical model, called SOAstructure. 
Traditional patterns such as GoF design patterns, Java EE patterns, integration patterns, 
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analysis patterns, security patterns, and network patterns are aggregated and adapted to 
be incorporated in the SOA pattern library. Furthermore, antipatterns are collected to 
record known pitfalls and lessons learned in the project executions as well. 

The Lifecycle aspect is about the end-to-end sustainable management in the course 
of solutions development. A practical process is in use to propel the incremental op-
timization in maturity. The process comprises review, refactoring, reengineering, and 
rearchitecting (R4). In the review stage, a comprehensive technical assessment is 
conducted, which includes the detailed analysis of the business process, systems, 
applications, data, architecture, technology selections, security, infrastructure, quality 
of services, testing, integration, systems management, build, deployment, configura-
tion management, operations, and support. Other aspects worth in-depth investiga-
tions are tool choices, methodology, process, defect tracking, change control, and 
code quality metrics. The foremost objective is to identify the pain points and gaps. 
The outcome of the review activities sets the directions for the next-step course of 
actions. Refactoring is useful for application internal reorganization, suitable for those 
systems that do not need a major overhaul, including reorganizing the internal struc-
ture, restructuring codes, renaming classes and methods, extracting code segments to 
become a separate method, consolidating methods, decomposing classes and methods, 
improving the program design, enhancing the maintainability, eliminating bad-
practice codes, moving features between objects, simplifying conditional expressions, 
dealing with generalization, and maximizing reuse. In reengineering of the business 
process, software, data, and application, part of a system is reconstituted to a new 
form, by means of revamping the existing systems and exploiting the most appropri-
ate technologies. Various techniques are utilized to plan, model, integrate and migrate 
the systems consolidation and decomposition as well as reverse engineering when 
necessary. In the scenarios where the systems are largely outdated, a fundamental 
redesign becomes a mandate to rearchitect the solutions. Key facets in the rearchitect-
ing efforts are the business process analysis, conceptual modeling, core services, 
aggregated services, process workflow, access control, process orchestration, business 
integration, logical architecture, data architecture, physical architecture, system topol-
ogy, communications, integration, service interface, application frameworks, and 
component design. 

The Engineering aspect evolves the traditional software engineering and systems 
engineering practices to the service engineering discipline. A service engineering 
process can be broken down to a series of stages: portfolio assessment, service analy-
sis, service modeling, service realization, service assembly, and service management. 
Along these stages, three main streams are defined, namely, inputs, activities, and 
artifacts. This forms a 2-D matrix with each cell detailing the elements for a particular 
work stage in a specific stream. For example, the key inputs to the service analysis are 
business use cases, applications suitable for service mining, business trust require-
ment, business rules, business policies, enterprise taxonomy, business patterns, and 
service meta-model. The major activities in the service analysis include the domain 
decomposition, business service identification, mapping of application capabilities to 
services, impedance rationalization/consolidation, service granularity definition, ser-
vice classification, service matching, service rationalization, and service consolida-
tion. The core artifacts consists of the deliverables of business services, application 
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services, choreography/orchestration, composition, atomic services, shared services, 
domain services, portfolio/channel services, infrastructure services, and utility services. 

4   Implementation Guide 

To efficiently implement the SAMPLE framework in real-life SOA projects, a  
10-point list of best practice guidelines is defined as follows. 

1. Start small: take baby steps for adoption and implementation with low hang-
ing fruits, so the effect and impact can be visible and be promptly evaluated 
in a short term 

2. Openness: adopt or create an open structure based on standards, so as to 
eliminate the product or platform lock-ins 

3. Asynchrony: promote loose-coupling at different levels and leverage event-
driven SOA 

4. Web: use Web as a platform and migrate to social and collaborative comput-
ing with richer user experience via Web X.0, e.g. Wiki, RIA, mashups, and 
semantic web 

5. Iteration: enable incremental buildouts via phases in a lifecycle 
6. Simplification: keep it simple and straightforward (KISS) in the portfolio 

and infrastructure rationalization 
7. Decisioning: establish a sophisticated governance model for objective ra-

tionale assessment and tradeoff justification without bias 
8. Operationalization: build a disciplined process for execution and concept 

localization 
9. Multiplicity: make full use of multi-dimensional views with multiple metrics 

and metadata for effective business process monitoring and management  
10. Strategy: set a winning plan for strategization and develop an overarching 

SOA framework 
 

As a case study, a pragmatic SOA adoption and execution in a financial institution is 
articulated in a separate writing [8]. 

5   Conclusions 

As the complexity, size and number of details in IT solutions have been growing at an 
unprecedented pace, which is keeping going even faster, an adaptive approach is in 
need to effectively manage the architecting practices in a disciplined manner. The 
pragmatic approach defined in this paper comprises six aspects – Strategy, Automa-
tion, Methodology, Patterns, Lifecycle, and Engineering (SAMPLE). The key chal-
lenges in SOA are analyzed, such as the increasing integration, growing dynamics, 
disparate visual notations, fragmented WS-* specification activities, and barriers to 
deploy useful governance, collectively resulting in a wider gap of communications. 
The SAMPLE model is an overarching model aiming to enable a mature integration 
of proper knowledge and capabilities to filter the inessential from the essential. The 
Strategy aspect addresses the strategy metamodel, technology architecture planning, 



10 T.C. Shan 

and strategy roadmapping. The Automation aspect covers tools, service lifecycle, and 
COTS mapping. In the Methodology aspect, a hybrid method, SOA philosophy, and a 
SOA framework are the key components. The prominent elements of the Patterns 
aspect are data caching patterns, reference model, and open source reference imple-
mentation. The Lifecycle aspect defines a methodical means to mature the systems: 
review, refactoring, reengineering, and rearchitecting (R4). Last but not least, the 
Engineering aspect deals with the service engineering discipline, which leverages the 
software engineering and systems engineering practices. Moreover, a 10-point list of 
SOA guidelines is specified from a practitioner’s viewpoint, which provides best-
practice guidance to adopt and execute SOA pragmatically in large enterprise comput-
ing environments. 

References 

1. The Standish Group (2006), http://www.standishgroup.com 
2. Goldstein, H.: Who Killed the Virtual Case File? IEEE Spectrum (September 2005) 
3. Federal Computer Week (2006),  

http://www.fcw.com/online/news/102253-1.html 
4. Brooks, F.P.: No Silver Bullet - essence and accident in software Engineering. In: Proceed-

ings of the IFIP Tenth World Computing Conference, pp. 1069–1076 (1986) 
5. Booch, G.: Blog (Handbook of Software Architecture) (2007),  

http://booch.com/architecture/blog.jsp?archive=2007-02.html 
6. Robinson, J.A.: Software Design for Engineers and Scientists. Newnes, Boston (2004) 
7. The Merriam-Webster Online Dictionary (2008), 

http://www.merriam-webster.com 
8. Shan, T.C., Hua, W.: A Service-Oriented Solution Framework for Internet Banking. Inter-

national Journal of Web Services Research 3(1), 29–48 (2006) 



J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 11–26, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Architecture-Centric Software Quality Management 

Leszek A. Maciaszek 

Macquarie University, Department of Computing, NSW 2109, Sydney, Australia 
leszek@ics.mq.edu.au 

Abstract. Software quality is a multi-faceted concept defined using different  
attributes and models. From all various quality requirements, the quality of 
adaptiveness is by far most critical. Based on this assumption, this paper offers 
an architecture-centric approach to production of measurably-adaptive systems. 
The paper uses the PCBMER (Presentation, Controller, Bean, Mediator, Entity, 
and Resource) meta-architecture to demonstrate how complexity of a software 
solution can be measured and kept under control in standalone applications. 
Meta-architectural extensions aimed at managing quality in integration devel-
opment projects are also introduced. The DSM (Design Structure Matrix) 
method is used to explain our approach to measure the quality. The discussion 
is conducted against the background of the holonic approach to science (as the 
middle-ground between holism and reductionism).  

Keywords: Software systems, software quality, software architecture, emer-
gence, complexity, adaptiveness, networks, holarchies, PCBMER, DSM. 

1   Introduction 

Barry Boehm identifies the main challenges of 21st-century software engineers as: 
increasingly rapid change, uncertainty and emergence, dependability, diversity, and 
interdependence [3]. This list of challenges is consistent with observations of other 
visionaries, such as Rodney Brooks [5]. Jeannette Wing [20] summarizes these chal-
lenges in the question: (How) can we build complex systems simply? 

Understandably, the answers are not easy. It is obvious, however, that we have to 
look for answers in software quality management. Quality eludes software engineers. 
Following other visionaries, such as Grady Booch [4], we argue for the architecture-
first approach to software production. 

The three main keywords of this paper are: software, quality, and architecture. 
These three concepts have meanings going beyond computing and information sys-
tems. It is therefore important, in the interest of scientific rigor, to define these terms 
and to structure the paper around them. Accordingly, the paper focuses on these three 
notions and hopefully provides at least partial answer to Jeannette Wing’s question. 

2   Software Systems 

A system is typically defined as “a complex whole the functioning of which depends 
on its parts and the interactions between those parts.” [11, p.3]. This definition is 
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unassuming about the scientific methods of studying systems. The following addi-
tional characteristic places the system notion in the realm of holism as an approach to 
science – a system is “an integrated whole whose properties cannot be reduced to 
those of its parts.” [7, p.26]. 

Holism centers on the Aristotelian observation that the whole is greater than the 
sum of the parts. This observation emphasizes emergent, rather than resultant, proper-
ties in systems. Emergence [7] is seen as the arising of quantitative changes and novel 
structures and behaviors during the process of qualitative changes and self-
organization in complex systems. Interestingly enough, reductionism (while on the 
opposite end of scientific investigation) also embraces emergence (albeit in its weaker 
form) to explain biological evolution and complexity. Reductionists explain arising of 
new properties in systems in terms of interactions between parts. By contrast, or 
rather in addition, holists explain new properties (also) as a result of interactions be-
tween the whole and its environment. 

In this paper and elsewhere [e.g. 16], we follow the middle-ground holonic ap-
proach to the theory of complex systems. Arthur Koestler’s notion of holon is an 
object that is both a whole and a part [12]. It has an integrative tendency to function 
as part of the larger whole, and a self assertive tendency to preserve its individual 
autonomy. A complex system is then a stratified (arranged in layers) set of holons  
(a holarchy) able to interact with holons in neighbouring layers and with the environ-
ment (or holons in other systems).  

While these definitions arise mostly from studies of biological systems, human-
made systems need to be subjected to similar studies in order to understand their 
complexity and evolution. Before we elaborate on this point in later sections, let us 
categorize the systems of interest to our scientific investigation. Fig. 1 illustrates that 
software system is part of information system, which in turn is part of enterprise sys-
tem, and an enterprise system - and therefore also software and information systems - 
function within an environment.  

Software system is understood here as a computerized solution to a business prob-
lem. It is a pre-programmed application that executes on a computer or a network of 
computers. The human user interacts with the software system to perform business 
processes and tasks. 

Environment

Enterprise system

Information system

Software system

 

Fig. 1. Kinds of systems 
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An explicit human icon in Fig. 1 symbolizes that the user interacts with software 
and that information system is a social system in which some information is processed 
manually and which includes people, procedures, communications, decision making, 
business rules, internal and external business conditions, etc.  

The human icon superimposed on the image of a building symbolizes that enter-
prise system functions within an organization created under relevant laws for a busi-
ness endeavour. An enterprise is a networked entity and its information systems are 
typically integrated with its customers, suppliers and other business partners. Such 
integration involves information systems of the partners and makes use of the Internet 
and other networks. The image of the city within the environment symbolizes integra-
tion and interoperability between enterprise systems. 

Although the notions of quality and architecture can be, and frequently are, dis-
cussed in the context of information and enterprise systems, we take here a more 
humble viewpoint and relate rather narrowly to software systems. Fig. 2 is a UML 
class diagram showing categories of software systems relevant to the paper’s subject. 
The classification takes the software development perspective and emphasizes the 
dominance of integration development in contemporary software production. Most 
typically, new applications are developed by “value-added” integration of existing 
applications and data sources. 

Software System

Web Browser Desktop Programmable
clientclient

Stovepipe

application development

EAI

internal

Integrated

integration development

B2B
external

dyadic or hub
integration

Data Integration

Application Integration

communication (sharing data)

cooperation (using interfaces)

file sharing
shared database
data replication
portal sharing

remote procedures
web services
messaging

Process Integration

coordination (using business process model)

orchestration
message brokers
semantic web services

 

Fig. 2. Classification of software systems 

Classification in Fig.2 takes a client/server viewpoint and recognizes pervasiveness 
of distributed systems. Most modern systems are accessible via a Web browser as the 
client interface. Systems that are programmed and execute exclusively on desktops 
are rare. 

From the vantage point of software development, we recognize stovepipe and inte-
grated systems. A stovepipe system represents a standalone application, most-likely 
developed in-house and remaining under the complete control of the development 
team and IT department.  
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An integrated system may be the result of integrating two or more stovepipe appli-
cations. An internal integration is called EAI (Enterprise Application Integration). An 
external integration reaching to business partners is called B2B (Business-to-
Business). EAI and B2B systems can result from dyadic (point-to-point integration) 
or hub integration projects (in which many applications interoperate via a mediating 
layer of software) [14]. 

From an organizational standpoint, integration has the “3C” objective – to improve 
communication (via data sharing), cooperation (via interoperation at the level of ap-
plication interfaces), and coordination (via orchestration of business processes) [19]. 
The corresponding categories of integration are called: data integration, application 
integration and process integration. The comments in UML notes in Fig. 2 identify 
the main technologies in support of these three kinds of integration [14]. 

3   Quality and Complexity 

Information systems are built to satisfy user requirements. We distinguish between 
functional and non-functional requirements. Functional requirements define the de-
sired behavior of a system, i.e. to deliver some output in response to the provided 
input. Non-functional requirements define the desired constraints on the overall char-
acteristics of a system. 

Most commonly, software quality is defined by a set of attributes related to sys-
tem’s non-functional requirements. Taking another perspective, software quality at-
tributes can be describing a software product (e.g. usability) or a software process 
(e.g. productivity) or both (e.g. robustness). This paper concentrates on the product 
quality, but it defines also a process required to build quality into the product. 

Fig.3 is a UML class diagram that classifies product quality requirements. The dia-
gram represents the standard ISO 9126 quality model [2], [10]. The quality require-
ments placed in the circle refer to the quality of adaptiveness (not directly in the ISO 
standard), which we consider to be the most critical of all requirements.  

“An adaptive system has the ability to change to suit different conditions; the abil-
ity to continue into the future by meeting existing expectations (requirements) and by 
adjusting to accommodate any new and changing requirements.” [16, p.34]. Note that 
the three constituent sub-qualities of adaptiveness exist as ISO requirements (scalabil-
ity corresponds to adaptability in the ISO standard). The definitions of quality re-
quirements in Fig. 3 are readily available in software engineering books, manuals or 
standards. 

Systems are complex by their very definition. But what do we really mean by 
complexity? While there have been many attempts to define complexity in absolute 
terms, we tend to agree with propositions that ‘complex’ is a primitive and relative 
term, which can only be given a contextual definition. As such, ‘complex’ can only be 
understood by its relation to its specific contrary notion of ‘simple’. There are many 
primitive concepts like that, e.g. ‘part’ as contrary to ‘whole’, ‘same’ as the opposite 
of ‘different’ [1]. 
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Fig. 3. Quality requirements 

The complexity of software systems is in the wires – in the linkages and communi-
cation paths between software objects. The “wires” create dependencies between 
distributed objects that may be difficult to understand and manage (a software object 
A depends on an object B, if a change in B necessitates a change in A). 

Elsewhere [e.g. 14] we have argued that software complexity can be seen as the 
other side of the software adaptiveness coin. Furthermore we argue that the task of 
building quality into software is almost synonymous with the task of making it adap-
tive. All other software qualities dwarf into insignificance unless the system is adap-
tive, i.e. it has the ability to change to suit shifting conditions and new requirements. 

Software systems need to be viewed as adaptive complex systems. By calling such 
systems ‘adaptive complex’, we emphasize that software systems are complex by 
definition and that our responsibility is to make them adaptive. Building quality into 
such systems is an undertaking in complexity management. 

Quality management is predicated on the expectation that qualities can be meas-
ured. It turns out, however, that most external product qualities do not have obvious 
direct metrics. They need to be measured indirectly using criteria that relate to inter-
nal product attributes. Internal attributes describe the structural properties of soft-
ware, such as control and data flow structures [9]. 

Moreover, in the context of quality management, internal attributes are available 
for measurement early in the lifecycle when the product is being built, and not only 
when the product is complete. This relates to the known distinction between quality 
assurance and quality control [17]. Quality assurance is about a priori (deductive) 
building quality into the software, whereas quality control is about a posteriori (induc-
tive) verification and validation of quality. 

Because internal product attributes describe the structural properties of software, 
the metrics used to measure them are frequently called complexity metrics. Intuitively, 
the lower the complexity of the software system, the better chance to satisfy non-
functional requirements and achieve desired values of external product attributes. 



16 L.A. Maciaszek 

Accordingly, it is sometimes hoped that a complexity metric (if a single such metric 
could be defined) can constitute a comprehensive measure underlying the overall 
software quality. 

4   Adaptiveness and Architecture 

To understand the various dimensions of adaptiveness (or adaptation), a reference to 
natural systems is proper again. Living organisms seem to possess three levels of 
adaptation: reversible, somatic, and geno-typic [7].  

A reversible adaptation is a temporal change due to a short-term stress on an or-
ganism. In software terms, any “stress’ on the program resulting in error or exception 
conditions can be a reversible adaptation provided error/exception handling is dili-
gently implemented. 

A somatic adaptation is a change in an organism due to a long-term stress. Al-
though still reversible, a somatic change is a physiological response of an organism 
aimed at absorbing the environmental impact. In software terms, all forms of mainte-
nance (including ‘perfective maintenance’) can be seen as somatic adaptations. 

A geno-typic adaptation refers to the change in the genetic makeup of an organism. 
Such a change is irreversible within the lifetime of an organism. It is a change to the 
lowest levels of a holarchy and to the most ‘stable’ holons – cells, organelles, mole-
cules. In software terms, a re-design and re-implementation of the system reaching to 
its smallest components while retaining its architectural backbone can be considered a 
form of the geno-typic adaptation. 

Our notion of adaptiveness is rooted in and emerges from the architectural frame-
work (meta-architecture) used to design and implement the system. The architectural 
design itself must conform to its meta-architecture to ensure the quality of adaptive-
ness in any compliant complex system. Meta-architecture determines the layers of the 
(necessary) hierarchical structure in a complex system and specifies allowed depend-
encies between and inside the layers.  

The superimposition of architectural thought on a software system has an impor-
tant and desirable effect of limiting and controlling emergent properties in the  
system [16]. While we can accept that in natural systems emergence has elements of 
mystery and magic [8], we have to acknowledge the deterministic nature of software 
as well as acknowledge that enterprises operate within the context of prescribed busi-
ness rules. Notwithstanding claims from scientific quarters dealing with multi-agent 
systems, semantic web, etc., software cannot adapt by itself to (any major) changes in 
business rules and environment. However, architecturally-sound software can be 
adapted through the processes of re-design and re-programming. 

There are many meta-architectures that in principle can support the quality of adap-
tiveness. However, most meta-architectures are undefined for that purpose. To be 
useful, the meta-architecture must classify possible dependencies according to their 
ripple effect, i.e. adverse chain reactions on client objects once a supplier object is 
modified in any way. It must determine metrics to compute cumulative dependencies 
for particular designs in order to be able to select a design that minimizes dependen-
cies. It must then offer guidelines, principles and patterns, which assist system  
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developers in their quest to adhere to the architectural design while not restricting 
their intellectual freedom too much [17]. 

According to the traditional notion of a complex system, the complexity is attrib-
uted to the collective interactions between components. Many complex-systems sci-
entists view such systems as networks of intercommunicating elements. These are 
seen as nonlinear dynamical systems [13], [18].  

Fig. 4 shows the basic properties of a system understood as a network of inter-
communicating elements. It can be easily imagined that the number of communica-
tion paths in a network is likely to grow exponentially with the addition of new  
elements. Moreover, the cycles result in an increased intractability. 
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Fig. 4. System as a network 

A network is a complex structure that can very quickly grow unmanageable. Like 
in organizational communications management, we need some form of a hierarchical 
structure. A hierarchy is a system of ranking with some elements superior to others. 
Also, a hierarchy is a bidirectional communication method that can result in circular 
dependencies (cycles).   

It turns out that both these properties of a hierarchy are questionable. Ranking  
defies the object-oriented paradigm of building systems that assumes a uniform distri-
bution of intelligence among objects. Cycles result in unnecessary complexity and 
maintenance problems [17]. 

As discussed earlier, the most complex (and adaptive) systems that we know -
biological systems - are neither networks nor strict hierarchies. They can be seen as 
holarchies [12] - special forms of stratified hierarchies without any traces of ranking 
between elements (holons) and without cycles. 

The stratified layers in a holarchy have a degree of autonomy that enables them to 
adapt to new circumstances and to changes in the environment. The upper layers 
depend on the lower layers for services but not vice versa. All communication that 
represents requests for services is downward – typically by means of message passing 
(i.e. messages requesting services).  
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Lower layers inform of its state changes by publishing new events to the subscrib-
ers, possibly in the upper layers. Subscribers can then request services (i.e. informa-
tion that triggered events) from publishers. As a result, upper communication is only 
by announcing event changes and the nature of these changes is discovered in the 
downward message passing. This also eliminates cycles of message invocations be-
tween layers. The same strategy can be employed to eliminate cycles within layers. 
The resulting holonic structure (a holarchy) is visualized in Fig. 5. 
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Fig. 5. System as a holarchy 

To reiterate, the holonic view of the world forms a middle-ground between reduc-
tionism and holism and the holonic structures form a middle-ground between network 
and hierarchic structures. The stratified order of holonic layers resembles a hierarchy 
of layers and allows flat networks within layers, but it is different from both. The 
stratified order is not about rigid transfer of control or about free interconnectedness 
of nodes, but it is rather about the self-organization of complexity and adaptation. 

We believe that a holonic (holarchical) meta-architecture is the sine qua non of any 
adaptive complex software system. Our holonic meta-architecture is known as 
PCBMER. It consists of six layers – Presentation, Controller, Bean, Mediator, Entity, 
and Resource. Additionally, the PCBMER meta-architecture has always provided (in 
all its historical forms) a special horizontal layer called Acquaintance [17]. Acquaint-
ance consists exclusively of interfaces. The resulting meta-architecture is called 
PCBMER-A. Fig. 6 sketches the main properties of PCBMER. 
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Fig. 6. PCBMER-A meta-architecture 

The PCBMER meta-architecture is a structure of architectural layers as normally 
expected in business information systems. Presentation represents GUI (graphical 
user interface) in Web browsers. Controller consists of GUI logic drivers and man-
ages Bean value objects rendered in the GUI. Together these two layers represent 
application logic and are deployed in a Web server. 

Mediator takes care of business processes and transactions as well as any con-
straints expressed in business rules. It manages Entity business objects loaded from 
data sources or created by the application. The tasks of connecting to data sources and 
loading/unloading business objects belong to Resource. Together these three layers 
represent business logic and are deployed in an application server.  

The main benefit of the PCBMER meta-architecture lies in the reduction and visi-
bility of object dependencies. Upper layers depend only on lower layers. This means 
that changes in higher layers do not affect lower layers (except for possible changes 
of observers (subscribers) of events published in lower layers).  

Changes in lower layers can be traced back along dependencies to higher layers. 
However, because downward dependencies are expected to be using interfaces, many 
such changes to concrete objects in lower layers will not propagate up. Moreover, 
some changes in lower layers will be entirely internal to these layers. 

Because of the well-known maintenance and scalability problems of implementation 
inheritance, generalization relationships are not allowed between layers. Moreover, 
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aggregation and association relationships are not encouraged between layers (except to 
interfaces) because of a strong coupling that they create. 

By contrast, there are no obvious restrictions on communication between objects 
within layers. Cyclic relationships are an exception. Developers are required to elimi-
nate cycles using appropriate design patterns [17]. 

Relatively weak constraints on intra-layer dependencies can result in a deteriora-
tion of adaptiveness when the layers grow large. An obvious solution to this problem 
seems to be the creation of sub-layers for any large layer. The consequences of such 
sub-layering are not all clear and demand more research. 

Acquaintance serves the purpose of adding flexibility to the meta-architecture by 
allowing the architect/developer to establish communication between any two com-
ponents which otherwise could not directly communicate because of the PCBMER 
architectural constraints [15]. Two main constraints that Acquaintance supports to 
circumvent are upward communication when event processing is not a choice and 
communication (downward or upward) between non-neighboring layers. 

In the case of upward communication, a lower layer would use an interface imple-
mented in a higher layer. In the case of downward communication between non-
neighboring layers, a higher layer would use an interface implemented in a distant 
lower layer (in practice this means communication from Presentation to Business 
Logic layers or communication from Application Logic layers to Resource). 

Acquaintance can also serve the purpose of representing application frameworks, 
which provide generic pluggable solutions. Frameworks can be confined to point 
solutions (addressing a single concern, such as an O/R (object/relational) mapping or 
can provide the complete infrastructure solution for the information system (e.g. Ora-
cle ADF (Application Development Framework), Spring, Apache Beehive). In the 
latter case, the framework defines also the meta-architecture and effectively replaces 
non-framework meta-architectures, such as PCBMER-A. 

5   Quantifying Quality 

A meta-architecture with the adaptiveness property is a necessary but not sufficient 
condition for the process of building quality into software systems. A meta-
architecture is a strategic decision that requires enforcement through tactical and 
operational undertakings. 

On the tactical dimension, the meta-architecture has to be reinforced by detailed rec-
ommendations based on sound design and implementation patterns and principles. [17]. 
It also requires quantification by means of metrics that can express the adaptiveness 
quality of an architectural design and its conformance to the meta-architecture. 

On the operational dimension, there is a need of constant monitoring to ensure that 
the implemented system remains adaptive. To this aim, reverse-engineering practices 
have to be embraced so that any changes to the implementation can be validated 
against the meta-architecture and measured to ascertain the adaptiveness quality. 

In our past work, we have introduced various complexity/adaptiveness metrics. We 
have attempted to capture the adaptiveness quality in a single measure called CCD 
(Cumulative Class Dependency) or COD (Cumulative Object Dependency) [e.g. 16]. 
We have done so in defiance of suggestions that a single-valued measure of software 
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quality is doomed to failure because of diversity of quality attributes [e.g. 8]. To 
counteract this problem, our metrics assume an overriding significance of the adap-
tiveness quality and measure the quality of a solution based with regard to the adher-
ence to the meta-architecture and aimed at minimization of dependencies between 
software elements. 

In this paper, rather than presenting again our formulas for complexity/adaptiveness, 
we use a systems engineering method of the DSM (Design Structure Matrix) [6] to ex-
plain our approach to quantifying quality. DSM enables displaying dependencies be-
tween software elements in a compact and analytically useful tabular format.  

DSM is a square matrix with identical row and column labels denoting software 
elements. Reading across a row denotes provision of services (method executions, 
event notifications, etc.) that the element performs on behalf of other elements in that 
row. Therefore, reading down the column reveals dependencies from the element to 
other elements in that column.  

Fig. 7 and 8 show two DSMs that refer to software elements in Fig. 5. Fig. 7 cap-
tures intra-layer dependencies and Fig.8 inter-layer dependencies. The two matrices 
could be easily combined in one matrix but they are separated here for explanation 
purposes. 

Letters “m” and “e” refer to message and event dependencies, respectively. For ex-
ample, in Fig. 7, the “m” in row F and column A means that F provides a method 
execution service to A. Thus A depends on F. The “e” in row A and column F means 
that A provides a subscription service for events published by F. Thus F depends on A 
for delivery/placement of events (so that A can subsequently take some action (such 
as invoking a method on F) or no action at all). Recall from the earlier discussion (but 
nevertheless arguably) that we do not consider event notifications to subscribers as 
dependencies that increase complexity or lower adaptiveness of the solution. 

Fig. 7 represents inter-layer dependencies shown in Fig. 5. All downward depend-
encies in Fig. 5 signify message passing (calls to methods) to concrete classes – hence 
letter “m” in Fig. 7 for such dependencies. Because all such dependencies are down-
ward, they appear to the left of the diagonal in the DSM. All upward ‘dependencies’ 
in Fig. 5 are events to subscribers – hence the use of letter “e” in Fig. 7. Because all 
event notifications are upward in Fig. 5 (in general, downward notifications are also 
allowed), they appear to the right of the diagonal in the DSM. 

 

Fig. 7. DSM for inter-layer dependencies 
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Fig. 8. DSM for intra-layer dependencies 

The numbers in the cells along the diagonal represent the total number of depend-
encies from a class in the column to all other classes in the neighboring lower layer. 
The number in the left upper corner of the matrix is the sum of all dependencies on 
the diagonal. So, the cumulative number of inter-layer dependencies is 6. 

Fig. 8 represents intra-layer dependencies for all layers shown in Fig. 5. For large 
systems, a separate DSM could be constructed for each layer. Because dependencies 
within layers are also acyclic, it should be possible to visualize all message dependen-
cies to the left of the diagonal. To achieve this, the elements within layers have been 
reordered. 

Like in Fig. 7, the numbers in the cells along the diagonal in Fig. 8 represent the to-
tal number of dependencies from a class in the column to all other classes in the layer. 
The number in the left upper corner of the matrix is the sum of all dependencies on 
the diagonal. So, the cumulative number of intra-layer dependencies is 11. Together 
the number of dependencies in the system in Fig. 5 is 17. 

The DSM model can be used to calculate the COD/CCD in the system. Let the 
PCBMER layers be l1, l2 … ln. For any layer li, let: 

• s (li) be the number of objects in li 
• l’

I be the number of parents of li 
• pj(li) be the jth parent of li 

Then, the cumulative object dependency COD for a PCBMER holarchy as in Fig. 6 
is calculated according to Equation 1 [16]: 
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The COD represents the complexity of the system expressed as the total number of 
dependencies between objects in the system. The value of the COD metric is in com-
paring alternative designs for the system. A design with lower COD means lower 
complexity and higher adaptiveness of the system. Depending on the purpose, the 
notion of ‘object’ could mean concrete or abstract class, interface, component, ser-
vice, package, subsystem, etc. 
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In general, the DSM model and the COD metric can and should be extended to 
capture the whole spectrum of dependencies in modern software systems. Apart from 
message passing and event notifications, dependencies are due to object instantia-
tions, delegation, forwarding, interface inheritance, implementation inheritance, ser-
vice composition, etc. Different categories of dependencies have different impact on 
the complexity/adaptiveness quality. The impact should be reflected in the COD cal-
culation by assigning different weights to various dependencies. 

The discussion so far has been based on a quite radical assumption that developers 
of software systems have complete control over applications under development. 
However, this can only be true when developing internal stovepipe applications with 
inputs and outputs within the enterprise. This is not the way modern networked enter-
prises operate. Systems are built by integrating applications and services and integra-
tion projects link enterprises with customers, suppliers, business partners, and even 
business competitors. 

Building adaptiveness quality into stovepipe applications is hard enough. How to 
build quality into integrated applications is a huge challenge facing the research 
community and the industry alike.  

In [14] we identified main imperatives for building adaptiveness into solutions re-
sulting from integration projects. We proposed some extensions to the PCBMER 
meta-architecture and we identified some helpful software engineering practices and 
technologies. However, the most important question remains unanswered – how to 
make our applications immune (and therefore adaptive) to changes in services and 
applications that we integrate with and which are beyond our control? 

Answering this question must assume a degree of trust. Integration on any system 
level, be it enterprise or particular software solution (Fig.1), makes sense only if we 
trust that the services that we request will be provided. In fact, even the stovepipe 
applications are integrated with external software, such as code libraries, application 
frameworks, databases, etc. This integration is trouble-free (most of the time) because 
we trust (and assume) that any changes to the external software will be upward-
compatible with our applications. Similar level of trust, but with regard to software of 
business partners, must be assumed in B2B integration based on communication 
or/and cooperation or/and coordination (Fig. 2). 

Once we accept that business partners are trustworthy, we need to ensure the qual-
ity of adaptiveness on our end of the integrated system. This means, in practical 
terms, that changes to services we require from our partners and to services we pro-
vide to them will be assimilated by our architectural framework. While detailed solu-
tions will differ depending on the integration scope (data, application, or process 
scope) (Fig. 2), the instrumentation technology will invariably involve encapsulation 
by means of provided and required interfaces [17]. 

In integration projects, the Acquaintance layer (Fig. 6) represents required inter-
faces (i.e. interfaces to systems or services that our system needs to communicate 
with) and provided interfaces (i.e. implemented by the external systems or services). 
In general, there may be many containers of Acquaintance interfaces. They could be 
implemented as, for example, Java packages. A package could contain only required 
interfaces, or only provided interfaces, or could be connecting just two business part-
ners in dyadic integration, or could represent an integration hub. 



24 L.A. Maciaszek 

Interestingly, but not unexpectedly, the horizontal integration facility provided by 
Acquaintance interfaces has its corresponding notion in Koestler’s holarchies. 
Koestler used the term arborization to emphasize that holarchies are vertical struc-
tures. However, these vertical structures are not isolated but entwined with other ver-
tical structures. To emphasize this entwining, Koestler used the term reticulation for 
horizontal network formations between holarchies. Without reticulation, each holar-
chy would be isolated, and there would be no integration of functions. Clearly, any 
system integration project can be seen as a reticulation process between holarchic 
structures.  

6   Conclusions 

The main research results presented in this paper have been successfully validated 
with regard to stovepipe (standalone) systems in numerous experiments, case studies, 
and (most significantly) on industrial projects (such as referred to in [17]). The ideas 
with regard to integration projects demand further research before they reach the 
closure sufficient for industrial and other validation.  

The difficulty with integrated systems lies not merely in software engineering  
issues but goes to the core of our architecture-centric approach. The imposition of 
architectural design on software production makes strong business and technology 
assumptions. The business assumption is that all partners of an integrated solution are 
prepared to share data, capacity information, and business processes in the integrated 
supply chain or vertical market. The technology assumption is that an integrated solu-
tion can withstand failures or unexpected changes in the software components and 
services remaining beyond the control of the enterprise using the solution. 

These business and technology factors clearly limit our ability to produce architec-
ture-driven highly adaptive integrated systems. In our research we try to identify these 
limits and we look for ideas and solutions to overcome them. Fortunately, the ideas 
abound. Also fortunately (and consistently with our desire to look for solutions in 
complex natural systems), these ideas aim at creating self-adaptive systems. They 
come from different scientific quarters, but they have the common roots in the AI 
(Artificial Intelligence) endeavours.  

Despite AI spectacular failures of the nineteen eighties, the Internet-driven ad-
vancements create new foundations on which AI-inspired ideas of autonomic comput-
ing, multi-agent systems or SWS (Semantic Web Services) flourish. SWS is the most 
technologically advanced of these ideas. The idea of SWS is to be able to dynamically 
compose applications by discovering and orchestrating Web services (rather than in 
the process of building applications by manually putting software components to-
gether). Semantic Web goes as far as expecting that intelligent software agents can 
use semantic descriptions of Web services and resources to automate their use to 
accomplish user goals. 

Well, can self-adaptiveness of SWS be the solution to software quality, complex-
ity, change and evolution? Can self-adaptiveness be the replacement for strictly-
managed architecture-first software development and integration? As of today,  
industry adoption of SWS is minimal, success stories are trivial and not coming even 
close to enterprise-strength solutions, and major research questions are still open.  
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Notwithstanding the current state of affairs in scientific and industry matters re-
lated to SWS, there are other reasons to believe that the ideas and technology of SWS 
may not provide any radical answer to building quality into software. Firstly, as men-
tioned in passing, emergence is not really the status operandi of contemporary enter-
prises. Enterprises operate within the context of changing business rules and aim at 
achieving deterministic business goals. Enterprise systems need to be designed for 
change but they would not normally allow unpredictable patterns and outcomes of 
service compositions created dynamically by software agents.  

Secondly, SWS can be seen as an ultimate form of outsourcing in which business 
information and processes are made available to third parties with all associated risks 
and business resistance. Thirdly, SWS seem to further complicate already complex 
systems by abandoning hierarchical architectural structures in favor of introducing a 
lot of architectural layers just for the sake of mediating and mapping between hetero-
geneous environments. 

To summarize, as researchers we are keen to embrace the notion of self-
adaptiveness (and similar concepts such as self-organization, self-healing, self-
optimization, etc.) in search for solutions to achieving improved and transparent  
software quality. As practitioners, we are skeptical and see no evidence that mystery 
and magic of biological systems can be unraveled to the point that complex artificial 
systems can be constructed dynamically and can adapt to changes in environment in 
the way similar to nature. Perhaps the best we can hope for is to use our understanding 
of structure and behavior of biological systems to offer meta-architectures permitting 
construction of adaptive software systems. This has been our aim. 
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Abstract. Ability of an organization to adapt to change is one of its important
features. When a real-world organization is transformed into a virtual one, with a
help of software agents and ontologies, it is important to specify how adaptability
can be achieved. In our earlier work we have conceptualized, on a general level,
adaptability in an agent-based virtual organization. The aim of this chapter is to
discuss how agent adaptability can be implemented.

Keywords: Software agents, virtual organization, agent systems, agent adaptabil-
ity, ontologies.

1 Introduction

Organizational adaptability to various changes is one of important issues in the world
of business (see, for instance [13]. In our recent work ([10,11,14,16]) we have argued
that emergent software technologies such as software agents [18] and ontologies [2]
could be the base of mapping a real-world organization into a virtual one. We have thus
proposed a system in which: (i) organizational structure, consists of specific “roles”
and interactions between them, and is represented by software agents and their interac-
tions [10]; while (ii) domain knowledge, resource profiles (representing organizational
semantics) and resource matching are ontologically represented and operated on using
various forms of semantic reasoning [16]. Second, we have argued that as the real-world
organization changes, not only its ontology has to be adjusted, but also “mechanisms of
interaction” within its agent-based “representation”. Obviously, this concerns not only
changes in the the organizational structure itself, but also has to materialize as a re-
sponse to task changes carried out by the organization (not only changes within specific
projects, but also changes in the project portfolio), as well as changing interests, needs
and skills of employees.

In our earlier work ([6,9]) we have discussed in general terms processes involved in
both human resource and non-human resource adaptability. One of the important issues
was the fact that in addition to changes in the ontology of the organization, software
agents that play the key role in supporting workers, have to be adaptable as well. There-
fore, the aim of this paper is to extend our earlier results and look in more detail into
the question: what will it take for Jade agents (our current platform of choice; [3]) to

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 27–39, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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be adaptable. First is to be able to generate on demand agents with needed function-
alities to fulfill specified roles. Second is to modify them in response to changes in the
organization and/or the environment it operates in. To this effect we, first, briefly de-
scribe our system. We follow with a discussion how agent adaptability can be actually
implemented.

Before proceeding, let us make a few comments. First, note that while our approach
to agent adaptability is in part responding to the way that Jade agents operate, results
presented here generalize naturally to other FIPA-compliant agent platforms ([1]). Sec-
ond, work presented here is an extension of results presented in [9,6]. Third, it is as-
sumed that readers possess basic knowledge about software agents and the way they are
implemented in modern agent environments, like Jade ([3]).

2 System Overview

The main function of the system under development is to provide users (employees)
an infrastructure that will help to fulfill their roles within the organization. Here, the
key concepts are utilization of software agents and ontologies. In the proposed system,
software agents exist, first, as independent entities, e.g. a Task Monitoring Agent, which
tracks progress of a specified task, and undertakes appropriate actions in case of any
delays. Note that roles that can be fulfilled by software agents alone vary from organi-
zation to organization and depend on its specific needs (see, also [14]). Second, every
employee has an associated Personal Agent (PA). This agent has two main functions:
(a) it is the interface between the Employee and the system (allowing her to utilize all
of its functions), and (b) it supports Employee in all roles that (s)he is to play within
the organization. In other words, an agent is integral part of system but also a bridge
between the user and the system. It is worthy mentioning, that this notion of a Personal
Agent follows the general idea put forward by P. Maes [12]. We can easily envision that
a “work PA” is a part of a “complete PA” which supports User in all facets of life.

Let us now briefly summarize main features of the proposed system. First, we assume
that work carried out within the organization is project-driven (however, the notion of
the project is very broad and includes change of a transmission belt in a Ford Mondeo,
as well as managing a team of researchers working on a grant-based project). Therefore,
it can be stated that all employee activities are focused on tasks leading to completion
of a project. After analysis of project-driven real-world organizations, key roles were
identified and we represent them in the form of an AML Social Model diagram, in
Figure 1.

Here, we can see the general hierarchical management structure that can be applied
to almost every standard real-world organization. Structure of the organization consists
of Departments and Teams. Each Team has at least one Team Manager, while each
Manager may: (1) manage a team, (2) supervise managers of lower level (in this way
a recursive hierarchical structure of the organization is represented), or (3) cooperate
with other managers on the same level (e.g. when teams collaborate, or when the CFO
and the CIO have to collaborate to introduce a new CRM platform to the organization).
Note that: (a) Organization is an “environment” for Departments, Managers, Teams and
Workers; (b) Organization cannot exist without at least one Team; (c) it is possible for a
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Fig. 1. AML Social Model of an organization

Fig. 2. University; AML Social Model

Team to consist only of a Manager—without any Workers (e.g. this could represent the
case of self-employment). In Figure 1 we also depict the Worker who can be a member
of any of the teams (obviously at a given stage (s)he is going to be a member of one
team).

To illustrate how the proposed conceptualization can be instantiated, in Figure 2
we present example of the real-world organization; a University represented also as an
AML Social Diagram.

Here, a number of specific entities have been represented. First, we can see the hierar-
chical and cooperative structure of University management (entity role Manager, right
top corner of the figure). The University Worker Team organizational unit represents all
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workers of the University. Since the University consists of Departments, we can see also
the Department Worker Team organizational unit, which represents all workers of a De-
partment. The Department consists of a number of teams. We have considered a large
Department where we can find the Management Team (e.g. consisting of Department
Chair and Associate Chairs), Teaching Team (comprising all Teaching Faculty), Techni-
cal Team (consisting of IT support personnel as well as laboratory personnel), Research
Team (consisting of grant-based all post-graduate and graduate associates), and Assis-
tant Team (consisting of one or more Secretaries). Finally, we can see a Worker, who
belongs to one or more teams.

To complete the picture, in Figure 3 we present an AML Mental Diagram of the De-
partment. We present this diagram first, to move from the real-life organization depicted
in Figure 2, to the virtual organization, where we talk about specific roles and software
agents that support Employees in fulfilling them. Second, as it introduces key entities
involved in agent adaptability. Finally, as roles identified there will be used in examples
across the paper.

Fig. 3. University Department; AML Mental Diagram

In Figure 3 we introduce the VOAgent which is the one of the fundamental concepts
of our system. We conceptualize the VOAgent as skeleton agent, which can be extended
with various functionalities. Those extensions allow the VOAgent to support Employees
in playing specific roles in the organization. The VOAgent can be “transformed” into
any other agent (see [6] for a similar diagram that presents on a higher/generic level
other roles that the VOAgent can be transformed into). Here, let us observe first that the
VOAgent can be transformed into an, above mentioned, Task Monitoring Agent (TMA).
This agent is an independent entity in our system and does not support any Employee.
Next, we can see that the VOAgent can be transformed into a Personal Agent (PA). The
Personal Agent provides the basic support of an Employee. Note that the PA is not asso-
ciated with any specific role within an organization. As such, it is a generic role that is
associated with every worker in the organization. For instance, every Employee of the
University represented as a member of the University Worker Team in Figure 2, would
have a Personal Agent associated with her/him.

In Figure 3 we have identified a few sample roles that exist in a typical large Uni-
versity Department: Department Worker—a basic role associated with every worker
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of the Department, Department Chair, Graduate Program Coordinator, Teaching Fac-
ulty Member, and Assistant to the Chair. Note that in smaller Universities some teams
identified in Figure 2 may not be present, while some roles introduced here may be
played by a single person (e.g. the Department Chair who is also a Graduate Program
Coordinator).

Finally, Figure 3 includes auxiliary agents like Injector Agent or Profile Manager
Agent which play crucial role in agent adaptability and will be described later. With this
background we can look into processes involved in extending the VOAgent to allow it
to play required roles.

3 Configuring Generic Agents

3.1 Overview of Agent Adaptability

Before we proceed, let us note that our approach to agent adaptability follows ideas of
Tuan Tu and collaborators, from their project DynamiCS. For instance, in [17] it was
discussed how e-commerce agents can be dynamically assembled from separate com-
ponents (i.e. communication module, protocol module and strategy module) to address
the requirements of the e-commerce environment (to be able to participate in unknown
in advance form of price negotiations). While technical details of our approach differ,
we follow the same general approach of dynamically (re)assembling agents and adapt-
ing their behavior by (re)configuring the set of “modules” that a given agent consists of.
In this context let us introduce an initial understanding of the notion of a module. Let us
thus say that a module is an object that encapsulates appropriate knowledge and behav-
iors required for an agent to instantiate a specific functionality. For instance, a Depart-
ment Management Module will group behaviors and knowledge that allow the Personal
Agent extended by such module to interact with the system and support a member of the
Department Management Team in completing Department Management-related tasks.
Specifically, we that such module will contain all necessary knowledge and behaviors
to help the Department Chair in managing duty trips of Department Workers (see, [7]
for a detailed description of duty trip support).

To start discussion of agent adaptability, in Figure 4, we present the use case dia-
gram of processes involved in (re)configuring agents. This Figure should be looked into
together with Figure 3.

Here, we can see high-level conceptualization of agent initialization and reconfigu-
ration. Note, that almost every agent in the system (besides some auxiliary agents like
the Injector Agent) is going to be initialized in the same way. First, the VOAgent is
going to be created. This agent is able to cooperate with the Injector Agent in order to
load required modules and knowledge. Subsequent stages of agent initialization include
providing it with appropriate modules that allow it to extend itself with functionality re-
quired to play (a) specific role(s) (the Injecting New Modules function). The process of
reconfiguration also involves cooperation between the IA and the VOAgent (the Updat-
ing Module function). Note that in the case of agent initialization we can assume that
such agent will be able to self-load needed modules. As we will see later, this is not the
case when already loaded modules have to be modified/updated.
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Fig. 4. Functionality of the Injector Agent—use case diagram

In order to provide the VOAgent with the needed modules the Injector Agent has
access to:

– Module Factories, entities containing factories of every module available in the
system (see also the component diagram in Figure 5 for more details). This includes
(1) factories of core modules (Personal Module Library) which are associated with
all functions of a Personal Agent (e.g. a Calendar Managing Module), (2) specific
modules (Organization Module Library) created in order to support agent in roles
identified in the organization (e.g. Faculty Evaluation Module provided to support
role of the Department Chair), and (3) autonomous agent modules (e.g. Checking
Completion of the Task Module provided for the Task Monitoring Agent).

– Profile Base, which stores profiles (i.e. lists of required modules) associated with
each role identified within the organization. This information is used to select mod-
ules required by a Personal Agent supporting a Department Worker in fulfilling a
specific role.

The Injector Agent is involved not only in agent initialization but also in agent recon-
figuration. Agent reconfiguration takes place in the following situations:

– One or more profiles in the Profile Base have changed and as a result some modules
must be added to or removed from an agent supporting functionality specified by
such profile(s). Adding a module means that a new functionality is added to the
agent (e.g. it will be now able to interface with the new Wiki system installed to
manage knowledge in the University). Removal of a module means that the agent
will no longer support some functionalities (e.g. access to an obsolete University
blackboard system will be removed).

– The organization modifies some procedures and as a result modules are updated.
For instance, a new post of Associate Chair for Departmental Development is cre-
ated and thus selected Department Workers will have to report to this new Asso-
ciate Chair. As a result Personal Agents of these Workers (that support them in
their roles) have to have modules involved in communication/dependency structure
modified. This process involves removal of the old version of the (Communication
Module) and loading of new one.
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– Agent reconfiguration can also take place in situation when only some part of agent
knowledge has to be replaced.

As an example, imagine a Department Worker who is a Professor in Department of
Biology (which is a specific instantiation of a role of the Department Worker). His
Personal Agent will have to be loaded with modules that allow it to support her in
fulfilling this role; let us name the resulting agent a Professor Agent. The organizational
profile of the Department Worker contains information about unit(s) in the organization
to which he belongs (e.g. the Department of Biology; see, also [16]). Knowledge about
modules required for an agent supporting a Professor is stored in the Profile Base and
can be accessed/extracted by the Injector Agent. Therefore, when a new Professor is
hired by the University, first a PA is assembled by on the basis of a VOAgent. This
involves loading it with standard PA modules; e.g. module that allows access to the
University intranet. In the second step of the assembly, Professor Modules (e.g. modules
that interface with the Grant Announcement and the Duty Trip Support functionalities;
see, [8]) are injected into thus created PA, extending its role to support the Department
Worker. However, when the Professor “changes its position within the structure of the
organization”, some modules are likely going to be added, removed and/or replaced
within an already existing PA; a case of agent adaptation. For instance, if the Professor
worked as the Department Chair, she had access to personal data of other Department
Workers in her Department. Such access should not longer be allowed to the Professor
who is not a Department Chair, and thus modules supporting it should be removed from
her Personal Agent.

Note that this example assumed that a specific infrastructure for data/profile change
notification exists in the system. However, here we do not intend to discuss this issue,
as it is out of scope of this paper.

3.2 General Framework of Agent Adaptability

To discuss how agent creation and adaptation is achieved we have conceptualized it
in the form of a component diagram in Figure 5. This diagram combines the generic
framework and system artifacts which are specific to the organization in which the
system is run. In the context of this chapter we are particularly interested in what is
happening within the dash-line rectangle, which delineates the core of the proposed
approach.

Let us start our description by recalling from [6] that the OPM (Organization Pro-
visioning Manager) is an umbrella role that is fulfilled by a number of entities (some
of them are agents alone, while some of involve Employee(s) supported by their PA(s)).
For instance, in [10] we have argued that travel recommending functions belong to
the OPM. Similar claim can be made about the Grant Announcement application de-
scribed in [15]. Finally, searching within the University for a classroom available dur-
ing the Spring 2009 semester every Thursday between 2PM and 4PM is also its role
(fulfilled by a different (sub)entity within the OPM; see, also [14]). Here, we show
that agent adaptability, being the case resource management, is also one of the roles of
the OPM. Therefore, the above described Injector Agent (IA), and the Profile Monitor
Agent (PMA) are also “a part” of the OPM. The role of the PMA is to monitor changes
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Fig. 5. Component Diagram of agent adaptability

in the data model and to inform the IA that a particular profile was updated. Finally,
the Module Monitor Agent informs the IA about new modules or new modules versions
introduced into the organization. As a result the IA has to reconfigure agents that play a
roles connected with those modules. Obviously, any form of (re)configuration is perti-
nent to both User-supporting and autonomous agents, as both of them are created and
maintained with the help of the IA.

The IA communicates also with the Module Provider Interface, which associates
modules with module factories (stored in the Module Factories) and creates instances
of modules for the requested resource (e.g. the Department Worker fulfilling a given
role).

In Figure 5 the VOAgent is represented after it has been already transformed into the
PA (but everything discussed here applies also to cases involving autonomous agents).
The PA is extended (with functionalities selected according to the specific profile) to
support the Department Worker in fulfilling a given role. This is achieved by the IA
through the Injection Interface.

In the figure we also represent the Generic Data Model and the Generic Query Model
using ontologies which define concepts universal for any organization in which we
could wish to implement the proposed system. These concepts include: human resource,
non-human resource, profile, profile access privileges, organization units, module con-
figuration, task, matching types and matching relations (see also [7,16]). Both these
generic ontologies can be reused and specified by organization specific data and query
models. They are also used to generate classes that implement behaviors of specific
modules.

Let us stress, again, that we view all entities and their relations represented within
the dashed rectangle as a generic framework that will materialize in most organizations
(not only the University, which is the focus of this paper).

Considering the organization specific elements of the system (elements that will dif-
fer between organizations and are represented outside of the generic framework), cru-
cial roles are played by the Organization Specific Data Model and the Organization
Specific Query Model. Both these ontologies reuse the Generic Ontology, which is a
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part of the framework, in order to represent data structures and matching scenarios
which are pertinent to the organization. Based on the organization specific ontologies
their instances can be created, stored and queried through the Semantic Data Storage
which is an infrastructure for manipulating and storing semantically demarcated data.
For the time being, to support these functionalities, we intend to utilize the Jena ([4])
persistence layer. However, we are well aware of the fact that currently existing seman-
tic data storage and querying software is far from being efficient. As a result, in the
future we may select a different persistence technology. Such decision is going to be
based mainly on experimental work involving various existing technologies (similar to
that described in [5]).

Finally, Special Function-related “boxes” represent specific applications that the sys-
tem is to deal with. Examples of such functions would be the Duty Trip Support (see,
[16]) and the Grant Announcement (see, [8]). Both these functions involve interactions
between the OPM and the Personal Agent. Note that while these functions have been
described in the context of a generic Research Institute, they fit very well in the Univer-
sity-based example presented here.

3.3 Implementing Agent Adaptability

Let us now take a closer look at some crucial, from the point of view of implementing
agent adaptability, components of our system. Before proceeding let us note that solu-
tions discussed here are on the basis of our current state of knowledge. It is therefore
possible that as we proceed with implementation we may find them lacking in important
respects and thus in need of adjusting them.

As mentioned above, from implementation point of view the VOAgent is an extension
of the jade.core.Agent class. The extension must be made in order to provide
following functionalities:

– working with modules, in particular, adding, replacing, removing, and registering
them

– working with behaviors, monitor them, controlling, adding, removing
– providing access to the Shared Object Map, which is an map of objects shared by

working behaviors.

Note that module loading, removing and replacing will involve an additional ontology,
which we name the Module Ontology. When fully developed this ontology will con-
tain terms like LOAD MODULE, REMOVE MODULE, SHOW MODULE LIST, UP-
DATE MODULE and will be utilized directly by JADE agents for agent assembly and
modifications.
Now we can also define more precisely the concept of a module. Each module is an
instance of a single universal module class. This class contains:

– Module name and version.
– List of behavior descriptions that should be loaded in order to support a specific

functionality. This list is constant for every agent using a specific module. We as-
sume that modules group exactly the same behaviors. Description should contain
all data necessary to load the behavior.
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– List of objects that should placed in agent’s Shared Object Map. This list will differ
between agents because data used by behaviors will depend on the specific profile
utilized by an agent.

We also predict some other properties needed within modules, which however do not
belong to this level of abstraction. Such properties could be: date of module creation,
sequence number, signature of module creating entity, additional data necessary for
module loading, etc.

As an example imagine an instance of the Module class—a Department Worker Mod-
ule—prepared for a Biology Department Worker. The name set for this module is De-
partment Worker, the version(let assume that it is not the first one) is 3.0. The list of
behavior descriptions contains only one behavior which allows user to interact with
other Department Workers (specifically, it allows the PA that represents a given Worker
to interact with PAs representing other Workers). Of course, the real module will con-
tain also other behaviors. Knowledge part of this module contains name of department
which is Biology and list of other Department Workers (again, it is list of PAs represent-
ing other Workers). Now, the instance of the Department Worker Module prepared for
a different University Employee, but from other Department (let us say Chemistry) will
be slightly different. The module name and version won’t be different. Also the list of
behaviors won’t change. The difference will be in the knowledge included in this spe-
cific instance. The name of department will be Chemistry and because it is a different
Department, the list of Workers will also be different.

An important issue which we have to deal with during agent creation or update is
to supply it with definitions of new classes e.g. new behaviors classes, new ontologies,
etc. Before loading of any knowledge part or behavior (which are instances of some
classes) we have to inform agent about localization of all required classes. Therefore,
information about all required classes has to be included into agents’ classpath. Cur-
rently we assume that each module will contain information about localization of all
required classes. However, we acknowledge that class loading is somewhat more com-
plex problem requiring further investigation. For instance, it is also possible that class
localization will not be included in the module but there will be some action, performed
by the Injection Agent, preparing agent for module inclusion.

Note also that behaviors included in modules cannot be default Jade behaviors. We
presume that in order to provide agent in full behavior monitoring and control function
we have to extend them with names and versions. In other words, agents have to be
self-aware as to which versions of which specific behaviors they are build out of.

Now let us extend described thus far concepts and discuss somewhat more compli-
cated issues and some real-life examples of their utility.

4 Examples and Further Considerations

Let as assume that there is a Department Worker in the University who belongs to
Department Technical Team. He plays the role of Technical Support and his duties
include installing software, taking care of hardware problems, preparing auditoriums
for lectures, etc. All behaviors supporting this Department Worker in fulfilling role
of a Technical Support will have to be included in his Personal Agent in the form of a
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Department Technical Support Module. Functionality of this module will help him with
incoming requests, reporting his activities, ordering materials (e.g. toner for printers)
from university warehouses, etc. This module consists of behaviors supporting, among
others, the above mentioned functions, as well as the necessary data, e.g. list of other
members of the Department Technical Team. Now, let us imagine that we want to create
a VOAgent and turn it into an extended PA, which supports the Department Worker in
fulfilling the Technical Support role.

To achieve this goal, we have to inject the PA it with core modules that support the
primary role of a Department Worker and, of course, include also the Technical Sup-
port Module. This module is prepared by the Technical Support Factory (an instance
of a Module Factory from Figure 5). In order to inject necessary modules we have to
prepare them first. First, the Injector Agent obtains names of one or more Module Fac-
tories that will provide the VOAgent with modules that extend it to become a PA. When
the Personal Agent is fully assembled, the IA accesses the Profile Library and obtains
information about role(s) of a given Department Worker which is(are) to be supported
by its PA, as well as a list of modules that have to be associated with each of these roles.
In our case this is the Technical Support role and a list of modules that constitute the
complete support for this role. Next, the IA contacts the Module Provider Interface and
obtains the list of classes implementing particular Module Factories. These Factories
allow the IA to create instances of modules for (the) specific role(s).

In our example the Module Factory will prepare instance of the module class, which
contains all data and behaviors required for the given module. As mentioned before, the
Module Factory will prepare data that includes, among others, the list of other team mem-
bers (retrieved from the Data Model specifically for the given Department Worker). The
Module Factory will also add descriptions of behaviors (e.g. for dealing with requests,
interacting with supply department, etc.) to the module object. Currently, we assume that
descriptions of behaviors contain information about behavior’s classes and about addi-
tional (3’rd party) libraries which should be added to the agent classpath. These Java
objects can then be self-injected by the PA, turning it into Technical Support Agent.

Let us use a different example, and observe what happens when the Department
Worker (see Figure 3) is promoted to become a Department Chair and her PA has to be
modified to support her in the new role. As a result of the promotion, the organization
profile of the Department Worker (the Human Resource Profile; see [16]) is adjusted.
This information becomes known to the Profile Monitoring Agent, which in turn in-
forms the IA about this fact. The IA accesses the Profile Library and obtains a complete
list of modules that should constitute the PA that can support the Department Worker
in the role of Department Chair; and contacts the Module Provider Interface to obtain
information which classes factory will create modules that need to be injected into the
PA. On the basis of thus obtained list, the IA will modify the PA.

Let us now focus on another complex issue. Let us consider, again, the Technical
Support Module, which provides set of behaviors and knowledge that allow the PA
to support a Department Worker in the role of Technical Support. Every change in
real-life organization procedure(s) must also affect behaviors of the Technical Support
Agent. Imagine that before an organizational change members of the Technical Support
were allowed to exchange requests (as long as they were completed in time) without
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approval of the Technical Team Manager. After the change, members of the Technical
Support Team are not allowed to exchange requests. All exchanges have to be approved
by the Technical Support Team Manager. This change affects not only the Technical
Support Team Members but also several other entities including, for instance, the Tech-
nical Support Team Manager (and thus their appropriate Personal Agents). As a matter
of fact, every entity, which takes part in this scenario will have to accommodate the
new procedure. This requires reconfiguration of agents representing affected entities.
New versions of behaviors and modules must be introduced into the system, and this
requires update of appropriate Module Factories. New libraries with behavior defini-
tions and module factories have to be stored. Next, the Injector Agent must help install
new modules with new behaviors to every agent, which role requires using just updated
modules.

While injecting new modules is rather easy to achieve (agents can self-inject with
additional modules), module updating is a more complex problem. Let us observe that:

– when we introduce new modules we have to be sure that every agent in the system
will “instantaneously” start working with the same version of the module; situation
in which agents try to communicate with each other while utilizing incompatible
procedures/messages/protocols can result in a disaster

– update cannot occur in the middle of a conversation/transaction between any af-
fected agents; as a matter of fact, agents cannot switch behavior version (kill older
version and load a new one) if the current one is a part of a still working process.

Combining these two observations makes it easy to see why module update is a very
complex issue and may even lead to the need of complete system shutdown. It is only
in this case when we can for certain assure that no transaction is in progress and that no
agent-version incompatibility will occur. We will investigate this issue in more details,
with an attempt at reducing the impact of module updating on the functioning of the
system.

5 Concluding Remarks

In this paper we have considered adaptability in an agent-based virtual organization.
Specifically, we have concentrated our attention on issues involved in implementation
of agent adaptability, while using an example of a University to illustrate potential solu-
tion and open research questions. We are in the process of implementing the proposed
solution and will report on our progress in subsequent publications.
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Abstract. The Service Oriented Architecture (SOA) paradigm is increasingly 
adopted by industry for building distributed software systems. However, when 
designing, developing and operating innovative software services and service-
based systems, several challenges exist. Those challenges include how to man-
age the complexity of those systems, how to establish, monitor and enforce 
Quality of Service (QoS) and Service Level Agreements (SLAs), as well as how 
to build those systems such that they can proactively adapt to dynamically 
changing requirements and context conditions. Developing foundational solu-
tions for those challenges requires joint efforts of different research communi-
ties such as Business Process Management, Grid Computing, Service Oriented 
Computing and Software Engineering. This paper provides an overview of 
S-Cube, the European Network of Excellence on Software Services and Sys-
tems. S-Cube brings together researchers from leading research institutions 
across Europe, who join their competences to develop foundations, theories as 
well as methods and tools for future service-based systems. 
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1   Motivation 

The Service Oriented Architecture (SOA) is increasingly adopted by industry as a para-
digm for building highly dynamic, distributed and adaptive software systems [1],[2],[3]. 
Service-based systems are realized by “composing” software services. For the service 
composer, a software service represents functionality that can be invoked through the 
service’s interface. The actual software that implements this functionality is executed, 
maintained and owned by the provider of that service. Ideally, the service composer 
can select from a vast amount of readily available services from a diverse range of 
service providers. Thus, services take the concept of ownership to the extreme: Not 
only the development, quality assurance, and maintenance of the software is under the 
control of third parties, but the software can even be executed and managed by third 
parties [4]. 
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1.1   State of the Art: Functional SOA Layers 

Currently, the common practice for developing service-based systems following the 
SOA paradigm distinguishes between three functional layers [4]: 

• Service Infrastructure Layer. This layer supports describing, publishing and  
discovering services and provides the run-time environment for the execution of 
service-based systems. It provides primitives for service communication (e.g., 
SOAP), mechanisms for connecting heterogeneous services, facilities for service 
description (e.g., WSDL), as well as capabilities that support the discovery of ser-
vices (e.g., UDDI). 

• Service Composition and Coordination Layer. This layer supports the (hierarchi-
cal) aggregation of multiple (individual) services into service compositions.  
Service compositions can – in turn – be offered to service clients, used in further 
service compositions and eventually be composed to service-based systems. By 
relying on the service infrastructure layer, the service composition and coordina-
tion layer is responsible for specifying (e.g., using BPEL), controlling and coordi-
nating the execution of the aggregated services of a composition and for managing 
the data flow as well as the control flow between those services. 

• Business Process Management (BPM) Layer. The BPM layer provides end-to-
end visibility and control over all parts of a long-lived, multi-step business process 
that spans multiple organizations and can involve human actors. The business 
process management layer provides mechanisms for expressing, understanding, 
representing and managing an organization in terms of a collection of business 
processes which are realized in a service-oriented fashion. 

1.2   Open Challenges 

The current state of the art in SOA is not sufficient to build innovative software services 
and service-based systems of the future. Although several communities address funda-
mental issues inherent in the three functional layers, many important challenges are still 
to be resolved (e.g., see [5] and [6]). Some typical research challenges include: 

• Engineering and Design. Ideally, the complete behaviour of a service-based sys-
tem would be described during the design phase. However, service-based systems 
cannot be specified completely in advance due to the incomplete knowledge about 
the interacting parties as well as the system’s context. As an example, the decision 
which services from which provider are actually aggregated into the service-based 
system is often taken during run-time. Due to the fact that many development de-
cisions are taken during run-time, the phase of engineering and design shrinks 
compared to the run-time (operation) phase. As a consequence, new life cycle 
models and methods will have to support the agility, flexibility and dynamism re-
quired to leverage the potential of service-based systems and to devise innovative, 
value-added services. As an example, the abundance of available services can help 
in the requirements analysis phase, since it allows new requirements to emerge 
because the requirements analyst discovers these services and realizes that they 
could be beneficial to extending or improving the functionality of the system  
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under development. Thus, service compositions will also be established in a “bot-
tom-up” or even “middle-out” way [4]. 

• Adaptation. Adaptation of a service-based system is typically being triggered 
through monitoring events, i.e., events that result form the observation of the run-
ning systems behaviour. Monitoring however, only observes changes and/or de-
viations after they have occurred and thus supports reactive adaptations. Reactive 
adaptations have, among others, the following drawbacks: (1) Executing faulty 
services or process fragments can have undesirable consequences, such as loss of 
money and unsatisfied users. (2) Adapting the running system can considerably 
increase execution time, and therefore reduce the overall performance of the  
running system. (3) There is typically a time delay between the occurrence of a 
problem and its detection via monitoring activities which leads to a time delay of 
executing adaptive actions. Monitoring events might even occur too late for taking 
adaptive actions. Ideally, proactive adaptation avoids those drawbacks, since the 
service-based system will adapt itself before the deviation occurs. Proactive adap-
tation requires novel techniques and methods for diagnosing the system and for 
observing its context in order to anticipate possible deviations or changes that re-
quire an adaptation. Also, the potential consequences of those deviations and 
changes need to be estimated in order to determine whether it is worth performing 
the proactive adaptation (e.g., if the consequences are only minor it might be 
worthwhile not to trigger an adaptation). 

• Quality. Future service-based systems need to guarantee end-to-end quality and 
compliance with quality contracts, such as service level agreements (SLAs). End-
to-end quality provision implies that the dependency between different quality 
characteristics (like reliability or performance) must be understood across all  
layers. For instance, the interrelation between the fulfilment of different QoS 
characteristics on the infrastructure layer and the achievement of KPIs (key per-
formance indicators) at the business process management layer is still an open is-
sue. As businesses in the future will depend on globally distributed service-based 
systems, support for the specification, dynamic agreement, and monitoring of ser-
vice quality will be a critical issue. There is thus a strong need for methods that 
address the QoS characteristics in a comprehensive and cross-cutting fashion 
across all layers of a service-based system. Those innovative QoS-techniques and 
methods have to integrate the phases of SLA conception, negotiation, monitoring 
and refinement (or re-negotiation). In addition, those approaches need to under-
stand how the context of a service-based system impacts on QoS. 

1.3   Need for Interdisciplinary Research  

Developing solutions for the research challenges in service-based systems mentioned 
in the previous section requires the synergy and integration of different research 
communities.  

Those research communities include: 

• Business Process Management, which addresses issues at the BPM layer, like 
agile service networks, business transaction monitoring, or KPIs; 
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• Service Oriented Computing, which addresses challenges at the service composition 
and coordination layer (including adaptable, QoS-aware service compositions); 

• Grid Computing, which focuses at issues at the service infrastructure layer (e.g., 
infrastructure mechanisms for run-time adaptation of services); 

• Software Engineering, which contributes its huge body of knowledge on engineer-
ing and designing software systems, as well as software quality assurance; 

• Automated Planning, which provides contributions for contract (and SLA) nego-
tiation as well as automated service composition; 

• Information Retrieval, which enables devising advanced service registration and 
search tools; 

• Human Computer Interaction, which addresses issues of context and user modelling. 

S-Cube, the European Network of Excellence on Software Services and Systems, 
brings together leading European research institutes and universities from the above 
communities. This paper sketches S-Cube’s contribution to the next generation of 
software services and service-based systems. Section 2 provides an overview of 
S-Cube’s objectives and the technical approach followed. Then, Section 3 presents 
S-Cube’s research framework, which introduces a clear separation of concerns be-
tween service-related issues. Section 4 concludes the paper and explains how re-
searchers can participate in the S-Cube network. 

2   The S-Cube Network of Excellence 

The aim of S-Cube is to establish a unified, multidisciplinary, vibrant research com-
munity, which intends to achieve world-wide scientific excellence by defining a 
broader research vision and perspective that will shape the software-service based 
Internet of the future.  

S-Cube is funded for a period of four years by the European Community’s Seventh 
Framework Programme FP7/2007-2013 under Objective 1.2 ‘Services and Software 
Architectures, Infrastructures and Engineering’. S-Cube brings together over 70 re-
searchers and over 50 Ph.D. students from 14 institutions. Figure 1 shows the 14 
member organizations of S-Cube and their distribution across Europe. 

2.1   Objectives 

S-Cube pursues the following objectives: 

• Re-aligning, re-shaping and integrating research agendas of key European players 
from diverse research communities. By synthesizing and integrating diversified 
knowledge, a long-lasting foundation for steering research and for achieving inno-
vation at the highest level will be achieved. 

• Inaugurating a Europe-wide common program of education and training for re-
searchers and industry. This will create a common culture that will have a pro-
found impact on the future of the field. 

• Establishing a proactive mobility plan to enable cross-fertilisation. This will foster 
the integration of research communities and the establishment of a common soft-
ware services research culture. 
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• Establishing trust relationships with industry. Via European Technology Platforms 
(specifically NESSI) a catalytic effect in shaping European research, strengthening 
industrial competitiveness and addressing main societal challenges will be accom-
plished. 

• Defining a broader research vision and perspective. This will shape the software-
service based Internet of the future and will accelerate economic growth and im-
prove the living conditions of European citizens. 
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Fig. 1. S-Cube Member Organizations 

2.2   Technical Approach 

To reach the above objectives, the S-Cube members jointly carry out the following 
three types of activities: 

• Integration Activities. Integration activities tackle fragmentation and isolation of 
research by different means:  

o The S-Cube Knowledge Model will capture terminology and competences of 
S-Cube members and their research. This will support eliminating the dupli-
cation of research efforts, better adjusting research activities of member insti-
tutions and restructuring already existing research agendas.  

o The Pan-European Distributed Service Laboratory will be established as a 
high-quality research infrastructure to provide access to state-of-the-art col-
laboration facilities (including Grids).  

o S-Cube’s diverse and vigorous program of education, training and specialist 
courses will be provided together with an intensive mobility plan to achieve a 
cross-fertilisation of knowledge and durable research integration. 
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• Joint Research Activities. Work in S-Cube will be guided by the S-Cube research 
framework, which will be introduced in Section 3.  

• Spreading of Excellence Activity. This activity will ensure a broad dissemination 
of research results, stimulate industrial and commercial interest, and enhance the 
public visibility of the research results. This includes the S-Cube Web Portal1, the 
organisation of international conferences2, specialised workshops and summer 
schools3, as well as a European Ph.D. programme. 

3   The S-Cube Research Framework 

The S-Cube research framework (see Figure 2) guides the joint research activities 
carried out in S-Cube. The framework basically distinguishes between principles and 
methods for engineering and adapting service-based systems and the technology 
which is used to realize those systems while taking into account issues like QoS and 
SLA compliance.  
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Fig. 2. S-Cube’s Research Framework 

What makes the S-Cube research framework unique when compared to the tradi-
tional “layered” way of developing service-based systems (see Section 1.1) is that it 

                                                           
1 See http://www.s-cube-network.eu/ 
2 For example the ServiceWave conference; see http://www.servicewave.eu/ 
3 For example the SSME Summer School; see http://www.ssme2008.tsl.gr/ 
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systematically addresses cross-cutting service issues. Further, the framework sets out 
to make the knowledge of the functional layers (which currently is mostly hidden in 
languages, standards, etc.) explicit in order to avoid overlaps and to identify gaps in 
research. Finally, the framework is designed to handle the complexity of developing 
and adapting service-based systems. 

To this end, the elements of the S-Cube research framework are defined by follow-
ing a clear separation of two concerns:  

• Technologies and Local Principles & Methods. The three horizontal layers of the 
framework are – similar to the traditional SOA layers – responsible for techniques 
and methods which are applicable for the individual layers (in isolation). Also, 
concrete service technologies fall under the responsibility of the layers; e.g., 
search engines and virtualization mechanisms on the infrastructure layer, service 
composition languages (like BPEL), and business process modelling techniques 
on the BPM layer. 

• Overarching /Cross-cutting Principles, Techniques and Methods. In addition to 
the local principles and methods, overarching principles and methods are needed 
to address the research challenges (see Section 1.2). Those principles and methods 
involve three important aspects of a service-based system: 

o The adaptation and monitoring aspect includes all concerns with respect to 
the self-adaptation behaviour of the service-based system (which is typically 
triggered by monitoring events). Specifically, this comprises languages and 
methods for defining adaptation goals (requirements) and different adapta-
tion strategies. An adaptation strategy which correlates the events across the 
functional layers, thereby avoiding conflicting adaptations, is an example for 
an adaptation technique that falls into the responsibility of the adaptation and 
monitoring aspect. 

o The engineering and design aspect includes all issues related to the life-cycle 
of services and service-based systems. Specifically, it comprises engineering 
and design principles and methods for building service-based systems. This 
includes approaches for identifying, designing, developing, deploying, find-
ing, applying, provisioning, evolving, and maintaining services. 

o The quality definition, negotiation and assurance aspect involves principles 
and methods for defining, negotiating and ensuring quality characteristics 
and SLAs. Negotiating quality characteristics requires understanding and  
aggregating quality characteristics across the functional layers as well as 
agreeing on provided levels of quality (e.g., by means of stipulating SLAs). 
To ensure agreed quality characteristics, typically techniques like monitor-
ing, testing or static analysis (e.g., model checking) are employed. 

For each element of the S-Cube research framework, interfaces are defined that de-
scribe the capabilities that are provided by one element of the framework to another 
element, resp., the capabilities required by one element from another. As an example, 
one interface of the service composition and coordination layer defines which kinds 
of monitoring events (“status” in Figure 2) are provided for the cross-cutting adapta-
tion strategy defined in the adaptation and monitoring aspect (see above). 
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4    Conclusions 

The innovation that is required to devise the theories, technology and methods needed 
for making the next generation of services and service-based systems a reality, cannot 
be delivered by any research group in isolation. It requires the synergy and integration 
of a variety of research communities including Grid Computing, Service Oriented 
Computing, Software Engineering, Automated Planning, Information Retrieval, and 
Human Computer Interaction. 

To this end, S-Cube, the European Network of Excellence on Software Services 
and Systems, brings together major European research institutes and universities to 
jointly devise the scientific foundations for future service technologies and methods. 
The results of S-Cube will thus equip the organizations of the future with the capabili-
ties to develop and evolve innovative software services and service-based systems.  

In order to strengthen and broaden S-Cube’s research efforts, organizations, re-
search groups or researchers are invited to join S-Cube as associate partners. The 
admission process is published on the S-Cube Web Portal4. 
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Abstract. Increasingly, business projects are ephemeral. New Business Intelli-
gence tools must support ad-lib data sources and quick perusal. Meanwhile, tag
clouds are a popular community-driven visualization technique. Hence, we inves-
tigate tag-cloud views with support for OLAP operations such as roll-ups, slices,
dices, clustering, and drill-downs. As a case study, we implemented an applica-
tion where users can upload data and immediately navigate through its ad hoc
dimensions. To support social networking, views can be easily shared and em-
bedded in other Web sites. Algorithmically, our tag-cloud views are approximate
range top-k queries over spontaneous data cubes. We present experimental evi-
dence that iceberg cuboids provide adequate online approximations. We bench-
mark several browser-oblivious tag-cloud layout optimizations.

Keywords: OLAP, Data warehouse, Business intelligence, Tag cloud, Social
web.

1 Introduction

The Web 2.0, or Social Web, is about making available social software applications on
the Web in an unrestricted manner. Enabling a wide range of distributed individuals
to collaborate on data analysis tasks may lead to significant productivity gains [1, 2].
Several companies, like SocialText and IBM, are offering Web 2.0 solutions dedicated
to enterprise needs. The data visualization Web sites Many Eyes [3] and Swivel [4] have
become part of the Web 2.0 landscape: over 1 million data sets were uploaded to Swivel
in less than 3 months [5].

These Web 2.0 data visualization sites use traditional pie charts and histograms, but
also tag clouds. Tag clouds are a form of histogram which can represent the amplitude
of over a hundred items by varying the font size. The use of hyperlinks makes tag
clouds naturally interactive. Tag clouds are used by many Web 2.0 sites such as Flickr,
del.icio.us and Technorati. Increasingly, e-Commerce sites such as Amazon or O’Reilly
Media, are using tag clouds to help their users navigate through aggregated data.

Meanwhile, OLAP (On-Line Analytical Processing) [6] is a dominant paradigm
in Business Intelligence (BI). OLAP allows domain experts to navigate through ag-
gregated data in a multidimensional data model. Standard operations include drill-
down, roll-up, dice, and slice. The data cube [7] model provides well-defined semantics
and performance optimization strategies. However, OLAP requires much effort from
database administrators even after the data has been cleaned, tuned and loaded: schemas
must be designed in collaboration with users having fast changing needs and require-
ments [8, 9]. Vendors such as Spotfire, Business Objects and QlikTech have reacted by

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 51–64, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Table 1. Conventional OLAP versus Web 2.0 OLAP

Conventional OLAP Web 2.0 OLAP
recurring needs ephemeral projects
predefined schemas spontaneous schemas
centralized design user initiative
histograms tag clouds
plots and reports iframes, wikis, blogs
access control social networking

proposing a new class of tools allowing end-user to customize their applications and to
limit the need for centralized schema crafting [10].

OLAP itself has never been formally defined though rules have been proposed to
recognize an OLAP application [6]. In a similar manner, we propose rules to recognize
Web 2.0 OLAP applications (see also Table 1):

1. Data and schemas are provided autonomously by users.
2. It is available as a Web application.
3. It supports complete online interaction over aggregated multidimensional data.
4. Users are encouraged to collaborate.

Tag clouds are well suited for Web 2.0 OLAP. They are flexible: a tag cloud can repre-
sent a dozen or hundred different amplitudes. And they are accessible: the only require-
ment is a browser that can display different font sizes. They also spark discussion [11].

We describe a tag-cloud formalism, as an instance of Web 2.0 OLAP. Since we im-
plemented a prototype, technical issues will be discussed regarding application de-
sign. In particular, we used iceberg cubes [12] to generate tag clouds online when
the data and schema are provided extemporaneously. Because tag clouds are meant
to convey a general impression, presenting approximate measures and clustering is
sufficient: we propose specific metrics to measure the quality of tag-cloud approxi-
mations. We conclude the paper with experimental results on real and synthetic data
sets.

2 Related Work

There are decentralized models [13] and systems [14] to support collaborative data
sharing without a single schema.

According to Wu et al., it is difficult to navigate an OLAP schema without help;
they have proposed a keyword-driven OLAP model [15]. There are several OLAP vi-
sualization techniques including the Cube Presentation Model (CPM) [16], Multiple
Correspondence Analysis (MCA) [17] and other interactive systems [18].

Tag clouds have been popularized by the Web site Flickr launched in 2004. Several
optimization opportunities exist: similar tags can be clustered together [19], tags can be
pruned automatically [20] or by user intervention [21], tags can be indexed [21], and so
on. Tag clouds can be adapted to spatio-temporal data [22, 23].
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3 OLAP Formalism

3.1 Conventional OLAP Formalism

Most OLAP engines rely on a data cube [7]. A data cube C contains a non empty set of d
dimensions D = {Di}1≤i≤d and a non empty set of measures M . Data cubes are usually
derived from a fact table (see Table 2) where each dimension and measure is a column
and all rows (or facts) have disjoint dimension tuples. Figure 1(a) gives tridimensional
representation of the data cube.

Table 2. Fact table example

Dimensions Measures
location time salesman product cost profit
Montreal March John shoe 100$ 10 $
Montreal December Smith shoe 150$ 30 $
Quebec December Smith dress 175$ 45 $
Ontario April Kate dress 90$ 10 $
Paris March John shoe 100$ 20 $
Paris March Marc table 120$ 10 $
Paris June Martin shoe 120$ 5 $
Lyon April Claude dress 90$ 10 $
New York October Joe chair 100$ 10 $
New York May Joe chair 90$ 10 $
Detroit April Jim dress 90$ 10 $

Measures can be aggregated using several operators such as AVERAGE, MAX, MIN,
SUM, and COUNT. All of these measures and dimensions are typically prespecified in a
database schema. Database administrators preaggregate views to accelerate queries.

(a) OLAP data cube (b) Tag-cloud data cube (c) OLAP roll-up (d) Tag-cloud roll-up

(e) OLAP dice (f) Tag-cloud dice (g) OLAP slice (h) Tag-cloud slice

Fig. 1. Conventional OLAP operations vs. tag-cloud OLAP operations
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The data cube supports the following operations:

– A slice specifies that you are only interested in some attribute values of a given
dimension. For example, one may want to focus on one specific product (see Fig-
ure 1(g)). Similarly, a dice selects ranges of attribute values (see Figure 1(e)).

– A roll-up aggregates the measures on coarser attribute values. For example, from
the sales given for every store, a user may want to see the sales aggregated per
country (see Figure 1(c)). A drill-down is the reverse operation: from the sales per
country, one may want to explore the sales per store in one country.

The various specific multidimensional views in Figure 1 are called cuboids.

3.2 Tag-Cloud OLAP Formalism

A Web 2.0 OLAP application should be supported by a flexible formalism that can
adapt a wide range of data loaded by users. Processing time must be reasonable and
batch processing should be avoided.

Unlike in conventional data cubes, we do not expect that most dimensions have ex-
plicit hierarchies when they are loaded: instead, users can specify how the data is laid
out (see Section 5). As a related issue, the dimensions are not orthogonal in general:
there might be a “City” dimension as a well as “Climate Zone” dimension. It is up to
the user to organize the cities per climate zone or per country.

Definition 1 (Tag). A tag is a term or phrase describing an object with corresponding
non-negative weights determining its relative importance. Hence, a tag is made of a
triplet (term, object, weight).

As an example, a picture may have been attributed the tags “dog” (12 times) and “cat”
(20 times). In a Business Intelligence context, a tag may describe the current state of a
business. For example, the tags “USA” (16,000$) and “Canada” (8,000$) describe the
sales of a given product by a given salesman.

We can aggregate several attribute values, such as “Canada” and “March,” into a
single term, such as “Canada–March.” A tag composed of k attribute values is called a
k-tag. Figure 1(b) shows a tag cloud representation of Table 2 using 3-tags.

Each tag T is represented visually using a font size, font color, background color,
area or motif, depending on its measure values.

3.3 Tag-Cloud Operations

In our system, users can upload data, select a data set, and define a schema by choosing
dimensions (see Figure 2). Then, users can apply various operations on the data using a
menu bar. On the one hand, OLAP operations such as slice, dice, roll-up and drill-down
generate new tag clouds and new cuboids from existing cuboids. Figures 1(d), 1(f) and
1(h), show the results of a roll-up, a dice, and a slice as tag clouds. On the other hand,
we can apply some operations on an existing tag cloud: sort by either the weights or the
terms of tags, remove some tags, remove lesser weighted tags, and so on. We estimate
that a tag cloud should not have more than 150 tags.
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Fig. 2. User-driven schema design

Fig. 3. Choosing similarity dimensions

Tag-cloud layout has measurable benefits when trying to convey a general impres-
sion [24]. Hence, we wish to optimize the visual arrangement of tags. Chen et al. pro-
pose the computation of similarity measures between cuboids to help users explore
data [25]: we apply this idea to define similarities between tags. First of all, users are
asked to provide one or several dimensions they want to use to cluster the tags. Choos-
ing the “Country” dimension would mean that the user wants the tags rearranged by
countries so that “Montreal–April” and “Toronto–March” are nearby (see Figure 3).
The clustering dimensions selected by the user together with the tag-cloud dimensions
form a cuboid: in our example, we have the dimensions “Country,” “City,” and “Time.”
Since a tag contains a set of attribute values, it has a corresponding subcuboid defined
by slicing the cuboid.

Several similarity measures can be applied between subcuboids: Jaccard, Euclidean
distance, cosine similarity, Tanimoto similarity, Pearson correlation, Hamming distance,
and so on. Which similarity measure is best depends on the application at hand, so
advanced users should be given a choice. Commonly, similarity measures take up values
in the interval [−1,1]. Similarity measures are expected to be reflexive ( f (a,a) = 1),
symmetric ( f (a,b) = f (b,a)) and transitive: if a is similar to b, and b is similar to c,
then a is also similar to c.
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Fig. 4. Tag-cloud reordering based on similarity

Recall that given two vectors v and w, the cosine similarity measure is defined

as cos(v,w) = ∑i viwi/
√

∑i v2
i ∑i w2

i = v/|v| ·w/|w|. The Tanimoto similarity is given

by ∑i viwi/(∑i v2
i + ∑i w2

i −∑i viwi); it becomes the Jaccard similarity when the vec-
tors have binary values. Both of these measures are reflexive, symmetric and tran-
sitive. Specifically, the cosine similarity is transitive by this inequality: cos(v,z) ≥
cos(w,z)−

√
1− cos(v,w)2. To generalize the formulas from vectors to cuboids, it suf-

fices to replace the single summation by one summation per dimension. Figure 4 shows
an example of tag-cloud reordering to cluster similar tags. In this example, the “City–
Product” tags were compared according to the “Country” dimension. The result is that
the tags are clustered by countries.

4 Fast Computation

Because only a moderate number of tags can be displayed, the computation of tag
clouds is a form of top-k query: given any user-specified range of cells, we seek the
top-k cells having the largest measures. There is a little hope of answering such queries
in near constant-time with respect to the number of facts without an index or a buffer.
Indeed, finding all and only the elements with frequency exceeding a given frequency
threshold [26] or merely finding the most frequent element [27] requires Ω(m) bits
where m is the number of distinct items.

Various efficient techniques have been proposed for the related range MAX prob-
lem [28, 29], but they do not necessarily generalize. Instead, for the range top-k prob-
lem, we can partition sparse data cubes into customized data structures to speed up
queries by an order of magnitude [30–32]. We can also answer range top-k queries us-
ing RD-trees [33] or R-trees [34]. In tag clouds, precision is not required and accuracy
is less important; only the most significant tags are typically needed. Further, if all tags
have similar weights, then any subset of tag may form an acceptable tag cloud.

A strategy to speed up top-k queries is to transform them into comparatively easier
iceberg queries [12]. For example, in computing the top-10 (k = 10) best vendors, one
could start by finding all vendors with a rating above 4/5. If there are at least 10 such
vendors, then sorting this smaller list is enough. If not, one can restart the query, seek-
ing vendors with a rating above 3/5. Given a histogram or selectivity estimates, we can
reduce the number of expected iceberg queries [35]. Unfortunately, this approach is not
necessarily applicable to multidimensional data since even computing iceberg aggre-
gates once for each query may be prohibitive. However, iceberg cuboids can still be
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Fig. 5. Example of non informative tag cloud

put to good use. That is, one materializes the iceberg of a cuboid, small enough to fit
in main memory, from which the tag clouds are computed. Intuitively, a cuboid rep-
resenting the largest measures is likely to provide reasonable tag clouds. Users mostly
notice tags with large font sizes [24]. A good approximation captures the tags having
significantly larger weights. To determine whether a tag cloud has such significant tags,
we can compute the entropy.

Definition 2 (Entropy of a tag cloud). Let T ∈ T be a tag from a tag cloud T , then
entropy(T ) = −∑T∈T p(T )log(p(T )) where p(T ) = weight(T )

∑x∈T weight(x) .

The entropy quantifies the disparity of weights between tags. The lower the entropy,
the more interesting the corresponding tag cloud is. Indeed, tag clouds with uniform
tag weights have maximal entropy and are visually not very informative (see Figure 5).

We can measure the quality of a low-entropy tag cloud by measuring false positives
and negatives: false positive happens when a tag has been falsely added to a tag cloud
whereas a false negative occurs when a tag is missing. These measures of error assume
that we limit the number of tags to a moderately small number. We use the following
quality indexes; index values are in [0,1] and a value of 0 is ideal; they are not applicable
to high-entropy tag clouds.

Definition 3. Given approximate and exact tag clouds A and E, the false-positive and

false-negative indexes are
maxt∈A,t �∈E weight(t)

maxt∈A weight(t) and
maxt∈E,t �∈A weight(t)

maxt∈E weight(t) .

5 Tag-Cloud Drawing

While we can ensure some level of device-independent displays on the Web, by us-
ing images or plugins, text display in HTML may vary substantially from browser to
another. There is no common set of font browsers are required to support, and Web
standards do not dictate line-breaking algorithms or other typographical issues. It is not
practical to simulate the browser on a server. Meanwhile, if we wish to remain accessi-
ble and to abide by open standards, producing HTML and ECMAScript is the favorite
option.

Given tag-cloud data, the tag-cloud drawing problem is to optimally display the tags,
generally using HTML, so that some desirable properties are met, including the fol-
lowing: (1) the screen space usage is minimized; (2) when applicable, similar tags are
clustered together. Typically, the width of the tag cloud is fixed, but its height can vary.

For practical reasons, we do not wish for the server to send all of the data to the browser,
including a possibly large number of similarity measures between tags. Hence, some
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of the tag-cloud drawing computations must be server-bound. There are two possible
architectures. The first scenario is a browser-aware approach [19]: given the tag-cloud
data provided by the server, the browser sends back to the server some display-specific
data, such as the box dimensions of various tags using different font sizes. The server
then sends back an optimized tag cloud. The second approach is browser-oblivious: the
server optimizes the display of the tag cloud without any knowledge of the browser
by passing simple display hints. The browser can then execute a final and inexpensive
display optimization. While browser-oblivious optimization is necessarily limited, it
has reduced latency and it is easily cacheable.

Browser-oblivious optimization can take many forms. For example, we could send
classes of tags and instruct the browser to display them on separate lines [20]. In our
system, tags are sent to the browser as an ordered list, using the convention that succes-
sive tags are similar and should appear nearby. Given a similarity measure w between
tags, we want to minimize ∑p,q w(p,q)d(p,q) where d(p,q) is a distance function be-
tween the two tags in the list and the sum is over all tags. Ideally, d(p,q) should be the
physical distance between the tags as they appear in the browser; we model this distance
with the index distance: if tag a appears at index i in the list and tag b appears at index
j, their distance is the integer |i− j|. This optimization problem is an instance of the
NP-complete MINIMUM LINEAR ARRANGEMENT (MLA) problem: an optimal linear
arrangement of a graph G = (V,E), is a map f from V onto {1,2, . . . ,N} minimizing
∑u,v∈V | f (u)− f (v)|.
Proposition 1. The browser-oblivious tag-cloud optimization problem is
NP-Complete.

There is an O(
√

logn loglogn)-approximation for the MLA problem [36] in some in-
stances. However, for our generic purposes, the greedy NEAREST NEIGHBOR (NN)
algorithm might suffice: insert any tag in an empty list, then repeatedly append a tag
most similar to the latest tag in the list, until all tags have been inserted. It runs in
O(n2) time where n is the number of tags. Another heuristic for the MLA problem is
the PAIRWISE EXCHANGE MONTE CARLO (PWMC) method [37]: after applying NN,
you repeatedly consider the exchange of two tags chosen at random, permuting them if
it reduces the MLA cost. Another MONTE CARLO (MC) heuristic begins with the ap-
plication of NN [38]: cut the list into two blocks at a random location, test if exchanging
the two blocks reduces the MLA cost, if so proceed; repeat.

Additional display hints can be inserted in this list. For example, if two tags must
absolutely be very close to each other, a GLUED token could be inserted. Also, if two
tags can be permuted freely in the list, then a PERMUTABLE token could be inserted:
the list could take the form of a PQ tree [39].

6 Experiments

Throughout these experiments, we used the Java version 1.6.0 02 from Sun Microsys-
tems Inc. on an Apple MacPro machine with 2 Dual-Core Intel Xeon processors running
at 2.66 GHz and 2 GiB of RAM.
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6.1 Iceberg-Based Computation

To validate the generation of tag clouds from icebergs, we have run tests over the US In-
come 2000 data set [40] (42 dimensions and about 2×105 facts) as well as a synthetic
data set (18 dimensions and 2×104 facts) provided by Swivel (http://www.swivel.
com/data_sets/show/1002247). Figure 6 shows that while some tag-cloud computa-
tions require several minutes, iceberg-based computations can be much faster.

From each data set, we generated a 4-dimensional data cube. We used the COUNT
function to aggregate data. Tag clouds were computed from each data cube using the
iceberg approximation with different values of limit: the number of facts retained. We
also implemented exact computations using temporary tables. We specified different
values for tag-cloud size, limiting the maximum number of tags. For each iceberg limit
value and tag-cloud size, we computed the entropy of the tag cloud, the false-positive
and false-negative indexes, and processing time for both of iceberg approximation and
exact computation.
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We plotted in Figure 7 the false-positive and false-negative indexes as a function
of the relative entropy (entropy/log(tag-cloud size)) using various iceberg limit values
(150, 600, 1200, 4800, and 19600) and various tag-cloud sizes (50, 100, 150, and 200),
for a total of 20 tag clouds per dimension. The Y axis is in a logarithmic scale. Points
having their indexes equal to zero are not displayed. As discussed in Section 4, false-
positive and false-negative indexes should be low when the entropy is low. We verify
that for low-entropy values (< 3

4 log(tag-cloud size)), the indexes are always close to
zero which indicates a good approximation. Meanwhile, small iceberg cuboids can be
processed much faster.

Experimentally, we found that the entropy is not sensitive to the iceberg limit, but it
grows with the tag-cloud size (see Figures 10(a) and 9(a)). Naturally, the tag-cloud size
is bounded by the cardinality of the chosen dimension.

We computed the relative gain in processing time due to the iceberg limit as
(t − t ′)/t where t is the time required for the exact computation whereas t ′ is the time
used by an iceberg computation (see Figures 10(b) and 9(b)). For these tests, the tag-
cloud size was set to 150. Generally, the lower the iceberg limit value, the better the
gain. High cardinality dimensions benefit less from a small iceberg limit. Also, the
ratios of false positive and false negative decrease as the iceberg limit increases. How-
ever, for low-cardinality dimensions, these ratios are often close to zero, so only high-
cardinality dimensions benefit from higher iceberg limits. Hence, you should choose an
iceberg limit small or large depending on whether you have a low or high cardinality
dimension.

6.2 Similarity Computation

Using our two data sets, we tested the NN, PWMC, and MC heuristics using both the
cosine and the Tanimoto similarity measures. From data cubes made of all available
dimensions, we used all possible 1-tag clouds, using successively all other dimensions
as clustering dimension for a total of 2× (18×17 + 42×41)= 4056 layout optimiza-
tions. The iceberg limit value was set at 150. The MC heuristic never fared better than
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Table 3. Comparison of various MLA heuristics over the Swivel data set using the cosine sim-
ilarity measure (306 tag clouds). The running time is the average of 100 optimizations for tag
clouds of size 150. The number of tag clouds (out of 306) having at least a given gain is given.

NN PWMC
10 100 1000

time (s) 0.003 0.01 0.03 0.2
MLA gain > 0% 154 154 154 154
MLA gain > 30% 143 143 145 148
MLA gain > 70% 112 112 112 116
MLA gain > 90% 97 97 97 99

NN, even when considering a very large number of random block permutations: we
rejected this heuristic as ineffective. However, as Figure 8 shows, the PWMC heuristic
can sometimes significantly outperform NN when a large number (1000) of tag ex-
changes are considered, but it only outperforms NN by more than 20% in less than 5%
of all layout optimizations. Meanwhile, table 3 shows that if our objective is to reduce
the MLA cost by 90%, all heuristics are equivalent. However, it also shows that PWMC
can be several order of magnitudes slower than NN: NN is 10 times faster than PWMC
with 100 exchanges and 70 times faster than PWMC with 1000 exchanges. Computing
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the similarity function over an iceberg cuboid was moderately expensive (0.07 s) for
a small iceberg cuboid (limit set to 150 cells): the exact computation of the similarity
function can dwarf the cost of the heuristics (NN and PWMC) over a moderately large
data set. Informal tests suggest that NN computed over a small iceberg cuboid provides
significant visual layouts.

7 Conclusions

According to our experimental results, precomputing a single iceberg cuboid per data
cube allows to generate adequate approximate tag clouds online. Combined with mod-
ern Web technologies such as AJAX and JSON, it provides a responsive application.
However, we plan to make more precise the relationship between iceberg cubes, en-
tropy, dimension sizes, and our quality indexes. Yet another approach to compute tag
clouds quickly may be to use a bitmap index [41]. While we built a Web 2.0 with sup-
port for numerous collaborations features such as permalinks, tag-cloud embeddings
with iframe elements, we still need to experiment with live users. Our approach to mul-
tidimensional tag clouds has been to rely on k-tags. However, this approach might not
be appropriate when a dimension has a linear flow such as time or latitude. A more
appropriate approach is to allow the use of a slider [22] tying several tag clouds, each
one corresponding to a given attribute value.
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Abstract. Whenever the growing amount of XML data that has to be stored, 
processed, exchanged, or transmitted becomes a major cost driver or performance 
bottleneck, XML compression is an important way to reduce these problems. 
However, many applications, e.g. those exchanging XML data streams, also  
require efficient path query processing on the structure of compressed XML data 
streams. We present an XML compression technique called DAG+BSBC, which 
extends Bit-Stream-Based-Compression (BSBC) [3] by a sparse index to com-
pressed constants that reflects DAG pointers. Furthermore, DAG+BSBC supports 
XML stream compression, queries on compressed data, and provides a compres-
sion ratio that not only significantly outperforms that of other queriable XML 
compression techniques, like XGrind, but is also very competitive compared to 
non-queriable compression techniques like gzip and XMill. 

1   Introduction 

1.1   Motivation  

XML is widely used in business applications and is the de facto standard for informa-
tion exchange in fixed wired networks. Because of the verbose structure of XML, ap-
plications operating on continuous XML data streams or requiring very large amounts 
of XML data and running on platforms such as mobile networks, where storage, 
bandwidth or energy are limited, will likely benefit from XML compression tech-
niques for the following reason. Applications save energy and processing time not on-
ly when loading compressed instead of uncompressed XML data, but also when they 
execute path queries directly on the compressed data format without decompressing 
it. We propose an approach to XML compression, called DAG+BSBC, an extension 
of Bit-Stream-Based-Compression (BSBC) [3]. DAG+BSBC supports path queries on 
XML data streams while achieving a better compression ratio than other XML com-
pression techniques (e.g. XGrind) which support path queries. Furthermore, 
DAG+BSBC achieves a better compression ratio than text compression tools like gzip 
and sometimes even beats the non-queryable format of XMill. 

1.2   Contributions  

This paper proposes DAG+BSBC which combines the following properties:  

• It separates text constants and attribute values of an XML file from the XML tree struc-
ture, and removes redundancies in the tree structure by sharing identical sub-trees.  
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• It compresses the tree structure to a bit stream and a common sub-tree pointer 
stream, it collects bit stream positions of element and attribute names in inverted 
lists, it groups structurally related text constants and attribute values into contain-
ers to improve the compression ratio, and it uses sparse pointers referencing con-
stants in these containers.  

• It organizes compressed data into packages allowing thus faster access to com-
pressed data and shorter relative addresses in inverted lists and constant containers. 

• It provides processing of forward-oriented core XPath queries [19] on com-
pressed data that even outperforms query processing on uncompressed data.  

• Beyond our previous paper on Bit-Stream-Based-Compression (BSBC) [3], we  
• describe both XML compression strategies, BSBC and DAG+BSBC,  
• present the sparse pointer concept for fast access to containers of constants, 
• describe navigation on compressed common sub-trees,  
• outline how constant access is done on compressed DAG+BSBC data, and  
• show that query evaluation can be done faster on BSBC compressed data than on 

other compressed data formats and even than on uncompressed XML data.  

As a result, BSBC and its extension DAG+BSBC have the following advantages. In 
comparison to other approaches to path queries on XML streams (e.g. AFilter [9]) that 
support only some axes and that require decompression to process queries, BSBC and 
DAG+BSBC support the execution of path queries involving all XML axes, and they 
do not require decompression for the purpose of path query processing. Furthermore, 
our extensive evaluation demonstrates that the compression ratios achieved by BSBC 
and by DAG+BSBC outperform those of other XML compression techniques (like 
XGrind) that support path queries. To the best of our knowledge, there is no other 
XML compression system that combines the advantages of BSBC or DAG+BSBC.  

1.3   Paper Organization 

The remainder of this paper is organized as follows. Section 2 describes how a SAX 
stream is compressed by two compression steps each of which transforms an input data 
stream into two or three compressed output data streams, and it explains how the docu-
ment structure is stored in a sub-tree pointer stream and in a bit stream and separated 
from the elements and attributes which are stored in inverted lists. Section 3 describes 
how to implement navigation along the XML axes and extended navigation on the bit 
stream, the sub-tree pointer stream, and the inverted lists. Section 4 compares the com-
pression ratio of BSBC with that of other approaches. Section 5 compares BSBC and 
DAG+BSBC to related work. Finally, Section 6 summarizes our contributions.   

2   The Streams – Key of Our Solution 

DAG+BSBC views XML data as an input stream of SAX events that is transformed 
by two steps into four other streams (c.f. Figure 1). 

Step 1 transforms the SAX stream (a) into packages of constant containers (b) and 
an intermediate binary DAG stream (c), which is in Step 2 transformed into a sub-tree 
pointer stream (d) representing the backward pointers to shared sub-trees within the  
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Fig. 1. Compression Steps of the BSBC system 

DAG, a bit stream (e) capturing the tree structure of the XML data, and an inverted 
list (f), containing a mapping from element and attribute names to positions within the 
bit stream.  

In comparison to DAG+BSBC, BSBC skips Step 1(c), i.e. does not generate a 
DAG stream and does not share common sub-trees. Instead, BSBC separates the SAX 
stream (a) into packages of constant containers (b), the bit stream (e) and the inverted 
lists (f), i.e., packages generated by BSBC do not contain the sub-tree pointer stream 
of Step 2(d). 

2.1   Step 1: Separating XML into DAG Packages and Constant Containers 

As we expect a significantly higher repetition ratio for element and attribute names 
than for constants, we first separate element and attribute names from constants, and 
we then use a different technique for the compression of element and attribute names 
than we use for the compression of constants.  

Step 1 is done as follows. The input SAX stream is parsed and separated into a 
stream of two different kinds of packages: packages of constant containers, which 
contain the constants, i.e., the text and attribute values of the SAX stream, and DAG 
packages which contain the XML structure.  

The DAG packages are constructed by a DAG processor like e.g. the one presented 
in [5] and consist of the following kinds of events: startElement(id, label) and endEle-
ment(id, label), which are similar to the corresponding SAX events, but which contain 
an additional, unique node ID id, and the additional event commonSubtreeFound(id) 
which represents a backward pointer to the sub-tree rooted by the node with ID id. 

The structure-oriented SAX events, i.e., startDocument, startElement, endElement, 
and endDocument, are passed to the DAG compressor. Hereby, the attributes are 
treated as follows: An attribute definition of the form att=“value” is passed as an 
event sequence startElement(“@att”), endElement(“@att”), which is sent to the 
DAG compressor, whereas the pair (@att, value) is passed to the constant containers 
and will be processed later. 

Whenever a character-event is received, an event sequence startElement(“=T”), 
endElement(“=T”) is sent to the DAG compressor, and the pair (E,T) is passed to the 
constant container of E, where E is the label of the parent node of the text node and T 
is the text value of the character event. However, if an event startElement(“E1”) is 
directly followed by an event endElement(“E1”) in the SAX stream, i.e., if an empty 
element tag is found, this is treated like a character-event receiving an empty text 
node. That is, an event sequence startElement(“=T”), endElement(“=T”) is sent to 
the DAG compressor, and the pair (E1, “”) is passed to the constant containers, where 
“” is the empty constant. This is done to ensure that all leaf nodes are either constants, 
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which are represented by “=T”, or attribute nodes, which are represented by a name 
starting with ‘@’. 

For the storage of constants, we follow the idea presented in XMill [16] and sort 
the constants according to their parent element into separate data containers. Each 
container for constants with a parent element or attribute Ei stores the constants’  
values included in Ei elements or attributes in the order in which they occur in the 
document. Each container is then compressed using BZip2 which implements Bur-
rows-Wheeler Block-Sorting [7] followed by Huffman-Encoding [15]. 

In order to support (unbounded) XML streams, we divide both structures (DAG 
and constants) into packages: Whenever a certain number n of events was received, 
the DAG that was compressed so far, the path of non-compressed nodes (i.e., the 
nodes from root to the current node, the next-siblings of which were not yet inserted 
into the DAG), and the compressed constant containers are passed to Step 2 of 
DAG+BSBC. This allows a pipelined approach that is capable to compress (un-
bounded) XML data streams. 

2.2   Step 2: Transforming DAG Packages into Multiple Streams 

During decompression or query processing, we have to correctly recombine element 
and attribute names with included constants, i.e., we have to know the correct rela-
tive positions of both kinds of data. For this purpose, within Step 2, we use the 
DAG stream for generating three new streams as follows. We separate element and 
attribute names from the structure of the DAG stream, i.e., we transfer names to a 
separate stream, called inverted lists. The remaining structure of the DAG stream is 
stored in the bit stream and the sub-tree pointer stream. These three streams to-
gether enable the traversal of the XML document structure without requiring de-
compression. 

2.2.1   The Bit Stream and the Sub-tree Pointer Stream 
The bit stream simply contains a “1”-bit for each event startElement of the DAG 
stream, and a “0”-bit for each event endElement of the DAG stream. 

In an intermediate table, a mapping from node IDs to positions of the correspond-
ing ‘1’-bit within the bit stream is stored. Whenever a commonSubtreeFound(id)-
event is read, the position PID of the node with ID id is looked up, and the pair (P, 
PID) representing the sub-tree pointer is written to the sub-tree pointer stream, where 
P is the current position within the bit stream. As one commonSubtreeFound(id)-
event may directly follow another commonSubtreeFound(id2)-event in the DAG 
event stream, there may occur multiple pairs (P,PID), …, (P,PID2) in the sub-tree 
pointer stream that refer to the same current bit stream position P. The order of the 
sub-tree pointers (P,PID), …, (P,PID2) in the sub-tree pointer stream reflects the  
document order of the referenced common sub-trees in the original uncompressed 
XML tree.  

2.2.2   The Inverted Lists 
In order to store the mapping of element and attribute names to positions within the 
bit stream, BSBC uses inverted lists, where each element or attribute name occurring 
in the package is associated with a list of relative addresses (N1,N2,…) where the 
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elements or attributes with this name occur. Each element and attribute name is thus 
stored only once per package within the inverted list, regardless of how often it occurs 
in the XML data. As furthermore no additional pointers are needed, this succinct rep-
resentation of elements and attributes and their positions can significantly save space.  

While parsing the DAG stream, whenever receiving an event startElement(id, 
“E1”), a ‘1’-bit is inserted into the bit stream (as described above), but at the same 
time, the position P of the new ‘1’-bit within the bit stream is written to the inverted 
list of E1. 

This will be useful for the typical XPath location steps /E1 and //E1 as outlined in 
Section 3. In the rare case where the element name of an element at a specific position 
N, say N=10, is needed, it is still possible to search N in the sorted list of each ele-
ment E until the position N is found or until a number >N indicates that N will not oc-
cur in the sorted list of positions of E elements.  

Furthermore, it is possible to sort the inverted lists within each package such that 
the entries for all attribute names precede the entries for all elements. This makes un-
necessary all the “@”-characters used as a prefix for each attribute name. Instead, all 
the “@”-characters can be replaced by a single pointer per package to the first in-
verted list of an element. 

In order to reach a better compression result, we do not use each element or attrib-
ute name in each package. Instead, we use a symbol table and that defines a symbol 
SE1 for an element or attribute name E1, and we replace each occurrence of E1 by its 
symbol SE1. 

The inverted element list for the constant nodes, i.e., the inverted element list for 
the element “=T” is not stored in the final compressed data, as each ‘1’-bit position 
that is not included in any inverted element list has to be a constant node. 

2.3   Optimizing Query Evaluation by Sparse Constant Pointers 

Within the evaluation of path queries, we have to find a constant T for a given posi-
tion P within the bit stream that represents the placeholder “=T” for T. The element 
label “E1” of the parent of T is being used for identifying the correct constant con-
tainer CE1, but in order to identify the correct position of T within CE1, we have to 
know, how many nodes with label “=T” and with a parent node with label “E1” exist 
up to the current context node. Without any additional information, we would have to 
count these nodes from the start of the document, i.e., we would not be able to skip 
parts of the compressed document during query evaluation. 

In order to avoid this disadvantage, we provide a sparse index to constants, i.e. we 
attach to roughly every d-th bit D1 in the bit stream constant counters that count how 
many nodes with label “=T” and with a parent node with label “E” exist up to D for 
each element label E that has occurred within the document so far. The value of d can 
be chosen arbitrarily, where a smaller value supports faster query processing and a 
larger value results in stronger compression.  

                                                           
1  Here, “roughly every d-th bit D” means that we prefer bits D that correspond to a low depth 

of the XML tree. Furthermore, we only take D bits that do not belong to a commonly used 
sub-tree.  
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3   Navigation on the Streams 

As each navigation step on an uncompressed XML document can start at an arbitrar-
ily chosen context node C, each navigation step on the DAG+BSBC-compressed 
XML document can start at an arbitrary state (Pstart, S) corresponding to C. Thereby, 
Pstart denotes the bit stream position of the start-element tag of C, and S is a stack of 
continuation pointers. We first explain basic navigation steps on the bit -stream. Then, 
we use them to compose more complex navigation steps on the bit -stream. Finally, 
we describe how the stack S of continuation pointers is used for continuing processing 
after reusing a common sub-tree, and how we find the constant values of a given cur-
rent context node C.  

3.1   Basic Navigation Using the First-Attribute, First-Child and Next-Sibling 
Axes 

Given the bit stream position Pstart of the current context node C, many navigation 
steps, e.g., finding C’s next–sibling, requires finding the bit stream position Pend of 
C’s end-element tag.  

3.1.1   Finding the Position Pend of the End-Tag 
In order to proceed to the bit stream position Pend of the “0”-bit in the bit stream that 
represents the end-tag of the current context node, each start-tag has to be closed by 
exactly one end-tag, i.e., we search the corresponding “0”-bit for each “1”-bit on the 
bit stream as follows. The search counts “0”-bits and “1”-bits, starts at the bit stream 
position Pstart, and continues counting bits of the bit stream until the number of “1”-
bits is equal to the number of “0”-bits, i.e., each start-tag has been closed.  

Pend may occur in a later package than Pstart. Note that nevertheless, we can use 
relative addresses for Pstart and Pend because the operation ‘find position Pend of the 
corresponding end tag’ operates on the bit streams only, i.e., searching for Pend in the 
bit stream of a later package does not disturb the use of small relative addresses. 

3.1.2   Proceeding to the Next-Sibling 
In order to find the bit stream Position PNSstart of the bit that tells us whether or not 
the current context node has a next sibling, we first proceed to the position Pend of the 
“0”-bit in the bit stream that represents the end-tag of the current context node. The 
bit at position Pend+1, i.e., after the bit representing the end-tag, is a “1”-bit represent-
ing the next-sibling if a next-sibling exists, and a “0”-bit otherwise.  

3.1.3   Distinguishing Elements and Attributes from Constants 
The current context node represented by a “1”-bit at position Pstart in the bit stream is 
an element name if the node is an inner node, i.e., if the next bit stream position 
Pstart+1 also contains a “1”-bit. However, if the next bit stream position Pstart+1 con-
tains a “0”-bit, the current context node represented by the “1”-bit at position Pstart is a 
leaf node, i.e., it either is a constant, or it is an attribute name. It is a constant, if and 
only if Pstart can not be found in any inverted list of an attribute name. 



 Compressing XML Data Streams with DAG+BSBC 71 

3.1.4   Determining Element Names and Attribute Names and Distinguishing 
Elements from Attributes 

Which name the element or attribute of the current context node C has, can be distin-
guished by searching position Pstart in the inverted lists. C is an attribute or an element, 
depending on in which kind of an inverted list Pstart is found. Inverted lists for attrib-
utes are distinguished from inverted lists for elements by grouping inverted lists in 
each package and by providing a pointer to the first inverted list of an element for 
each package.  

3.1.5   Proceeding to the First-Attribute Node  
Let Pstart be the bit stream position of an element node C. C has a first-attribute if and 
only if bit stream position Pstart+1 contains a “1”-bit and represents an attribute. In this 
case, Pstart+1 represents C’s first-attribute.  

3.1.6   Proceeding to the First-Child Node 
In order to find the bit stream Position PFCstart of the bit that tells us whether the cur-
rent context node has a first-child, we have to proceed similar as when searching for 
the first-attribute, except that whenever a “1”-bit represents an attribute instead of the 
first-child, we use the bit stream to proceed to the attribute’s next-sibling.2 The attrib-
ute’s next-sibling is either the next attribute, in which case we continue to search for a 
next-sibling or it is the first-child or it does not exist, which means that there is no 
first-child.  

3.2   Navigation Using the Other Forward Axes 

Given a position Pstart of the start-tag of the current context node, we first determine 
the position Pend of the end-tag of the current context node as explained before. The 
next step depends on the forward axis to be used. 

3.2.1   Proceeding to Descendant-or-Self::E1 
When a location step //E1 requires searching a descendant-or-self E1 element, the 
search is significantly easier than standard path search for a descendant-or-self E1. 
Only E1 elements with a bit stream position PE1start in the interval of [Pstart, Pend)  
fulfill the descendant-or-self condition. Therefore, in the packages that match these 
addresses3, we simply lookup the inverted lists for E1 in order to find the bit stream 
positions PE1start of E1 descendant nodes with Pstart ≤ PE1start < Pend. 

3.2.2   Proceeding to Child::E1 or to Attribute::A1 
When we search a child::E1 or an attribute @A1 respectively, we use the inverted 
lists of E1 or @A1 in all relevant packages to look for positions PE1start with Pstart < 
PE1start < Pend, and we use the bit streams to check that the depth of PE1start is exactly 

                                                           
2  This is where we find the first-child because further attributes of C are stored as siblings of 

the first-attribute and the first-child is stored as the ‘next-sibling’ of the last attribute in our 
simple element stream. 

3  We use PE1start<Pend as a shortcut for ‘Pend belongs to a later package than PE1start or they be-
long to the same package and PE1start is less than Pend’. 
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one more than the depth of Pstart, i.e., the number of “1”-bits is exactly one more than 
the number of “0”-bits in the bit stream interval from Pstart to PE1start. These positions 
PE1start represent the element start-tags for the child::E1 elements or the attributes 
@A1 that we are looking for. 

3.2.3   Proceeding to Following-Sibling::E1 
When we search a following-sibling::E1, we additionally lookup the bit stream posi-
tion PPend of the end-tag of the parent of current context node. PPend is the first bit 
stream position after Pend where the number of “0”-bits exceeds the number of “1”-
bits by one.  

Then, we use the inverted lists of E1 in all relevant packages to look for positions 
PE1start with Pend < PE1start < PPend, and we use the bit streams to check that the depth 
of PE1start is the same as the depth of Pstart, i.e., the number of “1”-bits is equal to the 
number of “0”-bits in the bit stream interval from Pstart to PE1start. These positions 
PE1start represent the element start-tags for the following-sibling::E1 elements that we 
are looking for. 

3.2.4   Proceeding to Following::E1 
Finally, when we search a following::E1, we use the inverted lists of E1 to look for 
positions that are larger than Pend or occur in a later package. 

3.3   Backward Axes  

We do not explicitly consider queries containing backward axes here, as it is possible to 
rewrite each XPath query using backward axes into an equivalent XPath query using 
forward axes only. An approach on how to rewrite backward axes is presented in [19]. 

3.4   Handling Sub-tree Pointers and Finding Constants in DAG+BSBC 

So far, we did not mention how to handle the sub-tree pointers stored within the sub-
tree pointer stream and how to continue processing when returning from a previously 
compressed common sub-tree.  

Whenever we reach a position P within the bit stream, before we process the bit 
stream further (e.g. looking for a first-child or for a next-sibling at position P), we 
process each of the sub-tree pointers (P,PID1), …, (P,PIDn) stored within the sub-tree 
pointer stream for position P as follows. We push the pair (P, Depth) to a stack S and 
continue parsing the bit stream at position PIDk, where k∈{1,…,n}. Here, Depth de-
notes depth of the current context node in the XML tree, i.e. the difference |”1”-bits| - 
|”0”-bits| found in the bit stream up to position P. When the end of the sub-tree started 
at PIDk is reached, i.e., when we read a ‘0’-bit at the same depth Depth, we pop the 
pair (P,Depth) from the stack.  

3.5   Finding Attribute Values and Text Constant in DAG+BSBC 

Now, we can describe how to find the appropriate position of a constant, i.e. a text 
value or an attribute value, in its constant container, when DAGs or sub-tree pointers 
are used. When searching a constant V for a given position X within the bit stream, 
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we also regard the parent element – or parent attribute in the case of attribute values – 
E of V in the bit stream. Furthermore, we regard the sparse index to constants at-
tached to roughly every d-th bit stream position, i.e. the constant counters that count 
how many constant values V’ for a given parent element or parent attribute E’ have 
been parsed so far (c.f. Section 2.3).  

In order to search the constant value for a given bit stream position X, we have to 
go back within the bit stream to the last constant pointer, i.e., to the last bit stream po-
sition D that contains the constant counters and lookup D’s constant counter value O 
for the parent element – or parent attribute – E. Afterwards, we start there to count the 
number N of constant nodes that have the parent element – or parent attribute – E. 
This has to be done in consideration of the sub-tree pointers as described in Section 
3.4. As some of the elements might contain mixed mode, we have to consider, that 
one element may not only contain a single text node as child, but two or more text 
nodes as well. 

The constant value V that we are looking for, can then be found as the O+Nth con-
stant value within the constant container of the element – or attribute – E. 

4   Evaluation of the Compression 

4.1   Compression Ratio 

We have implemented BSBC using Java 1.5 and a SAX parser for parsing XML 
documents. We have evaluated BSBC on the following datasets: 

1. XMark(XM) – an XML document that models auctions [20], 
2. hamlet(H) – an XML version of the famous Shakespeare play,  
3. catalog-01(C1), catalog-02(C2), dictionary-01 (D1), dictionary-02(D2) – XML 

documents that were generated by the XBench benchmark [22], 
4. dblp(DB) – a bibliographic collection of publications.  

As can be seen in Table 1, the sizes of the documents reach from a few hundred kilo-
bytes to more than 300 Megabytes. 

Table 1. Sizes of documents of our dataset 

document XM H C1 C2 DB D1 D2 

Uncompressed size in MB 5.3 0.3 10.6 105.3 308.2 10.8 106.4 

We compared BSBC with four other approaches: 

− XGrind [21] – a queryable XML compressor,  
− gzip – a widely used text compressor, 
− XMill [16] – an XML compressor using BZip2 for the compression of constant 

values, 
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− DTD subtraction [4] – a DTD-conscious XML compressor using bzip2 for the 
compression of constant values that allows query evaluation and partial decom-
pression. 

During our experiments, we have chosen d=100, i.e., approximately each 100th bit 
contains direct pointers into the constant containers. 

 

Fig. 2. Compression ratio of the whole XML 
document 
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Fig. 3. Structure compression compared to to-
tal compression 

The results of our experiments are shown in Figure 2. Using these datasets, XMill 
performs better for XM, H, DB, D1 and D2 achieving compression ratios that are up 
to 2% lower than those of BSBC and up to 1% lower than those of DAG+BSBC, 
whereas DAG+BSBC and BSBC perform better for C1 and DAG+BSBC performs 
better for C2 achieving compression ratios that are up to 1% lower than those of 
XMill. However, in contrast to XMill, BSBC and DAG+BSBC allow for evaluating 
queries on the compressed data and to decompress data only partially. 

Our approaches, BSBC and DAG+BSBC, perform significantly better than gzip, 
and have the additional advantage over gzip that query processing can be performed 
efficiently directly on the compressed data. The improvements in compression ratios 
over gzip range from 3% to 12%. 

Compared to XGrind – an approach that allows efficient query evaluation and 
partially decompression – our approaches, BSBC and DAG+BSBC, achieve a 
higher compression ratio4. The difference of the compression ratios (XGrind minus 
BSBC) range from 19% to 36%. 

Compared to DTD subtraction, BSBC and DAG+BSBC achieve a lower compres-
sion ratio. The differences of the compression ratios (BSBC minus DTD subtraction) 
range from 4% up to 2%. In contrast to DTD subtraction, BSBC does not need a DTD 
and it compresses and decompresses faster. 

In a second series of measurements, we have measured the size of the structure 
compression, i.e., the constant containers were removed from the compressed data. 
                                                           
4  Note that on our test computer, we got access violations when running XGrind on XM and 

DB and therefore the compression ratios for these two documents are missing. 
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The results of these experiments, shown in Figure 3, demonstrate that especially the 
structure compression of DAG+BSBC is extremely high. While DAG+BSBC’s total 
compression achieves a compression ratio of 9% to 24%, the structure compression 
achieves compression ratios that range from 0.2% to 6.5% of the uncompressed XML 
structure. The structure compression is up to 40 times stronger than the total compres-
sion for C1, in general it is at about 5 times stronger than the total compression. 

4.2   Query Processing 

In order to evaluate the query performance on compressed data, we have compared 
the query evaluation on BSBC on packaged XML streams (i.e. without steps 1(c)  
and 2(d) of section 2) based on the basic navigation as proposed in section 3.1  
combined with a generic XPath evaluator with two other approaches. On the one 
hand, we have compared it with JAXP, the standard XPath evaluator contained in 
Java 1.6 in order to compare the overall query performance. On the other hand, we 
have compared it with the generic query evaluation engine used for BSBC but this 
time working on uncompressed SAX events and using the same elementary naviga-
tion operations first-child and next-sibling. 

Table 2. XPathMark-A queries used for the evaluation of query performance 

ID Query 
Q1 /site/closed_auctions/closed_auction/annotation/description/text/keyword 
Q2 /site/closed_auctions/closed_auction//keyword 
Q3 /site/closed_auctions/closed_auction[annotation/description/text/keyword]/date 
Q4 /site/closed_auctions/closed_auction[descendant::keyword]/date 
Q5 /site/people/person[profile/gender and profile/age]/name 
Q6 /site/people/person[phone or homepage]/name 
Q7 /site/people/person[address and (phone or homepage) and  

(creditcard or profile)]/name 
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Fig. 4. Query evaluation times for document D128 
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Our test data set was generated by the XML generator of the XML Benchmark 
XMark [20] using a scaling factor of 0.001 (116 kB) up to 0.128 (14.5 MB). On our 
dataset, we have evaluated queries of the XPath benchmark XPathMark-A [13]. The 
test queries can be seen in Table 2. Figure 4 shows the test results of all queries for 
the largest document with scaling factor 0.128 and a size of 14.5 MB. For all our test 
queries, query processing on BSBC performs better than on JAXP. Furthermore, 
query processing performs better on BSBC compressed data than on uncompressed 
XML data, as the comparison with our generic query evaluation engine demonstrates. 

 

  Fig. 5. Query evaluation times for query Q2   Fig. 6. Query evaluation times for query Q7 

Figures 5 and 6 show the scaling of queries Q2 and Q7. As can be seen in both  
figures, BSBC’s query evaluation time scales linearly depending on the size of the 
uncompressed XML document. Therefore, it can be used for extremely large docu-
ments as well. 

5   Related Work 

There exist several XML compression approaches, which can be mainly divided into 
three categories. First, approaches that avoid redundancies within the string values (of 
element and attribute names as well as of constants) by using dictionaries and tokeni-
zation. Second, approaches that avoid redundancies within the structure, i.e., that 
avoid multiple occurrences of complete sub-trees within the XML document tree. Fi-
nally, approaches that avoid redundancies that occur when schema information is 
known. All these approaches differ in their features, particularly in whether the com-
pressed data structures can be decompressed partially, whether the compressed data 
structures are queriable, and whether they support unbounded XML data streams. 

The last category (avoiding external redundancies given by schema information) 
includes such approaches as XCQ [18] and DTD subtraction [4]. They both separate 
the structural information from the textual information and then subtract the given 
schema information from the structural information. Instead of a complete XML 
structure stream or tree, they only generate and output information not already con-
tained in the schema information (e.g., the chosen alternative for a choice-operator or 
the number of repetitions for a *-operator within the DTD). Both approaches, XCQ 
and DTD subtraction, are queriable and applicable to XML streams, but they can only 
be used if schema information is available. 
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XQzip [11] and the approach presented in [6] belong to the second category 
(avoiding structural redundancies). They compress the data structure of an XML 
document bottom-up by combining identical sub-trees. Afterwards, the data nodes are 
attached to the leaf nodes, i.e., one leaf node may point to several data nodes. The 
data is compressed by an arbitrary compression approach. These approaches allow 
querying compressed data, but they are not directly applicable to infinite data streams.  

An extension of [6] and [11] is the BPLEX algorithm [8]. This approach does not 
only combine identical sub-trees, but recognizes patterns within the XML tree that 
may span several levels, and therefore allows a higher degree of compression. In 
comparison to BSBC, this approach does not explicitly define how to compress text 
constants and attribute values contained in XML data and how to distinguish both in 
the compressed XML format. 

The first category (avoiding textual redundancies by tokenization) allows for a 
much faster compression approach than the second one, as only local data has to be 
considered in the compression as opposed to considering different sub-trees as in the 
second category. 

The XMill algorithm [16] is an example of the first category. It compresses the 
structural information separately from the data. Data is grouped according to its en-
closing element and collected into several containers, and each container is com-
pressed afterwards. The structure is compressed, by assigning each tag name a unique 
and short ID. Each end-tag is encoded by the symbol ‘/’. This approach does not al-
low querying the compressed data.  

XGrind [21], XPRESS [17] and XQueC [1] are extensions of the XMill-approach. 
Each of these approaches compresses the tag information using dictionaries and 
Huffman-encoding [15] and replaces the end-tags by either a ‘/’-symbol or by paren-
theses. All three approaches allow querying the compressed data, and, although not 
explicitly mentioned, they all seem to be applicable to data streams.  

Approaches [2], [10], and [14] are based on tokenization. [10] replaces each attrib-
ute and element name by a token, where each token is defined the first time it is used. 
[2] and [14] use tokenization as well, but they enrich the data by additional informa-
tion that allows for a fast navigation (e.g., number of children, pointer to next-sibling, 
existence of content and attributes). All three of them use a reserved byte to encode 
the end-tag of an element. They are all applicable to data streams and allow querying 
the compressed data. 

The approach in [12] does not belong to any of the three categories. It is based on 
Burrows-Wheeler Block-Sorting [7], i.e., the XML data is rearranged in such a way 
that compression techniques such as gzip achieve higher compression ratios. This ap-
proach is not applicable to data streams, but allows querying the compressed data if it 
is enriched with additional index information. 

The approach in [23] is another succinct representation of XML. It does not sepa-
rate the raw data structure that describes the document tree from the tokens represent-
ing the elements. Therefore, one byte is required to represent an end-tag, whereas our 
approach, BSBC, only needs one bit. Furthermore, our separation of structural data 
from element names does not only allow for a better compression as shown in the 
evaluation; it also enables a more efficient evaluation of path queries because raw bit 
data can be compared more efficiently than tokens. A second difference is our use of 
inverted element lists instead of token-dictionaries, which additionally increases the 
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speed of path query evaluation significantly because the number of possible path hits 
can be reduced quite fast with a simple lookup within the inverted list.  

To the best of our knowledge, the separation of an XML stream into different com-
pressed streams linked by a bit stream that is also used to evaluate path queries is 
unique to our compression technique, and there is no other XML compression system 
that combines the advantages of our approach. 

6   Summary and Conclusions 

We have presented DAG+BSBC, a two-step XML compression approach that is 
based on DAG compression and supports the compression of XML streams and 
path queries on compressed data by combining the following advantages. First, both 
transformation steps can be executed in a pipelined fashion, which avoids storing 
intermediate data or streams. Second, an XML data stream is separated into its con-
stituent parts: the DAG structure, represented as a bit stream and a sub-tree pointer 
stream; the sequence of elements and attributes, stored in inverted lists together 
with their corresponding bit stream positions; and finally, the constants, stored in 
different containers depending on the element or the attribute embedding the value. 
This separation allows adapting the compression technique to the node type, i.e., to 
compress elements and attributes different from constants. Third, the bit stream and 
the sub-tree pointer stream support fast navigation along all the forward axes. Forth, 
inverted lists not only provide a better compression of elements and attributes, but, 
in combination with the bit stream, they also support efficient path queries. Fifth, 
constants are grouped together according to their embedding element or attribute to 
achieve better compression.  

Our comparative evaluation with other available XML compression approaches 
shows that DAG+BSBC achieves a better compression ratio within our experiments 
than the other approaches (e.g. XGrind) that support path queries, that DAG+BSBC 
beats gzip, and that DAG+BSBC even sometimes beats XMill. Thus, DAG+BSBC is 
thus a useful technique for applications that require the exchange and querying of 
large XML data sets or XML streams on platforms with limited bandwidth or energy, 
as e.g. mobile networks. 
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Abstract. The Shortest-Remaining-Response-Time (SRRT) policy has been 
proposed for scheduling static HTTP requests in web servers to reduce the 
mean response time. The SRRT prioritizes requests based on a combination of 
the current round-trip-time (RTT), TCP congestion window size (cwnd) and 
the size of what remains of the requested file. We compare SRRT to Shortest-
Remaining-Processing-Time (SRPT) and Processor-Sharing (PS) policies. The 
SRRT shows the best improvement in the mean response time. SRRT gives an 
average improvement of about 7.5% over SRPT. This improvement comes at a 
negligible expense in response time for long requests. We found that under 
100Mbps link, only 1.5% of long requests have longer response times than 
under PS. The longest request under SRRT has an increase in response time by 
a factor 1.7 over PS. For 10Mbps link, only 2.4% of requests are penalized, 
and SRRT increases the longest request time by a factor 2.2 over PS. 

Keywords: Web server Performance, Request scheduling policy, Remaining 
response time scheduling, Comparative scheduling performance.  

1   Introduction 

Today busy web servers are required to service many clients simultaneously, 
sometimes up to tens of thousands of concurrent clients [3]. If a busy web server’s 
total request rate increases above the total link capacity or the total server concurrent 
users, the number of rejected requests increases dramatically and the server offers 
poor performance and long response time, where the response time of a client is 
defined as the duration from when the client makes a request until the entire file is 
received by the client. The slow response times and difficult navigation are the most 
common complaints of Internet users [1]. Research shows the need for fast response 
time. The response time should be around 8 seconds as the limit of people's ability to 
keep their attention focus while waiting [2]. The question arises, what can we do to 
improve the response time at busy web servers?   

It is possible to reduce the mean response time of requests at a web server by 
simply changing the order in which we schedule the requests. A traditional 
scheduling policy in web servers is Processor-Sharing (PS) scheduling. In PS each 
of n competing requests (processes) gets 1/n of the CPU time, and is given an equal 
share of the bottleneck link. The PS is fair, and prevents long flows from 
monopolizing server resources. It has been known from queuing theory that 
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Shortest-Remaining-Processing-Time (SRPT) scheduling policy is an optimal 
algorithm for minimizing mean response time [10] and [11]. However, the optimal 
efficiency of SRPT depends on knowing the response time of the requests in advance, 
and under the assumption that preemption in SRPT implies no additional overhead. 

The SRPT scheduling policies on web servers [4], [14], and [15] used the job size, 
which is well known to the server, to refer to processing time (response time) of the 
job to implement SRPT for web servers to improve user-perceived performance. In 
the Internet environment, depending only on the file size for estimating the response 
time is not enough since it does not take into consideration the client-server 
interaction parameters over the Internet, like Round-Trip-Time (RTT), bandwidth 
diversity, and loss rate. Dong Lu et al. [18] have shown that the correlation between 
the file size and the response time are low, and that the performance of SRPT 
scheduling on web servers degrade dramatically due to weak correlation between the 
file size and the response time in many regimes. 

To better estimate the user response time we proposed a new scheduling policy in 
web servers which is called Shortest-Remaining-Response-Time (SRRT) to improve 
the mean response time of clients [27]. The proposed method estimates the response 
time for a web client by benefiting from the TCP implementation at the server  
side only, without introducing extra traffic into the network or even storing historical 
data on the server. The SRRT estimates the client response time in each visit to a 
server, and then schedules the requests based on the shortest remaining response time 
request first. SRRT uses RTT and TCP congestion window size (cwnd) in addition to 
the size of the requested file for estimating the response time. The getsockopt() Linux 
system call is used by SRRT to get the RTT value and the cwnd “on-the-fly” for each 
connection. See section 3 for the complete description of SRRT algorithm. 

For our experiment, we use a web workload generator to generate requests with 
certain distribution and focus only on static HTTP requests which form a major 
percentage of the web traffic [8] and [14]. In 2004, logs from proxy servers show that 
67-73% of the requests are for static content [29]. The experiment uses the Linux 
operating system and Apache web server. Network Emulator represents the WAN 
environment.  

The SRRT is compared to the PS and SRPT scheduling policies in web servers. 
We find that the SRRT gives the minimum mean response time. We conclude that the 
client response time is affected by the Internet conditions. So the priority based 
scheduling policy in web servers should take into consideration the Internet 
conditions to prioritize the requests. 

The rest of the paper is structured as follows. Section 2 discusses relevant previous 
work in web server requests scheduling. The SRRT scheduling algorithm is presented 
in section 3. The modifications for Apache web server and Linux operating system to 
implement SRRT are covered in section 4. The experiment setup and results analysis 
are given in section 5. Section 6 summarizes the results obtained and discusses 
possible future work. 

2   Literature Review 

It is well known from scheduling theory literature [10], [11], [12], and [13] that if the 
task sizes are known, the SRPT scheduling is optimal for reducing the queuing time 
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and therefore reducing the mean response time. The work based on the SRPT 
algorithm for web server scheduling can be divided into three categories: web server 
scheduling theoretical studies, scheduling simulation studies, and scheduling 
implementation. 

The queuing theory is an old area of mathematics that provides the tools needed for 
analysis of scheduling algorithms in general. N. Bansal and M. Harchol-Balter [7] 
compare the SRPT policy and the PS policy analytically for an M/G/1 queue with job 
size distributions that are modeled by a Bounded Pareto distribution. They show that 
with link utilization 0.9, the large jobs perform better under the M/G/1 SRPT queue 
than the M/G/1 PS queue. Then they prove that for link utilization 0.5, the SRPT 
improves performance over PS with respect to mean response time for every job and 
for every job size distribution. For the largest jobs, the slowdown (response time 
divided by job size) under SRPT is only slightly worse than under PS [20]. In [19] 
and [20], interesting results on the mean response in heavy traffic were obtained that 
show that SRPT performs significantly better than FIFO if the system is under heavy 
traffic. 

In addition to theoretical studies, there are simulation studies of scheduling 
algorithms for web servers. C. Murta and T. Corlassoli [9] introduce and simulate an 
extension to SRPT scheduling called Fastest-Connection-First (FCF) that takes into 
consideration the wide area network (WAN) conditions in addition to request size 
when making scheduling decisions. This scheduling policy gives higher priority to 
HTTP requests for smaller files issued through faster connections. This work is done 
only by simulation without providing a clear idea on how to implement it in real web 
servers. M. Gong and C. Williamson [16] identify two different types of unfairness: 
endogenous unfairness that is caused by an inherent property of a job, such as its size. 
And exogenous unfairness caused by external conditions, such as the number of other 
jobs in the system, their sizes, and their arrival times. They then continue to evaluate 
SRPT and other policies with respect to these types of unfairness. E. Friedman et 
al.[17] propose a new protocol called Fair-Sojourn-Protocol (FSP) for use in web 
servers. FSP orders the jobs according to the processor sharing (PS) policy and then 
gives full resources to the job with the earliest PS completion time. The FSP is a 
modified version of SRPT and it has been proven through analysis and simulation that 
FSP is always more efficient and fair than PS given any arrival sequence and 
distribution. Their simulation results show that FSP performs better than SRPT for 
large requests, while the SRPT is better than FSP for small requests. 

The work that implements scheduling for web servers based on the SRPT was done 
on both the application level, and at the kernel level to prioritize HTTP requests. M. 
Crovella et al. [4] experimented with the SRPT connection scheduling at the 
application level. They get an improvement in the mean response times, but at the 
cost of drop in the throughput by a factor of almost 2. This drop comes as a result of 
no adequate control over the order in which the operating system services the 
requests. M. Harchol-Balter et al. [14] implemented SRPT connection scheduling at 
the kernel level. They get much larger performance improvements than in [4] and the 
drop in the throughput was eliminated. B. Schroeder et al. [15] show an additional 
benefit from performing SRPT scheduling for static content web requests. They show 
that SRPT scheduling can be used to alleviate the response time effects of transient 
overload conditions without excessively penalizing large requests. SWIFT 
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algorithm[5] extends the work in [14] based on SRPT, but taking into account in 
addition to the size of the file, the RTT to represent the distance between the client 
and the server. With this technique, they obtained a response time improvement for 
large-sized files by 2.5% to 10% additional to the SRPT. In the SWIFT algorithm 
implementation, they assumed that the HTTP requests are embedded with the RTT in 
their trace driven experiment. This assumption is not a realistic scenario. Moreover, 
the implementation of the SWIFT requires additional modifications on the web server 
to support functions that parse requests to extract the RTT that assumed to be part of 
client requests. Accordingly, we did not implement the SWIFT to compare it with 
SRRT. SRRT gets the RTT and congestion window size (cwnd) at the server side for 
each connection "on-the-fly" by using getsockopt() Linux system call to use it  with 
the file size to better estimate the response time in a WAN environment.  

3   SRRT Algorithm 

The SRRT algorithm benefits from TCP implementation to address most of the client-
server interaction on the Internet. TCP has no advance knowledge of network 
conditions, thus it has to adapt its behavior to network current state by TCP’s 
congestion control mechanism. Due to TCP’s congestion control mechanism, TCP 
window sizes (cwnd) can be bound to the maximum transfer rate R = (cwnd/RTT) 
bps despite the actual bandwidth capacity of the network path. Also, the TCP 
congestion control mechanism involves Time-outs that cause retransmissions. Each 
transmitted packet has a Time-out: an acknowledgment must reach the sender before 
the Time-out expires; otherwise the packet is assumed lost. RTT is monitored and 
Time-out is set based on RTT [23] and [24].  

After processing an HTTP request, the server code uses the getsockopt() to get 
these useful information about the network condition (cwnd, RTT) that will be used in 
estimating the remaining response time of the request on the server side. The 
requested file size is already known by the server. Hence, the remaining response time 
(RRT) can be approximated as follows (recall that R = (cwnd/RTT)): 
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Where RFS is remaining length of the requested file(s) in bytes, R is the approximated 
TCP transfer rate, and MSS is the maximum segment size for the connection in bytes. 

As seen above, the estimation of RRT depends on three variables; RFS, current 
RTT, and the current cwnd. Thus we consider almost all aspects that affect data 
transfer over the Internet since the RTT and the cwnd change dynamically according 
to network conditions. The estimated RRT is influenced by network conditions. The 
highest priority is given to the connection that has the best-estimated performance: the 
connection that needs to transfer small file through an un-congested path, which has 
short RTT and large cwnd.  
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4   SRRT Implementation  

The experiments have been done using Apache web server since it is the most popular 
web server [30]. To build SRRT based on Apache running on Linux, basically two 
things are needed. First, to set up several priority queues at the Ethernet interface. 
Second, to modify the Apache source code to assign priorities to the corresponding 
requests.  

The data being passed from user space is stored in socket buffers corresponding to 
each connection. When data streaming passes from the socket buffers to TCP layer 
and IP layer, the TCP headers and the IP headers are added to form packets. The 
packet flow corresponding to each socket is kept separate from other flows [14].  
After that, packets are sent from IP layer to queuing discipline (qdisc). The default 
qdisc under Linux is the pfifo_fast qdisc. Figure 1 shows the default data flow in 
standard Linux. pfifo_fast qdisc is a classless queuing discipline, so it cannot be 
configured. The packet priorities are determined by the kernel according to the so-
called Type-Of- Service (TOS) flag and priority map (priomap) of packets. However, 
all packets using the default TOS value are queued to the same band (band 1 in the 
Figure 1). So the three bands appear as a single FIFO queue in which all streams feed 
in a round-robin service: all requests from processes or threads are given an equal 
share of CPU time and share the same amount of link capacity, Processor Sharing 
(PS). Packets leaving this queue drain in a network device (NIC) queue and then out 
to the physical medium (network link). 

 

Fig. 1. Data flow in standard Linux 

To implement SRRT, we need several configurable priority queues. This can be 
achieved by Priority (prio) qdisc with 16 priority queues, numbered 0 though 15, 
which can be configured. The prio qdisc works on a very simple principle. When it is 
ready to dequeue a packet, the first band (queue) is checked for a packet. If there is 
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one, it gets dequeued. If there is no packet, then the next band is checked, until the 
queuing mechanism has no more classes to check. Figure 2 shows the prio queuing 
discipline to implement SRRT.  

 

Fig. 2. Data flow in Linux operating system after enabling prio qdisc and adding SRRT 
algorithm 

In the SRRT implementation, the Apache code is responsible for assigning the 
priorities to the corresponding connection by using setsockopt() to determine in which 
band a packet will be enqueued. Therefore, we made changes to the Apache HTTP 
Server code to prioritize connections. The modifications are fairly isolated to two 
specific files: protocol.c and core.c. The installation of the SRRT-modified Apache 
server is the same as the installation of standard Apache. The only thing that might 
need to change when experimenting with SRRT server is the priority array values, in 
the form of response time ranges, to determine the priority class of the socket 
according to the type of the load.  

TCP SYN-ACKs gets by default into the highest priority band (band 0). Here, we will 
take into consideration the recommendation given by [14]. Because the start up of the 
connection is an essential part of the total response delay, especially for short requests 
before the size of the file is known, no sockets are assigned to priority band0, but are 
assigned to other bands of lower priority, to prevent packets sent during the connection 
start up waiting in a long queue. The SYN-ACKs constitute a negligible fraction of the 
total load. Thus assigning them to higher priority does not affect the performance. 

5   Setup and Results  

5.1   Experiment Setup  

The experimental setup consists of seven machines connected by 10Mbps hub in the 
first experiment and by 100Mbps Fast Ethernet connection switch in the second 
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experiment. Each machine has an Intel Pentium 4 CPU 3.20 GHz, 504 MB of RAM. 
We used the Linux 2.6.18. One of the machines (the server) runs Apache 2.2.3. The 
other machines act as web clients. The client machines generate loads using the 
Scalable URL Request GEnerator (SURGE) [21]. On each client machine, Network 
Emulator (netem [22]) is used to emulate the properties of a Wide Area Network 
(WAN). 

Request sizes in the World Wide Web are known to follow a heavy-tailed 
distribution [14] and [28]. We chose SURGE to generate the HTTP 1.1 requests to the 
server such that they follow the heavy-tailed request size distribution. More than 
300,000 requests were generated in each experiment run. We used 2000 different file 
sizes at the server by running files program from SURGE package at the server 
machine. Most files have a size less than 10KBytes. The requested file sizes ranged 
from 77B to 3MB. We represent the system load by the number of concurrent users, 
defined as the number of user’s equivalents (UEs) generated by the SURGE workload 
generator. The web server was run under different UEs. For each number of UEs, the 
experiment is run for 10 minutes to ensure that all jobs were completed. For each run 
we measure the mean response time at the client side by using the pbvalclient 
program from the SURGE package. 

In our experiments, we assume that clients experience heterogeneous WANs. We 
have divided our experimental space into six WANs; where each of the six client 
machines represents a different WAN that shares common WAN parameters by 
setting the netem parameters. The WAN factors on each client machine are shown in 
Table 1. We experiment with delays between 50ms and 350ms and loss rates from 
0.5% to 3.0%. This range of values was chosen to cover values reported in the 
Internet Traffic Report [25]. These WAN parameters are applied to incoming 
(ingress) packets on the network interface of client machines by using tc Linux 
command. 

Table 1. Experiment WAN Parameters 

WANs RTT(ms) Loss (%) 
WAN1 50±10 0.5 
WAN2 100±20 1.0 
WAN3 150±30 1.5 
WAN4 200±40 2.0 
WAN5 250±40 2.5 
WAN6 350±50 3.0 

On a web server servicing primarily static files, network bandwidth is the most 
likely source of bottleneck [14] and [31]. Therefore, our scheduling policy for static 
contents is applied on the access link out of the web server. We represent the system 
load (link utilization) by the number of concurrent users UEs generated by SURGE. 
Neither the CPU utilization nor the memory usage is the bottleneck at the server. For 
all experiments, the number of concurrent connections did not reach the maximum 
number of Apache processes (MaxClients). 
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5.2   Results  

We compare SRRT with the existing algorithms, namely PS and SRPT. We analyze 
our observations from the client’s point of view in terms of mean response time under 
the 10Mbps and 100Mbps link capacity. The graphs in Figure 3 show the mean 
response time for all WANs as a function of server load (number of UEs) for the 
10Mbps and 100Mbps link capacities. Since the workload was generated using six 
client machines; we just merge and sort the log files from the various clients into a 
single log file and then run the pbvalclnt program to find the mean response time of 
all WANs. SRRT and SRPT show an improvement in the mean response time over 
PS. Also, the SRRT shows an improvement over SRPT.  

 

Fig. 3. Mean response time of all WANs under 10Mbps and 100mbps 

Table 2 shows the improvement percentage of SRRT over SRPT and PS, in 
addition to the percentage improvement of SRPT over PS for the two different link 
capacities; 10Mbps and 100Mbps. This improvement comes from the fact that the 
bandwidth is shared for all requests under PS. Therefore, all incomplete requests still 
take fair share of the bandwidth from other requests. Hence, the mean response time 
of short requests increases. While under the SRRT and SRPT, long requests do not 
receive any bandwidth and short requests are completely isolated from the long 
requests. Therefore, completing short requests first and then long requests do not 
increase the mean response time by giving the chance to the small requests to 
complete first without competition from long requests. As a result, the PS shows a 
faster increase in mean response time than under SRRT and SRPT. 
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Table 2. Percentage improvement of SRRT and SRPT 

Improvement 
Link 

Algorithms 
Compared Average Max. 

SRRT:SRPT 7.5% 13.2% 
SRRT:PS 13.6% 24.2% 10Mbps 
SRPT: PS 6.8% 13.7% 

SRRT:SRPT 7.4% 11.6% 
SRRT:PS 7.1% 16.2% 100Mbps 
SRPT: PS 2.6% 5.8% 

SRRT has the best results especially at high loads. This is likely because our 
approach better estimates the response time by taking into consideration the client-
server interaction over the WAN environment. For low loads, the three algorithms 
show almost similar mean response time. Since for low load the available link 
capacity is large enough to serve all requests, which in turn results in keeping the 
number of packets in the transmission queue small so that the effect of scheduling is 
not noticeable. However, in the low load case the RTT dominates the total 
communication delay so SRRT shows better behavior over SRPT in this region since 
SRRT takes into account RTT in estimating response time. For high load but before 
the link saturates, the improvement of SRRT over SRPT starts to become noticeable. 
For high load, the SRRT shows a great improvement over the SRPT for all WANs.  

The overall requests average percentage improvement of SRRT and SRPT over PS 
for 10/100Mbps for all WANs is shown in Figure 4. The network WAN1 has the best 
network conditions (delay and loss) compared to other WANs, so the requests get 
higher priorities under SRRT and therefore minimize the mean response time. So 
WAN1 has the best average improvement percentage in SRRT over PS compared to 
the other WANs. Also, we can see that bad network conditions decrease the 
improvement of both SRRT and SRPT scheduling techniques over PS. However, 
SRPT is more affected by bad network conditions than SRRT since it uses only the 
file size to approximate the expected response time. Server delay dominates the 
response time for the case of a network with no loss, and in which we ignore RTT. In 
contrast, under bad condition WANs (large RTT and high loss rate) the transmission 
and retransmission delays are the dominant parts of the communication delay rather 
than the delay at the server. The mean response time increases as the RTT and the loss 
rate increase. Higher RTTs make loss recovery more expensive since the 
retransmission time-outs (RTO) depend on the estimated RTT. Hence, lost packets 
cause very long delays based on the RTT and RTO values in TCP. SRRT takes these 
into consideration indirectly, TCP throughput for a connection being inversely 
proportional to the square root of the loss [26], by decreasing the cwnd. When losses 
increase the cwnd decreases. Accordingly, the estimated response time in SRRT 
increases, so the corresponding connection receives less priority. Therefore, SRRT 
improvement is slightly decreased by the poor network conditions. As mentioned 
in[14], “While propagation delay and loss diminish the improvement of SRPT over 
PS, loss has a much greater effect". SRRT considers the user’s network conditions by 
benefiting from the TCP interaction between the server and the network to take into 
consideration the realistic WAN factors that can dominate the mean response time. 



Shortest Remaining Response Time Scheduling for Improved Web Server Performance 89 

 

Fig. 4. Average improvement of SRRT and SRPT over PS for 10/100Mbps links 

The SRRT/SRPT add an additional overhead compared to PS since they need to 
assign priorities to the request by invoking setsockopt() system call. In addition to 
setsockopt() call, SRRT uses getsockopt() system call to get the RTT and the cwnd. 
However, the additional overhead is not critical under the assumption that the CPU is 
not the bottleneck. We found about 1% increase in the CPU utilization under SRRT 
over the PS. 

5.3   Starvation Analysis  

To see if the improvement in mean response time comes at the expense of starvation 
for long requests, we look to the response time for each individual request under 
SRPT and SRRT scheduling algorithms. To quantify the starvation, we use the 
starvation stretch metric, which is introduced by C. Jechlitschek, and S. Gorinsky 
in[6]. Starvation stretch Sx(r) of request r under algorithm X is the ratio of response 
time RTx(r) under X to response time RTps(r) under PS: 
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The starvation occurs under the algorithm X if Sx(r) > 1. 
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Under SRPT, we found that 2.3% of the requests have starvation stretch greater 
than 1 under the 100Mbps link capacity, and the largest file (3119822B) has a 
starvation stretch of 2.1. Under the 10Mps capacity, 2.6% of the requests starved. The 
largest file has a starvation stretch of 2.4.  The SRRT shows better performance than 
SRPT since it has more information about the response time. For SRRT only 1.5% of 
the long requests starved under the 100Mbps link. The longest response has a 
starvation stretch 1.7. Under the 10Mbps, 2.4% of the requests starved. The longest 
response has a starvation stretch 2.2.  

6   Conclusions and Future Work 

The performance of SRPT degrades dramatically in the Internet environment which 
has high diversity in bandwidth, propagation delay and packet loss rate. Thus, we 
proposed SRRT to better estimate the response time by getting useful TCP 
information, which is available at web server about the connection, in addition to the 
file size, without producing additional traffic. The SRRT uses the RTT, the 
congestion window size, and the file size to approximate the response time. The 
request with shortest SRRT receives the highest priority. 

We proposed, implemented and evaluated the SRRT scheduling policy for web 
servers. The SRRT improves the client-perceived response time in comparison to the 
default Linux scheduling (PS) and the SRPT scheduling policies. The SRRT performs 
better than SRPT and PS at high and moderate uplink load and especially under 
overload condition. The performance improvement is achieved under different uplink 
capacities, for a variable range of network parameters (RTTs and loss rate). This 
improvement does not unduly penalize the long requests and without loss in byte 
throughput. The implementation of SRRT was done on an Apache web server running 
Linux to prioritize the order in which the socket buffers are drained within the kernel. 
The priority of the requests is determined based on the priority array values we have 
coded in the Apache source code. The choice of these values is based on the 
experiment trials. After experimenting with different values, we found that the values 
adopted gave us good results. But we do not claim that this choice is optimal. Also, it 
is better to make these values configurable by the Apache configuration file to be able 
to change them as needed or even learn them during experimentation. 

Another improvement on SRRT may be done by trying to take other factors that 
may affect the response time like queue delay approximation and the TCP connection 
loss rate. To check the validity of this algorithm, it is better to test it on a real web 
server. Also, it is good to evaluate the SRRT algorithm analytically to examine the 
validity of the experimental results if possible. 

The SRRT is applied to static web requests. Future work can be enhancing it to 
also schedule dynamic requests where the approximation of the response time is not 
as easy as for static requests. Also, this work may extend to other operating systems 
and other web servers.  Also, SRRT algorithm may combine with other quality of 
service measures. For example, if connectivity quality is bad for one client, the server 
selects a lower quality image to send to the client to improve the response time. 

We believe that SRRT scheduling will continue to be applicable in the future, 
although better link speeds become available and the bandwidth cost decreases. Due 
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to financial constrains, many users will not upgrade their connectivity conditions. 
Also, the variance in network distance and environment will persist and diversity in 
delay will continue to exist. 
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Abstract. This paper describes practical experiences from a project to couple 
Grid and SOA technologies in smaller environments. Web services have been 
applied in two structurally different case studies to solve tasks with a Grid that 
is integrated into a SOA and vice versa. The case studies have revealed impor-
tant insight on how and when to couple SOA and Grid technologies including 
monitoring aspects. Some interesting general rules are derived on what has to 
be observed when combining SOA and Grid in smaller environments. Perform-
ance and software technical analysis have been used in validating the results. 
They also clearly showed the benefits gained by employing SOA and Grid con-
cepts form both a performance as well as an architectural perspective. 

Keywords: Grid, SOA, Web services, Case studies, SME, Small environments. 

1   Introduction 

1.1   Motivation 

Today’s IT systems are often comprised of quite different technical parts. A heteroge-
neous communication infrastructure is thus used to connect them. To exchange in-
formation between such systems XML has established itself as some lingua franca. 
Based on the XML fundament more specialized languages became popular for service 
description and communication between systems, A well known example is the com-
bination of service interface description based on WSDL and abstracted service com-
munication with SOAP, in this paper jointly called SOAP/Web Services (SOAP/WS).  

No wonder, that SOAP/WS is examined for communication nowadays within en-
terprise software architectures as well. Especially enterprise IT tries to utilize SOA to 
become more flexible and to allow for better control. At the same time distributed, 
parallel problem processing across heterogeneous hardware became more and more 
popular recently; Grid technology, which couples such systems to become virtual 
super computers is here the means of choice. Since in both cases (SOA and Grid) 
communication is required, a common usage of XML-based SOAP/WS ([5], [7], 
[24]), SOA ([5], [7], [16]) and Grid ([9], [10]) seems interesting for further investiga-
tion. Moreover this combination can be seen as an advanced project experience for 
students. 
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This experience report thus describes two case studies from student projects in the 
SOA/Grid space and presents experiences gained within them. While the first case 
study focuses on Grid computing technology for parallel problem solving with some 
smaller SOA part, the second study uses an SOA combined with a simulated data 
Grid. Both case studies commonly use SOAP/WS as communication base. Another 
requirement was the usage of Open Source Software only. For example the Grid tech-
nology Globus Toolkit ([11]) was used and the Nagios ([19]) monitoring tool was 
extended to allow for initial SOA-Grid monitoring. Some performance and software 
technical analysis was performed as well. 

1.2   Related Work 

Related work comes from different areas: Coupling of SOA and Grid in very large 
scale IT landscapes is examined in [14] and [4]. There is even a widely accepted pro-
posed architecture (OGSA; [10]) for these kind of systems. It is however a very gen-
eral architecture concept (similar in[15]) not focused on a specific problem context. 

More specific work just occurs sporadically in some kind of individual solution, 
e.g. for astronomy ([26]), bioinformatics ([27]), or geosciences ([12], [20]). This pa-
per thus adds more specific work that especially addresses smaller IT environments in 
the combined GRID/SOA space. The fact that many of the subject related articles are 
quite recent, supports the claim that there is still much work needed in this area. 

For distributed search in Grids a data structure is proposed by [23], not combined 
with SOA however. Prototypes for easier WS development in Grids are shown  
in [1], [17], but they assume an SOA to communicate among the Grid nodes only. 

2   Concepts and Technologies: SOA, Grid and Web Services 

To utilize the benefits of SOA and Grid within one single IT system jointly, a concept 
is required to couple both technologies. Two options are obvious: Option one utilizes 
Web services as communication technology between Grid nodes; option two is an 
SOA, which uses a Grid as some super service for calculation or data storage. 

Within option one the nodes of a Grid can be seen as services within an SOA. Each 
node can typically be used via SOAP/WS and together the services form a Grid. All 
communication within the Grid is thus based on Web services. Part of the case study 
for this option is to check, whether the flexibility gained by the usage of Web services 
help significantly or whether the overall Grid performance is influenced negatively 
instead. This option is illustrated in figure 1. 

Possibly the decision about the practical relevance of this option is even depending 
on the specific application and the type of Grid (computing Grid, data Grid, etc).  

In the second option the whole Grid as one (service) element within an SOA is ex-
amined. This option is illustrated in figure 2. The Grid offers its service to other com-
ponents within the SOA; again SOAP/WS is used, but only to communicate with the 
node which controls the Grid but not necessarily within the Grid itself. Internally the 
Grid could instead use any kind of communication protocol. This architectural option 
seems well suited if an existing computing or data Grid shall be utilized within an  
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Fig. 1. A Grid using (Web) services protocols internally  

 

Fig. 2. An SOA utilizes a Grid as a super service 

SOA. From an SOA viewpoint the Grid is just another service like other services. 
Grid specifics are not used. 

The following chapter shows a case study for each of those two options. Based on 
the gained experienced both architecture options are conclusively valued. 
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3   Architectural Options: Two Case Studies 

For a practical evaluation of the combined Grid and SOA concepts in smaller envi-
ronments (smaller with respect to hardware in use), two prototypes where developed 
as case studies from Q3/2006 till mid 2007. Both prototypes used open source  
Grid- and SOA technology (Globus IV-Toolkit [11], Celtix 1.x [3] or Apache CXF 
Enterprise Service Bus [6]). The development was executed by 11 bachelor students 
in their final study year, supervised by 2 professors. Effort was 1 day per week per 
student. Both prototypes were based on medium size Linux PC workstations as well 
as 2 multi processor Linux servers. 

3.1   “RSA Key Challenge” – A Case Study with Focus on Grid Technology 

Overview. The idea behind the first case study was to utilize a computing Grid to 
break (reasonable easy) RSA keys based on factorization of prim numbers. 
Motivation for this prototype was the ”RSA Key Challenge“ ([21]). Within this case 
study a simple “brute force” factorization algorithm using division by prim numbers 
was used. The focus was on getting started with Grid and SOA technology with a 
reasonable easy problem domain. 

Figure 3 shows the architecture of the first case study. Monitors mean end users, pc 
symbols mean system components possibly distributed across different computing 
nodes. SOAP/WS is used for communication between nodes. 

Starting point in figure 3 is the presentation server component. It is a servlet, which 
takes user-initiated tasks for factorization and passes them on to the management 
server. In return it gets back results and presents them to the end user. Core compo-
nent is the management server WS. It distributes sub tasks for prim factorization to 
different Grid nodes. 

 

 

Fig. 3. Architectural elements of case study 1 – “RSA Key Challenge” 
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For some more technical detail, listing 1 in appendix A shows an excerpt of the 
management server’s WSDL. It contains operations to start and delete (Grid node) 
jobs, get a list a of current jobs etc. Note the relation to resource descriptions and 
stateful services, which occasionally occur in Grid service architectures. 

Each Grid node is a Web service itself, which takes a number to be factorized and 
an interval to be tested. If the factorization is successful, the result is returned, other-
wise an error. The Grid nodes process their number intervals in parallel. Using the 
monitoring tool Nagios runtime supervision of the overall SOA-Grid is performed and 
visualized. 

Resulting experiences. Development of the software for this case study was per-
formed just as a typical standard application would have been. No major problems 
were encountered and the students had no problems to develop software for this spe-
cific area. Even the new technologies such as web services and Grid computing did 
not pose any major challenges apart from the standard setup time required to be famil-
iar with a new technology. 

The project team of students was divided into sub teams which were used as do-
main experts during the course of the project. Domain experts were concerned with 
tackling the following work packages: project management, detailed specification of 
the scenario, Grid technology, enterprise service bus (ESB) technology, hardware and 
system software as well as monitoring. 

Some minor problems have been encountered in the Grid software team. These 
were due to the somewhat unhandy web services layer of the Grid software used 
(Globus toolkit 4). Consequently this layer has not been used directly in the case 
study but rather the more basic GridFTP has been used for data transfer on the Globus 
side. Since the case study’s goal was to examine web services in a Grid context the 
team developed its own web service wrapper for the GridFTP base technology. This 
wrapper has been based on another open source product, namely the Celtix ESB  
implementation. 

With this case study focusing on using a Grid to solve a computationally complex 
problem it should also be evaluated how and to what extent a Grid will help to solve 
the problem faster than a single machine could. Our lab environment for performing 
this quantitative analysis consisted of up to 4 completely identical Grid nodes. Stan-
dard PCs with exactly the same hardware and software components have been used. 
Since only relative times are relevant in this study the simple hardware is sufficient as 
long as all nodes use the same. 

From our experiments we saw that for very small numbers only the Grid setup time 
dominates and this using multiple Grid nodes is not reasonable. With a little bit larger 
numbers we can detect the first significant speedup, but still using a Grid does not 
gain enough. This situation changes completely with using really large numbers (in 
our study these numbers consisted of 23 digits, but this is definitely dependent on the 
hardware used). Here we can observe a significant speedup by using a Grid. Since the 
setup time of the Grid is negligible here, even two Grid nodes already lead to a near 
linear speedup. In the case of 4 nodes we even observed super-linear speedup which is 
due to some specifics of our implementation (and cannot be generalized). In general 
however, at least relatively linear speedup can be expected. Note, that we did not test 
speedup which goes widely beyond 4 nodes, e.g. to 100 or 1000 nodes. However, due 
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to the “linear design” of our RSA scenario, we still expect at least very reasonable 
speedup for larger scale environments as well. This should hold at least as long as we 
do not hit network speed or latency boundaries significantly. 

Figure 4 illustrates that the good performance results by adding more Grid nodes 
are not dependent on the existence of a solution to the factorization problem (red line) 
or non-existence (green line). In both cases similar speedup can be achieved. This test 
has been using large numbers only. 

 

Fig. 4. “RSA Key Challenge” – Speedup with/without solution (large numbers) 

In figure 5 the CPU usage during a typical “challenge” run is shown. It can be seen 
easily, that the management server (red) peaks, whenever new jobs are scheduled. The 
regular computing nodes (green) show peaks whenever they are working on an as-
signed block of numbers. After they have finished with a block the CPU usage drops 
into the depicted values while the node awaits the next block to be assigned by the 
scheduling node which in turn shows smaller peaks at that time. Other than this, a 
relatively evenly CPU usage can be observed. 

3.2   “IT Web Indexer”: A Specialized Web Search Engine with Focus on SOA 

Overview. Figure 6 illustrates the second case study. It shows an “IT” specialized 
Web search engine, an “IT Web Indexer”. The components work jointly in a SOA, 
which uses a simulated data Grid as a storage service. For time reasons, this data Grid 
was implemented as a distributed, replicated database. 
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Fig. 5. “RSA Key Challenge” – Typical CPU usage 

The IT Web Indexer works as follows: a Web crawler WS manages a list of URLs 
to be examined in the data Grid. Each loaded Web page is reduced to its text content 
only and passed to an analysis WS, which examines the page for “IT relevance” by 
means of a pre-defined IT glossary. If a certain score is exceeded, the page is seen as 
relevant and stored using the data Grid service. The value is passed to an index server 
WS, which indexes the word from the Web page, eliminates duplicates etc. 

End users access the  results by means of a Web page, which interacts with the user 
(input gathering and validation, result preparation) as well as with the request server 
WS. The latter separates the user query into IDs, which are prepared as queries for the 
data Grid storage service. The query result is a list of page IDs, from which the user 
can pick, like in popular Web search engines. 

Experiences. As expected using a SOA with Web Services for communication leads 
to a system architecture, which is very flexible. On one hand the separation of the 
whole software system into several functional components induces a very well struc-
tured software system. Single components (where a component can be identified by 
the functionality it provides to the system as a whole) can be replaced by different 
implementations as desired. 

On the other hand the different software components within the case study could 
be distributed arbitrarily among the available resources. This leads to a well improved 
usage of resources which can even be adjusted dynamically depending on the current 
need of the system. Thus it was possible to achieve a pretty good system throughput 
(measured in terms of web sites scanned and hits found per time unit) even with the 
very limited resources available in a student project. 
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Fig. 6. Case study with focus on SOA: ”IT Web Indexer“ 

As an example for the good flexibility, which the SOA-based design provides, one 
could exchange the front end easily with a self-developed application, which just calls 
the appropriate Web service. Other options would be specialized front-ends for mo-
bile devices like PDAs or highly interactive Web GUIs based on Web 2.0 technolo-
gies like Ajax. Similarly, the crawler Web service could be implemented in different 
versions, e.g. to search other data sources like local documents rather than the Web. 
Figure 7 shows such SOA-based architectural variations of the “IT Web Indexer”. 

The data Grid providing database storage and access capabilities for the search en-
gine has been included into the SOA as a “super service”, meaning that communica-
tion with the data Grid is performed just as communication with any service in the 
system (thus making it a service); on the other hand the data Grid provides much 
more functionality and its internal complexity is much larger compared to a classical 
service (making it a super service). Nevertheless viewing the data Grid as a service 
made it possible to include it smoothly into the system: There was e.g. no need for 
any specific interaction methods. 

In total, the service-based design of the system resulted in a highly flexible archi-
tecture, as promised by SOA. 

Similar to our study only limited resources will be available in a realistic setting 
where Grid and SOA are to be employed in smaller environments, e.g. small compa-
nies. Our second case study shows that even then a combination of the two technolo-
gies can lead to a considerable performance boost due to the flexible architecture and 
improved resource usage. 
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Fig. 7. ”IT Web Indexer“ – Architectural variations based on an SOA 

 

Fig. 8. SOA-Grid-monitoring in action 
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As in the first case study a specifically extended version of the open source tool 
Nagios provided integrated monitoring capabilities of both SOA and Grid. Such inte-
grated capabilities proofed to be essential for both the development as well as the 
operation phase. During the development phase monitoring is important for locating 
errors originating from the distributed nature of the application. During system opera-
tion, monitoring is required for availability control as well as for system tuning issues. 
Figure 8 shows a screenshot of the running monitoring system, which monitors the 
SOA-Grid. As can be seen, all nodes run fine except node visogrid04, which is cur-
rently down. 

In our experience without proper monitoring of the different nodes it is quite diffi-
cult to automatically detect available resources which may be employed by a different 
component for optimized system performance. Without monitoring, the overall SOA-
Grid would be much harder to develop and almost impossible to manage even in 
small environments like ours. 

4   Conclusions and Future Work 

4.1   Lessons Learned from Case Studies 

Both case studies showed that the combination of SOA and Grid technologies is pos-
sible without any problems. We can also conclude that both architectural variants may 
be employed for implementation. Which of the two variants should be preferred is 
strongly application dependent. 

The first architecture where a computing Grid uses web services for internal com-
munication has been proven to provide an easy implementation of a computing Grid. 
Without using web services (and by using a proprietary communication protocol in-
stead) the system would have been much less flexible. I.e. using different hardware 
and operating system on some of the Grid nodes would not have been possible with-
out additional development effort. This architecture is particularly beneficial, if the 
messages exchanged among the Grid nodes are diverse and the hardware, operating 
system and/or software on the Grid nodes varies. Even though web services incur a 
certain communication overhead we observed a significant speedup of the Grid appli-
cation and the improved flexibility outweighs the overhead in this context. The per-
formance analysis, which we performed, showed the significant speedups, which are 
possible especially even for small SOA-Grids like ours. 

The architecture in the second case study, where a database Grid was integrated 
into a distributed application as a super web service, has also proven to be efficient 
for this kind of application. In this case the flexibility of the SOA has been used in 
favor of implementation of the distributed application. The advantage of flexible 
resource allocation based on a possibly heterogeneous computing infrastructure facili-
tates an efficient implementation of this complex application. Communication within 
the data Grid is proprietary in this case, since the messages to be exchanged are fixed 
and well-known. This holds since they are defined by the database system used for 
implementing the data Grid. Nevertheless Web services are used to access the data 
Grid as a whole in order to be able to use the data Grid as flexible and wide spread as 
possible. The highly increased flexibility shows, that SOA usage makes sense, even 
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for comparable small applications. The easy integration of a Grid as a super-service, 
as well as flexible exchange or additions of services within the second case study 
pointed this clearly. 

In both studies we observed that a loose coupling of the two concepts Grid and 
SOA proved beneficial. The Grids have been integrated into the distributed applica-
tion by means of services in both cases. This makes flexible usage of the Grids possi-
ble. Within the Grids services have been used for the computing Grid but not for the 
data Grid. As a general rule we can state that services within the Grid provide an 
advantage as long as many diverse services are used within the Grid and a heteroge-
neous computing infrastructure is used. If that is not the case proprietary communica-
tion should be used within the Grid. 

Distributed applications running on a heterogeneous infrastructure require ad-
vanced monitoring capabilities of the system as a whole. In our studies the tool 
Nagios with specific extensions developed within the scope of the studies proved to 
be extremely valuable. It is possible to monitor hardware as well as software status of 
the system. Monitoring for both Grid and SOA could be nicely integrated and a good 
overview of the system as a whole is achieved. 

All the software developed within the case studies has been based on open source 
products. The fact that the applications have been successfully implemented based on 
this kind of software with acceptable effort show that even in such complex applica-
tion scenarios open source software is an alternative. Especially in the case of SMEs 
where financial investments in IT have to be quite limited it is important to be able to 
use open source software. Cheap software complements the potential to use a hetero-
geneous computing infrastructure and flexible resource allocation very well. Jointly it 
is possible to implement a complex and highly productive software system at compa-
rable low cost. This is especially important for smaller environments in SMEs. 

Eventually, the results showed as well, that such relatively complex integration 
projects are quite feasible for teaching purposes in (advanced) student courses respec-
tively projects. 

4.2   Future Work 

The quantitative evaluations of the distributed applications developed in the case 
studies should be extended further. Especially many more different hardware and 
software foundations on the Grid nodes should be examined. This could potentially 
lead to more insight into the influence of heterogeneity for the Grid and SOA applica-
tions. Of course interesting as well would be to add significantly more Grid nodes, to 
validate the scalability results. We plan to explore this in the future. In this case care 
must be taken however, that our targeted “smaller environments” are still addressed 
here primarily. 

If the customized extensions to Nagios would be extended somewhat further, a tool 
for general Web Service and Grid management and monitoring could be obtained. 
Such a tool would be of great benefit to many different SOA-based software systems 
and has many potential use cases. 

The combination of SOA and Grid should also be employed for implementation of 
real-world applications used within a SME. Practical experiences gained from this 
kind of applications and from the integration of the different technologies into an 
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actual IT landscape of a SME could reveal further perception of the applicability of 
the architectural variants. Finally more benefits of the combination of Grid and SOA 
could be deduced and the necessity for improvements could be detected. 
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Appendix A 

The following listing 1 shows an excerpt of the WSDL for the management server 
from the RSA key challenge case study.  

Listing 1. WSDL excerpt for RSA key challenge 

<?xml version="1.0" encoding="UTF-8"?> 
<wsdl:definitions  
  xmlns:soap= "http://schemas.xmlsoap.org/wsdl/soap/" 
  xmlns:tns= "http://visogrid ... /Rsakc/" 
  <wsdl:types> 

      <xsd:element name="addJob"> 
        <xsd:complexType>  <xsd:sequence> 
            <xsd:element name="name" type="string" /> 
            <xsd:element name="key" type="string" />        
        </xsd:sequence>    </xsd:complexType> 
      </xsd:element> 
      <xsd:element name="addJobResponse"> 
        <xsd:complexType>  <xsd:sequence> 
            <xsd:element name="id" type="int" /> 
        </xsd:sequence>    </xsd:complexType> 
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      </xsd:element> 
      <xsd:element name="deleteJob"> 
        <xsd:complexType>  <xsd:sequence> 
            <xsd:element name="id" type="int" /> 
        </xsd:sequence>    </xsd:complexType> 
      </xsd:element> 

  </wsdl:types> 

  <wsdl:message name="addJobRequest"> 
    <wsdl:part name="in" element="tns:addJob" /> 
  </wsdl:message> 
  <wsdl:message name="addJobResponse"> 
      <wsdl:part name="out" element="tns:addJobResponse"> 
      </wsdl:part> 
  </wsdl:message> 

  <wsdl:portType name="Rsakc"> 
    <wsdl:operation name="addJob"> 
      <wsdl:input message="tns:addJobRequest" /> 
      <wsdl:output message="tns:addJobResponse" /> 
    </wsdl:operation> 

  </wsdl:portType> 

  <wsdl:binding name="RsakcSOAP" type="tns:Rsakc"> 
    <soap:binding style="document"  transport= 
          "http://schemas.xmlsoap.org/soap/http" /> 
    <wsdl:operation name="addJob"> 
      <soap:operation soapAction= 
            "http://visogrid .../Rsakc/NewOperation" /> 
      <wsdl:input> 
        <soap:body use="literal" /> 
      </wsdl:input> 
        . . . 
    </wsdl:operation> 

  </wsdl:binding> 

  <wsdl:service name="Rsakc"> 
    <wsdl:port  binding="tns:RsakcSOAP" name="RsakcSOAP"> 
      <soap:address location= 
            "http://visogrid .../SoapContext/SoapPort" /> 
    </wsdl:port> 
  </wsdl:service> 
</wsdl:definitions> 
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Abstract. In Grid, e-Science and e-Business environments, Service Level
Agreements are often used to establish frameworks for the delivery of services
between service providers and the organisations hosting the researchers. While
this high level SLAs define the overall quality of the services, it is desirable for
the end-user to have dedicated service quality also for individual services like the
orchestration of resources necessary for composed services. Grid level schedul-
ing services typically are responsible for the orchestration and co-ordination of
resources in the Grid. Co-allocation e.g. requires the Grid level scheduler to co-
ordinate resource management systems located in different domains. As the site
autonomy has to be respected negotiation is the only way to achieve the intended
co-ordination. SLAs emerged as a new way to negotiate and manage usage of re-
sources in the Grid and are already adopted by a number of management systems.
Therefore, it is natural to look for ways to adopt SLAs for Grid level scheduling.
In order to do this, efficient and flexible protocols are needed, which support dy-
namic negotiation and creation of SLAs. In this paper we propose and discuss
extensions to the WS-Agreement protocol addressing these issues.

Keywords: Commit Protocol, Negotiation, Quality of service, Service level
agreement, Web services agreement.

1 Introduction

A Service Level Agreement (SLA) is a contract between a service provider and its cus-
tomer that describes the service, terms, guarantees, responsibilities and service-level to
be provided. In Grids, e-Science and e-Business environments, SLAs are often used to
establish service-delivery frameworks between a service provider and a service con-
sumer domain. Such ”high-level” SLAs usually define the framework of service provi-
sioning and overall Quality of Service (QoS). However, it is desirable and sometimes
even essential for the end-user to have dedicated QoS also for individual services, e.g.
in a case of a high-priority service request. In this article we focus on electronic SLAs
dynamically negotiated and created by software programs on behalf of end-users. The
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Fig. 1. Resource selection and reservation

use case we consider is resource provisioning, i.e. an SLA-based service provision im-
plies access to various kinds of resources, like computing nodes, network connections,
storage areas or any combination of these.

Resource consumption varies over time and is sometimes dependent on the success-
ful completion of previous tasks. An orchestrator communicates on behalf of customers
end-users with several local resource managers to negotiate and create dynamic SLAs.
In the rest of the document, for reasons of clarity, we will limit the problem scope to
use-cases where computing and network resources are needed, and to a Grid scheduler
as orchestrator that has to negotiate, select and schedule resources in order to execute a
user’s job and fulfil its requirements. As we will see, co-ordinating the access to mul-
tiple resources at the same time requires specific protocol features that negotiation and
agreement protocols do not necessarily have. Fig. 1 describes the different steps to be
performed by a Grid scheduler to co-allocate resources: resource filtering, SLA negoti-
ation, SLA creation, and job submission.

Although the WS-Agreement Specication [1] specified by the GRAAP-WG [2] al-
ready includes a basic protocol for negotiation of SLAs, a number of use cases and
requirements came up which express the need for more sophisticated means of negoti-
ation.The protocol included in the specification was designed to cover the most simple
and general case: an offer for an SLA is made by either the service consumer or the
service provider and the respective other party may accept or reject the offer. No further
negotiation, e.g. in form of a counter offer or request for modication is supported. Since
there are situations where an agreement has to be modied at a later state or the process
of creating an agreement needs more than the single step, a more sophisticated protocol
for negotiation and re-negotiation is needed in addition to the existing one. The group is
now working on protocol extensions for the WS-Agreement and one approach for such
an extension is presented in this paper.

In the following section we introduce work related to negotiation of SLAs. Section 3
describes SLA negotiation and creation problems, how distributed databases’ commit
protocol shed light to this problem. Section 4 describes how these problems can be
solved using the Web Services Agreement protocol and Section 5 concludes the paper.
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2 Related Work

While WS-Agreement, since May 2007 the proposed recommendation of the Open Grid
Forum for a language and a protocol to create SLAs, was becoming stable over the last
two years, the interest in using SLAs for resource negotiation was growing constantly.
One indicator is the number of projects and developments around resource management
and scheduling considering or already using SLAs. In the following we briefly discuss
the different approaches.

Some of the projects using WS-Agreement, e.g. CATNETS [3], openCCS [4], Agent-
Scape [5], the Community Scheduler Framework (CSF) [6] and the VIOLA MetaSche-
duling Service (MSS) [7], are using WS-Agreement to create the SLAs. Some plan
to use WS-Agreement, e.g. the Grid Resource Management System (GRMS) [8] and
GridWay [9] are in the planning phase for integrating WS-Agreement. Finally, some
have not yet decided which technology to use or are not using a web services stack at
all: eNanos [10], Grid superscalar [11] and the Highly-Available Resource Co-allocator
(HARC) [12].

CATNETS uses a market oriented mechanism of offers and bids to determine the
price of a resource and to create an SLA based on the result, thus no negotiation is used.
openCCS, AgentScape and MSS are Grid schedulers and use negotiation to refine offers
and requests in order to create SLAs. In case of MSS, this includes negotiation with sev-
eral resource providers to co-allocate multiple resources or support workflow execution
across multiple resources. As WS-Agreement does not include a protocol for negotiat-
ing the terms of an SLA (but an “accept/reject” protocol for the whole SLA), the three
aforementioned approaches currently use proprietary extensions of WS-Agreement for
the negotiation. GRMS and GridWay currently do plan not use WS-Agreement for
SLAs between provider and customer, but plan to use WS-Agreement for the com-
munication between multiple co-operating Grid schedulers. This will allow to negotiate
usage of resources that are not part of the environment of the the initially accessed Grid
scheduler. Scenarios and the corresponding requirements for the protocol are developed
in the Grid Scheduling Architecture Research Group (GSA-RG) [13] of the Open Grid
Forum. The developers of the eNanos Grid resource broker and the Grid superscalar
programming environment are currently evaluating the technology for the integration
of SLAs into their tools. In contrast, the HARC developers decided not to use a web
services stack and do the negotiation based on plain XML-messages over HTTPS.

Moreover, the GRAAP Working Group has started work on extending WS-Agreem-
ent to support negotiation of agreements for use cases where the simple step creation
are not sufficient. In this paper we discuss some general problems of negotiation in
distributed environments and present first ideas how negotiation could be implemented
on top of WS-Agreement.

3 Negotiation, Creation and Commit Protocols

In this section negotiation is briefly discussed followed by a presentation of commit
protocols in distributed databases in Section 3.1 and commit protocols for distributed
resource management systems in Section 3.2.
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To run a job that requires several resources, like networking and computational re-
sources, managed by different resource management systems (RMS), several steps must
be performed by a Grid scheduler. Upon receipt of the job request, the scheduler starts
the first phase: resource filtering based on static information and dynamic information.
Static information does not change over time: number of CPUs, operating system, lo-
cation, etc. Dynamic information changes over time: availability, load, etc. The second
phase is the negotiation process and results in the selection of resources that can satisfy
the job request. The third phase is the SLA creation phase concluded by the commit-
ment of all service providers (or local RMS) involved leading to a an reservation of
the negotiated resources as described in the SLA. The last phase is the job submission
followed by the execution.

Negotiation is a widely studied topic and there are numerous publications address-
ing different aspects, e.g. [14] is a general purpose negotiation journal, [15] is a survey
about negotiation in distributed resource management systems, while [16] and [17] dis-
cuss aspects of service negotiation in the Grid. In our context and in the simplest case, a
user’s job has to be executed and the Grid scheduler has to select between different tar-
get systems. If all systems are identical and only one parameter influences the selection,
i.e. price, this case is similar to a typical business negotiation between one buyer and
several sellers. An auctioning mechanism like the ones described in [18] can be used.
Of course, we take the point of view of an end user, if we look at things from a resource
provider’s point of view, we have several jobs that compete for one resource, i.e. several
buyers and one seller. If we look at the scheduler’s point of view, we have many jobs
that compete for several resources, i.e. many buyers and many sellers. Buyya [18] (page
36) also surveyed several distributed resource management systems based on price.

Automatic negotiation of SLAs is a complex and time consuming process [19,20,21],
when even two users have to find an agreement on multiple criteria. Imagine how diffi-
cult the problem becomes when multiple entities have to reach an agreement [22]. When
at least two resources are needed at the same time to run a job, e.g. a network connec-
tion and a processing resource, several steps have to be performed before reaching an
agreement between the resource providers and the consumer. Green [21] cites mainly
two frameworks for automatic negotiation: ontologies and web services. According to
him automated negotiation has three main considerations: The negotiation protocol, the
negotiation objects and the decision-making models. He considers two options existing
in order to achieve this type of negotiation. One option is for the originating agent to
negotiate separately with each Autonomous System (AS) along each potential path to
ensure that an end-to-end path is available. The dominant choice however, is to use a
cascaded approach where each AS is responsible for the entire path downstream of it-
self. This approach enhances agent autonomy as it is only responsible for its immediate
links. The autonomy of the cascaded approach struggles however with the issue of price.
In a cascading scenario an intelligent agent would need to know the utility functions of
all the downstream domains if the best price combination is to be determined, which is
private information. In contrast, in this paper we limited the scope to protocols that per-
mit the negotiation of agreements between two parties based on WS-Agreement rather
than tackling the full complexity of automated negotiation. These bilateral agreements
might then be combined into one single agreement.
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3.1 Commit Protocols for Distributed Databases

Distributed transactional systems have been widely studied. One of their objectives is
to propagate a consistent state across several systems, in a way that at any time all
systems can show a consistent state to users. The consistent state or consistent view
maintains and propagates between systems a logical coherent state. To provide crash
recovery, several operations are logically grouped into transactions. Those transactions
permit the change from one consistent view to another. For instance, you do not credit
a bank account if you have not debited another bank account. However, these are two
independent operations. A bank’s distributed database system must group these two op-
erations in one transaction. Thus it permits the change from one consistent state “before
the transfer” to another “after the transfer”. Database state changes are visible by other
users once a transaction is committed to the system. In distributed systems, each trans-
action can impact several different systems not co-located. Thus distributed database
experts have developed commit protocols [23,24,25]. As Skeen described in [26], “The
processing of a single transaction is viewed as follows. At some time during its ex-
ecution, a commit point is reached where the site decides to commit or to abort the
transaction. A commit is an unconditional guarantee to execute the transaction to com-
pletion, even in the event of multiple failures. Similarly, an abort is an unconditional
guarantee to “back out” the transaction so that none of its results persist. If a failure
occurs before the commit point is reached, then immediately upon recovering the site
will abort the transaction. Commit and abort are irreversible.”

When a user needs to make a change in a distributed database, a co-ordinator will
propagate this change on all systems. As Skeen explains, upon receipt of a change
request the co-ordinator forwards it to all distributed systems. Upon the change request
receipt, all slaves go to the wait state. Then they can decide whether or not to accept this
change, and send their response. The co-ordinator collects all responses to the change
request, if one of them is negative, it goes in the abort state and sends an “abort” to all
systems, if all responses are positive, then the co-ordinator goes in the commit state, and
sends a “Commit” to all systems. Upon receiving a “Commit” (respectively “Abort”) all
systems must commit (respectively “Abort”) the change request. Fig. 2 (left) represents
a slave’s two phase commit protocol finite state machine (FSM). This process is the two
phase commit process, supported by a two phase commit protocol.

The problem of this process is that in case of system failure. It’s impossible to know
whether the transaction was committed or aborted. The wait state leads to both commit
and abort state. For instance, when the co-ordinator fails after having sent a “commit”
to some slaves but not all, the remaining slaves are blocked since they cannot know
whether the transaction should be aborted or cancelled.

To provide crash recovery, and avoid blocking problems, Skeen introduced a three
phase commit protocol. He added an intermediary state before the commitment as shown
in Fig. 2 (middle). This state corresponds to a prepare to commit. It’s impossible to jump
from this state to an abort state. He proved that if a state transition was possible between
the prepare and the abort state, the protocol would be blocking. As a consequence, from
any state on the slave’s finite state machine it is possible to determine whether the trans-
action should be committed or aborted in case of failure. In case of failure a slave in the
“Wait” state must abort, while a slave in the “Prepare” state must commit.
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Fig. 2. Two phase commit slave’s FSM (left), three phase commit slave’s FSM (middle), and SLA
negotiation and creation resource provider’s FSM (right)

3.2 Commit Protocols for Distributed Resource Management Systems

In an environment with distributed RMS providing guarantees on resource usage, a Grid
scheduler may negotiate SLAs with its users. In a co-allocation use case, this SLA takes
into account several resources coming from several resource providers. With each in-
dependent resource provider a bilateral SLA has to be negotiated and created. A Grid
scheduler has to create these bilateral SLAs on behalf of its users. For instance, through
the MetaScheduling Service users may request network and computational resources
with a dedicated QoS [7]. The Grid scheduler has to orchestrate the individual reser-
vation of network and computational resources. These two reservations are realised as
two bilateral SLAs.

The essence of distributed databases’ commit protocol is the transaction: a group of
individual operations linked logically. In a distributed resource management system, co-
allocation requires multiple bilateral SLAs. For a user or a particular service requiring
multiple resources, either all of the individual bilateral SLA must be created, or none.
The user SLA creation process is a transaction composed of multiple bilateral SLA
creation.

Before reaching an agreement, two steps must be performed: negotiation and cre-
ation. The negotiation process can involve all resource providers. Its results are input
to a resource provider selection process. When two resources are needed, e.g. network
and computing, even if the negotiation involves many compute resource providers, only
one computational resource will be selected. For many resources offered, the negotiation
process does not lead to an SLA creation process. This is the main reason why negotia-
tion must neither obligate the provider nor the consumer of the SLA. However, the SLA
negotiation and creation process should minimise the number of discarded agreement
creation requests when it has been previously negotiated. This should occur only when
there is a race condition: when two or more users are competing simultaneously for the
same resource at the same time. The separation of agreement negotiation and agreement
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creation process and minimising the number of discarded agreement creations after ne-
gotiation are conflicting objectives.

One way to observe atomicity of the SLA creation is to use a transaction and to rely
on a two phase commit protocol. Once resources have been negotiated, the orchestrator
starts the SLA creation process by sending an SLA creation request to the selected
resource providers. Then each resource provider responds to the request with yes or
a counter offer. If all providers agree, the orchestrator sends a commit reservation to
all systems. Upon receipt of this message, the reservation is committed and the SLA
created. Fig. 2 (right) shows this process.

When the resource provider receives an SLA negotiation offer, its state changes from
“Start” to “Nego”. It then answers the negotiation offer by either accepting it or mak-
ing a counter offer. In case of a counter offer, it stays in the “Nego” state. It can also
abort the negotiation and proceed to the “Abort” state. Once the orchestrator decides to
start the SLA creation process, upon receipt of the SLA creation request, the resource
provider’s state changes to the “Crea” state. It stays there if it accepts the reservation
otherwise it goes to the “Abort” state. The final “Commit” state is reached when it re-
ceives a “Commit” message from the orchestrator and that resources are reserved and
made unavailable to the rest of the world. As mentioned above, this simple two phase
commit scenario can lead to a race condition during the SLA creation process. While
the resource provider is in the “Crea” state, other users see the previous consistent
state where resources are still available. To prevent this, the “Crea” state could imply
“locking” resources thus providing a pre-reservation for the transaction lifetime. This
prevents other users from reserving the same resource at the same time. In case of a
lock request, second users’ transaction must wait for the lock to be released.

Although the FSMs shown in the middle and on the right-hand side of Fig. 2 look
similar, we cannot say that the SLA negotiation and creation process is a three phase
commit. It is a blocking protocol as described by Skeen [26]. And it does not provide
any guarantees against crashes. One could still imagine a non blocking SLA creation
protocol relying on a three phase commit providing crash recovery. It will not be dis-
cussed in this article.

4 SLA Negotiation and Creation with WS-Agreement

In order to co-allocate different types of resources and/or resources from different do-
mains, MSS has to negotiate SLAs for the required resources. The easiest way of SLA
negotiation is a one step process, where the context, subject and constraints of the nego-
tiation problem are defined. The WS-Agreement protocol natively supports this kind of
negotiation by the getResourceProperties method. This method returns a set of agree-
ment templates representing acceptable agreement offers for an agreement provider.
These agreement templates only provide hints on agreement offers which might be
accepted by an agreement provider. They do not guarantee the agreement will be ac-
cepted. An agreement template defines one ore more services that are specified by their
Service Description Terms (SDT), their Service Property Terms (SPT), and their Guar-
antee Terms (GT). Additionally an agreement provider can constrain the possible values
within the SDTs, SPTs, and GTs by defining appropriate creation constraints within the
templates.



114 A. Pichot et al.

AgreementIntiator AgreementResponder:
AgreementFactory

getResourceProperty

getResourceProperty : AgreementTemplates

createAgreement (InitiatorAgreementEPR, AgrementOffer)

createAgreement (-,-) : CreatedAgreementEPR

Fig. 3. WS-Agreement one step negotiation

The creation constraints in agreement template can be static or dynamic. Typical
examples of a static creation constraints are the minimum and maximum numbers of
CPU, nodes, or memory. As these are properties of computing systems that are not
likely to change frequently agreement templates that only contain static information
usually are not restricted in their lifetime.

Agreement templates can also contain more dynamic information. Such dynamic
information can be used to e.g. restrict the guaranteed execution time of a given service
based on the current resource availability. Since the availability of resources is likely
to change frequently, templates that contain such dynamic components have a short
lifetime. A Grid scheduler can use these dynamic templates to efficiently find suitable
time slots in order to e.g. co-allocate resources.

However, it is not always desired to expose availability information, or sometimes
it is even not possible to do this in a convenient way. A typical example for this is the
creation of an SLA in the network domain. Here, it is simply not possible to include
the availability information for all possible network paths in a domain within one single
SLA template. This would make the templates far to complex and therefore practically
unusable. Therefore, the efficient agreement on time constraints in SLAs in only one
phase is simply not feasible in this case. More advanced multi-step negotiations are
needed to solve this problem.

4.1 Negotiation of Agreement Templates

Negotiation requires an iterative process between the parties involved. To rely on WS-
Agreement and minimise the extensions to the proposed standard, we suggest not to
negotiate SLAs but to negotiate and refine the templates that can be used to create an
SLA. Here, our focus is on the bilateral negotiation of agreement templates.

In the following scenario we describe how an agreement initiator (e.g. the Grid
scheduler) negotiates agreement templates with two agreement providers (e.g. a net-
work scheduler and a CPU scheduler). We propose a simple offer/counter offer model.
In order to use this model in the WS-Agreement protocol, we propose a new function
negotiateTemplate. This function takes one template as input (offer), and returns zero
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or more templates (counter offer). The negotiation itself is an iterative process. In the
following scenario we describe a simple negotiation process. During the negotiation
process we call the agreement initiator ’negotiation initiator’. Accordingly we refer to
the agreement providers as ’negotiation responders’.

1. Initialisation of the negotiation process
First, the negotiation initiator initialises the process by querying a set of SLA tem-
plates from agreement providers. To do so, it sends a standard WS-Agreement mes-
sage, getResourceProperty request, to agreement providers (not shown in Fig. 4).
From this templates, the initiator chooses the most suitable one as a starting point
for the negotiation process. This template defines the context of the subsequent iter-
ations. All subsequent offers must refer to this agreement template. This is required
in order to enable an agreement provider to validate the creation constraints of the
original template during the negotiation process, and therefore the validity of an
offer.

2. Negotiation of the template
After the negotiation initiator has chosen an agreement template, it will create
a new agreement template based on the chosen one. The new created template
must contain a reference to the originating template within its context. Further-
more, the agreement initiator may adjust the content of the new created template,
namely the content of the service description terms, the service property terms,
and the guarantee terms. These changes must be done according to the creation
constraints defined in the original template. Additionally, the negotiation initia-
tor may also include creation constraints within the new created template. These

Grid Scheduler CPU Scheduler Network Scheduler

negotiateTemplate

negotiateTemplate

commit

commit

prepareAgreement

prepareAgreement : EPR

prepareAgreement

prepareAgreement : EPR

Fig. 4. Extended WS-Agreement SLA negotiation
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constraints provide hints for the negotiation responder, within which limits the
negotiation initiator is willing to create an agreement. For instance, the initial CPU
scheduler template can contain “any number of 2GHz x586 CPU between 5pm to
6pm”. And the initiator can request “at least 5 1GHz x586 CPU anytime”. After
the initiator created the new agreement template according to its requirements, the
template is send to responders via a negotiateTemplate message (as shown in Fig. 4)
When the responder has received a negotiateTemplate message, it must first check
the validity of the input document (refined template). This step includes (i) retriev-
ing the original agreement template that was used to create the input document,
(ii) validating the structure of the input document with respect to the originating
template, and (iii) validating the changes of the content in the input document with
respect to the creation constraints defined in the originating template.

Once this is done, the agreement provider now checks whether the service de-
fined in the request could be provided or not. In our example, it’s only then that the
CPU scheduler decides that 5 1GHz x586 CPUs can be provided. If the service can
be provided, it just returns the agreement template to the client, indicating that an
offer based on that template will potentially be accepted. Otherwise, the provider
employs some strategy to create reasonable counter offers. During this process the
agreement provider should take into account the constraints of the negotiation ini-
tiator. Counter offers are basically a set of new agreement templates that base on the
template received from the negotiation initiator. The relationship between dynamic
created templates and original ones must be reflected by updating the context of
the new templates accordingly. After creating the counter offers the provider sends
them back to the negotiation initiator (negotiateTemplate response).

3. Post-processing of the templates
After the negotiation initiator received the counter offers from the negotiation re-
sponder, it checks whether one or more meets its requirements. If there is no such
template, the initiator can either stop the negotiation process, or start again from
step 1. If there is an applicable template, the initiator validates whether there is
need for an additional negotiation step or not. If yes, the initiator uses the selected
template and proceeds with step 2, otherwise the selected template is used to create
a new SLA.

4.2 SLA Creation

After the negotiation of an agreement template acceptable for both parties, the initia-
tor needs to create the agreement. At this point, a problem similar to the transaction
problem of distributed database systems arises. The goal of a Grid scheduler is to cre-
ate a set of SLAs with different resource providers in order to provide co-allocation.
Therefore, the scheduler first negotiates a set of templates with the providers, which
identify the possible provisioning times of the required resources. However, we must
not forget that templates only provide hints of what SLAs an agreement provider might
accept. There is no guarantee associated with a template. This means that we are in need
of a strategy to create all SLAs or none. In principle there are two major strategies to
achieve this:
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1. to use transactions to create the SLAs, or
2. to create each SLA within one step, applying policies to the SLA.

The usage of transaction mechanisms to create distributed SLAs, namely the usage
of the two phase commit protocol, was already discussed in this paper. Since there
is no support for two phase commit in WS-Agreement today, we need to extend the
proposed standard to address this problem. This process has been started recently in
the OGF working group that created WS-Agreement. A solution consists in adding a
type of agreement that must be created in two phases: the first phase is a creation of the
agreement triggered by a new prepareAgreement message and the second with a new
non-standard Commit message as shown in Fig. 4.

The other approach is to create an SLA in one step using today’s WS-Agreement
functions, cancellation mechanisms and incentives. In order to realise this, we need to
investigate the content of an SLA. On one hand, an SLA describes the service and its
properties. On the other hand, it specifies the guarantees for a specific service. In a co-
allocation scenario, where a Grid scheduler uses SLAs to co-ordinate e.g. network and
computational resources, it employs execution guarantees in order to assure that the dif-
ferent services are provided at the same time. These guarantees may also include costs
that are associated with the service if it is provided successfully, as well as penalties that
arise when a guarantee is violated. However, an SLA might be prematurely terminated
by the agreement initiator, before the service is actually provided. In fact, this is a can-
cellation of an SLA. When a service provider guarantees a certain execution time for a
service, this normally comprises resource reservations. Therefore, the resource provider
wants to prevent the termination of an existing SLA. This can be achieved by including
a basic payment within the SLA. The basic payment is potentially a very small amount
of money that is even charged if the SLA is terminated by the agreement initiator before
the service was actually provided. It is therefore a termination penalty and represents
the costs for the overhead produced by the resource reservation. In order to enable the
Grid scheduler to efficiently negotiate and create SLAs, there could be a certain time
period in which the SLA can be terminated without penalty. The duration of this period
can dynamically be specified during the negotiation process. The Agreement provider
could use a certain trust index in order to determine the maximum length of this pe-
riod. This offers a feasible solution for the orchestration of multiple resources using the
current one-step SLA creation of WS-Agreement.

5 Conclusions

In this paper we discussed basic functions for resource orchestration in Grids, namely
mechanisms to negotiate and create Service Level Agreements using WS-Agreement.
SLAs are a basic building block for Grid resource orchestration and distributed resource
management. We have shown how a bilateral WS-Agreement based negotiation process
is used to dynamically negotiate SLA templates. We proposed an extension of the WS-
Agreement protocol, NegotiateTemplate, in order to support a simple offer/counter-offer
model.

The second relevant part of the resource orchestration process is the creation of dis-
tributed SLAs. We have discussed two different strategies to co-allocate SLAs in Grids.
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One using a two phase commit with a WS-Agreement Commit extension and one using
a single phase commit with SLA cancellation and incentives.
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Abstract. This work describes the BlackBird system, which is an analysis and
monitoring service for data-intensive enterprise applications, without restrictions
on the targeted architecture or employed technologies. A case study is presented
for the monitoring of Billing applications from Vodafone Portugal. Monitoring
systems are an essential tool for the effective management of Enterprise Appli-
cations and the attainment of the demanding service level agreements imposed
to these applications. However, due to the increasing complexity and diversity of
these applications, adequate monitoring systems are rarely available. The Black-
Bird monitoring system is able to interact with these applications through differ-
ent technologies employed by the Monitored Application, and is able to produce
Metrics regarding the application service level goals. The BlackBird system can
be specified using a set of pre-defined Configuration Objects, allowing it to be
extensible and adaptable for applications with different architectures.

Keywords: Application monitoring, Systems administration, Application perfor-
mance, Component, Adaptable.

1 Introduction

As a provider of advanced services and technology, Vodafone is under constant pressure
to implement new technologies that will allow the diversification of the provided ser-
vices and the improvement of existing services. Like in most large scale and technology
based business, the Information Technologies (IT) infrastructure has become the main
base of support to business processes, and many Enterprise Applications are now con-
sidered mission-critical having a direct impact on the performance goals of the entire
company.

The complexity and diversity of the business rules and provided services, together
with the pressure for fast implementation demand a vast portfolio of different applica-
tions. These applications can be extremely diverse, in terms of complexity, architecture,
base technologies and application provider. Also, as result of the fierce competition en-
vironment, all of these applications are required to constantly evolve in order to im-
plement new business requirements and support new services. In organizations such as
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Vodafone the teams responsible for the operation and management of these applications
are faced with the challenge of assuring the best possible quality of service and the at-
tainment of the negotiated Service Level Agrement (SLA). For this task it is essential to
have monitoring systems capable of providing a comprehensive view of the application
status and the most critical components, in order to anticipate performance problems
and act before there is any impact on the quality of service. The currently available
monitoring systems can provide efficient monitoring on the network and device level,
however, due to the complexity and diversity of the applications, these systems are un-
able to provide the desired monitoring on the application level.

Most of the available monitoring systems specifically target applications or
technologies that have a large user base, are limited to a fixed architecture, and moni-
tor pre-determined system parameters and expected system components. This kind of
monitoring ignores all the functionality that is developed over the base application,
even though, it is this added functionality that implements the business logic and pro-
duces the most relevant contribution to the delivered quality of service. The need for
adequate monitoring applications is even more serious for applications developed in
house or when the Monitored Application results from an extensive customization of a
base application. In this case the only solution is to develop, also in house, the neces-
sary monitoring systems. However, this extra development effort will certainly increase
project cost and complexity and risk development delays.

The BlackBird monitoring system is intended for assisting in the effective manage-
ment of the extremely diversified set of applications from the Information & System
Technologies department (DTSI) of Vodafone Portugal. It has two main features: i)
can monitor an extremely diversified range of applications such as the one found at
Vodafone; ii) provides complex Metrics that relate to the main application goals. The
diagram in fig. 1 represents a general view of the monitoring system, it obtains data
from a number of servers using different technologies, calculates metrics and presents
the results to the Operators.

1.1 Existing Systems

The need for monitoring systems was born from the need to assure high availability of
the first enterprise level systems and networks, and as they matured so did the moni-
toring systems. Simple Network Management Protocol (SNMP) [9] became the most
widely used management protocol and is currently the base to most network and device
management systems, HP Openview and Nagios [10]. However, due to the numerous
programming languages and the almost infinite number of architectures and purposes,
application level monitoring remains an extremely diversified field with no predominant
protocols or methodologies.

Application specific systems can provide the best monitoring of any application.
However, developing dedicated monitoring systems is a costly process that can only be
supported by large companies with a significant application portfolio, and it becomes
impossible to combine the monitoring of different applications working together. Ex-
amples of such systems are Microsoft Operations Manager. Third party companies will
only risk developing application specific systems for applications that can guaranty a
large user base. Quest Software provides versions of the Spotlight monitoring system
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Fig. 1. Monitoring System Overview

for BEA WebLogic Server, Oracle, etc. General purpose monitoring systems aim to
provide monitoring services to a range of applications as wide as possible. For this
they will implement support for standard monitoring technologies and protocols, and
for proprietary protocols used in applications with a large user base. The option taken
by most companies for adding monitoring capabilities to their applications is to imple-
ment a standard management technology such as SNMP, JMX [11] or WMI [12], for
integration with a general purpose monitoring system. One example is ManageEngine
from AdventNet.

In terms of architecture, most monitoring systems employ a Manager-Agent archi-
tecture, there is usually a central management system and several agents deployed on
the monitored system and relay the obtained data to the central management system
using a protocol such as SNMP [9]. This is the architecture that emerged from the first
network management systems and is currently used by all monitoring systems based
on the SNMP protocol. It is especially adequate for monitoring of vast numbers of dis-
tributed resources such as computer networks like HP Openview, Nagios [10] or grid
computing systems like MonALISA [1].

As more applications evolved from centralized to distributed and from raw process-
ing to providing services, a new monitoring architecture became possible, Agentless
Monitoring. In this case there is only a central management system, and all data gath-
ering is accomplished by remote access to the interfaces provided by the Monitored
Application. Agentless Monitoring is usually less intrusive, easier to deploy and does
not require continuous development, but with limited depth of data gathering. Agentless
Monitoring is especially adequate for services based applications and is the only option
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for proprietary and closed source applications. One example of agentless monitoring
system is Longitude from Heroix.

Since the first monitoring systems one key element of the monitoring process has
been application instrumentation, which consists in modifying the existing applications
in order to collect additional data during run-time. The importance of application in-
strumentation for the management of complex distributed application resulted in sev-
eral technology level standards like JMX for Java and Java2 Platform Enterprise Edition
(J2EE) and WMI for Products built using the Microsoft .NET framework.

1.2 Related Reserach

Extensive research has been aimed at improving the monitoring support of Enterprise
Applications, with the main focus on improving the monitoring extensions provided
by the monitored application. Most of this work is focused on the JMX [2] technology
which is part of J2SE platform. Although it is only applicable to Java and the J2SE
platform, it has a close resemblance to the WMI for the .NET framework, and the main
concepts are applicable to other programming languages and architectures, including
legacy applications [3]. The use of standard management architectures and instrumen-
tation techniques on enterprise applications opens the way to automated application
management and self managed applications [4]. All this research presents a common
characteristic, it targets component based applications, and as a result it is possible to
obtain a good detail of application monitoring.

Whatever the purpose or technology used the complexity of Enterprise Applications
dictates that the full task to be executed must be split between simpler tasks, that will
be performed by different program modules. By considering a definition of Compo-
nent less restrictive than the one usually associated with Component Based Software
it should be possible to model any application as component based, where each com-
ponent may have a number of parameters that can be used as indicators of the general
application health and performance. And, by modeling the application, it should be pos-
sible to capture a more abstract level of application functionality, which is closer to the
business logic and to the main application goals of quality of service.

2 Requirements

The BlackBird monitoring system must provide five key features: i) monitor a wide
range of applications, being adaptable to the architecture and technologies of the Mon-
itored Application; ii) provide component based detailed application level monitoring;
iii) must be easily adaptable to the evolution of the Monitored Application; iv) with low
impact on the monitored system, agentless and without additional application instru-
mentation; v) provide a graphic interface for data visualization and configuration.

The Blackbird System aims to provide a monitoring service to an application with-
out imposing any limitations on the target architecture, therefore, the Blackbird Sys-
tem provides a simplified set of Monitoring Operations that allow a user with detailed
knowledge of the Monitored Application to specify the required monitoring service:
Commands to be executed where the result will be stored and used to calculate Met-
rics; Metrics defined by a formula to be executed on the stored data to produce a result
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that is related to the application’s performance indicators; Alerts for evaluating thresh-
olds on Metrics and send notifications; Graphics that use the Metric as a data source
and plot the data according to the type and format; Pages for containing graphics and
structuring the monitoring interface.

3 Architecture

As proposed in section 1.2, by modeling the Monitored Application as a set of interact-
ing components it should be possible to obtain a more de detailed view of the applica-
tion status and performance, also, it should be easier to obtain Metrics that relate to the
application performance goals. For the purposes of this work, we consider a simplified
definition of Application Component: i) executes a well defined task within the applica-
tion; ii) can be univocally referenced; iii) has a set of working parameters which can be
obtained using the application interfaces. Figure 2 represents the Monitored Application
according to this definition.

Fig. 2. Application Model

Figure 3 presents the high level Domain Model for the BlackBird System. Each of the
required Monitoring Operations is implemented by a dedicated class, except for Com-
mands that is split between the Module class and subclasses dedicated to specific
technologies, DatabaseScript and WebserviceRequest. The dataStore
attribute of Module stores all data produced by the associated command and provide
support to Metrics calculation.

The Module sub classes provide an adaptation layer that isolates the BlackBird ar-
chitecture from any technology details, they handle all technology specific logic like
establishing a connection, authentication, formatting the command, obtaining and vali-
dating the response. Finally, they convert the command result to a normalized Extensi-
ble Markup Language (XML) document and deliver that document to the dataStore.
For simplifying Metrics definition and calculation, the dataStore is designed to be
accessed as a relational entity. The Metric class provides the data processing and
aggregation functionalities of the BlackBird System by computing the formula spec-
ified in the Monitoring Requirement. The Graphic class provides the visual presen-
tation to the Metric objects, it will use the output of the Metric as a data source
and apply the type of graphic and the format request in the Monitoring Requirement. A
Graphic may be a table of values or various chart formats. The Page class provides
the base for generating the monitoring interface that will be accessed and navigated by
the operators. By combining the information from the Page and Graphic objects,



Performance Monitoring Enterprise Applications with the BlackBird System 125

class Domain Model

Module

+ dataStore:  DataStore

Protocol

Metric

+ formula:  char

Page

+ layout:  char
+ ti tle:  char

Graphics

+ datasource:  Metric
+ format:  char
+ link:  char
+ type:  int

Alert

+ condition:  char
+ message:  char
+ state:  int

DtabaseScript

+ login:  char
+ SQL_statement:  char

WebServ iceRequest

+ arguments:  char
+ login:  char
+ method:  char
+ WSDL_location:  char

+Evaluates *
1

1..*

+Contains 1

+DataSource1

1

+DataSource

1..* 1

Fig. 3. Domain Model

the BlackBird system generates the required interface as an Web Applicaton contain-
ing the requested charts and tables. The Alert class provide automatic notification of
performance problems.

3.1 BlackBird Components

The Blackbird system uses an agentless architecture, it is composed of an Adaptation
Layer itself composed by a variable number local Interface Modules designed for spe-
cific protocols, an Aggregation Layer that handles data storage and Metrics calculation,
and a Presentation Layer for generating the monitoring pages and graphics. The Com-
ponent Diagram of the BlackBird System is represented in fig. 4.

The Adaptation Layer provides one of the main features of the BlackBird System,
adaptation to the technologies of the Monitored Application. All technology and proto-
col specific processing is performed by interface modules, where each type of interface
module handles a specific technology or protocol, performs all the tasks necessary for
executing the requested command, converts the command output to the normalized for-
mat and delivers it to the dataStore. The Adaptation Layer also performs the first
step for providing a monitoring service adapted to the architecture of the monitored
system. By allowing multiple Module to execute independently it becomes possible to
specify as many data sources as required for compiling a complete repository of perfor-
mance data that will allow the calculation of any relevant Metrics. The ModuleManager
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Fig. 4. BlackBird Components

component controls execution of the Interface Modules and manages the dataStore
of those objects. For this work only two modules where developed, an SQL module that
uses JDBC to connect to the monitored Database for executing an SQL statement and
an Web Services module that implements the Apache Axis Framework for dynamically
invoking Web services. These technologies are base to most of Vodafone applications,
and allow the demonstration of the BlackBird capabilities in combining data obtained
using different technologies.

The BlackBird architecture is expandable to other types of protocols. Adding sup-
port for aditional protocols to the BlackBird system requires no changes to existing
components only the development of: i) a new interface module to handle the required
protocol; ii) two new configuration tables and associated views; iii) new stored proce-
dures for the edit operations on the new type of module.

The Aggregation Layer stores all performance data in an organized an easily acces-
sible form, performs Metrics calculation and alerts verification. The Aggregation Layer
contains the dataStore attributes from all existing Module objects implemented as
database tables and views, the combination of all these objects constitutes a complete
repository of all performance data gathered from the Monitored Application. And, since
all this data is accessible through relational queries, it should be possible to implement
any Metric required by the Application Owner. The Aggregation Layer is responsible
for other of the main features of the BlackBird System, Component Based Monitoring.
Since all performance data gathered from the application can be used as input for the
Metric objects, it is possible aggregate the data collected by different Modules using
the component identifier to produce Metrics that provide a complete view of all aspects
for that Application Component. The MetricManager component is responsible for cre-
ating and updating the implementation of Metric formulas, and actively evaluating
alert conditions.
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The Presentation Layer is responsible for the final output of the BlackBird Moni-
toring System, which are monitoring pages containing visualizations of the status and
performance of the Monitored Application. The monitoring pages are generated from
the Graphic and Page objects and deployed on an Application Server as a Web Ap-
plication. However, the automated generation of the Web Application was considered to
be out the scope of this work, so the Webcockpit [13] application is used to generate the
monitoring pages based on a configuration file created by the BlackBird System from
the existing Page and Graphic objects. The PageManager component is responsi-
ble for managing the generation and deployment of the Web Application that provides
the monitoring interface.

4 Case Study

The BlackBird System is currently integrated in the production environment of some
of the main applications of Vodafone Portugal DTSI, Mediation Device (MD), Pre Paid
Billing System (PPB), ARBOR Billing System, Provisioning Agent (PA) and ACTIVIS
Number Portability. All are Mission Critical applications that require 24 hour support
and monitoring. The previously existing monitoring systems, HP Openview Operations
and dedicated monitoring systems, provide complete network and device monitoring
and a small degree of application level monitoring. The BlackBird System is used to
complement these systems providing detailed application level monitoring.

4.1 Pre Paid Billing System

The PPB application is responsible for lifecycle management and Billing of all pre-paid
clients. The PPB application was developed at Vodafone Portugal, it contains an Oracle
database and interacts with other systems using WEB Services.

There is already a dedicated monitoring system for PPB which was developed to-
gether with the main application, and provides performance information and alerts.
Although it delivers extremely valuable information, it implements a static set of Con-
figuration Objects and is not applicable to any other applications. This example will
add monitoring of recent functionalities of the PPB application that have not yet been
included in the dedicated monitoring system.

One of the tasks performed by the PPB application is credits to the costumer balance.
Recent Business Requirements have introduced new types of requests, a database table
acts as processing queue and the processing of each request requires a call to a WebSer-
vice for confirming current balance. The main performance criteria for this task are the
average processing time and maximum processing time for these requests. For monitor-
ing this aspect of the PPB application, problems diagnosis and performance tuning, it
would be extremely helpful to have a line chart presenting the average request execution
time, the average Web Service response time, and the difference between the two times,
which represents the contribution of the PPB System to the total processing time.

Once the required output is defined, the Application Owner must elaborate the Mon-
itoring Requirement in order to specify the Configuration Objects necessary for pro-
ducing the desired monitoring output. The Monitoring Requirement for this example
contains the following Configuration Objects: i) Login details for the PPB database;
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(a) PPB Queue response times

(b) PPB Queue relative performance

Fig. 5. Metrics on the PPB Queues

ii) Login details for Web Service calls; iii) SQL command for obtaining the average pro-
cessing time; iv) Web command for obtaining the Web Service response time; v) Metric
for combining data from both commands; vi) A line chart that uses that Metric; vii)
A page for containing the the Graphic.

The final output of the PPB monitoring example is shown in fig. 5(a).
This chart in fig. 5(a) shows the evolution of the requests processing time and the

contributions of the Web Service call and PPB processing. The output of this graphic
is also helpful for performance tuning, since it illustrates the impact of configuration
changes on each of the parameters that contribute to the application performance goal.

The BlackBird is able to provide various types of graphics, the barr graphs in fig. 5(b)
show the number of pending requests of the various types, and a comparison to the
values of the previous day.

In this example the BlackBird System was used for fast implementation of a detailed
monitoring service. This incudes a real time comparison to a performance baseline, and
a chart on a Metric that aggregates data obtained using different technologies, Database
access and Web Services call.

4.2 Mediation Device

The Mediation Device processes billing records of all traffic types, GSM, 3G, GPRS,
SMS, etc. It collects billing records from all Network Elements, validates and rates
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billable records. The Mediation Device was also developed at Vodafone, it contains
an Sybase database and was developed using C and Transact SQL. Currently all mon-
itoring and alerts on the Mediation Device Application are provided by scripts and
programs integrated in the Openview Operations System.

The Mediation Device processes various types of records refereed to as Data Stream,
and for each Data Stream, there are various Network Elements, this architecture can eas-
ily be modeled into components. The basic components are the Network Elements that
have parameters such as current delay and records processing rate. These elements can
be grouped into the main application components the Data Streams. The most critical
SLA defined for the Mediation Device are all related to the delay between record gen-
eration on the network element and its delivery to the destination billing systems, and
the fundamental indicator of performance is the number of records processed per unit
of time.

(a) Network Element processing delay

(b) Processing Strems relative performance

Fig. 6. Metrics on the Mediation Device
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The chart from fig. 6(a) shows the evolution of the delay in Call Records processing
for the Network Element components of the MD application. Because this is batch
process the delay tends to evolve in steps. The figure was captured during a peak hour
so there is a tendency for an increase in processing delay.

The chart on fig. 6(b) is already an evolution of previous metrics that where adjusted
according to the needs of the Application Owners. It shows the evolution of number
of Call Records processed per hour for the Stream components of the MD. The values
from the previous day are used as a reference, and current values are displayed as per-
centage of the values for the previous day. This example shows a situation where one
of the streams is showing reduced performance, at the same time another stream had a
performance peak. This behavior may be the result of resources contention and must be
investigated.

In this example the BlackBird System was used to improve the existing monitoring
to detail the information on the component level, and provide real time visualization
of Metrics directly related to the SLA an performance indicators. This example is also
performing a comparison to a performance baseline. This kind of metric has proven
very useful as it adds a layer of abstraction to the displayed data, allowing the operator
to focus on the main performance trends.

5 Results Discussion

The Monitoring Systems referenced in the Introduction are some of the most widely
used and present a representative sample of the existing monitoring solutions. The ta-
ble 1 summarizes the main features of these systems. Most of these systems allow user
defined data gathering, however, the user is usually required to supply an extensive set
scripts for obtaining data. The BlackBird System requires only a minimum of informa-
tion for executing the same command, handles all data validation and conversion. Also,
the BlackBird System allows the simultaneous execution of any commands regarded

Table 1. Feature Comparison Table

Targeted Supported Agent Graphical Custom Data Custom Component
Systems Protocols Based Interface Gathering Metrics Based

HP Openview General SNMP Y Thin Y Y N
Operations Purpose Client

Nagios Network Network Optional Web Y Y N
and Host services

Microsoft Microsoft WMI Y Web Y Y Y
Operations Applications and Client
Manager and Client
Oracle General ODBC and Y Web Y Y Y

Enterprise Purpose Network
Manager services
Spotlight Dedicated JMX Y Thin N N Y

Client
Manage Engine General Multiple Optional Web Y N Y

Purpose
Longitude General Multiple N Web Y Y Y

Purpose
BlackBird General Multiple N Web Y Y Y

Purpose
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as necessary. Although most of these system provide some form of support to user
defined Metrics, Metrics based on different data sources are usually limited to report-
ing purposes. The BlackBird System is able to provide real time Metrics based on any
combination of data sources. From these systems, the ones that provide a Component
Based Monitoring, only support applications developed using the frameworks J2EE or
.NET. The BlackBird System introduces a simplified Component definition for extend-
ing the concept of component based monitoring to applications that were not developed
as Component Base Applications.

The examples from the case study show that the BlackBird System can be used for: i)
fast implementation of a detailed monitoring service; ii) generating Metrics that aggre-
gate data obtained using different technologies; iii) improving the existing monitoring
to detail the information on the component level; iv) providing real time visualization of
Metrics directly related to the SLAs an performance indicators; vi) real time comparison
to a performance baseline.

5.1 Future Work

The BlackBird was designed as an expandable System, therefore some of the main
improvements will be new Interface Modules for additional protocols: Remote Shell
for access to unix systems, JMX for J2EE applications, WMI for .NET application.

Although the data repository provides an easily accessible source of data, it can
become very complex as the number Interface Modules increases. Also, the task of
defining Metrics in the BlackBird system requires a good knowledge of the BlackBird
architecture and SQL. This task can be greatly simplified by the addition of a graphi-
cal query building interface, as an applet on the Configuration Pages or as a separate
application.

The daily use of the BlackBird has revealed the need to include controls for selecting
the series to display and the data range. Also, in order to comply to the strategy for the
DTSI department, a new module for sending information and alerts to HP Openview is
under development.

6 Conclusions

The BlackBird System was designed to provide detailed application level monitoring to
a range of applications as wide as possible, requiring a minimum of configuration work.

The use of a simplified application model creates a language for describing most
applications as a component hierarchy. Also, it allows the definition of common data
format for containing performance information independently of any technology de-
tails. Data gathering is performed by technology specific Interface Modules, where the
Application Owner may specify any number of modules for various protocols. This
way, it becomes possible to gather any relevant data independently of the target archi-
tecture or the employed technologies. The performance data is stored in DataStore units
accessible as relational entities. Data can be referenced by specifying the Module that
collected the data and the application component it refers to. Based on this data reposi-
tory it is possible to create complex metrics that merge data from multiple sources, and
metrics that relate to the performance goals for the application.
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The BlackBird System application examples on production Enterprise Applications
have demonstrated that the BlackBird System can be used for monitoring enterprise
applications with non standard complex architectures, and that it can provide valuable
metrics close to the main application goals.
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Abstract. While the vision of the Semantic Web is an extremely appealing one,
its success depends not only on development of new ontologies that represent
various aspects of the world. Pragmatic view suggests that such activities have
to go hand-in-hand with facilitating support for existing domain-specific real-
world standards. One of such interesting standards that is systematically gaining
popularity in the travel industry, is the Open Travel Alliance (OTA) messaging.
Specifically, the OTA standardizes the way that businesses in the travel industry
can communicate with each other. The aim of this chapter is to outline our efforts
leading toward (re)engineering an ontology of golf (understood as a leisurely ac-
tivity) anchored in the OTA golf messaging specification. Furthermore we discuss
how such ontology could be used in a Travel Support System. Here, in addition
to general scenarios, details concerning implementation of needed translators are
presented.

Keywords: Ontology of golf, Open travel alliance, Travel support system, Onto-
logical engineering, Travel ontology utilization.

1 Introduction

Let us start with a simple story. In late February of 2011, professor Hoffman from
Stuttgart, Germany has to go to a conference in Florida. Professor Hoffman loves to
play golf and would like to combine the conference with a few rounds of golf. Due to
the rapid development of agent technology, prof. Hoffman on his laptop has the newest
release of MPMG07 Personal Agent—his personal assistant. Furthermore, for some
time already, he is using SRIPAS Travel Support System (TSS) for all his travel needs.
To be able to arrange his trip, he informs his Personal Agent (PA) about dates of his trip
and asks it to arrange all necessary details. The PA knows travel preferences of profes-
sor Hoffman and uses them to formulate a request to the TSS. The TSS communicates
with various Travel Service Providers (e.g. airlines, hotels, golf courses) to make travel
arrangements. Furthermore, since prof. Hoffman is one of its regular clients it can uti-
lize this knowledge to (a) filter and sort potential offers, and (b) to make suggestions
that go beyond the core of the query (e.g. to suggest a specific restaurant in Orlando that
prof. Hoffman is likely to be interested in). In the latter the TSS utilizes also knowledge
mined from behaviors of its other clients. The proposal is returned to the PA of prof.

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 133–156, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Hoffman, that uses its own knowledge about his preferences to further filter and sort
responses (it is the PA that may know that, due to the recently increased cholesterol
level, prof. Hoffman stopped eating US Diner style food that he was fond off). Some of
the decisions may be completed by the PA, some may involve prof. Hoffman himself.
Some offers can be accepted immediately, while some may require further communica-
tion with the TSS. All communications between the PA and the TSS are utilized by the
TSS to modify its profile of prof. Hoffman to serve him better in the future. As a result of
these activities the itinerary is completed and prof. Hoffman can go to Orlando, present
his work at the conference and play golf. During and after his trip he may communicate
with his PA to provide explicit feedback about travel arrangements. This information is
used by the PA to update prof. Hoffman’s profile.

This futuristic story contains a number of issues that we try to address in our ongo-
ing project, in which we are developing an agent-based Travel Support System. Its key
features have been summarized in [13,14,16,23] and in references to our earlier work
collected there. In this chapter we will focus only on selected new developments, related
to communication between various entities involved in making travel arrangements, as
well as utilization of ontologies. Work presented here extends and complements mate-
rial presented in [7,8].

1.1 World of Travel

The story of prof. Hoffman allows us to identify three key groups of key stakeholders
of the world of travel.

– Users, which may be helped by and represented to the outside world by their Per-
sonal Agents (for more information about “agents as a personal assistants,” see
[20]). To check availability of a Marriott Hotel in St Louis, MO, the PA may inter-
act with the Travel Service Provider, e.g. represented by a Marriott WWW site, or
a Marriott Reservation Agent. Obviously, the PA may also contact a Travel Support
System (which is a generalization of the notion of a Travel Agency and an example
of a infomediary [17]). The TSS can provide, for instance, a complete travel pack-
age (e.g. airline ticket + car rental + hotel + golf). Obviously, in the first case content
personalization will be facilitated solely by the PA. Here, we treat various loyalty
programs as a part of itinerary preparation, and not as a form of content personal-
ization. In the second case, as suggested above, it is likely that the initial content
personalization will take place within the TSS (fulfilling its role of the infomediary)
and the fine tuning (final filtering) will be done by the PA.
Obviously, Users may also arrange their travel directly, by communicating via some
form of web-interface with entities like the Travel Support System, or with Travel
Service Providers to obtain specific information / reservation. For simplicity of
description, from here on we focus our attention only on Users represented by
their PAs.

– Two types of Travel Service Providers (TSP). The first groups represents, provides
information about, and facilitates reservations of specific travel entities (e.g. hotel
chains, individual hotels, restaurants, golf course operators). Second, global reser-
vation systems (e.g. SABRE) that act as reservation aggregators. While these two
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groups differ to a certain extent (e.g. compare reservation system of a non-chain
hotel San Max in Catania, Italy with the Amadeus global reservation system), still
we can treat them all as end-point providers of reservations. Note also that while
global reservation systems are somewhat similar to Travel Support Systems, we see
the role of Travel Service Providers to be limited to activities involved in infor-
mation provisioning and reservation processing. Finally, existence of loyalty pro-
grams, which allows some TSPs (e.g. Hilton Hotels) to acquire, store and utilize
customer data, matters only as far as internal data processing is concerned (see
below).

– Travel Support Systems, which in part play the same role as Travel Service Providers.
Here, we assume that it is unlikely that “anyone” will be able to access global reser-
vation systems directly (e.g. for security reasons). Therefore, TSSs will constitute
an authorized entry point. They will also provide integrated, and to some extent
personalized services (e.g. a vacation package to Milan, consisting of: airline reser-
vation + hotel + opera tickets); see above. As in the case of typical infomediaries,
they will not only respond to direct requests of customers, but attempt at selling
extra services, selected on the basis of knowledge of habits of all of their customers
(e.g. similarly to Amazon.com suggesting additional items based on similarities
between customers).

Note that while it is obvious that the role of a Travel Support System is changing be-
cause of the Internet, still Users need to be able to have access to TSPs (e.g. to make
reservations) while intermediaries (e.g. the TSSs) will attempt at earning money by pro-
viding value-added services. Therefore, regardless of specific form resulting form the
evolution of all of the above identified stakeholders, the general picture presented here
should remain valid for some time to come.

1.2 Travel-Related Data Storage and Processing

Let us now discuss how data is likely to be stored and represented by the three groups
of stakeholders. While there exist arguments to the contrary, we accept the assumption
that utilization of ontologically demarcated data is going to be a crucial part of future
development of the Internet, and more generally, computational fabric of the world.
Therefore, it is easy to see that the ideal situation would be realization of the vision put
forward by the CYC project [21]. Here, a single ontology of “everything” is to be de-
veloped and accepted worldwide. If this vision would materialize, all problems related
to data interoperability would be gradually solved (by all entities accepting such global
ontology). Unfortunately, even casual observation of the way that the Semantic Web is
developing suggests that this vision is unlikely to materialize for a very long time, if
ever (e.g. due to multilinguality of the world, pragmatic/political needs of individual
players, etc.). Instead, we can expect that (a) some entities will move toward ontologies
very slowly e.g. large existing players (such as global reservation systems), as well as
very small players (such as individual non-chain hotels), (b) some players will utilize
domain and business specific ontologies, e.g. hotel chains may use a combination of a
“hotel as a tourist entity” ontology and a “hotel as a business entity” ontology, while
have no direct use of other travel-related ontologies (e.g. they may want to be able to
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make a car reservation for their guests, but they will not store or process car rental re-
lated data and thus will not need ontology of car rental), (c) Personal Agents that reside
on computers of their Users may utilize simplified ontologies, e.g. ontology of a hotel
without concepts related to “hotel as a place for a conference” (including capacity of
and equipment available in meeting rooms). Summarizing, we can expect that different
entities within the “world of travel” will utilize different data representation (ontolog-
ically demarcated, or not). Furthermore, even if data will be stored in an ontologically
demarcated fashion, different players are likely to use different ontologies. These on-
tologies may, but not have to be subsets of a larger, all agreed, comprehensive ontology
of travel-related entities.

In our earlier work, we assumed that the TSS is going to store information in seman-
tically demarcated form and use it to facilitate personalized information provisioning
(see, [14,13,16,23] and references collected there). Moving in this direction we have
developed, and later merged, ontologies of a hotel and a restaurant. These two ontolo-
gies were created on the basis on the concept of a hotel as represented in travel-related
WWW sites and concept of a restaurant as proposed in the ChefMoz project, respec-
tively [12,15]. Separately we have proceeded to develop a comprehensive ontology of
air travel (see, [25,26] for details), which was also merged with ontologies of hotel and
restaurant. This ontology is available at [6].

Finally, it should be mentioned, that to represent user profiles and in this way fa-
cilitate personalized content delivery, we have adapted, to be used with ontologies, an
overlay-based approach proposed originally in [19,10]. In our work, each user is to have
his/her preferences represented in a profile incorporated into the ontology of travel (see,
[12,13,14,23] for more details).

1.3 Communication in the World of Travel

Thus far, we have argued that the world of travel has, and is likely to have for some time,
at least three main groups of stakeholders. Furthermore, we have shown different play-
ers within the world of travel are likely to utilize different internal data representations.
Thus, one has to ask a question: how will it be possible for them to communicate. One of
the more promising answers has been proposed by the Open Travel Alliance (OTA) [2].
OTA was created in 2001 with the aim of developing a standard for communication
between various entities represented the world of travel. They have designed message
sets defining communication about practically all travel-related activities [4]. Interest-
ingly, as time passes the OTA messaging standards is gaining popularity. For instance,
according to the OTA WWW site, its messaging has been adopted, among others, by
American and Continental Airlines, Hilton and Marriott Hotels (for a complete list,
see [3]). Specific OTA messages concern particular aspects of a travel-related activities
and are defined as pairs: a request (RQ) message, and a response (RS) message. De-
pending on the field of interest, number of such message pairs varies, for instance, from
three for a golf course related “conversation,” to ten for the air travel.

Let us now assume that OTA messaging becomes a worldwide travel industry stan-
dard, which seems to be the case. Then the problem of communication between travel
entities becomes solved. It should be clear, that while each of them may use differ-
ent data representation, storage, and processing, they all will be able to communicate
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utilizing OTA messages. Obviously, this means that each time messages are to be ex-
changed, a number of translations needs to take place.

– Within Travel Service Providers, incoming OTA requests have to be translated into
queries matching their internal data representation. Resulting responses have to be
translated “back” into OTA responses and send to requesters.

– For the time being, we assume that travel-related communication between Users
and their Personal Agents does not involve OTA messages. Rather, Users fill-in a
form (e.g. an HTML template) and the resulting querystring is send to the PA (see,
[11] for a discussion of how non-agent entities can communicate with software
agents). Obviously, we can hope that one day we will be able to use natural lan-
guage to communicate with the PA, but we omit this issue from considerations. The
Personal Agent takes the User-query (expressed in any form) and translates it into
an OTA request message, which can be send either to Travel Service Providers,
and/or to Travel Support Systems. Received OTA responses have to be translated
into instances of local ontology, as this is the data representation used by the PA
to process information (e.g. to rank obtained proposals). Obviously, filtered and or-
dered responses have to be translated into user readable form and communicated to
the user (for more details in the case of displaying information on the user device
see, [11]).

– The Travel Support System receives OTA requests from Personal Agents represent-
ing Users. Some of them can be answered directly by the TSS. For instance, since
the TSS gathers data, and keeps it fresh by systematic updates [16], static elements
such as unchangeable characteristics of the golf course can be found by querying
the local database of the TSS. Specifically, in the current design of the TSS, onto-
logically demarcated travel data is kept in the Jena repository [1]. Therefore, the
OTA request message has to be translated into the SPARQL query [5] and exe-
cuted. The result may then either be translated into an OTA response message and
send to the PA “as is,” or further processed (e.g. to propose other travel related
items that a given User may be interested in, and in this way to maximize the profit
of the TSS [16]). The second possibility is that the original request requires ac-
cess to Travel Service Providers (e.g. a request to check availability of a given golf
course). Such message can be forwarded to an appropriate TSP to obtain the nec-
essary data (see above). The response is then treated as if it was obtained from the
local database.

2 OTA Golf Messages

Let us now focus our attention on a specific case of travel-related communication–
interactions concerning golf treated as a leisurely activity. Here, the OTA standard
identifies three pairs of messages; summarized in Table 1 (see [22] for a complete
description). These messages provide the following functionalities: (1) finding a golf
course with specific characteristics, (2) checking if a course of interest (e.g. found uti-
lizing the previous message) is available at a specific time and under a specific set of
conditions (e.g. maximum price), and (3) making an actual reservation of a selected
course.
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To illustrate the specific form that OTA messages take, in Figure 1 we present an
example on an OTA_GolfCourseSearchRQ message (based on [22]). In this message
a person who is considered physically challenged under the ADA rules, and requires
Wheelchair Accessibility (criterion specified as true). This person is seeking a course
to be played alone (criterion Singles specified as true) and that has Robert Jones as its
Architect (criterion is not required—specified as false).

Table 1. Summary of OTA golf messages

Message type List of fields

OTA_GolfCourseSearchRQ—message
used to find golf courses that satisfy a given
set of criteria; if attribute is specified as
Required (set to Yes) then only courses
that meet that criteria will be returned; if
Required attribute is set to No, a course
that does not meet that criteria may also be
included in the list

Architect, ADAChallenged, Slope, Metal
Spikes, Caddies available, Yardage, Personal
Carts Permitted, Grass Type, Singles Confirmed

OTA_GolfCourseSearchRS—response lists
courses that meet the selected criteria

Golf Course ID, Golf Course address, Con-
tact information—telephone number, List of re-
quested criteria

OTA_GolfCourseAvailRQ—requests infor-
mation about availability of a specific golf
course, satisfying a set of imposed condi-
tions

Golf Course ID, Tee Time—start and end date,
Number of golfers, Number of holes, Maximum
price for one person

OTA_GolfCourseAvailRS—response
provides detailed information about
availability

Golf Course ID, Tee Time, Number of golfers,
Number of holes, Maximum price for one per-
son, List of fees. Fee has name, information
about amount, currency and taxes

OTA_GolfCourseResRQ—message re-
quests reservation of a given golf course

Information about person who makes reserva-
tion (first and last name, address, date of birth,
telephone number), Mean of payment, Date of
game, Number of golfers, Number of carts, List
of fees

OTA_GolfCourseResRS—confirms (or de-
nies) reservation of a given golf course

Reservation ID, Information about person who
makes reservation (first and last name, address,
date of birth, telephone number), Mean of pay-
ment (credit cart information), Date of game,
Number of golfers, Number of carts, List of
fees, Information concerning cancellation penal-
ties and date and time by which a cancellation
must be made

In response to the OTA_GolfCourseSearchRQ message depicted in Figure 1, the
OTA_GolfCourseSearchRS message presented in Figure 2 could have been received.
This message specifies that two golf courses satisfy the selected criteria. These courses
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<?xml v e r s i o n =" 1 . 0 " encod ing ="UTF−8" ?>
<OTA_GolfCourseSearchRQ xmlns=

" h t t p : / / www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 "
xmlns : x s i =" h t t p : / / www. w3 . org / 2 0 0 1 / XMLSchema−i n s t a n c e "
x s i : s chemaL oca t ion = ‘ ‘ h t t p : / / www. o p e n t r a v e l . o rg /OTA/

2003/05 OTA_GolfCourseSearchRQ . xsd "
EchoToken = ‘ ‘54321 " TimeStamp=" 2003−11−12T10 : 3 0 : 0 0 "
T a r g e t=" P r o d u c t i o n " V e r s i o n=" 1 .001 "
SequenceNmbr=" 2432 " Pr imaryLangID=" en "
ID=" FL4902 " D e t a i l R e s p o n s e=" t r u e " >
< C r i t e r i a >

< C r i t e r i o n Name=" A r c h i t e c t " Value=" Rober t J o n e s "
Requi r ed =" f a l s e " / >

< C r i t e r i o n Name=" S i n g l e s Conf i rmed " Value=" Yes "
Requi r ed =" t r u e " / >

< C r i t e r i o n Name="ADA C h a l l e n g e d " Value=" W hee lcha i r "
Requi r ed =" t r u e " / >

</ C r i t e r i a >
</ OTA_GolfCourseSearchRQ >

Fig. 1. Example of OTA golf course search request message

have ID’s FL1234 and FL4321. Both of them satisfy the required criteria (Wheelchair
Accessibility and Singles Confirmed, while only the first one has been designed by
Robert Jones. However, since the Architect criteria was not required, also the course
designed by Jack Nicklaus can be correctly included in the response.

Assuming that one of these courses has been selected, it is likely that one would
like to check its availability at a specific date and time, as well as satisfaction of
various additional conditions (e.g. maximum price). This is achieved through the
GolfCourseAvailRQ and GolfCourseAvailRS pair of messages. Finally, if the course
is available and conditions are satisfied, a GolfCourseResRQ message could be send,
requesting a reservation at a specific time. This message would then be followed by a
GolfCourseResRS message that would confirm the reservation.

3 Designing the Ontology—Preliminary Considerations

Now, we can discuss how OTA golf messages can be used as a basis for the development
of an OTA golf course ontology (to be used, among others, within our TSS). Analysis
of OTA golf messages indicated that two core concepts should be defined. The Golf
Course concept identifies a golf course and specifies its features. This concept is based
directly on the content of the first pair of OTA messages, where golf courses with spe-
cific features are sought. It defines an object (golf course) and its static features and is
represented in Table 2.

The second concept, named Golf Course Tee Time, defines information necessary
for completing reservation of a golf course. Thus, the Golf Course Tee Time concept
defines dynamic characteristics of a static object specified by the Golf Course concept.
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<?xml v e r s i o n =" 1 . 0 " encod ing ="UTF−8" ?>
<OTA_GolfCourseSearchRS xmlns =

" h t t p : / / www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 "
xmlns : x s i =" h t t p : / / www. w3 . o rg / 2 0 0 1 / XMLSchema−i n s t a n c e "
x s i : s chemaL oca t ion = ‘ ‘ h t t p : / / www. o p e n t r a v e l . o rg /OTA

/ 2 0 0 3 / 0 5 OTA_GolfCourseSearchRS . xsd ’ ’
EchoToken=" 54321 " TimeStamp ="2003−11−12T10 : 3 0 : 1 5 "
T a r g e t =" P r o d u c t i o n " V e r s i o n=" 1 . 002 "
SequenceNmbr=" 2433 " PrimaryLangID =" en " >
< S u c c e s s / >
< Gol fCours e s >

< Gol fCours e ID=" FL1234 " Name= ‘ ‘ Sea Gras s Gol f R e s o r t ’ ’>
<Address >

<CityName > J u p i t e r < / CityName >
< Pos ta lCode >21921 </ Pos ta lCode >
<County >Palm Beach < / County >
< S t a t e P r o v Sta teCode ="FL" / >
<CountryName Code="US" / >

</ Address >
<Phone AreaCityCode =" 444 " PhoneNumber=" 423−8954 " / >
< T r a i t s >

< T r a i t Name=" A r c h i t e c t " Value = ‘ ‘ Rober t J o n e s ’ ’ / >
< T r a i t Name= ‘ ‘ S i n g l e s Confirmed ’ ’ Value=" Yes " / >
< T r a i t Name= ‘ ‘ADA C h a l l e n g e d ’ ’ Value=" Whee lcha i r " / >
< T r a i t Name=" S lope " Value=" 110 " / >
< T r a i t Name=" Meta l S p i k e s " Value="No" / >
< T r a i t Name= ‘ ‘ Cadd ie s A v a i l a b l e ’ ’ Value="No" / >
< T r a i t Name=" Yardage " Value=" 6345 " / >
< T r a i t Name= ‘ ‘ P e r s o n a l C a r t s P e r m i t t e d ’ ’ Value="No" / >
< T r a i t Name=" Fivesome " Value="No" / >
< T r a i t Name= ‘ ‘ Gras s Type ’ ’ Value=" Bermuda " / >

</ T r a i t s >
</ GolfCourse >
< Gol fCours e ID=" FL4321" Name= ‘ ‘ Beach Side Gol f R e s o r t ’ ’>

<Address >
<CityName >Palm Beach Gardens < / CityName >
< Pos ta lCode >21932 </ Pos ta lCode >
<County >Palm Beach < / County >
< S t a t e P r o v Sta teCode ="FL" / >
<CountryName Code="US" / >

</ Address >
<Phone AreaCityCode =" 444 " PhoneNumber=" 423−2876 " / >
< T r a i t s >

< T r a i t Name=" A r c h i t e c t " Value = ‘ ‘ J ack N i c k l a u s ’ ’ / >
< T r a i t Name= ‘ ‘ S i n g l e s Confirmed ’ ’ Value=" Yes " / >
< T r a i t Name= ‘ ‘ADA C h a l l e n g e d ’ ’ Value=" Whee lcha i r " / >
< T r a i t Name=" S lope " Value=" 112 " / >
< T r a i t Name= ‘ ‘ Meta l S p i k e s ’ ’ Value= " Yes " / >
< T r a i t Name= ‘ ‘ Cadd ie s A v a i l a b l e ’ ’ Value=" Yes " / >
< T r a i t Name=" Yardage " Value=" 7102 " / >
< T r a i t Name=" Fivesome " Value=" Yes " / >
< T r a i t Name= ‘ ‘ Gras s Type ’ ’ Value=" Rye" / >

</ T r a i t s >
</ GolfCourse >
</ Gol fCours e s >
</ OTA_GolfCourseSearchRS >

Fig. 2. Example of OTA golf course search response message

In Table 3 we list features that constitute the necessary information to define the Golf
Course Tee Time concept. Since the “names of features” listed in the table are self-
explanatory, we do not define them further.

After identifying two concepts that constitute the core of the OTA golf ontology,
we have to address the following question: how does this ontology relate to the TSS
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Table 2. Golf Course concept and its features

Class GolfCourse
Course ID ID originates from the OTA_GolfCourseSearchRS message;

can be used for getting information about golf course availabil-
ity and for making reservations

Address Address of golf course
Contact Contact information (e.g. telephone number)
Features List of golf course features

Table 3. Golf Course Tee Time concept and its features

Class GolfCourseTeeTime
Course ID
Start date and time
End date and time
Price
Max price for one person
Number of holes
Number of golfers
Number of games
List if fees

ontology. In other words, we have to establish which already existing / defined concepts
can be re-used in the new ontology.

3.1 Common Concepts with the TSS Ontology

Ontology re-use is one of important concepts in ontological engineering [9]. Therefore,
we have compared the OTA golf ontology and the TSS ontology and analyzed which
concepts can, and should, be re-used. Note that, as seen below, similarity of concepts
can sometime be misleading as in actuality their represent different notions. Separately,
one should keep in mind that the OTA golf ontology, should be made integrable with
the TSS ontology. To help achieving this goal both ontologies should share as many
concepts as possible. Thus, upon analysis of the TSS ontology we have identified the
following existing concepts that could be re-used.

Outdoor Location—geographical location is associated with most objects populating
the TSS ontology (i.e. restaurant, hotel, airport). Obviously, this concept is also associ-
ated with the golf course. The OutdoorLocation class from the TSS ontology describes
geographical location through a set of geographical properties, such as: street address,
country, city/town, region, zip code, reference points or location description (see the
TSS ontology available at [6] for a complete listing). In the TSS ontology, the Hotel,
the Restaurant and the Airport classes are sub-classes of the OutdoorLocation class.
Therefore, the GolfCourse class proposed here should also become a subclass of the
same OutdoorLocation class. This is a natural decision as the Golf Course should be an
object of the same “nature” as the other objects mentioned here.
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Discounts—is the concept that, in general, specifies:

– code of the particular discount,
– amount of reduction of the base-price,
– and contains a short description of the discount policy.

However, when dealing with air travel support we have realized that IATA defined spe-
cial air travel discount codes [26,25]. Therefore, the question has arisen: how to inte-
grate these with hotel and restaurant discount codes (including both OTA-specific and
general discounts—these omitted in the OTA specification). For the purpose of integra-
tion of ontologies, “domain-specific” discounts codes were distinguished and defined
as subclasses of the general DiscountTypes class. Therefore, in the TSS ontology there
exist three classes defining possible discounts:

– OTADiscountTypes—discount types originating from the OTA specification
– IATADiscountTypes—discount types originating from the IATA specification
– DiscountTypes—general class; all discount types

Obviously, classes OTADiscountTypes and IATADiscountTypes are subclasses of the
DiscountTypes class. Note that since the proposed ontology of golf is based on OTA
messages, discount concepts used in the OTA golf ontology belong to the OTADiscount-
Types class.

The remaining common parts between the TSS ontology and the OTA golf ontology
are:

– MeanOfPayment—concept defining possible mean of payment (e.g cash, credit
card, check, etc.),

– AdressRecord—class that in the TSS ontology describes the address,
– Currency—concept that defines what is the currency that the fees are in,
– FareTax—concept containing information about taxes,
– Contacts—class specifying possible ways of contacting an entity (e.g. the telephone

number).

4 The OTA Golf Ontology

Based on the above considerations we can now present definitions of the two basic
classes of the proposed OTA golf ontology. Its remaining features have been described
in detail in [7]. First, in Figures 3 we present the class OutdoorLocation that the Golf
Course concept is a subclass of. Next, in Figure 4, we present the RDF representation
of the Golf Course class.

As discussed above, the GolfCourse class is a subclass of the OutdoorLocation class
and utilizes the Contacts concept (from the TSS ontology). In its definition we use
strings for: id, courseName, architect; and an integer for the slope.

The second concept that belongs to the core of the OTA golf course ontology is the
Golf Course Tee Time. It is presented in Figure 5 (in the RDF notation) and in Figure 6
in the graphical representation. Finally, in Figure 7 we present the RDF description of
the Price concept.
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bas e : O u t d o o r L o c a t i o n a r d f s : C l a s s ;
r d f s : s ubCla s s Of geo : S p a t i a l T h i n g ;
r d f s : comment ‘ ‘ Outdoor l o c a t i o n .

G e o g r a p h i c a l and urban r e f e r e n c e s . ’ ’ .
ba s e : a d d r e s s a r d f : P r o p e r t y ;

r d f s : comment ‘ ‘ Addre s s d e t a i l s . ’ ’ ;
r d f s : domain bas e : O u t d o o r L o c a t i o n ;
r d f s : r a n g e a d r e c : Addre s s Record .

ba s e : a t t r a c t i o n C a t e g o r y a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ Nearby a t t r a c t i o n s . ’ ’ ;
r d f s : domain bas e : O u t d o o r L o c a t i o n ;
r d f s : r a n g e bas e : A t t r a c t i o n C a t e g o r y C o d e .

bas e : i n d e x P o i n t a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ R e f e r e n c e map p o i n t . ’ ’ ;
r d f s : domain bas e : O u t d o o r L o c a t i o n ;
r d f s : r a n g e bas e : IndexPo in tCode .

bas e : i n d e x P o i n t D i s t a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ D i s t a n c e from t h e r e f e r e n c e map p o i n t . ’ ’ ;
r d f s : domain bas e : O u t d o o r L o c a t i o n ;
r d f s : r a n g e bas e : IndexPo in tCode .

bas e : l o c a t i o n C a t e g o r y a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ L o c a t i o n c a t e g o r y . ’ ’ ;
r d f s : domain bas e : O u t d o o r L o c a t i o n ;
r d f s : r a n g e bas e : L oca t ionCa tegoryCo de .

bas e : ne ighbourhood a r d f : P r o p e r t y ;
r d f s : l a b e l ‘ ‘ Neighbourhood ’ ’ ;
r d f s : comment ‘ ‘ The ne ighborhood of t h e Outdoor l o c a t i o n . ’ ’ ;
r d f s : r a n g e xsd : s t r i n g ;

r d f s : domain bas e : O u t d o o r L o c a t i o n .
ba s e : c r o s s S t r e e t a r d f : P r o p e r t y ;

r d f s : l a b e l ‘ ‘ Cross s t r e e t ’ ’ ;
r d f s : comment ‘ ‘ The n e a r e s t s t r e e t t h a t c r o s s e s t h e s t r e e t t h a t

t h e t r a v e l o b j e c t i s on . ’ ’ ;
r d f s : r a n g e xsd : s t r i n g ;
r d f s : domain bas e : O u t d o o r L o c a t i o n .

ba s e : A t t r a c t i o n C a t e g o r y C o d e a r d f s : C l a s s ;
r d f s : comment ‘ ‘ P o s s i b l e c a t e g o r i e s o f p l a c e s which might be

of i n t e r e s t f o r v i s i t o r s / g u e s t s and can be
found in t h e ne ighborhood . ’ ’ .

bas e : IndexPo in tCode a r d f s : C l a s s ;
r d f s : comment ‘ ‘ P o s s i b l e r e f e r e n c e map p o i n t s . ’ ’ .

bas e : L oca t ionCa tegoryCo de a r d f s : C l a s s ;
r d f s : comment ‘ ‘ P o s s i b l e l o c a t i o n c a t e g o r i e s . ’ ’ .

Fig. 3. OutdoorLocation concept; RDF representation

Observe that while the GolfCourseTeeTime class is relatively simple itself (it con-
sists of strings for: startDate, endDate and golfCourseID; float for maxPrice; and an
integer for numberOfTimes), it utilizes also a fairly extensive concept of a Fee. This
points out to the fact that in addition to the two basic concepts (classes GolfCourse and
GolfCourseTeeTime) we had to define the following additional concepts / classes:

– Price—concept of price (includes: amount, taxes, currency, etc.)
– Fee—concept of fee (e.g. green fee, cart fee)
– Description—contains all additional descriptions that are needed for the traveler to

be able to effectively utilize the information provided by the system

Note that the concept of the Price is similar to that used in the TSS ontology, however
in the case of a golf course it is much less complicated than in the case of air travel.
Therefore we have decided, for the time being, to leave this concept golf-specific and
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bas e : Go l fCours e a r d f s : C l a s s ;
r d f s : s ubCla s s Of l o c : O u t d o o r L o c a t i o n ;

r d f s : comment ‘ ‘ Used f o r c i t y and g e o g r a p h i c a l l o c a t i o n d e s c r i p t i o n ’ ’ .
ba s e : i d a r d f : P r o p e r t y ;

r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : name a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : c o n t a c t I n f o a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ C o n t a c t i n f o r m a t i o n . ’ ’ ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e phc : C o n t a c t s .

ba s e : a r c h i t e c t a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ Go l f c o u r s e d e s i n e r ’ ’ ;

r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : s l o p e a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : i n t e g e r .

ba s e : a v a i l C a d d y a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : b o o l e a n .

ba se : pe rmCar t a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ I n f o r m a t i o n i f p e r s o n a l c a r t s are p e r m i t t e d ’ ’

r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : b o o l e a n .

ba s e : y a r d a g e a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : f l o a t .

ba s e : s i n g l e s C o n f i r m e d a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : b o o l e a n .

ba s e : m e t a l S p i k e s a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : b o o l e a n .

ba s e : g r a s s a r d f : P r o p e r t y ;
r d f s : domain bas e : Go l fCours e ;
r d f s : r a n g e xsd : s t r i n g ;

Fig. 4. Golf Course concept; proposed GolfCourse class

return to this issue when the OTA golf ontology is going to be integrated with the TSS
ontology.

5 Utilizing OTA Golf Messages and OTA Golf Ontology

In section 1.3 we have summarized translations that need to take place when OTA mes-
sages are used to communicate between entities utilizing various forms of internal rep-
resentation of travel data. In the remaining parts of this chapter we will concentrate our
attention on translations involving Travel Support System that utilizes the above defined
OTA golf ontology.

To facilitate the necessary translations, we have designed a Translation Agent (TA).
Its actions are summarized in Table 4 (it should be obvious that the TA, or its functions
could also be used directly by—or within; as a sub-agent of—the Personal Agent to
fulfill its role in User support):

As it can be see in Table 4, in its work the TA utilizes two auxiliary structures—the
Conditions and the Map:
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bas e : GolfCourseTeeTime a r d f s : C l a s s ;

ba s e : g o l f C o u r s e I D a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;

r d f s : r a n g e xsd : s t r i n g .
ba s e : amount a r d f : P r o p e r t y ;

r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : f l o a t .

ba s e : cu r rencyCode a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : s t a r t D a t e a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ I n f o r m a t i o n a b o u t date and time in

f o r m a t yyyy :MM: dd ’T ’HH:mm: s s ’ ’ ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : endDate a r d f : P r o p e r t y ;
r d f s : comment ‘ ‘ I n f o r m a t i o n a b o u t date and time in

f o r m a t yyyy :MM: dd ’T ’HH:mm: s s ’ ’ ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : s t r i n g .

ba s e : maxPr ice a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : f l o a t .

ba s e : numberOfHoles a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : i n t e g e r .

ba s e : numberOfTimes a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e xsd : i n t e g e r .

ba s e : f e e a r d f : P r o p e r t y ;
r d f s : domain bas e : GolfCourseTeeTime ;
r d f s : r a n g e f e e : Fee .

Fig. 5. Golf Course Tee Time concept; proposed GolfCourseTeeTime class

Table 4. TA actions depending on received messages

Message TA Actions

message TA_translate_from_OTAGolfCourse-
SearchRQ

TA translates the OTAGolfCourseSearchRQ XML message to
the structure Conditions

message TA_translate_from_OTAGolfCourse-
SearchRS

TA translates the OTA_GolfCourseSeachRS XML message to
the list of instances of the GolfCourse ontology.

message TA_translate_from_OTAGolfCourse-
AvailRS

TA translates the OTAGolfCourseAvailRS XML message to the
list of instances of the GolfCourseTeeTime ontology

message TA_translate_to_OTAGolfCourse-
SearchRS

TA translates the instances of the GolfCourse ontology to the
OTAGolfCourseSearchRS XML message.

message TA_translate_to_OTAGolfCourse-
AvailRQ

TA translates the structure Map to the OTAGolfCourseAvailRQ
XML message

message Close_system_action TA finishes its activity

– The Conditions structure contains list of objects of the class Condition and has the
form:

c l a s s C o n d i t i o n implemen t s j a d e . c o n t e n t . Concept
{

S t r i n g name_ ; /∗ name o f t h e f e a t u r e ( e . g . ‘ ‘ A r c h i t e c t ’ ’ ) ∗ /
b o o l e a n r e q u i r e d _ ; /∗ i s g i v e n c r i t e r i o n i s r e q u i r e d ?∗ /
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Fig. 6. Golf Course Tee Time concept; graphical representation

S t r i n g v a l u e S t r i n g ; /∗ v a l u e ( e . g . ‘ ‘ Jan Kowalsk i ’ ’ ) ∗ /
S t r i n g o p e r a t i o n _ ; /∗ o p e r a t i o n ∗ /

}

Class Condition is used to specify criteria of a requested golf course (criteria based
on the OTA_GolfCourseSearchRQ message). This structure is used to generate the
SPARQL query to be executed on the Jena repository.

– The Map is a structure from the TSS. In the Golf sub-system it is used to specify
details of the question regarding golf course availability. Map contains the list of
objects of the class MapEntry and has the form:
c l a s s MapEntry implemen t s j a d e . c o n t e n t . Concept
{

p r i v a t e S t r i n g key ; /∗ name o f par ame ter ( e . g . " g o l f C o u r s e I d " ) ∗ /
p r i v a t e S t r i n g va lue ; /∗ v a l u e o f par ame ter ( e . g . "AW313" ) ∗ /

}
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bas e : P r i c e a r d f s : C l a s s ;
r d f s : comment ‘ ‘ D e s c r i p t i o n of a p r i c e ’ ’ .

ba s e : amount a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e xsd : f l o a t .

ba s e : t a x I n c l u s i v e a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e xsd : b o o l e a n .

bas e : to t a lAmoun t a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e xsd : doub le ;
r d f s : comment ‘ ‘ T o t a l amount ( t a x e s i n c l . ) ’ ’

ba s e : fareAmount a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e xsd : doub le ;
r d f s : comment ‘ ‘ Fa re amount ( t a x e s e x c l u d e d ) ’ ’

ba s e : t a x a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e t a x : FareTax ;
r d f s : comment ‘ ‘ I n f o r m a t i o n a b o u t t a x e s ’ ’

ba s e : c u r r a r d f : P r o p e r t y ;
r d f s : domain bas e : P r i c e ;
r d f s : r a n g e c u r : Cur rency ;
r d f s : comment ‘ ‘ The c u r r e n c y i n f o r m a t i o n . ’ ’

Fig. 7. Price concept; proposed Price class

Classes Conditions, Condition, Map and MapEntry extend class jade.content.Concept
and are part of the GolfCourse concept.

5.1 Implementing Message Translations

To be able to complete translations summarized in Table 4, the TA utilizes classes gen-
erated by the Castor [24] and the Jastor [18] software. Let us look into their utilization
in some detail.

Utilization of Castor. Castor is an Open Source data binding framework for Java. Its
Source Code Generator creates a set of Java classes which represents an object model
for an XMLSchema, and its input file is an XSD file. We used Castor to generate classes
for all six OTA messages (see Table 1). Furthermore, Castor generates classes, not only
for messages but also for their attributes. For instance let us consider a snippet of the
XMLSchema file for the OTA_GolfCourseSearchRQ message:

<?xml v e r s i o n =" 1 . 0 " encod ing ="UTF−8" ?>
< xs : s chema x m l n s : x s=" h t t p : / /www. w3 . o rg / 2 0 0 1 /XMLSchema"

xmlns =" h t t p : / /www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 "
t a r g e t N a m e s p a c e=" h t t p : / /www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 "

< . . . a p p r o p r i a t e h e a d e r s come h e r e . . . >
< x s : a n n o t a t i o n >

< x s : d o c u m e n t a t i o n xml: lang=" en " > < / x s : d o c u m e n t a t i o n>
< / x s : a n n o t a t i o n >
< x s : e l e m e n t name=" OTA_GolfCourseSearchRQ" >

< x s : a n n o t a t i o n >
< x s : d o c u m e n t a t i o n xml: lang=" en "> < / x s : d o c u m e n t a t i o n>

< / x s : a n n o t a t i o n >
<xs :complexT ype>

< x s : s e q u e n c e>
< x s : e l e m e n t name=" C r i t e r i a ">

<xs :complexT ype>
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< x s : s e q u e n c e
< x s : e l e m e n t name=" C r i t e r i o n " maxOccurs=" 99 ">

<xs :complexT ype>
< x s : a t t r i b u t e G r o u p r e f =" C r i t e r i a G r o u p " / >
< / xs : complexT ype>

< / x s : e l e m e n t >
< / x s : s e q u e n c e>

< . . . >
< / xs : s chema >

Here, within the OTA_GolfCourseSearchRQ message there is a list of Criterion, which
is an attribute that has reference to the CriteriaGroup. Now, part of the XMLSchema file
for the CriteriaGroup has the form:

< x s : a t t r i b u t e G r o u p name=" C r i t e r i a G r o u p " >
< . . . a p p r o p r i a t e h e a d e r s come h e r e . . . >
< x s : a t t r i b u t e name="Name" t y p e =" S t r i n g L e n g t h 1 t o 3 2 " us e=" r e q u i r e d " >
< / x s : a t t r i b u t e >

< x s : a t t r i b u t e name=" Value " t y p e =" S t r i n g L e n g t h 1 t o 1 6 " us e=" r e q u i r e d " >
< / x s : a t t r i b u t e >

< x s : a t t r i b u t e name=" Requ i red " t y p e =" x s : b o o l e a n " us e=" r e q u i r e d " >
< / x s : a t t r i b u t e >

< x s : a t t r i b u t e name=" O p e r a t i o n " t y p e =" S t r i n g L e n g t h 1 t o 1 6 " us e=" o p t i o n a l " >
< / x s : a t t r i b u t e >
< / x s : a t t r i b u t e G r o u p >

Taking this as an input, Castor generates a class for the Criterion with methods get and
set. The resulting class would have the following form (fragment):

p u b l i c c l a s s C r i t e r i o n implements j a v a . i o . S e r i a l i z a b l e {
/∗∗ A code r e p r e s e n t i n g t h e c r i t e r i o n on which t o f i l t e r ∗ /

p r i v a t e j a v a . l a n g . S t r i n g _name ;
/∗∗ The v a l u e o f t h e c r i t e r i o n ∗ /

p r i v a t e j a v a . l a n g . S t r i n g _ v a l u e ;
/∗∗ A f l a g e s t a b l i s h i n g i f t h i s c r i t e r i o n

must be met ( v a l u e \ t e x t i t { Yes } ) ∗ /
p r i v a t e boolean _ r e q u i r e d ;

/∗ k e e p s t r a c k o f s t a t e f o r f i e l d : _ r e q u i r e d ∗ /
p r i v a t e boolean _ h a s _ r e q u i r e d ;

/∗ Other o p e r a t i o n s t o be us ed as t h e f i l t e r ( e . g . GT , LT , e t c . ) . ∗ /
p r i v a t e j a v a . l a n g . S t r i n g _ o p e r a t i o n ;

/ /− C o n s t r u c t o r s −/
p u b l i c C r i t e r i o n ( ) {

super ( ) ;
} / /−− g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i o n ( )

/ /− Methods −/
/∗ @return t h e v a l u e o f f i e l d ’ name ’ . ∗ /

p u b l i c j a v a . l a n g . S t r i n g getName ( )
{

re turn t h i s . _name ;
} / /−− j a v a . lang . S t r i n g getName ( )

/∗ @return t h e v a l u e o f f i e l d ’ o p e r a t i o n ’ . ∗ /
p u b l i c j a v a . l a n g . S t r i n g g e t O p e r a t i o n ( )

{
re turn t h i s . _ o p e r a t i o n ;

} / /−− j a v a . lang . S t r i n g g e t O p e r a t i o n ( )
/∗ @return t h e v a l u e o f f i e l d ’ r e q u i r e d ’ . ∗ /

p u b l i c boolean g e t R e q u i r e d ( )
{

re turn t h i s . _ r e q u i r e d ;
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} / /−− boo lean g e t R e q u i r e d ( )
/∗ @return t h e v a l u e o f f i e l d ’ v a l u e ’ . ∗ /

p u b l i c j a v a . l a n g . S t r i n g g e t V a l u e ( )
{

re turn t h i s . _ v a l u e ;
} / /−− j a v a . lang . S t r i n g g e t V a l u e ( )

/∗ Method has R equ i r ed ∗ /
p u b l i c boolean h a s R e q u i r e d ( )

{
re turn t h i s . _ h a s _ r e q u i r e d ;

} / /−− boo lean has R equ i r ed ( )
p r i v a t e j a v a . l a n g . S t r i n g _ o p e r a t i o n ;

/ /−−−−−−−−−−−−−−−−/
/ /− C o n s t r u c t o r s −/
/ /−−−−−−−−−−−−−−−−/
p u b l i c C r i t e r i o n ( ) {
super ( ) ;
} / /−− g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i o n ( )

/ /−−−−−−−−−−−/
/ /− Methods −/
/ /−−−−−−−−−−−/
/∗∗
∗ @return t h e v a l u e o f f i e l d ’ name ’ .
∗ /
p u b l i c j a v a . l a n g . S t r i n g getName ( )
{

re turn t h i s . _name ;
} / /−− j a v a . lang . S t r i n g getName ( )

/∗∗
∗ @return t h e v a l u e o f f i e l d ’ o p e r a t i o n ’ .
∗ /
p u b l i c j a v a . l a n g . S t r i n g g e t O p e r a t i o n ( )
{

re turn t h i s . _ o p e r a t i o n ;
} / /−− j a v a . lang . S t r i n g g e t O p e r a t i o n ( )

/∗∗
∗ @return t h e v a l u e o f f i e l d ’ r e q u i r e d ’ .
∗ /
p u b l i c boolean g e t R e q u i r e d ( )
{

re turn t h i s . _ r e q u i r e d ;
} / /−− boo lean g e t R e q u i r e d ( )

/∗∗
∗ @return t h e v a l u e o f f i e l d ’ v a l u e ’ .
∗ /
p u b l i c j a v a . l a n g . S t r i n g g e t V a l u e ( )
{

re turn t h i s . _ v a l u e ;
} / /−− j a v a . lang . S t r i n g g e t V a l u e ( )

/∗∗
∗ Method has R equ i r ed
∗ /
p u b l i c boolean h a s R e q u i r e d ( )
{

re turn t h i s . _ h a s _ r e q u i r e d ;
} / /−− boo lean has R equ i r ed ( )
}

In the class generated for the OTA_GolfCourseSearchRQ there are methods to get
and set used to obtain and specify list of Criteria:
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p u b l i c c l a s s OTA_GolfCourseSearchRQ implements j a v a . i o . S e r i a l i z a b l e {
. . .

/∗∗
∗ F i e l d _ c r i t e r i a
∗ /

p r i v a t e g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i a _ c r i t e r i a ;

. . .
/∗∗

∗ R e t u r n s t h e v a l u e o f f i e l d ’ c r i t e r i a ’ .
∗
∗ @return t h e v a l u e o f f i e l d ’ c r i t e r i a ’ .
∗ /

p u b l i c g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i a g e t C r i t e r i a ( )
{

re turn t h i s . _ c r i t e r i a ;
} / /−− g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i a g e t C r i t e r i a ( )

. . .
/∗∗

∗ S e t s t h e v a l u e o f f i e l d ’ c r i t e r i a ’ .
∗
∗ @param c r i t e r i a t h e v a l u e o f f i e l d ’ c r i t e r i a ’ .
∗ /

p u b l i c vo id s e t C r i t e r i a ( g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i a c r i t e r i a )
{

t h i s . _ c r i t e r i a = c r i t e r i a ;
} / /−− v o i d s e t C r i t e r i a ( g o l f C o u r s e . t r a n s l a t i o n s . c a s t o r . C r i t e r i a )

All requested classes generated by Castor have method marshal and static method
unmarshal used to convert Java classes to XML and to transform that XML back into
Java code. Specifically, method marshal converts an instance of a class to XML. Note
that by using the method marshal we can transform only instances of a class, not the
class itself. In the process we instantiate (or obtain from a factory or from another
instance-producing mechanism) that class to give it a specific form. Next, we populate
fields of that instance with the actual data. Obviously that instance is unique; it has the
same structure as other instances of the same class, but contains distinctive data. For
example, when we want to create the XML file from the OTA_GolfCourseSearchRQ
message, we have two classes: TA_GolfCourseSearchRQ and Criterion. We must create
instances of these classes and insert data into them. Here, we present only an example
of utilization of the marshall method.

\ \ c r e a t e i n s t a n c e of OTA_GolfCourseSearchRQ c l a s s
OTA_GolfCourseSearchRQ o t a = new OTA_GolfCourseSearchRQ ( ) ;
\ \ s e t d a t a t o t h i s i n s t a n c e
. . .
\ \ c r e a t e i n s t a n c e of C r i t e r i a
C r i t e r i a c r i t e r i a = new C r i t e r i a ( ) ;
\ \ p u t d a t a from l i s t o f s t r u c t u r e Cond t ion t o C r i t e r i a
f o r ( I t e r a t o r i t e r = c o n d i t i o n s . g e t A l l C o n d i t i o n s ( ) ; i t e r . ha s Nex t ( ) ; )
{

C o n d i t i o n c o n d i t i o n = ( C o n d i t i o n ) i t e r . n e x t ( ) ;
\ \ c r e a t e i n s t a n c e of c l a s s C r i t e r i o n

C r i t e r i o n c r i t e r i o n = new C r i t e r i o n ( ) ;
c r i t e r i o n . setName ( c o n d i t i o n . getName_ ( ) ) ;
c r i t e r i o n . s e t O p e r a t i o n ( c o n d i t i o n . g e t O p e r a t i o n _ ( ) ) ;
c r i t e r i o n . s e t R e q u i r e d ( c o n d i t i o n . g e t R e q u i r e d _ ( ) ) ;
c r i t e r i o n . s e t V a l u e ( c o n d i t i o n . g e t V a l u e S t r i n g ( ) ) ;
c r i t e r i a . a d d C r i t e r i o n ( c r i t e r i o n ) ;

}
\ \ p u t i n s t a n c e of C r i t e r i a t o i n s t a n c e of c l a s s OTA_GolfCourseSearchRQ ;
o t a . s e t C r i t e r i a ( c r i t e r i a ) ;
}
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Afterwards, we can convert these instances to XML:

/∗ p u t v a l u e s t o OTA ( o b j e c t o f c l a s s OTA_GolfCourseSearchRQ ) ∗ /
. . .
W r i t e r w r i t e r = new S t r i n g W r i t e r ( ) ;
t r y { /∗ c o n v e r t o b j e c t t o s t r eam (XML t e x t ) ∗ /

o t a . m a r s h a l ( w r i t e r ) ;
}

ca tch ( M a r s h a l E x c e p t i o n e ) { . . . }
ca tch ( V a l i d a t i o n E x c e p t i o n e ) { . . . }

And we get the following XML:

<?xml v e r s i o n =" 1 . 0 " encod ing ="UTF−8" ?>
<OTA_GolfCourseSearchRQ xmlns =" h t t p : / / www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 "
x m l n s : x s i =" h t t p : / /www. w3 . o rg / 2 0 0 1 /XMLSchema−i n s t a n c e "
x s i : s c h e m a L o c a t i o n=

" h t t p : / /www. o p e n t r a v e l . o rg /OTA/ 2 0 0 3 / 0 5 OTA_GolfCourseSearchRQ . xsd "
EchoToken=" 54321 "
TimeStamp="2003−11−12 T 10 :30 :00 "
T a r g e t =" P r o d u c t i o n " V e r s i o n=" 1 . 001 "
SequenceNmbr=" 2432 "
PrimaryLangID =" en " ID=" FL4902"
D e t a i l R e s p o n s e =" t r u e " >

< C r i t e r i a >
< C r i t e r i o n Name=" A r c h i t e c t " Value = ‘ ‘ Robe r t J o n e s ’ ’ Requ i red =" f a l s e " / >
< C r i t e r i o n Name=" Slope " Value=" 110 "

Requ i red =" t r u e " O p e r a t i o n =" LessThan " / >
< / C r i t e r i a >
< / OTA_GolfCourseSearchRQ>

On the other hand, method unmarshal converts XML to an instance of a Java class. For
example, let us assume that we want to extract information from the OTA_GolfCourse
SearchRQ XML message. Then the method that does it has the following general form:

Reader r e a d e r = new S t r i n g R e a d e r ( t e x t ) ;
t r y {

OTA_GolfCourseSearchRQ o t a = ( OTA_GolfCourseSearchRQ)
OTA_GolfCourseSearchRQ . unmars ha l ( r e a d e r ) ;

} c a t c h ( M a r s h a l E x c e p t i o n e ) {
. . .
} c a t c h ( V a l i d a t i o n E x c e p t i o n e ) {
. . .
}

Here, the unmarshal method is invoked with the extracted information as its parameter.
As a result, an instance of the OTA_GolfCourseSearchRQ class is created. Now, we can
use the get method to get data from this class (from XML).

Utilization of Jastor. The second generator Jastor is used to generate classes for on-
tologies (similarly to the way that Castor does for the XMLSchema). Next, we can use
Jastor to convert instances of these classes to instances of ontologies and transform back
instances of ontologies to objects of generated classes. Jastor generates Java interfaces,
implementations, factories and listeners for ontologies. For instance, for the GolfCourse
concept, Jastor has generated four files:

– interface GolfCourse → extends com.ibm.adtech.jastor.Thing
– interface GolfCourseListener → extends com.ibm.adtech.jastor.ThingListener
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– class GolfCourseImpl → extends com.ibm.adtech.jastor.ThingImpl
– class GolfCourseFactory → extends com.ibm.adtech.jastor.ThingFactory

We used Jastor to generate classes for all ontologies needed in the system: GolfCourse,
GolfCourseTeeTime, Contacts, Description, Price, Fee, AddressRecord, and Outdoor-
Location.

For instance, let us consider concept GolfCourseTeeTime, which has parameters:
golfCourseId (String), amount (float), currencyCode (String), startDate (String), end-
Date (String), maxPrice (float), numberOfHoles (integer), numberOfTimes (integer),
list of fees (Fee). For this concept, Jastor generates the interface GolfCourseTeeTime
with methods get/set for properties, and the class GolfCourseTeeTimeImpl that imple-
ments this interface. Let us see a snippet of this interface for the golfCourseId

p u b l i c i n t e r f a c e GolfCourseTeeTime extends com . ibm . a d t e c h . j a s t o r . Thing {
. . .
/∗∗ Gets t h e ’ g o l f C o u r s e I D ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . S t r i n g }
∗ @see # g o l f C o u r s e I D P r o p e r t y ∗ /

p u b l i c j a v a . l a n g . S t r i n g ge tGol fCours e I D ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗ S e t s t h e ’ g o l f C o u r s e I D ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . S t r i n g }
∗ @see # g o l f C o u r s e I D P r o p e r t y ∗ /

p u b l i c vo id s e t G o l f C o u r s e I D ( j a v a . l a n g . S t r i n g g o l f C o u r s e I D )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ numberOfTimes ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . math . B i g I n t e g e r }
∗ @see # number OfT imes P r oper ty
∗ /
p u b l i c j a v a . math . B i g I n t e g e r getNumberOfTimes ( )

throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ numberOfTimes ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . math . B i g I n t e g e r }
∗ @see # number OfT imes P r oper ty
∗ /
p u b l i c vo id se tNumberOfTimes ( j a v a . math . B i g I n t e g e r numberOfTimes )

throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ cur rencyCode ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . S t r i n g }
∗ @see # c u r r e n c y C o d e P r o p er t y
∗ /
p u b l i c j a v a . l a n g . S t r i n g ge tCur rencyCode ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ cur rencyCode ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . S t r i n g }
∗ @see # c u r r e n c y C o d e P r o p er t y
∗ /
p u b l i c vo id s e tCur rencyCode ( j a v a . l a n g . S t r i n g cur rencyCode )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ amount ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . F l o a t }
∗ @see # amoun tP r oper ty
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∗ /
p u b l i c j a v a . l a n g . F l o a t getAmount ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ amount ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . F l o a t }
∗ @see # amoun tP r oper ty
∗ /
p u b l i c vo id se tAmount ( j a v a . l a n g . F l o a t amount )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ numberOfHoles ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . math . B i g I n t e g e r }
∗ @see # number OfHoles P r oper ty
∗ /
p u b l i c j a v a . math . B i g I n t e g e r getNumberOfHoles ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ numberOfHoles ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . math . B i g I n t e g e r }
∗ @see # number OfHoles P r oper ty
∗ /
p u b l i c vo id se tNumberOfHoles ( j a v a . math . B i g I n t e g e r numberOfHoles )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ number OfGol f e r s ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . math . B i g I n t e g e r }
∗ @see # n u m b e r O f G o l f e r s P r o pe r t y
∗ /
p u b l i c j a v a . math . B i g I n t e g e r ge tNumberOfGol fe r s ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ number OfGol f e r s ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . math . B i g I n t e g e r }
∗ @see # n u m b e r O f G o l f e r s P r o pe r t y
∗ /
p u b l i c vo id s e tNumberOfGol fe r s ( j a v a . math . B i g I n t e g e r numberOfGol fe r s )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ maxPrice ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . F l o a t }
∗ @see # m a x P r i c e P r op er ty
∗ /
p u b l i c j a v a . l a n g . F l o a t ge tM axPr ice ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ maxPrice ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . F l o a t }
∗ @see # m a x P r i c e P r op er ty
∗ /
p u b l i c vo id s e t M a x P r i c e ( j a v a . l a n g . F l o a t maxPr ice )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ s t a r t D a t e ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . S t r i n g }
∗ @see # s t a r t D a t e P r o p e r t y
∗ /
p u b l i c j a v a . l a n g . S t r i n g g e t S t a r t D a t e ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;
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/∗∗
∗ S e t s t h e ’ s t a r t D a t e ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . S t r i n g }
∗ @see # s t a r t D a t e P r o p e r t y
∗ /
p u b l i c vo id s e t S t a r t D a t e ( j a v a . l a n g . S t r i n g s t a r t D a t e )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Gets t h e ’ endDate ’ p r o p e r t y v a l u e
∗ @return { @link j a v a . lang . S t r i n g }
∗ @see # endDateP r oper ty
∗ /
p u b l i c j a v a . l a n g . S t r i n g ge tE ndDate ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ S e t s t h e ’ endDate ’ p r o p e r t y v a l u e
∗ @param { @link j a v a . lang . S t r i n g }
∗ @see # endDateP r oper ty
∗ /
p u b l i c vo id s e tE ndDate ( j a v a . l a n g . S t r i n g endDate )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Get an I t e r a t o r t h e ’ f e e ’ p r o p e r t y v a l u e s . T h i s I t e a r t o r
∗ may be us e d t o remove a l l s uc h v a l u e s .
∗ @return { @link j a v a . u t i l . I t e r a t o r } o f { @link
∗ com . ibm . a d t e c h . j a s t o r . Thing }
∗ @see # f e e P r o p e r t y
∗ /
p u b l i c j a v a . u t i l . I t e r a t o r g e t F e e ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Adds a v a l u e f o r t h e ’ f e e ’ p r o p e r t y
∗ @param The { @link com . ibm . a d t e c h . j a s t o r . Thing } t o add
∗ @see # f e e P r o p e r t y
∗ /
vo id addFee ( com . ibm . a d t e c h . j a s t o r . Thing f e e )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Adds an anonymous v a l u e f o r t h e ’ f e e ’ p r o p e r t y
∗ @return The anoymous { @link com . ibm . a d t e c h . j a s t o r . Thing } c r e a t e d
∗ @see # f e e P r o p e r t y
∗ /
p u b l i c com . ibm . a d t e c h . j a s t o r . Thing addFee ( )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Adds a v a l u e f o r t h e ’ f e e ’ p r o p e r t y . T h i s
∗ method i s e q u i v a l e n t c o n s t r u c t i n g a new i n s t a n c e o f
∗ { @link com . ibm . a d t e c h . j a s t o r . Thing } w i t h t h e f a c t o r y
∗ and c a l l i n g addFee ( com . ibm . a d t e c h . j a s t o r . Thing f e e )
∗ The r e s o u r c e argument have r d f : t y p e
∗ h t t p : / / www. w3 . org / 2 0 0 0 / 0 1 / r d f−schema# R esource .
∗That i s , t h i s method
∗ s h o u l d n o t be us ed as a s h o r t c u t f o r c r e a t i n g new o b j e c t s i n t h e model .
∗ @param The { @link om . hp . h p l . j e n a . r d f . model . R es our ce } t o add
∗ @see # f e e P r o p e r t y
∗ /
p u b l i c com . ibm . a d t e c h . j a s t o r . Thing addFee (

com . hp . h p l . j e n a . r d f . model . Res ource r e s o u r c e )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;

/∗∗
∗ Removes a v a l u e f o r t h e ’ f e e ’ p r o p e r t y . T h i s method s h o u l d n o t
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∗ be i n v o k e d w h i l e i t e r a t o r t h r o u g h v a l u e s .
∗ In t h a t case , t h e remove ( ) method o f t h e I t e r a t o r
∗ i t s e l f s h o u l d be us ed .
∗ @param The { @link com . ibm . a d t e c h . j a s t o r . Thing } t o remove
∗ @see # f e e P r o p e r t y
∗ /
p u b l i c vo id removeFee ( com . ibm . a d t e c h . j a s t o r . Thing f e e )
throws com . ibm . a d t e c h . j a s t o r . J a s t o r E x c e p t i o n ;
. . .
}

Interfaces generated by Jastor for the ontology extend the interface com.ibm.ad-
tech.jastor.Thing. Classes generated by Jastor extend the class com.ibm.adtech.jastor.
ThingImpl that implements the interface com.ibm.adtech.jastor.Thing.

Work with Jastor is very similar to work with Castor. First Jastor generates classes
for the ontologies (like Castor does for XMLSchema). Next, we work with instances of
these classes. We can convert an instance of a class generated by Jastor to an instance
of an ontology (like instances of a class generated by Castor to XML). We can also
transform back instances of an ontology to instances of a class generated by Jastor (like
converting XML to instances of a class generated by Castor). During translation the TA
uses classes generated by Castor and Jastor. Thus the TA has only to take values from
the object of one class and put it to the object of another class.

6 Concluding Remarks

The aim of this chapter was three-fold. First, we have outlined our vision of the future
of the world of travel. We have argued, that it will consist of three main groups of stake-
holders, that will utilize their own ways of storing and processing data. Therefore, for
further development of this area, efforts like the OTA messaging standardization are o
particular value. We have used this as a backdrop against which we have shown how we
have reverse engineered an OTA golf ontology out of OTA golf messages. Finally, we
have presented an in-depth description of translations that have to take place if a system
is to to utilize just proposed OTA golf ontology and at the same time utilize OTA golf
messages to communicate with other travel-related entities. Not only the general ap-
proach was discussed, but also implementation details have been presented. We believe
that approach like the one presented here is needed also for all remaining OTA-defined
standards and we plan to proceed in this direction.
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Abstract. Collaborative web-based applications support users when creating and
sharing information. Wikis are prominent examples for that kind of applications.
Wikis, like e.g. Wikipedia [1], attract loads of users that modify its content. Nor-
mally, wikis do not employ any mechanisms to avoid parallel modification of the
same page. As result, conflicting changes can occur. Most wikis record all ver-
sions of a page to allow users to review recent changes. However, just recording
all versions does not guarantee that conflicting modifications are reflected in the
most recent version of a page. In this paper, we identify the requirements for effi-
ciently dealing with conflicting modifications and present a web-based tool which
allows to compare and merge different versions of a wiki page.

Keywords: Wiki, Versioning, Page comparison, Page merging.

1 Introduction

Web-based applications become more and more important and are used in
different kinds of institutions and organizations. An important category of
web-based applications is represented by web-based collaborative systems.
Examples are Google Docs (http://docs.google.com), Yahoo Groups
(http://groups.yahoo.com), YouTube (http://www.youtube.com),
Google Earth (http://earth.google.com) or Wikipedia (http://www.
wikipedia.org).

At Google Earth, users, e.g., tag the map of the earth with points of interest or pho-
tography that is shared among all users. At YouTube users tag videos, define categories
for videos, and comment videos. Yahoo groups support users in creating places for dis-
cussion and exchanging ideas and content. Wikipedia is a web-based encyclopedia that
is collaboratively written by many of its readers. For that purpose, Wikipedia uses a wiki
that records all changes to the articles and allows to review the history of an article.

Since their introduction by Ward Cunningham in March 1994 [2], wikis achieved
sustained success. Wikis are applied in many application domains and many wiki en-
gines have been developed since then [3]. Part of the Wiki success is based on their total
freedom, ease of access and lack of structure [4]. Wikis serve as a means for quickly
expressing ideas and share information. Their easy way to link pages allows the user to
create a hypertext on-the-fly.

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 159–173, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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All of the above examples share an important characteristic: They activate users to
create and share information instead of only consuming information created by pro-
fessional site owners. In most of these examples, users are able to create information
concurrently. This may lead to conflicting modifications of the same information. To
overcome these issues, most wiki engines keep a history of all page versions and allow
users to review recent changes by providing a summary. However, when several users
edit the same version of a page at the same time, a conflict is reported and it is up to the
user to manually include their modifications in the most recent version. Without tool
support, this can be tedious and users often omit the merge process. As result not all
modifications find their way in the most current version of a wiki page.

In this paper, we describe how we addressed the above issues by extending the stan-
dard versioning concept and developing a web-based tool for comparing and merging
different wiki pages. For testing and evaluating our approach, we extended the CURE
wiki engine [5]. However, our concepts can easily be transferred to other wiki engines.
In the following, we first analyze the requirements for a extended versioning concept
and a web-based tool that allows to compare and merge different pages. Then, we de-
scribe the essential concepts and features of the CURE system, before we present our
approach. Finally, we compare our results with the current state of the art, report on first
experiences, and conclude our paper with an outlook on future work directions.

2 Requirements Analysis

In this section, we determine the requirements for versioning wiki pages and a tool that
allows to compare and merge different versions. For that purpose, we describe a typical
use case in which students collaboratively write a paper about Rembrandt using a wiki
engine that keeps track of different page versions.

Anja has to write a paper about Rembrandt. Her teacher Mr. Miller has already cre-
ated a wiki page which all students can access. He also has prepared the structure of the
paper as scaffolding in a first version V1. Anja starts writing the text in the afternoon
and saves her version V2. While reading the text she detects a mistake and starts editing
the page. When she has finished her changes, she forgets to save the page and leaves
the edit view opened.

Next day, Anja is not in school. Mr. Miller asks Beate and Carla to help Anja with
the paper. Beate and Carla divide the work. While Beate checks and corrects the part
about Rembrandt’s life, Carla extends the part about Rembrandt’s work. During writing,
Beate notices that she also can add content to the other parts of the paper and extends
them. When she finishes, she saves the page as version V3.

Carla also knows much about Rembrandt and extends first parts of the paper starting
from version V2. When she saves her work, the wiki reports a conflict as Beate has al-
ready modified the version V2 and created a new version V3. Because she has a date, she
ignores the message and leaves her computer. Now, Anja as well as Carla have modified
version V2 and none of them has integrated the changes in the most recent version V3.
When their computer or just their web browser would crash now, their changes would
get lost. Especially when schedules are tight, loosing intermediate results can make it
difficult to meet deadlines. Therefore, the linear versioning concept of standard wiki
engines has to be extended and the following requirement has to be met:
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R1: Store all page versions in a version tree and make users aware of parallel versions.

When keeping track of all versions, no intermediate results will get lost and the
history of a page is completely available. However, when working with text documents
merging is time-consuming and difficult. There exist different approaches. Users could
copy and paste the differences between different versions. Another approach could be
to use an external merge tool. In our opinion, users should not have to switch their
work context. Instead users should be able to resolve conflicts in the same application
in which the conflicts were created. This leads to the following requirement:

R2: Offer a web-based tool and user interface for comparing and merging different
versions of a wiki page.

If there are a lot of differences between two page versions, maintaining the read-
ability of the compared versions becomes difficult. But for merging different versions,
readability and thus a semantic understanding is crucial. The readability can be im-
proved when users can decide to suppress differences which are rather unimportant for
a semantic understanding, e.g. added empty lines or added white spaces. Therefore, the
following requirement has to be fulfilled.

R3: Allow users to define options for the comparison.

When merging different text versions, one often notices typos or comparable small
mistakes which require correction. To make such small corrections, it is necessary that
the merged version can be edited on-the-fly. Otherwise, the merged version would have
to be stored first and changed afterwards which would slow down the merge process.
This leads to the following requirement:

R4: Allow users to edit the text of a page while merging two pages.

Continuing in our scenario, Anja continues working on the paper about Rembrandt.
Since she was not in school, she does not know that Mr. Miller has involved Beate and
Carla in the writing process and Anja saves her changes to version V2. Considering R1,
Fig. 4 displays the resulting version tree. Starting from version V1, Anja has created
version V2. V2 has been changed by Anja, Beate, and Carla. Beate has created version
V3. When Carla stored her changes, she created version V4. Finally, Anja now stored
her changes and the wiki created version V6. Now, three different versions of the same
page have to be merged to keep all changes. Obviously, this is much more complicated
than merging two different versions. As multiple conflicts can be serialized in conflicts
of two different versions, e.g. V3 and V4 and the result of this merge with V6, the
following requirement has to be met:

R5: Support users to solve multiple conflicts by serializing multiple conflicts.



162 S. Lukosch and A. Leisen

Fig. 1. Version tree

3 CURE in a Nutshell

In this section, we introduce the web-based collaborative system CURE [6]. CURE is
used for collaborative work and learning. Typical collaborative learning scenarios are
collaborative exercises, tutor-guided groups with collaborative exercises, collaborative
exam preparation [7], virtual seminars, and virtual labs [8]. When considering collabo-
rative work typical use cases include group formation, group communication, document
sharing, collaborative writing, collaborative task management etc.

From a technical perspective, CURE was built by composing patterns for computer-
mediated interaction. We will not go into details of the implementation here, but instead
reference to the patterns1 that were used to create the system and show how they appear
in the functional context of user interaction.

Users can structure their interaction in GROUPS that inhabit virtual ROOMS. Fig. 2
shows the abstractions that are offered by CURE. Users enter the web-based collabo-
rative environment via an entry ROOM that is called Hall. ROOMS can contain further
subrooms, content in the form of so called pages, communication channels (e.g. an
EMBEDDED CHAT or a FORUM) and users.

When users enter a ROOM, they can participate in collaborative activities and access
the room’s communication channels. They can also view the pages that are contained
in the ROOM. Users possessing suitable access rights, which are represented as virtual
KEYS [10], can freely edit the content of pages [11], with the changes being visible to
all members in the room after uploading. Earlier versions of a page remain accessible
to allow tracing of recent changes. Pages may either be directly edited using a simple
Wiki-like syntax [2], or they may contain binary documents. In particular, the syntax
supports links to other pages, other ROOMS, external URLs or mail addresses. The
server stores all artifacts to support collaborative access. Thus, when users leave the
ROOM, the content stays available, allowing them to come back later and continue their
work on the ROOM’S pages.

Figure 3 shows a typical ROOM in CURE. The numbers in the figure refer to details
explained in the following paragraphs. A ROOM contains documents (①, cf.

1 Pattern names are set in SMALL CAPS and can be found in [9] if no other reference is provided.
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Fig. 2. CURE abstractions

CENTRALIZED OBJECTS) that can be edited by those users, who have sufficient edit
rights ②. CURE stores all versions of a page as IMMUTABLE VERSIONS. Users can
browse different versions ③ to understand their colleagues’ changes (cf. TIMELINE).
Communication is supported by two communication channels within a ROOM, i.e. a
FORUM ④ and an EMBEDDED CHAT ⑤. Users can send a mail to the ROOM. Users
of the ROOM that have sufficient communication rights will receive this message like
being a member of a MAILING LIST [12].

By providing a plenary ROOM, sharing and communication in a whole class or or-
ganization can be supported. By creating new ROOMS for sub-groups and connecting
those to the classes’ or organization’s ROOM, work and collaboration can be flexibly
structured. Starting from the plenary ROOM users can NAVIGATE [10] to the connected
subrooms ⑥.

For user coordination, CURE supports various types of awareness information:

1. Users can see in the ROOM’S properties who else has access to this room ⑦.
2. Users can see in a USER LIST ⑧ who else is currently in the same ROOM.
3. If the EMBEDDED CHAT ⑤ is enabled in the ROOM, users can directly start chatting

to each other.
4. Users can trace who has previously edited the current page ⑨ (cf. ACTIVE NEIGH-

BORS).
5. PERIODIC REPORTS automatically posted to all users of a ROOM include all

changes made since the last report was sent.

4 Approach

The following sections will give a detailed description of our approach to address the
identified requirements (R1 – R5). To show the feasibility of our approach, we extended
the web-based collaborative system CURE that so far does not fulfill any of the identi-
fied requirements.

4.1 Version Tree (R1)

To keep a history of all changes, even when users changed the same page version in
parallel, we extended the versioning concept in CURE by implementing the pattern
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Fig. 3. A room in CURE

IMMUTABLE VERSIONS [9]. In this pattern, versions are immutable as they cannot be
changed afterwards. Each modification of a page is stored as new version in a version
tree even when two users modified the same page version concurrently. This approach is
also used to handle conflicting modifications that result from nomadic interaction with
the CURE system [13,14].

Apart from creating a new parallel page version, CURE also creates a so-called
merge-page which references the parallel versions. After extending the version tree,
CURE asks the users to resolve the conflict on the merge-page. CURE thereby prevents
users from overwriting changes other users have performed. Fig. 4 shows how the ver-
sion tree of our scenario is extended with the merge-pages which make users aware of
conflicting changes.

4.2 Web-Based Comparison and Merge Tool (R2)

Selecting Different Page Versions. For comparing and merging, users first have to
select two different page versions. We integrated a button, which allows users to directly
compare the currently viewed version of a page with its direct predecessor. Apart from
that direct access, users can also freely select two different page versions from the
version tree of a page in CURE. Fig. 5 shows how CURE displays the version tree. Users
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Fig. 4. Version tree in CURE

can select two pages for comparison ① or merging ② by selecting the corresponding
radio buttons ③.

Fig. 5. Selecting pages for comparison or merging in CURE

Since the user must select exactly two versions, two groups of radio buttons were
integrated in the page showing version tree (see Fig. 5). In each group, only one version
can be selected. All existing versions of a page are available in each group. The selection
takes place on the client side in the browser. The number of available radio buttons
in each group are adapted to the reasonable ones, once users make their choice. This
ensures that users can only select two different versions for comparison or merging.



166 S. Lukosch and A. Leisen

Fig. 6. Comparing two pages in CURE

Additionally, users can alter their selection and can compare or merge different ver-
sions, while using the comparison and merging tool. This is possible by using drop-
down menus on top the comparison or merging tool (see Version selection area in Fig.
6, 7, and 8).

Comparing Different Page Versions. For the comparison of two pages, we use a
standard comparison algorithm [15]. This algorithm first identifies the different lines
and then the differences in the different lines. The output of the algorithm is an edit
script, i.e. a list of delete and insert operations, which is used to mark the differ-
ences. The differences are presented on the comparison page which is divided into the
three areas version selection, side-by-side view, and toolbar (see Fig. 6).

The version selection area provides two possibilities to choose the versions for com-
parison. Either the user can skip to the previous/next version of the page by using but-
tons or by selecting a dedicated version out of a list. This list offers only reasonable
versions, i.e. those which are older or newer than the displayed versions.

The side-by-side view area shows both versions in two columns beside each other
[16]. Similar lines are shown at the same height in order to compare them easily.
The differences between two page versions are marked by using different font and
color attributes. In addition to the different layout, differences are indicated by suit-
able symbols (+, -, ≡) in an additional column per version. This approach is also used
in Wikipedia [1].

The toolbar area offers two buttons for either invoking the merge page or cancel-
ing the comparison which means to invoke the version selection page. Additionally,
users can choose between three different options which influence the comparison (see
Section 4.3).

Merging Different Page Versions. Apart from the comparison tool, we integrated
two different possibilities to merge different page versions in CURE. The first possi-
bility uses the side-by-side view (see Fig. 7). The side-by-side view is preferred by,
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Fig. 7. Merging two pages with the side-by-side view in CURE

e.g., programmers when comparing source code [17]. The second possibility uses only
the merge view and adds a result view (see Fig. 8). Thereby, it offers a more integrated
view of the different versions. Experiences have shown that the merge view is preferred
for the comparison of literary texts. Since the type of presentation depends on the text
type which is compared as well as on the user’s personal preferences, we implemented
both possibilities.

Both user interface variants support the user while merging. The vertical scrollbars
of the side-by-side and merge view in Fig. 7 as well as the merge and result view in
Fig. 8 are synchronized. Thereby, users can always see the corresponding parts of the
compared and merged versions. In the following, we will describe the merge view, result
view, and the toolbar in more detail.

The merge view presents both versions in a single integrated view. In contrast to the
side-by-side view, identical text-parts are presented only once.

For each difference, users have to decide in the merge view which text should be
transferred into the merged version. An automated decision is not possible, because the
two versions are not necessarily based on the same version. The differences which have
to be solved manually are called conflicts. There are two different types of conflicts:

– Unary conflict. Text-parts that appear only in one of the two versions, i.e. difference
in one text e.g. inserted or deleted words or lines.

– Binary conflict. Text-parts that exist in both versions at the same position, i.e. con-
current difference at the same position in the text.

In case of a unary conflict, users have to decide whether this text-part should be trans-
ferred into the merged version or not. Binary conflicts are positioned directly one after
the other. Users have to decide, which of the two possible text-parts should be trans-
ferred. It is not possible to transfer both text-parts.
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Fig. 8. Merging two pages with the result view in CURE

Users can resolve such conflicts by directly clicking on the conflict. With each click
on a conflict, the conflict changes its state. A conflict can be in three different states:

1. Initial: Status at the beginning of merge process.
2. Active: Text is part of the merged version.
3. Inactive: Text is not part of the merged version.

When the conflict state changes, the layout of the conflict is also changed. Table 1 shows
the layout of the different conflict states. When all conflicts are solved, i.e. all conflicts
have the status active or inactive, the merge process is finished and users can save the
merged page as new version.

The result view (see Fig. 8) shows users a preview of the merged page. In the be-
ginning of the merge process, only the identical text-parts are shown. With each solved
conflict in the merge view the conflict free text-part is added to the result view as well.

Table 1. Layout of the different conflict states

Conflict
state

Unary
conflict V1

Unary
conflict V2

Binary conflict

Initial black on light
yellow

black on light
green

Text V1.

Text V2.

Active red and fat on
light yellow

red and fat on
light green

Text V1.

Text V2.

Inactive black and
crossed out on
light yellow

black and
crossed out on
light green

Text V1.

Text V2.
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The text-parts are marked with the same background-color as in the merge view such
that users can recognize the originating version.

For awareness purposes, the toolbar area offers information about the number of
solved and unsolved conflicts. Again, users can define the options for comparing to
page versions (see Section 4.3). Additionally, the toolbar offers a variety of functions
to support users when merging two pages (see Fig. 7 from left to right): transfer re-
maining differences from the right version, transfer remaining differences from the left
version, accept all active and decided conflicts, cancel all modifications, preview the
merged page, back to the merge view, save the intermediate merge result, load the last
intermediate merge result, save merged page, and return to the version selection.

4.3 Comparison and Merge Options (R3)

Users can choose between three different options which influence the comparison or
the merge process (see, e.g., lower right corner of Fig. 6): ignore empty lines, ignore
whitespaces, ignore block-format.

Empty lines between text-sections and whitespaces are not relevant for the content of
a text. With the options ignore empty lines and ignore whitespaces users can change the
treatment of empty lines and whitespaces as differences. When only textual differences
are important, these options help to improve the clearness of a comparison.

Block-formats are formatting instructions in the wiki syntax which mark beginning
and end of a character string, e.g. in CURE ˜˜text˜˜ is rendered as italic. When
users choose to ignore block-formats, only the formatting instructions are presented as
differences and not the formatted text.

4.4 Editing Merged Text (R4)

When merging two pages, users often notice text-parts or words which they would
like to correct immediately, e.g. typos, punctuation marks etc. For that purpose, we
integrated an editor which allows users to choose the text they want to edit by simply
clicking on it. Once the text is chosen, a small edit window appears and allows the users
to make spontaneous corrections (see merge view in Fig. 7).

To encourage users to integrate the modifications of other users, only text parts with-
out conflicts can be edited. Thus, users first have to resolve the conflicts before editing
can take place. Once all conflicts are resolved, it is possible to edit the entire text. But
this is not reasonable. In case of larger modifications, users should save the merged
version first and edit the resulting new version afterwards.

4.5 Solving Multiple Conflicts (R5)

When multiple users edit a version of a page simultaneously, conflicting page versions
result. By fulfilling R1, no page version gets lost. However, this also results in more
than two parallel versions. In case of our example (cf. Section 2), Anja, Beate, and
Carla edit the same page which results in three parallel versions. When Carla saves the
modified page, CURE now detects the conflict and shows the comparing and merging
tool as shown in Fig. 7. However, when Anja saves her page version, three different
versions have to be merged.
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Fig. 9. Merge hierarchy in CURE

Adding an additional column in the side-by-side view (Fig. 7) or integrating another
text in the merge view (Fig. 8) is not feasible, as it would be difficult for users to keep
an overview. This becomes even more obvious, when considering 4, 5, 6 or even more
parallel versions.

In order to simplify the merge process of three or even more pages, we split up the
merge process in serially merging two versions. To support the user in serializing the
multiple conflicts, CURE shows the merging hierarchy in form of a table (see Fig. 9).
The user can start the merging process by clicking on the ”merge” button and merge
the two corresponding page versions. If further versions need to be merged, an updated
merging hierarchy is shown again after the user has merged the selected pages. Thereby,
the conflicting versions are serially merged and the modifications of all users are taken
into account.

5 Related Work

There are several available comparing- and merging tools that run on different plat-
forms and are suitable for different file types like text files, binary files and HTML or
XML files. A large part of these tools is based on the GNU diffutils [18] and offers a
graphical user interface. Some of these tools also support editing and merging of files.
In this section, we will analyze some of these tools concerning their functionality. The
following list contains some of those tools in alphabetic order: CharDiff [19], DiffDoc
[17], DiffDog [20], CSDiff [21], ExamDiff Pro [22], Guiffy [23], KDiff3 [24], Meld [25],
RCS [26], TkDiff [27], Unix diff [28], Wikipedia [1], and WinMerge [29].

Most of these tools work line-based. They try to find common lines and lines that
have been inserted or deleted by searching the longest common subsequence between
the texts. From the sighted tools Wikipedia, CharDiff, DiffDoc, WinMerge and Guiffy
are analyzed in depth, since they have exemplary character for the different types of
comparing and merging tools.

Wikipedia [1] is a wiki that allows visitors to add, remove, edit and change content,
typically without the need for registration. If a wiki page is changed, the whole page
is stored as new version. In case of a conflict, the new version is not stored and users
have to integrate their changes in the most recent version. Otherwise, their changes
are lost (violating R1). Within Wikipedia users can compare two versions of a page.
The changes between two revisions of a page are displayed side-by-side. However,
Wikipedia does not support merging of two different versions (violating R2).
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CharDiff 1.2a [19] is a shareware program that detects and presents differences with
character precision and overlays files for an integrated display. CharDiff uses standard
web browsers for the presentation of the differences. After selecting two files for com-
parison, the result of the comparison immediately is shown in a single integrated view
in the web browser. If the mouse is positioned on the difference, the difference waggles
in the integrated view. This effect draws the user’s attention to the selected difference.
A support to merge two files does not exist (violating R2).

Diff Doc 3.50 [17] is a commercial tool for comparing files, e.g. PDF, Word, Excel,
RTF, text or HTML files. The two compared files are represented in a side-by-side view
in the upper part of the user interface in which users can also edit the viewed files. The
two compared files can be loaded by opening existing files, by copy and paste of text
parts, or by creating new text. In the lower area of the user interface, the differences
are either presented in a side-by-side-view or in an integrated view. For the comparison,
three options are available: ignore upper and lower case, ignore white spaces, and ignore
empty lines. Again, merging is not supported (violating R2).

WinMerge 2.6 [29] is an open source tool for comparing and merging of text files.
The two compared texts are shown in a side-by-side view, where identical lines are
ordered on the same height and differences within the lines are marked in another color.
However, WinMerge does not support to resolve multiple conflicts (violating R5).

Guiffy 7.4 [23] is a Java shareware program for comparing and merging of files.
Thus, it can be used with different operating systems. Guiffy supports 3-way merging
with its SureMerge function and offers an intuitive user interface. But Guiffy is not a
web-based tool and does not offer support for solving multiple conflicts (violating R5).

To summarize, none of the above tools fulfills all of the requirements (R1 – R5).
Especially, none supports version trees or offers web-based merging support.

6 First Experiences

We split up the evaluation of our support for comparing and merging different wiki
page versions in three phases. In the first phase, we have conducted functional tests.
These functional tests concentrated on validating the comparing and merging possibil-
ities and checking if our requirements are met. These tests showed that all identified
requirements R1 – R5 are fulfilled.

In a second phase, we setup a test environment in our group and let several groups
test the system. Feedback from these users with different background, i.e. expert as well
as lay users from different departments at our university, indicates that our tools for
comparing and merging different wiki pages improve the usability of the system and
are highly intuitive for dealing with conflicting modifications in wikis. Furthermore,
users have reported that the tools significantly simplify to review recent changes and to
resolve conflicts.

CURE is regularly used by our group to conduct seminars as well as lab courses with
a blended CSCL approach [30]. In the final evaluation phase, we plan to use CURE
together with our tools for comparing and merging in seminars and lab courses which
follow the same blended CSCL approach. Based on the gathered interaction data, we
plan to evaluate how the tools affect the interaction among the users.
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7 Conclusions

Nowadays, web-based applications become more and more important. Especially, col-
laborative web-based applications activate users to create and share information instead
of only consuming it. However, when collaboratively accessing and modifying shared
information, parallel modifications can take place. Most wikis record all versions of a
page to allow users to review recent changes, but also to ensure that no modifications
get lost.

In this paper, we identified five requirements for supporting users when working with
different versions in a wiki. We showed how to fulfill these requirements by extending
the linear version concept of wikis and integrating a web-based tool for comparing and
merging wiki pages in CURE. The overall concepts, like the version tree, the side-by-
side view, the result view, the different layouts for highlighting conflicts and differences,
and the process for solving multiple conflicts, can easily be transferred to other wiki
engines as well.

Up to now, there is no wiki that supports parallel versions and offers a tool for com-
paring and merging different wiki pages. Thus, our approach which has been integrated
in CURE presents a significant step forward. In future, we want to further evaluate the
effects of the comparing and merging tools on the usage of CURE. Additionally, we
want investigate in how far the merging process can be even more supported by offer-
ing more user-defined options for the comparison, by considering the structure of the
text, or by enabling automatic merging.
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10. Schümmer, T., Fernandéz, A.: Patterns for virtual places, pp. 35–74. UVK Universitätsverlag
Konstanz GmbH (2006)
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Abstract. This paper presents LiSnQA, a list question answering system that
extracts answers to list queries from the short descriptions of web-sites returned
by search engines, called web snippets. LiSnQA mines Wikipedia resources in
order to obtain valuable information that assists in the extraction of these an-
swers. The interesting facet of LiSnQA is, that in contrast to current systems, it
does not account for lists in Wikipedia, but for its redirections, categories, sand-
boxes, and first definition sentences. Results show that these resources strengthen
the answering process.

Keywords: Web mining, Question answering, List questions, Distinct answers.

1 Introduction

Question Answering Systems (QAS) that discovers answers to list questions have been
systematically studied in the Text REtrieval Conference (TREC). List queries, like
“Name books written by C. S. Lewis”, are aimed at finding a set of correct answers
that share some sort of relation with each other, and with the question. In TREC, some
systems recognise answers in the AQUAINT corpus by looking for answer candidates
on lists supplied by online encyclopaedias (e.g., Wikipedia). However, the use of lists
as an answer source has achieved modest success, because answers to few list questions
can be found on listings.

This work investigates how additional Wikipedia resources can assist in identifying
answers to list questions. Contrary to TREC systems, LiSnQA aims at finding answers
on the web, in particular within web snippets. The motivation behind extracting answers
from web snippets is two-fold: (a) improving the presentation of the outcome to the user,
and (b) answers taken from snippets can be useful for determining the most promising
documents; more precisely, where most of answers are likely to be. LiSnQA is thus
aimed specifically at finding answers on the web.

2 Related Work

In TREC, QAS have explored several strategies in order to find answers to list questions
across the AQUAINT corpus. Normally, QAS begin by identifying the focus of the
query, that is the most descriptive noun phrase of the expected answer type [4]. Hence,
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the focus makes a connection between the question and its answer type. Therefore, some
TREC QAS have accounted for pre-defined lists of instances of several foci, this way
they extract correct answers by matching elements of these lists with a set of fetched
passages from the corpus. In particular, [5] made allowances for a list of 7800 famous
people taken from biography.com. In addition, they increased their 150 pre-defined and
manually compiled lists used in TREC 2003 to 3300 in TREC 2004 [4]. These lists were
semi-automatically extracted from WorldBook Encyclopedia articles by searching for
hyponomyns. In TREC 2005, [6] generated these lists off-line by means of subtitles and
link structures supplied by Wikipedia. This method processed a full Wikipedia page
and its related documents. The manual annotation consisted of adding synonymous
noun phrases that could be used to ask about the list. One of their findings was that
online resources (e.g., Wikipedia) slightly improved the recall for the TREC 2003 and
2004 list questions sets, but not for TREC 2005, despite the wide coverage provided by
Wikipedia.

In TREC 2005, [14] obtained patterns for recognising answers to list questions by
checking the structure of sentences in the AQUAINT corpus where previously known
answers occurred. They discovered that the semantics of the lexico-syntactic construc-
tions of these sentences corresponds to the constructions observed by [3] for detecting
hyponomic relations. These constructions, which often occur within natural language
texts, are triggered by keywords like “including” and “such as”. Later, [8] took advan-
tage of the copular pattern “X is a/an Y” for acquiring hypernyms and hyponyms for a
given lexical term from web snippets.

[10] acquired hyponomic relations from full web documents based on the next three
assumptions: (a) hyponyms and their hypernym are semantically similar, (b) the hyper-
nym occurs in many documents along with some of its hyponyms, and (c) expressions
in a listing are likely to have a common hypernym. Under these assumptions, [11] ac-
quired hyponyms for a given hypernym from lists in web documents. They showed that
finding the precise correspondence between lists elements and the right hypernym is a
difficult task. Moreover, many hyponyms or answers to list questions cannot be found
in lists or tables, which are not necessarily complete, specially in online encyclopedias.
QAS are, therefore, forced to search along the whole text or across several documents
in order to discover all answers.

[13] also exploited lists and tables as sources of answers to list questions. They
fetched more than 1000 promising web pages by means of a query rewriting strategy
that increased the probability of retrieving documents containing answers. This rewrit-
ing was based upon the identification of part-of-speech, name entities and a subject-
object representation of the prompted question. Documents are thereafter downloaded
and clustered. They also noticed that there is usually a list or table on the web page con-
taining several potential answers. They further observed that the title of a page where
answers occur, is likely to contain the subject of the relation established by the query.
They then extracted answers, and projected them on the AQUAINT corpus.

[2] was guided by the empirical observation of [13]. They made use of the fea-
ture “intitle” supplied by commercial search engines for boosting the recall of web
snippets that contain answers to list questions. More precisely, their system searches
for web pages entitled with NNPSs/NNPs discovered during query analysis. Then, [2]
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determines the semantic similarity of every snippet to the respective query by making
use of a Latent Semantic Kernel (LSK) [9]. Hence, answers candidates belonging to
snippets semantically closer to the question are more likely to be answers. Another two
interesting facets of their answering strategy is that they take advantage of coordina-
tions and bootstrapping in order to infer low frequent answers. This method finished
with encouraging results, especially considering that it does not make use of any online
encyclopedias.

In this paper, LiSnQA is built on top of the system in [2]. We extend this work by
mining Wikipedia resources for extracting answers to list questions from web snip-
pets. Since previous works have shown that lists slightly improve the performance, we
investigate how additional resources can contribute to answer list questions.

3 Mining Wikipedia Resources

Wikipedia1 consists of different sorts of pages including redirection, definition, and
categories. In particular, redirection pages contain no definition content, but they link
an input string with the respective definition page. We interpret these input strings as
rewritings of the main concept. To neatly illustrate, the redirection page of “Clive S
Lewis” connects this name rewriting to the definition page of “C. S. Lewis”. Essentially,
these mappings are used for building an off-line database of name rewritings:

<C. S. Lewis, Clive Staples Lewis>

<C. S. Lewis, C.S. Lewis>

This database is enriched with the alternative name rewritings conveyed in first defi-
nition sentences. Consider the following example corresponding to “C. S. Lewis”:

“Clive Staples ‘Jack’ Lewis” (29 November 1898 - 22 November 1963),
commonly referred to as “C. S. Lewis”, was an Irish author and scholar.

Sentences containing alternative names are discriminated off-line on the grounds
of pre-defined lexico-syntactic clues. These clues were determined by inspecting high
frequent n-grams, occurring in these sentences, that indicate alternative names (e.g.,
“also known as”). Definition pages also provide an additional source of rewritings:
translations. For example, the following is a rewriting extracted from the translations of
C.S. Lewis’s book “Mere Christianity”:

<Mere Christianity, Mero Cristianismo>

Then, finding out the rewritings of a concept consists of looking for the right entry in
this database of rewritings. Additionally, we constructed a second database consisting
of all concepts and their respective first definition sentence. In the case of sentences
shorter than 150 characters, we consider the first two sentences. All expressions that
convey rewritings were removed, along with pieces of text in parentheses. An entry in
this database looks as follows:

1 In the scope of this work, we use the snapshot supplied by Wikipedia in January 2008.
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Clive Staples ‘Jack’ Lewis = CONCEPT was an Irish author and scholar.

The entries in this database are enriched off-line by its predicate-arguments struc-
ture2:

be(CONCEPT, Irish author and scholar)

In order to illustrate how these two databases link different concepts, consider the fol-
lowing entry:

The Dark Tower = CONCEPT is a novel written by C.S. Lewis.

be(CONCEPT, novel)

write(novel, by C.S. Lewis)

The equivalence between the different rewritings of “C. S. Lewis” is obtained from
the first database, and consequently, it can be inferred that both concepts are related to
each other, with the type of relationship given by the predicates. Additionally, we built
a third off-line database consisting of sandboxes, commonly referred to as infoboxes,
supplied by Wikipedia. An entry in this database is:

A Grief Observed = {type:book; author:C. S. Lewis; country:United Kingdom;

isbn:0553274864; followed by:Letters to Malcolm; pages:160;

preceded by:An Experiment in Criticism; publisher:Faber and Faber; release date:1961;}

Lastly, we constructed a fourth off-line database consisting of the categories pro-
vided by Wikipedia. In the case of C.S. Lewis, there are six categories including “Books
by C. S. Lewis”, and “Novels by C. S. Lewis”.

4 Answering List Questions

LiSnQA makes use of the previous databases for getting reliable answers, extending
the query, and improving the recognition of names and answers within web snippets.
In particular, these databases are used to empower our system previously presented in
[2], this means LiSnQA is built on top of this system. The next sections describe these
different improvements in details.

4.1 Discovering Reliable Answers

LiSnQA fetches predicates corresponding to sentences that match entities within the
query Q. Here, if LiSnQA cannot find a definition that matches a query entity, it at-
tempts to find sentences that match query entity rewritings taken from the rewritings
database. If the question contains no entity, then LiSnQA tries to retrieve sentences
containing query plural nouns, excluding the focus. If there is no plural noun in the
query, LiSnQA fetches sentences, where the focus occurs. Here, it is worth remarking

2 We use Montylingua available at http://web.media.mit.edu/∼hugo/montylingua/
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that words in multi-word foci are matched separately, and foci, such as “Name auto-
immune diseases”, are matched with and without hyphen. From now on, we refer to
this set as CW (Q), the set of concepts found in Wikipedia that are related to Q.

In order to identify which concept shows strong evidence of being an answer, the cor-
responding fetched predicates are processed as follows. If the question consists solely
of a focus (e.g. “Name auto-immune diseases” ), LiSnQA verifies if any concept in
CW (Q) fulfills the next predicate-arguments structure:

be(CONCEPT, arg1, arg2, . . ., argN)

Where the lemma of focus must be aligned with arg1 or arg2. This alignment veri-
fies whether or not this lemma is at the end of one of these two arguments, or followed
by the conjunction “or”, or the disjunction “and”. A deeper alignment is due to multi-
word foci, like “auto-immune disease”. In this case, LiSnQA additionally checks if the
multi-word focus lemma is split across the same argument:

be(CONCEPT,chronic auto-immune skin disease)

If this alignment fails, the lemma of the focus is aligned with arg1 and/or arg2 of the
second predicate. However, the subject of this predicate must be a pronoun. An example
is the autoimmune disease “birdshot retinochoroidopathy”:

be(CONCEPT, form, of uveitis)

be(It, autoimmune disease)

Any concept in CW (Q) satisfying these constrains is interpreted as a reliable an-
swer. However, some queries, such as “cities with a subway system”, contain additional
plural nouns. In these cases, LiSnQA also checks whether the lemma of a plural noun
matches an argument of this predicate, but in a position posterior to the lemma of the
focus. Queries containing entities, like “songs of The Clash”, are verified if they fulfill
one of the next three sets of predicates:

P1:be(CONCEPT, focus lemma, . . ., qentity, . . ., argN)

P1:be(CONCEPT, arg1, arg2, . . ., argN)

P2:vv(*, . . ., focus lemma , . . ., qentity, . . ., argN)

P1:be(CONCEPT, arg1, arg2, . . ., argN)

P2:vv(*, . . ., focus lemma , . . ., argN)

P3:vv(*, . . ., qentity, . . ., argN)

The star, the tokens “vv” and “qentity” stand for anything as subject, anything as verb,
and a query entity or a query entity rewriting, respectively. For instance, the following
entry in our database satisfies the first set, and hence, “Groovy Times” is seen as a
reliable answer:

Groovy Times = CONCEPT is a song by The Clash, featured on their ”The Cost of

Living”, and released as a promotional single on 1979 in Australia by Epic Records.

be(CONCEPT, song, by The Clash)

feature(, on their ”The Cost,of Living”)

release(,)
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However, some ambiguous concepts, including “Tommy Gun”, convey the lemma of
the focus within the title as a disambiguation feature. In this sort of question, LiSnQA
additionally takes into consideration the alignment of the focus lemma with this disam-
biguation feature3:

Tommy Gun (song) = CONCEPT was London punk rock band The Clash’s 7th single,

and the 1st single taken from their 2nd album ”Give ’Em Enough Rope”.

be(CONCEPT, London punk rock band The Clash)

take(, 1st, from their 2nd album Give ’Em Enough Rope)

This alignment consists in checking whether the focus lemma is at the end of the
content in parenthesis, and also, it helps to lessen the impact of wrong outputs computed
by Montylingua, and for this reason, to distinguish more reliable answers. In contrast, in
the case of questions with verbs, such as “novels written by John Updike?”, the query
verb is enforced by matching the verb of the second or third predicate. The matched
verb cannot, however, belong to a predicate posterior to the one that matches a query
entity or a plural noun lemma. The next example illustrates this:

Terrorist (novel) = CONCEPT is the 22nd novel written by lauded author John Updike.

be(CONCEPT, 22nd novel)

write(novel,)

laud(, author John Updike)

This strategy of inference does not make allowances for questions composed simul-
taneously of both plural nouns and query entities, because we observed that answering
this sort of question requires more than the first definition line. Simply put, this infer-
ence procedure assists LiSnQA in determining a set AW (Q) ⊆ CW (Q) of reliable
answers. AW (Q) is then extended by exploring the database of categories in two ways.
Firstly, if the query consists solely of a multi-word focus, then LiSnQA adds elements
of the category that its label exactly matches the focus. If the question additionally has
entities, LiSnQA accordingly adds elements of categories that match the focus, and an
entity within the query or one of its rewritings. For example, the question “Name Chuck
Berry songs” retrieves the category:

CHUCK BERRY SONGS = {Around and Around; Back in the U.S.A.; Come On; I’m

Talking about You; Run Rudolph Run; Johnny B. Goode; Maybellene; Miracles;

Memphis, Tennessee; My Ding-a-Ling; Rip It Up; Rock and Roll Music; Roll Over

Beethoven; School Days; Sweet Little Sixteen; You Never Can Tell;

You Can’t Catch Me; Too Much Monkey Business;}

Since the label of the category matches the query focus and entity, all its members
are added to AW (Q), and CW (Q). It is worth remarking here that not all answers in
AW (Q) are included in the matched category. In our example, the reliable answers
“No Particular Place To Go”, and “Promised Land” are not members of the category

3 It is worth noting that we show predicates as outputted by Montylingua. This means they are
not manually corrected.
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“CHUCK BERRY SONGS”. Secondly, LiSnQA adds concepts belonging to categories
that contain a member in AW (Q), and their labels match a query entity or a query entity
rewriting. It is worth noting that all these new added answers do not necessarily have a
definition page in Wikipedia.

Then, LiSnQA searches for entries in the sandbox database corresponding to ele-
ments in AW (Q). In the set of found entries, LiSnQA looks for a common (higher fre-
quent) property that matches an entity (or a rewriting) within the query. In our working
category, the higher matching attribute is “artist”, and has the value “Chuck Berry”. In
addition, LiSnQA obtains the two higher frequent types of sandbox in these entries, in
the illustrative category: “song” and “single”. Consequently, LiSnQA adds to AW (Q)
entries in CW (Q)−AW (Q) that their type match one of these two last values, and share
the same value for the attribute “artist”. Lastly, if one type of sandbox differs from the
focus of the query, then it is seen as an alternative focus, in our example, the alternative
focus is “single”.

4.2 Query Expansion

LiSnQA makes use of AW (Q) for extending the search queries presented in [2]. This
strategy searches for pages predominantly entitled with query entities, NNPSs, NNPs,
and documents containing in their body the query focus, nouns and verbs. The next
search query illustrates this:

intitle:(“Chuck Berry”)∧inbody:(“songs”)

A second and a third query are derived from this query by appending hyponomic
words to the focus as follows:

intitle:(“Chuck Berry”)∧inbody:(“songs like” ∨ “songs including”)

intitle:(“Chuck Berry”)∧inbody:(“songs such as”∨“songs include”)

In addition, a fourth search query is generated, which is aimed at on-line encyclope-
dias. In [2], each of these four submissions fetched a maximum of 20 snippets. In the
present study, since we have our databases taken from Wikipedia, we discard the fourth
query, and we split the first submission into four similar submissions that retrieve ten
snippets. Answers in AW (Q) are then allocated in these four queries according to their
frequency in Google 5-grams. The following are two 5-grams with their frequencies,
and partly/fully aligned Chuck Berry’s songs:

213 Chuck/1 Berry/2 ’s/3 ”/4 Maybellene/5

138 Chuck/1 Berry/2 ’s/3 ”/4 Sweet/5 Little Sixteen

Four aspects are vital in this query expansion method: (a) the frequency estimate of
each answer is the higher frequency of its partial or full alignments, when it is appended
to the focus and to the query entities as shown in the previous illustration, (b) the hierar-
chy of answers is given by these frequencies, this means answers with high frequencies
are allocated in the same search query, so do answers with low frequencies, (c) reliable
answers with no frequency estimate are allocated alphabetically, and (d) the number of
answers added to a query is limited by the length of queries accepted by search engines.
In our illustrative example:
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1. intitle:(“Chuck Berry”) ∧ inbody:(“singles” ∨ “songs”) inbody:(“You Never Can Tell”

∨ “Sweet Little Sixteen” ∨ “Roll Over Beethoven” ∨ “Maybellene”)

2. intitle:(“Chuck Berry”) ∧ inbody:(“singles” ∨ “songs”) inbody:(“No Particular Place

To Go” ∨ “Rock and Roll Music” ∨ “You Can’t Catch Me” ∨ “Come On”)

3. intitle:(“Chuck Berry”) ∧ inbody:(“singles” ∨ “songs”) inbody:(“Back in the U.S.A.”

∨ “Too Much Monkey Business”∨“Run Rudolph Run”∨“Around and Around”)

4. intitle:(“Chuck Berry”) ∧ inbody:(“singles” ∨ “songs”) inbody:(“School Days” ∨
“Promised Land” ∨ “Surfin’ USA” ∨ “Memphis, Tennessee”)

These queries also unveil that an alternative focus is concatenated with the query
focus. In the case of the second and third original queries, if an alternative focus is
discovered, these two queries are copied, and the query focus is replaced with the alter-
native focus. This generates four queries that are aimed at fetching ten snippets each.
If no alternative focus is found, then the two copied queries are extended with reli-
able answers, similar to the previous four queries. If no answers are discovered, and no
alternative focus is found, then the four original queries are sent [2].

4.3 Name Rewritings Recognition

A main problem of answering list questions is that the type of the focus varies widely
from query to query. For instance, the query “countries that produce peanuts” has coun-
tries (locations) as the focus, but the question “Name Chuck Berry songs” names of
songs. This variation plays a crucial role in determining answers, because state-of-the-
art NERs do not recognise all types of foci. Besides, their performance is affected by
truncations in web snippets.
LiSnQA also uses concepts in CW (Q) for identifying names within web snippets.

First, concepts, that are correctly aligned with web snippets, are mapped to a place-
holder. Accordingly, their rewritings are also mapped to the respective placeholder.
Second, like [2], LiSnQA uses regular expressions for discriminating names on the
ground of punctuation and sequences of terms that start with a capital letter. The ob-
tained names, and their respective rewritings, are also replaced with a placeholder. Here,
the rewriting database assists LiSnQA in bettering the name recognition by identifying
different aliases. For example, “Maybellene” and “Maybelline” are mapped to the same
placeholder.

4.4 Selecting Answers

In [2], answers were selected by inspecting name entities that share syntactic and se-
mantic similarities. This method ranked answers candidates by measuring the semantic
similarity to the prompted query of every context where these answers candidates oc-
cur. These similarities were computed from the terms-document matrix by means of
LSK. In this matrix, the submitted query is seen as a pseudo-document, and LiSnQA
augments this matrix with the first line definitions respecting concepts in CW (Q).

Additionally, [2] constructed a set of R(Q) of reliable answers by examining answer
candidates that occur in two different coordinations within web snippets. For instance,
the next three snippet excerpts add the answers “The Screwtape Letters” and “Mere
Christianity” to R(Q):
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1. C. S. Lewis ... Popular books, such as The Screwtape Letters, have...

2. ...C. S. Lewis..., of course-books like Mere Christianity, The Screwtape Letters, The
Problem of Pain, and Miracles continue to...

3. C. S. Lewis...the author of several apologetics books, including The Screwtape Letters and
Mere Christianity.

In [2], R(Q) was thereafter extended by discriminating extra reliable answers on the
ground of their syntactic bonding with the query by inspecting their frequency given by
Google 5-grams, similar to how LiSnQA obtains the frequencies to allocate elements in
AW (Q) within the search queries. They then took advantage of R(Q) for bootstrapping
coordinations, and consequently, for inferring some low frequent answers surrounded
by reliable answers. In the three previous snippets, this boostrapping infers that “The
Problem of Pain” and “Miracles” are also answers. This boostrapping strategy, however,
misses answers in coordinations that do not share an answer with another coordination.
LiSnQA aims to lessen this drawback by adding answers in AW (Q), that are in the
fetched snippets, to R(Q) and the final output. This way LiSnQA can distinguish extra
reliable coordinations, and hence, infer additional answers.

5 Experiments

LiSnQA4 was assessed by means of the widespread list question sets supplied by TREC
from 2001 to 2004. Like [2], we use these standard question sets as reference questions-
answers pairs, but contrary to TREC systems, we applied them to the web instead of
the AQUAINT corpus.

The reason to left unconsidered questions corresponding to posterior tracks is that
it is not possible to unambiguously determine the queries, because these questions are
largely dependent upon their context. The manual resolution of this dependence brings
about an evaluation that cannot be straightforwardly compared with other systems.

6 Answer Recall

LiSnQA fetches a maximum of 80 web snippets (see section 4.2). Accordingly, a base-
line (BASELINE-I) was implemented that also fetches a maximum of 80 snippets by
submitting the original query Q to the search engine. In addition, we considered the
strategy in [2] as a second baseline (BASELINE-II). Since LiSnQA is built on top of
this strategy, it is a good starting point for assessing the improvement of the techniques
proposed in the present work. It is worth duly noting here that BASELINE-II does
not use encyclopaedia resources.

Table 1 shows the achievements for four TREC datasets. NoS signals the average
number of retrieved snippets per query, and NAF the number of questions in which
there was no answer in these fetched snippets. This involved a necessary manual in-
spection of the retrieved snippets, because they do not necessarily contain the same

4 In all our experiments, we used MSN Search: http://www.live.com/
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answers supplied by TREC gold standards. Overall, LiSnQA retrieved slightly more
snippets than BASELINE-II, and markedly increased the recall of distinct answers
for all question sets. This recall was computed as the average ratio of the number of an-
swers retrieved by the system to the number of answers provided by TREC. The reason
to use this ratio is two-fold: (a) TREC provides at least one answer to every question,
this way undefined ratios are avoided, and (b) additional answers are rewarded accord-
ing to the size of the reference set, that is one extra answer is rewarded higher if the
reference set contains less answers for the respective question. The achieved improve-
ment is due essentially to the fact that answers to list questions tend to co-occur at the
sentence or paragraph level. Hence, retrieving pieces of texts containing one answer
increases the probability of fetching more answers.

In the light of the results in table 1, we can conclude that the first line database,
taken from Wikipedia, supplied a positive way for inferring reliable answers, and thus
extending the query. On the other hand, it makes the query expansion strategy largely
dependant upon the coverage of Wikipedia, which is an undesirable and inescapable
consequence. This coverage can be, nevertheless, extended by means of definitions ex-
tracted from the web.

LiSnQA: Answer Extraction

Table 2 compares the results obtained by LiSnQA with the top TREC systems and
BASELINE-II. First of all, it is worth remarking that, contrary to the AQUAINT cor-
pus, there is uncertainty as to whether or not at least one answer can be found on the
web for every question. Second, table 2 shows that LiSnQA ranks between the top one
and two TREC systems in the first two question sets, while between the second and
the third in the last two data sets. Although these top TREC approaches are not directly
comparable, because they extracted answers from AQUAINT corpus whereas LiSnQA
(andBASELINE-II) did it from the Web, the difference in performance is still very fair.
Third, LiSnQA betters the performance of BASELINE-II in all question sets, specif-
ically in the case of TREC 2003. In this particular case, LiSnQA obtained a F1 score
31.81% higher than BASELINE-II, and 10% lower than the score obtained by the sys-
tem ranked second. These results are encouraging, becauseLiSnQAmakes allowances
solely for web snippets, not for full documents. This remarks our highly promising

Table 1. TREC Results (answer recall)

2001 2002 2003 2004
BASELINE (Recall) 0.43 0.49 0.4 0.65
BASELINE-II(Recall) 0.93 0.90 0.56 1.15
LiSnQA(Recall) 1.14 1.44 0.70 1.45
BASELINE (NoS) 77.72 77.33 80 78.87
BASELINE-II(NoS) 59.83 53.21 51.86 46.41
LiSnQA(NoS) 74.50 59.12 52.59 50.95
BASELINE (NAF) 2 4 8 12
BASELINE-II (NAF) 6 2 8 11
LiSnQA (NAF) 2 2 8 12
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Table 2. TREC Final results

2001 2002 2003 2004
LiSnQA(F1) 0.40 0.37 0.29 0.32
LiSnQA(Acc.) 0.55 0.48 0.56 0.56
BASELINE-II(F1) 0.35 0.34 0.22 0.30
BASELINE-II(Acc.) 0.5 0.58 0.43 0.47
Top one(Acc.) 0.76 0.65 - -
Top two(Acc.) 0.45 0.15 - -
Top three(Acc.) 0.34 0.11 - -
Top one(F1) - - 0.396 0.622
Top two(F1) - - 0.319 0.486
Top three(F1) - - 0.134 0.258

results, especially considering other approaches [12,13], which download and process
more than 1000 full web documents, or submit more than 20 queries to different search
engines, finishing with an F1 score of .464 ∼ .469 on TREC 2003. Our strategy can
strengthen their strategy, specially their classification and clustering of full documents.

On the whole, LiSnQA fetches snippets containing more answers than BASELI-
NE-II, but nonetheless, it finishes with a higher F1 score.

7 Conclusions and Future Work

Given our results, we can conclude that short definition descriptions yield a positive
way for inferring reliable answers to list questions. These answers also showed that
can strengthen different steps of the answering process. On the other hand, the methods
presented here are largely dependant upon the coverage of Wikipedia. But this cover-
age can be, nevertheless, extended by means of short definitions extracted from the web
(e.g., Google define feature). Here, we envisage that techniques developed in web defi-
nition question answering can be used for adding new concepts to this database. These
short definitions also help to overcome the drawback that not all answers are conveyed
on listings.

The enhancement achieved by LiSnQA is essentially due to two direct causes: (a)
the reliable answers taken from Wikipedia, which assist LiSnQA in recognising and
inferring answers that are hard to extract directly from the retrieved snippets, and (b)
the compression of the final output by means of the identification of name rewritings.
Certainly, list QAS can enrich the database of rewritings by searching for additional
first definition lines on the web that convey alternative names. These rewritings can be
found by looking for the target concepts along with some well-known clues that convey
alternative names.

Lastly, due to the fact that quantitative evaluations has been a driver of advances in
language technologies during the last decades, it is important in the future to account
for a test collection of questions and answers extracted from the web. In this way, one
can reduce the uncertainty as to whether or not at least one answer can be found on the
web for every question, thereby ensuring a fairer, and more reliable as well as stable
comparison of systems.
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Abstract. In this work we present a comparing analysis of four Query Expan-
sion (QE) techniques. Sharing the concept of term co-occurrence, we start from
a simple system based on bigrams, then we moved onto a system based on term
proximity through an approach known in the literature as Hyperspace Analogue
to Language (HAL), and eventually developing a solution based on co-occurrence
at page level.We have implemented the methods in a system prototype, which has
been used to conduct several experiments that have produced interesting results.

Keywords: Personalization, Information retrieval, Query expansion.

1 Introduction

The considerable quantitative increase in the amount of documents on the World Wide
Web has led to a scenario in which disorganization gained the upper hand, due to the
many different languages composing the documents, typically drafted by a huge number
of authors on the Web. This fact leads to the need of supporting the user more efficiently
in retrieving information on the web. Users easily find problems in retrieving informa-
tion by means of a simple Boolean search to check the presence of the searched-for
term in the web texts [7]. Indeed, some texts, consisting of terms that are often syn-
onyms, or related to similar topics only, do not allow to conduct a proper search, and
only take into consideration a few terms, which could be input by a user who is likely to
have no or little experience in on-line searches. The Query Expansion (QE) technique
fits in this disordered scenario to support the user in his/her search and allow to widen
the search domain, to include sets of words that are somehow linked to the frequency
of the term the user specified in his/her query [2]. These may be simple synonyms or
terms that are apparently not connected to syntactic meaning, but nevertheless linked to
a context that is similar or identical to the one expressed by the original search provided
by the user [4]. Such information may be obtained in several ways, the main difference
being the source used to obtain further information, which can be retrieved through the
preferences explicitly indicated by the user, through the user’s interaction with the sys-
tem [6], through the incremental collection of information that links the query terms to
document terms [5](for instance the search session logs [1]) or by means of a simple
syntactic analysis of the phrase forms that compose the documents [13],[9].

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 186–198, 2009.
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This paper is organized as follows. Section 2 is an overview of the implemented
systems. In section 3 we introduce the general architecture of the developed systems.
Section 4 presents our experimental setup and gives a detailed description of the results.
Finally, in 5 we illustrate our conclusions.

2 The Systems

The systems we present in this work are based on the same approach: the query input
by the user into the search engine is expanded through terms linked with the content of
the previously visited web pages, hence pertaining to all the user’s information needs.
Thus, the QE process goes with a mechanism that builds the user model. As for the
QE process, it is an approach based on the automatic expansion of the query, based
on implicit feedback, formed by the pages previously visited by the user. Besides, the
developed systems are referable to global analysis techniques, since nor preliminary
search is done through the original query (see figure 1).

Fig. 1. Personalized Web Search Process

The personalization process and the construction of data structures for the user model
are thus incremental, so as to dynamically adapt themselves to the user changing inter-
ests. All the developed systems build the user model following the concept of term
co-occurrence [12]. By co-occurrence we mean the extent of which two terms tend to
appear simultaneously in the same context.

In this research we implemented and rated four systems, each one characterized by
two or more different versions. The four systems differ in the way they define the co-
occurrence between two terms.
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– System I. This is the most straightforward system among the implemented ones,
both conceptually and computationally. The user model is built around the concept
of bigrams, namely a pair consisting of two adjacent terms in the text of a web page.
Two terms are considered co-occurring only if adjacent. The context of a term is
thus exclusively limited to the term that is directly next to it, either to the left or to
the right;

– System II. This system is based on the Hyperspace Analogue to Language ap-
proach, in which the context of a term is expanded to a window of N adjacent terms.
Given a window of N terms, that can be scrolled inside a page text, two terms are
considered co-occurring only if they are within such window. The co-occurrence
value will be inversely proportional to the distance between the two terms within
the window;

– System III. Within this system, the context of a term is expanded to the entire page
considered. Two terms are then deemed co-occurring only if they are both present,
simultaneously, in the same page;

– System IV. This is a hybrid system, where the co-occurring of two terms is not just
the two terms’ frequency in the same document, but also the distance between the
two terms within the considered text. It is therefore a system which tries to find a
compromise between the approaches used in the previous three systems.

3 General Architecture of the Developed Systems

The four developed systems feature the same architecture to create the user model and
to execute the QE. These systems differ in that they adopt different methods to create
the co-occurrence matrix. The main architecture elements are the following:

3.1 Creation of the User Model

1. For every training link, the corresponding html page is obtained, and the textual
information is taken from it through a parser, the purpose of which is to get rid of
html tags;

2. the extracted textual information is analyzed with a part of speech (POS) tagger,
MontyLingua 1, which can make a semantic analysis of the text. The text is then
broken down into sentences, where nominal and verbal phrases are tracked down;
each term is then tagged as adjective, noun, proper noun or preposition;

3. the terms included in the stop word list (a list of words that, owing to their high
occurrence within a text document are considered irrelevant for Information Re-
trieval) are removed from the textual information analyzed by the POS tagger;

4. the textual information previously analyzed by the POS tagger and cleansed of stop
words now undergoes stemming, by means of Porter’s algorithm [8]. The stemming
algorithm allows to trace terms with the same root back to the same word;

1 http://web.media.mit.edu/hugo/montylingua
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5. the textual information is analyzed according to the chosen system, taking into
consideration or not the extra semantic information gathered by the POS tagger.
In all the implemented systems the user model consists of a co-occurrence matrix
where, depending on the cases, such co-occurrence is to be seen as a simple bigram
for sentences, nominal phrases or documents.

In any case the size of the co-occurrence matrix is given by the number of terms found in
the training pages. Each line of the matrix corresponds to a vector representing a term,
where each component represents the co-occurrence rate of the considered term with
one of the other terms present in the training pages. Bear in mind that the co-occurrence
matrix does not refer to the original terms included in the text, rather to their stemmed
version.

In all the implemented systems a co-occurrence matrix is taken from each page. The
lines of these matrices are normalized so as to obtain comparable values for each line.
The matrices of the single pages are added incrementally, in order to form one single
matrix of co-occurrences for the entire corpus.

3.2 Execution of the Expansion

1. Given query Q, consisting of n terms qi, i = 1, . . . , n, for each of the q terms, the
corresponding stemmed term q′i is calculated, hence obtaining the new query Q′ to
be represented in vectors as 〈q′1, . . . , q′n〉, i = 1, . . . , n;

2. for each of the terms q′i, i = 1, . . . , n, belonging to query Q′, the vector corre-
sponding to

→
cvq′

i
= 〈c1, . . . , cm〉 is taken from the co-occurrence matrix, where m

stands for the number of stemmed terms found in the training corpus, a value cor-
responding to the size of the co-occurrence matrix;

3. given the stemmed term of query q′i,i = 1, . . . , n, and the corresponding
co-occurrence vector −−→cvq′

i
= 〈c1, . . . , cm〉, it is possible to calculate the weight-

ing the latter by means of a further co-occurrence measure, indicated as c− index.
Given the term q′j, j = 1, . . . , n, and the corresponding vector−−→cvq′

j
= 〈c1, . . . , cm〉,

each component of the latter ci,i = 1, . . . , m, is replaced by the value ci × c −
index(ti, q′j), with ti standing for the term corresponding to the co-occurrence
measure ci. The two terms, a and b give:

c − index(a, b) =
nab

(na + nb − nab)

where nab stands for the number of documents in the training corpus, in which
words a and b are both present, while na and nb indicate the number of documents
in the training corpus in which word a and word b are present, respectively. The
c − index measure referring to two words therefore increases according to the
frequency with which the two words appear together in the document rather than
alone. Hence given a term of the query and the corresponding co-occurrence vector,
the use of the c−index tends to consolidate co-occurrences with words that usually
appear together with the query term, and not much alone;

4. the vectors of co-occurrence with the query terms, to be possibly weighted with the
c− index, are added up to obtain a single vector representing the terms that mostly
co-occur with all the query terms;
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5. once obtained the vector −−→cvQ= 〈c1, . . . , cm〉, referring to query Q, it is possible
to weigh each co-occurrence value ci, i = 1, . . . , m, with the Inverse Document
Frequency (IDF) [11] of the corresponding ti term. The IDF of each term was
calculated beforehand, considering the entire corpus;

6. the components of vector −−→cvQ= 〈c1, . . . , cm〉, referring to Q are ordered accord-
ing to the decreasing co-occurrence values, removing the terms for which the co-
occurrence value is 0.0. Starting from vector −−→cvQ= 〈c1, . . . , cm〉, we get the vector
of ordered pairs

−−−−−−→
cv PairQ= 〈(t1, c1), . . . , (ts, cs)〉 where s stands for the number

of terms co-occurring with the query terms;
7. the stemmed terms present in the vector of ordered pairs are replaced by the original

terms through the stemming table, provided that they are not already present in
the starting query Q. The original terms are given the co-occurrence value of the
corresponding stemmed term;

8. the expansion query relating to query Q is obtained by taking the first n terms of the
vector of ordered pairs

−−−−−−−−−→
cv Pari exQ. The original query Q terms are then given

a co-occurrence value of 1.0 and added to the first n terms. Each query term is
weighted according to its co-occurrence value;

9. the obtained query is then input in the search engine, which searches for the pages
that mostly pertain to the query. The use of co-occurrence values in the query allows
to assign a greater weight to the words with higher co-occurrence values.

It is very interesting to notice that given two terms t1 and t2, their similarity value is di-
rectly taken from the co-occurrence matrix, considering the element (t1, t2) or (t2, t1),
given the symmetry of the matrix itself.

An approach commonly used - though extremely complicated from a computational
viewpoint - in order to determine the similarity between two terms, is to make a com-
parison between the corresponding vectors within the co-occurrence matrix, for exam-
ple measures such as cosine distance. This approach can only be used when the QE
is made through a global analysis, namely taking into consideration all the documents
included in the considered corpus, since the computation in this case can only be done
once, off-line, thus generating a new similarity matrix including distance between all
the terms present in the collection. We decided to make the similarity matrix equal to
the co-occurrence matrix, which can be built in an incremental way. What follows is the
description of the main development characteristics of the single systems implemented.

3.3 Bigram-Based System (System I)

This is the simplest QE system among the implemented ones. It is based on a very
simple approach, that of limiting the context of a word to its two adjacent words, to the
left and to the right. Each word thus forms two pairs, one with the word to the right, and
one with the word to the left. Given a document, the terms contained in it are stemmed,
and all the pairs of adjacent words, known as bigrams, are searched for. The pair (a, b)
was considered to be equal to the pair (b, a), while pairs such as (a, a), where the two
terms are identical, were left out. The final co-occurrence value will be equal to the
number of times the two words are adjacent in the document.For each document, a co-
occurrence matrix is then built, whose lines are normalized. Finally, all the matrices in
the training documents are summed up to obtain the co-occurrence matrix.
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3.4 HAL-Based System (System II)

Considering the limits of the bigram-based approach, with reference to the small size
of a term’s context, exclusively associated with the adjacent terms, we decided to ex-
pand this context to a window of N terms, using the Hyperspace Analogue to Lan-
guage approach,[3]. The co-occurrence matrix is generated as follows: once a term is
given, its co-occurrence is calculated with the N terms to its right (or to its left). In
particular, given a term t and considered the window of N terms to its right (or left)
ft = {w1, . . . , wn}, we get co − oc(t, wi) = wi

i , i = 1, . . . , N . During the testing
phase, N was given a value of 10. As in the bigram-based approach, pair (a, b) is equal
to pair (b, a): hence even in this case the co-occurrence matrix is symmetrical. For each
one of the training documents a co-occurrence matrix is generated, whose lines are
then normalized. The matrices of the single documents are then summed up, generating
one single co-occurrence matrix representing the entire training corpus. The text is bro-
ken down into nominal expressions, as before, but instead of gathering all the terms in
one single document, the breakdown is maintained intact, in nominal expressions. This
is when the HAL algorithm is implemented separately on the single nominal expres-
sions of the document. We want to ascertain if and how much the addition of semantic
information, such as the breakdown into nominal expressions, can help enhance per-
formance, still implemented the weighting system of co-occurrences based on the joint
use of IDF and c − index.

3.5 System Based on Co-occurrence at Page Level (System III)

The systems implemented so far base the construction of the co-occurrence matrix on
the proximity of words: in the case of bigrams, co-occurrence is limited to two adja-
cent words, while co-occurrence in the HAL-based approach is extended to a window
of N terms. Both methods take advantage of the concept of word proximity: the more
the two words are closer in the text, the higher the probability they will be semanti-
cally linked. In the approach we are about to describe, we have decided to pursue a
totally different method in building the co-occurrence matrix, which allows to over-
come the limit of considering two co-occurring terms only if they are close to each
other in the text. Indeed, we tried to implement a system which exploits co-occurrence
at a page level, namely trying to track down the pairs of words that usually co-occur
within the same training document, regardless of the distance between them; each term
in a document is considered co-occurring with all the other terms in that very docu-
ment. The number of times the term appears in the document is counted, and the vector−→ov =〈(t1, tft1), . . . , (tn, tftn)〉 is generated, where N stands for the number of differ-
ent stemmed terms within the training document under discussion. Such vector consists
of pairs (t1, tfti), i = 1, . . . , N , where ti stands for a term present in the document,
and tfti the number of times it appears in the document. The benefits of this weighting
mechanism is evident when the QE is done. As seen before, for each query term, the
co-occurrence vector is calculated. These vectors are then summed up. The weighting
mechanism makes the contribution of the co-occurrence of the hardly relevant terms
of the query in the document corpus less important compared to the co-occurrence of
relevant terms. Hence, for each training document, a co-occurrence matrix is generated.
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These matrices are then summed up so as to form one single matrix of co-occurrences,
which is used for the QE. Once the textual information is obtained from the training
links, the POS tagger extracts the nouns, proper nouns and adjectives. Not all these
terms are selected, only the first k are used, following an order based on tf × idf .
Co-occurrences at a page level are then calculated exclusively using these first k key-
words where k is a fixed parameter of the system, which is the same for any page to be
analyzed.

3.6 System Based on Co-occurrence at Page Level and Term Proximity
(System IV)

System II is exclusively based on the concept of co-occurrence at page level: it attempts
to track down the terms that are usually present simultaneously in the same pages,
without even considering the distance between the words within the text. Ignoring term
proximity within the same document can lead to a considerable loss of information,
since two words that are close to each other are more likely to be correlated, from a se-
mantic viewpoint too. That’s why we decided to use a hybrid approach, that doesn’t use
page-level co-occurrence only, but that also considers term proximity, as the bigram-
based and HAL-based systems do. Following this idea we implemented and tested a
hybrid approach, starting from the extraction of nominal expressions and exclusively
considering nouns, proper nouns and adjectives. Moreover, the weighting mechanism
based on IDF and c − index is used. In order to carry out the QE, the two vectors of
co-occurrence with the query terms are obtained separately, following the HAL-based
approach and the approach based on co-occurrence at page level, without extracting
the keywords. Such vectors are therefore the same ones obtained from systems I and II
respectively. Each vector contains a different type of information: the co-occurrence at
page level vector consists of the terms that are usually present in the same documents in
which the query terms appear, while the HAL-type co-occurrence vector contains the
terms that are usually present in the documents, in proximity of the query terms. The
blending of the two types of information is done by introducing a new element which
is known as proximity matrix. This matrix is basically an extension of the HAL-based
approach. Whilst forming the co-occurrence matrix the HAL-based approach, given a
term t, considers t co-occurring with the adjacent N terms, associating a greater co-
occurrence value to the terms that are closer to t. The HAL method thus envisages
the use of a window of N adjacent terms. We therefore asked ourselves how the use
of a preset-size window can entail a loss of information, and we decided to employ a
method that allows to consider the proximity of term t with all the other terms in the
document. Let us see how the proximity matrix P is built. A matrix P is constructed,
having size M , namely the number of stemmed terms present in the training corpus.
Each matrix box contains two values, v1 and v2, which we initialize at 0.0 and 0, re-
spectively. For each document d of the training documents corpus and for each term t
present in d, all terms to the right of t are considered, and distance i from t is measured.
Assume that term t′ is at distance i from t, we extract from matrix P the pair of values
(v1, v2) in box (t, t′), and we increase v1 by 1.0

i and v2 by 1. As for the construction of
the query, it is done following the same method adopted in system III. The only differ-
ence is to be seen in the proximity measuring when co-occurrence at page level values
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Algorithm 1. Pseudo-coding algorithm of the co-occurrence-based system at page
level (System III)

begin
∆ co-occurrence global matrix initialization, represented by a map of maps
M ← Map([])
∆ training documents analysis
for doc in D do

∆ term occurrence map initialization contained in a single document
tf ← Map([]) ∆ term frequency calculation
for t in doc do

if not t in tf.keys() then
tf [t] = 0

else
tf [t] = tf [t] + 1

∆ tf ∗ idf calculation for every terms in the document
for t in tf.keys() do

tf [t] = tf [t] × idf(t)
∆ get a list ordered by tf ∗ idf of k couples (t, tf ∗ idft)
tfidf list = map to ord list(tf)[0 : K] ∆ normalize tf ∗ idf values
tfidf list = normalize(tfidf list) ∆ transform the list into map
tfidf map = Map(tfidf list) ∆ get unique document-terms list
term list = tfidf map.keys() ∆ update global co-occurence matrix
for t1, tf idf in tfidf map.items() do

if not t1 in M.keys() then
M [t1] ← Map([])

for t2 in term list do
if not t2 in M [t1].keys() then

M [t1][t2] = 0.0
else

M [t1][t2] = M [t1][t2] + tfidf × tfidf map[t2]

end

of the query terms are extracted. Given term q′ belonging to query Q, and having ex-
tracted the corresponding co-occurrence at page level vector −→cvq , the co-occurrence
value of each term t′ belonging to vector −→cvq is multiplied by v1

v2 , where v1 and v2
are the values present in the proximity matrix corresponding to the pair of terms (q′, t′)
based on co-occurrence at page level and term proximity, through which it is possible to
understand the assets and weak points of each term, also with reference to the systems
based on different approaches.

3.7 Pseudo-coding

In this subsection we show the pseudo-coding of the algorithm which calculates the co-
occurrence matrix starting from the set of training documents (see Algorithm 1), and the
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pseudo-coding of the algorithm for the actual execution of the QE, starting from the data
contained in this matrix (see Algorithm 2). With reference to the algorithm calculating
co-occurrence at page level with extraction of the first k keywords, we notice that:

– the co-occurrence matrix is represented by a map of maps. In this way, we avoid
initializing a square matrix the size of which is the overall number of different
terms in the training documents set. Using this matrix would entail a huge waste of
memory, since the majority of its elements have a value equal to zero, considering
how sparse the matrix is. By using a map of maps on the other hand, it is possible
to input the co-occurrence values between the pairs of co-occurring terms in the
training documents when such pairs are present;

– the keys() method of a map yields the list of keys;
– the items() method of a map yields the list of pairs (key, value);
– the IDF (t) method yields the inverse document frequency of term t, calculated

previously according to the documents belonging to the third level of the DMOZ
directory (see section 4.1).

As for the algorithm calculating the QE through the matrix of co-occurrence at page
level, we notice that:

Algorithm 2. Pseudo-coding algorithm of the co-occurrence-based system at
page level and term proximity (System IV)

begin
∆ co-occurrence global matrix initialization, represented by a map of maps
Q ← [q1, q2, ..., qn]
∆ co-occurrence map initialization
cooc map ← Map([]) ∆ stemming
Q ← stemming(Q) ∆ co-occurrence map update for every terms in the
query
for q in Q do

∆ update co-occurrence map A
cooc map = sum(cooc map, M [q])

∆ get an ordered list of couples (t, cooc val), sorted by co-occurrence values
cooc list = map to ord list(cooc map) ∆ transform the list into map
cooc map = Map(cooc list) ∆ query initialization
exp query = [] ∆ query expansion
for term, cooc val in cooc map.items() do

∆ get a non-stemmed term list associated to term
exp list = expand(term) ∆ expand terms
for orig term in exp list do

exp query.append((orig term, cooc val))

∆ limit query expansion to first k co-occurrence terms
exp query = exp query[0 : K] ∆ merge original terms
for q in Q do

exp query.append((q, 1.0))
return exp query

end
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– the sum method (coocMap1, coocMap2) yields a new map, given from the
union of pairs (key, value) present in the two maps, coocMap1 and cooc-
Map2; should a key be present in both maps, the corresponding value is given by
the sum of values contained in the starting maps;

– the stemming method (Q) yields a new query, obtained by stemming the terms of
query Q;

– the expand method (t) yields the list of non-stemmed terms, found in the training
documents, whose root is equal to term t.

4 Experimentation

For each of the adopted approaches, the results of the corresponding systems are pre-
sented. The comparison between different systems is made by using comparative per-
formance values obtained from the system under examination, on one single topic or the
entire benchmark. Such performances are expressed in F1-measures, so as to summarize,
in one single measure, precision and recall values. As for the performance measures
taken into consideration, we have precision, recall and f1-measure:

precision(t) =
nt

50
recall(t) =

nt

Nt

F1 − measure =
2 × precision × recall

precision + recall

where nt stands for the number of returned links belonging to topic t, only the first 50
pages are taken in consideration for our tests, and Nt the overall number of test links
belonging to topic t present in the index.

4.1 The Employed Benchmark: The Open Directory Project

The Open Directory Project (ODP), also known as DMOZ2, is a multilanguage direc-
tory of links belonging to the World Wide Web, namely a system to collect and classify
links. The Open Directory Project has a hierarchic structure: the links are grouped into
categories, also known as topics, and subcategories. It is therefore possible to identify
a level-based organization within the hierarchy. Given the large quantity of links con-
tained in ODP, we decided to consider only Level III links. The pages corresponding to
such links were downloaded from the World Wide Web, by using a parser; the textual
information was taken from it, and then it was indexed by means of the Lucene indexing
system 3. Ten topics were then chosen from the Level III topics, five of which corre-
sponding to the user’s information needs, and five whose function was exclusively to
generate noise in the creation of the user model. Each topic’s links were then subdivided
in a training set, corresponding to 25% of the links, and set of tests, corresponding to
75% of the links (see table 1).

2 http://dmoz.org
3 http://lucene.apache.org
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Table 1. The employed benchmark: statistics

Topic Test Training Information
links links Needs

Sports/Cycling/Human Powered Vehicles 15 5 yes
Computers/Home Automation/Products and Manufacturers 27 7 yes
Business/Mining and Drilling/Consulting 74 18 yes
Games/Roleplaying/Developers and Publishers 52 14 yes
Business/Agriculture and Forestry/Fencing 100 27 yes
Shopping/Crafts/Paper 35 7 no
Arts/Performing Arts/Magic 25 6 no
Science/Publications/Magazines and E-zines 26 7 no
Science/Social Sciences/Linguistics 13 5 no
Recreation/Guns/Reloading 15 5 no

Tot. 382 101

4.2 Experimentation Methods

Once the user model is generated, it is possible to carry out real tests as follows. A query
is built for each topic belonging to the user’s information needs. The terms of the query
are simply the terms that form the topic name. This query is then expanded according to
the user model, and used to search for web pages within the created index, starting from
all third-level links. The pages belonging to the training set of the considered topic are
removed from the returned pages; only the first fifty are taken into consideration, which
include the number of pages belonging to the topic under consideration. The index
obtained with Lucene, starting from the third-level link of ODP, consists of 131,394
links belonging to 5,888 topics.

Table 2 compares the performances of the four systems. It is possible to notice that
the system based on co-occurrence at page level (system III) clearly achieves better
results compared with other systems based on term proximity (system IV), such as
bigrams (system I) and HAL (system II).

Indeed, both are based on the concept of term proximity, and more specifically they
imply a correlation between two terms when they are close to each other in the text.

Table 2. Comparative F1-Measurement on implemented Systems

Topic System System System System
I II III IV

Computers/Home Automation/Products and Manufacturers 0.00 0.00 0.16 0.16
Sports/Cycling/Human Powered Vehicles 0.13 0.06 0.09 0.06
Games/Roleplaying/Developers and Publishers 0.14 0.12 0.18 0.16
Business/Mining and Drilling/Consulting 0.21 0.27 0.19 0.21
Business/Agriculture and Forestry/Fencing 0.34 0.36 0.57 0.48

Average F1 F1 F1 F1
0.16 0.16 0.24 0.21
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Table 3. Comparative F1-Measurement

Topic no QE RF Nereau

Computers/Home Automation/Products and Manufacturers 0.05 0.08 0.16
Sports/Cycling/Human Powered Vehicles 0.09 0.13 0.09
Games/Roleplaying/Developers and Publishers 0.10 0.18 0.18
Business/Mining and Drilling/Consulting 0.19 0.14 0.19
Business/Agriculture and Forestry/Fencing 0.05 0.14 0.57

Average F1 F1 F1
0.10 0.13 0.24

This approach, however, entails the loss of information linked to terms that usually co-
occur in the documents themselves, but which are not always close to each other in the
text. The approach based on co-occurrence at page level hence steers away from the
term proximity concept, and tries to track down the terms that are usually simultane-
ously present in the same documents. The experimentation results show that page-level
correlations are stronger than those based exclusively on term proximity within the text:
given a page relating to a particular topic, this will feature correlated terms, not because
of their proximity, but because they refer to the same topic. We also notice that the sys-
tem based on keyword extraction is the one that offered the best performance among the
presented ones: to calculate the correlation values, this system takes into consideration
only the most relevant terms in the text, thus preventing a large quantity of noise from
impairing the performance.

Table 3 shows the results obtained by a system based on a traditional content-based
user-modeling approach, where documents are represented in the Vector Space Model
(VSM) and without Query Expansion, in comparative terms. This system particularly
focuses on the update of the user model by means of Relevance Feedback (RF) tech-
niques [10], applied to the training pages content: for each category, the first ten key-
words are taken from the corresponding training pages. The keywords are obtained in
terms of tf × idf , and are then used to expand the query.

5 Conclusions

In this research we implemented and analyzed an Information Retrieval system, based
on QE and Personalization, that may help the user search for information on the Web,
with reference to his/her information needs. The four systems implemented are based
on the following approaches: bigrams, Hyperspace Analogue to Language (HAL), co-
occurrence at page level and co-occurrenceat page level with term proximity. Among the
developed systems, the one based on co-occurrence at page level and keyword extrac-
tion stood out. Indeed, this system, based on an algorithm calculating co-occurrences,
obtained the best results, in terms of performance, on the reference benchmark. Experi-
mental results were encouraging and confirmed the correlation with users’ interests. In
the future we intend to test this approach in comparative terms with other state of the art
query expansion techniques using personalization. Moreover, we intend to study ways
of integrating NLP knowledge and procedures into our IR system.
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Abstract. Common social tagging systems like Flickr, Delicious and others
lately became very popular. The key benefits of these systems include that users
can easily annotate Web content and benefit from the annotations of other users
with improved retrieval support. With GroupMe! we extend the idea of current
social tagging systems by enabling users to not only tag Web resources they are
interested in, but also to create collections (groups) of these Web resources by
simple drag & drop operations. The grouping metaphor is intuitive and easy for
the users, and our evaluation shows that users appreciate the grouping facility,
and use this feature to organize and structure diverse Web content. Technically,
the grouping of resources carries valuable information about Web resources and
their relations. GroupMe! exploits such information to improve search and re-
trieval. The RESTful Semantic Web interface of GroupMe! enables also other
applications to benefit from the GroupMe! features and makes GroupMe! a So-
cial Semantic Web application.

Keywords: Social media, Semantic web, Tagging, Folksonomy, GroupMe!

1 Introduction

Popular systems like Flickr1, YouTube2, Blogger3 or others, which allow users to share
photos, broadcast own videos, or blog about topics they are interested in, are obvi-
ous indicators for the success of Web 2.0. These systems have shown that Web users
are not satisfied with their role of pure content consumers. Instead, Web users want to
contribute and collaborate actively by providing their own content, or by annotating
(tagging) content of other users.

Social media systems like YouTube, BibSonomy4, and Delicious5 fulfill these needs
perfectly and allow users to create and annotate content collaboratively, hence enable

1 http://www.flickr.com
2 http://www.youtube.com
3 http://www.blogger.com
4 http://www.bibsonomy.org
5 http://delicious.com
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intercreativity6. Furthermore, these systems feature sharing of resources with fellow
users, e.g., in YouTube users can share their favorite videos, in BibSonomy their fa-
vorite academic papers, and in Delicious their favorite bookmarks. However, all of these
systems are more or less limited to a certain media type: Some systems (like YouTube)
support only one media type (videos), while other systems, which can handle different
kind of media types, lack of an appropriate visualization (in Delicious, e.g., all media
types are displayed as normal text links).

In this chapter, we present the GroupMe! system7, which offers a novel user interface
to organize multimedia Web resources. The core idea of the GroupMe! approach is
that users can group – via drag & drop – the Web resources they are interested in.
Appropriate media wrappers ensure that content of groups is displayed in a concise
manner. We report about the evaluation of the GroupMe! system which shows that a)
the GroupMe! group concept is very well accepted by the users, b) that users like to
combine resources of different media types, and c) that these groups can be used to
improve search.

Another disadvantage of today’s social media systems is that they are designed for
humans and do not comply with the vision of the Semantic Web [7]. Although many
of these systems feed back data to the web, interoperability is still not supported suffi-
ciently because application programming interfaces are proprietary and the use of Se-
mantic Web standards is most often avoided. Revyu8 sets a good example as it adheres
to the Linked Data [6] approach. However, it enables software systems just to navigate
through its data corpus. GroupMe! goes beyond Linked Data as it also enables applica-
tions to create and manipulate data via a RESTful Semantic Web interface. Hence, by
combining principles of Social Media and Semantic Web, GroupMe! becomes a Social
Semantic Web application.

The chapter is structured as follows: In Section 2 we describe our GroupMe! system,
which is evaluated in Section 3, and the RESTful Semantic Web interface of GroupMe!.
In Section 4 we compare the GroupMe! system with other state-of-the-art tagging sys-
tems. We end with the conclusion in Section 5.

2 GroupMe! System

GroupMe! is a new kind of resource sharing system. It is comparable to social book-
marking systems as it enables users to bookmark Web resources and annotate them with
freely chosen keywords (tags). The core idea of GroupMe! is that users build groups of
arbitrary multimedia Web resources on a specific topic and tag both, Web resources
and groups. Groups can be understood as lightweight wiki pages. But instead of writ-
ing own content, users create groups via simple drag & drop operations and via visual
arrangement of contained resources.

Figure 1 shows a screenshot of the GroupMe! system. It illustrates a typical scenario.
Let us assume that user fabian plans a trip to the WEBIST 2008 conference in Funchal,
Portugal. Therefore, he wants to build a GroupMe! group containing resources that

6 http://www.w3.org/Talks/9602seybold/slide6.htm
7 http://groupme.org
8 http://revyu.com
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Fig. 1. Screenshot of GroupMe! application: A user drags a photo from the left-hand side Flickr
search bar into the GroupMe! group on the right-hand side

are relevant to the trip. Building such a group is simple and requires just three steps.
At first fabian specifies the group’s name (WEBIST 2008), then he utilizes integrated
search engines – like Google or Flickr search engine – in order to search for adequate
resources, and finally he adds resources, which are from his point of view relevant,
via drag & drop into the group. Figure 1 depicts such a drag & drop operation with a
photo gathered from Flickr. Furthermore, it shows the entire group fabian has designed.
This group contains images (like a photo of Madeira Island), the official website of
the WEBIST 2008, and a shockwave flash movie, which presents several photos of the
Tivoli Ocean Park Hotel – where the conference was held – and gives the opportunity
to book rooms. All elements are visualized according to their media types so that fabian
and other users can see relevant information at a glance. For example, the RSS news
feed that informs about cheap flights to Madeira (see bottom left) directly presents the
latest flight offers to the user. And the video showing a Portuguese language course (see
top right) can be played back immediately.

Altogether the arranged group in Figure 2 appears like a collage of information arti-
facts about WEBIST 2008 trip, which is comprehensible for users. Importantly, content
of this group is also accessible and understandable for machines. Because, when users
create groups, GroupMe! produces RDF:

1. Each user interaction (grouping and tagging) is captured as RDF complying with
the lightweight GroupMe! ontology9, which integrates well known vocabularies

9 http://groupme.org/rdf/groupme.owl
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Fig. 2. Technical overview of the GroupMe! application

like FOAF10, SKOS11, or R. Newman’s Tag ontology12. For a more detailed de-
scription of the GroupMe! ontology the reader is referred to [1].

2. Whenever a user drops a new Web resource into a group, domain dependent con-
tent extractors gather useful metadata so that resources can be enriched with RDF
descriptions, e.g. adding a Flickr photo into a group effects GroupMe! to trans-
late Flickr-specific descriptions into well defined RDF descriptions using DCMI
element set13.

RDF created in GroupMe! is made available to other Web applications and can be ac-
cessed via RSS feeds or RDF-based RESTful API, which enables other applications to
benefit from the GroupMe! features (see Section 2.2).

2.1 GroupMe! Architecture

In technical terms, GroupMe! is a modular Web application that adheres to the Model-
View-Controller pattern. It is implemented using the J2EE application framework Spr-
ing14. Figure 2 illustrates the architecture, which consists of four layers:

10 http://xmlns.com/foaf/spec/
11 http://www.w3.org/TR/skos-reference
12 http://www.holygoat.co.uk/projects/tags/
13 http://dublincore.org/documents/dces/
14 http://springframework.org
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Aggregation. The aggregation layer provides functionality to search for resources a
user wants to add into GroupMe! groups. Currently, GroupMe! supports Google, Flickr,
and of course a GroupMe!-internal search, as well as adding resources by specifying
their URL manually. Content Extractors allow us to process gathered resources in or-
der to extract useful data and metadata, which is converted to RDF using well-known
vocabularies. As mentioned in Section 2, when e.g. adding a Flickr image into a group,
a Photo content extractor converts Flickr-specific descriptions into RDF descriptions
using Dublin Core vocabulary. GroupMe! is furthermore able to query Semantic Web
search engines like Sindice15 and Watson16 to enrich resource descriptions with addi-
tional information gathered from the Semantic Web.

Model. The core GroupMe! model is composed of fourmain concepts: User, Tag, Group,
and Resource. These concepts constitute the base for the GroupMe! folksonomy (cf. sec-
tion 2.3). In addition, the model covers concepts regarding the arrangements of groups,
etc. The Data Access layer cares about storing model objects. The actual data store back-
end is arbitrarily exchangeable. At the moment we are using a MySQL database.

Application Logic. The logic layer provides various controllers for modifying the
model, exporting RDF, etc. The internal GroupMe! search functionality, which is im-
plemented according to the strategy pattern in order to switch between different search
and ranking strategies, is made available via a Semantic RESTful API (see Section 2.2).
It enables third parties to benefit from the improved search capabilities (cf. Section 3.1),
and to retrieve RDF descriptions about resources – even such resources that were not
equipped with RDF descriptions before they were added to a GroupMe! group. To sim-
plify usage of exported RDF data, we further provide a lightweight Java Client API,
which transforms RDF into GroupMe! Java model objects.

Presentation. The GUI of the GroupMe! application is based on AJAX principles.
Therefore, we applied frameworks like Scriptaculous17, DWR18, or Prototype19. Such
frameworks provide already functionality to drag & drop elements, resize elements,
etc. Visualization of groups and resources is highly modular and extensible. Switching
between components that render a specific resource or type of resource can be done
dynamically, e.g. visualization of group elements is adapted to their media type (see
Fig. 1).

When creating or modifying groups, each user interaction (e.g. moving and resizing
resources) is monitored and immediately communicated to the responsible GroupMe!
controller so that e.g. the actual size or position of a resource within a group is stored
in the database.

By default GroupMe! groups are displayed in the way they were constructed by
the creator of the group. However, GroupMe! also provides functionality to visualize
groups according to different principles, e.g. resources can be displayed within a time-
line, resized according to their popularity, or clustered according to their similarity with

15 http://sindice.com
16 http://watson.kmi.open.ac.uk
17 http://script.aculo.us
18 http://directwebremoting.org
19 http://prototypejs.org
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respect to their tags, media type, etc. Users can therewith easily select a group visual-
ization, which is appropriate for their current requirements.

2.2 RESTful Semantic Web Interface

The RESTful Semantic Web interface of GroupMe! follows the Resource Oriented Ar-
chitecture (ROA) [20], which is an architecture that conforms to the REST approach [9].
The API allows other applications to read, add, modify, and delete data by exploiting
the main methods of HTTP [8] (GET, POST, PUT, and DELETE).

GET. The GroupMe! dataset is made available according to the principles of Linked
Data [6]. Whenever an application requests RDF – which is done via HTTP GET and
HTTP content negotiation (cf. [21]) – then useful information as well as links to re-
lated URIs are delivered. In that way the application is enabled to navigate through the
whole GroupMe! data corpus. Figure 3 lists an extract of the RDF representation that is
provided to applications, which access the group about the WEBIST 2008. The visual
representation of that group is displayed in Figure 1.

POST. The HTTP POST method is used to add new content to the GroupMe! system,
e.g. to add a new group to the system, to add resources to groups, or to add annota-
tions to resources or groups. To create a new group an application has to post an RDF
resource, which is an instance of groupme:Group (cf. GroupMe! ontology in [1]), to
http://groupme.org/GroupMe/group, e.g. the following RDF post would create a new
group about WEBIST 2008 with the given title and description.

<Group>
<dc:title>WEBIST 2008</dc:title>
<dc:description>Information about the WEBIST 2008 conference...
<dc:description>
</Group>

GroupMe! cares about the creation of the URI identifying the group and returns it to
the sender of the HTTP request, e.g. http://groupme.org/GroupMe/group/499. Groups
can be filled with resources by posting resources to the group’s URI. Tags and other
annotations can be added similarly. Hence, content as listed in Figure 3 can not only be
created via the graphical user interface, but also by posting RDF data to the GroupMe!
system.

PUT. If a client application sends an HTTP PUT request to an existing resource then
GroupMe! modifies the resource that is identified by the URI according to the RDF data
that is sent together with the HTTP request, e.g. the following RDF (as part of an HTTP
PUT) would change the title and description of the WEBIST group.

<Group rdf:about="http://groupme.org/GroupMe/group/499">
<dc:title>WEBIST 2008 conference </dc:title>
<dc:description>Interesting stuff about the WEBIST 2008...
<dc:description>
</Group>
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a. GroupMe! group:

<Group rdf:about="http://groupme.org/GroupMe/group/499">
<dc:title>WEBIST 2008</dc:title>
<dc:description>Information about the WEBIST 2008 conference in Funchal,...
<dc:description>
<contains rdf:resource="http://groupme.org/GroupMe/resource/503/>
<contains rdf:resource="http://groupme.org/GroupMe/resource/510"/>
...
<foaf:maker>
<foaf:Person rdf:about="http://groupme.org/GroupMe/user/fabian">
<foaf:nick>fabian</foaf:nick>
<rdfs:seeAlso rdf:resource="http://fabianabel.de/foaf.rdf"/>
</foaf:Person>
</foaf:maker>
<tag:taggedWithTag>
<tag:Tag rdf:about="http://groupme.org/GroupMe/tag/webist">
<tag:name>cikm</tags:name>
</tag:Tag>
</tags:taggedWithTag>
...

</Group>

b. Flickr resource:

<foaf:Image rdf:about="http://groupme.org/GroupMe/resource/503">
<dc:title>Madeira Island - Funchal</dc:title>
<dc:publisher rdf:datatype="&xsd;anyURI">

http://flickr.com
</dc:publisher>
<dc:contributor rdf:datatype="&xsd;anyURI">

http://flickr.com/user/7677931@N02
</dc:contributor>
<rdfs:seeAlso

rdf:resource="http://static.flickr.com/80/260324314_e2802c50e1.jpg"/>
...
<tag:tag>
<GroupMeTagAssignment rdf:about="http://groupme.org/GroupMe/tas/734">
<tag:associatedTag rdf:resource="http://groupme.org/GroupMe/tag/web"/>
<tag:taggedBy rdf:resource="http://groupme.org/GroupMe/user/fabian"/>
<tag:taggedOn rdf:datatype="&xsd;date">2007-12-18T11:23:40</tag:taggedOn>
<moat:meaning rdf:resource="http://dbpedia.org/resource/web/">
</GroupMeTagAssignment>
</tag:tag>
...

</foaf:Image>

c. Google Maps resource:

<foaf:Document rdf:about="http://groupme.org/GroupMe/resource/510">
<dc:title>Napa Valley @ Google Maps</dc:title>
<wsg84:lat rdf:datatype="&xsd;double">32.6488</wsg84:lat>
<wsg84:long rdf:datatype="&xsd;double">-16.9063</wsg84:long>
...

</foaf:Document>

Fig. 3. RDF descriptions of Linked Data in the GroupMe! system



206 F. Abel, N. Henze, and D. Krause

DELETE. Deletion of content is done via HTTP DELETE, e.g. in order to remove
the tag assignment shown in Figure 3, an application has to send the HTTP DELETE
request to http://groupme.org/GroupMe/tas/734.

The HTTP methods are therewith utilized in a way that conforms to HTTP and REST
as well. In the current implementation of GroupMe! the POST, PUT, and DELETE
operations can only be performed by the owner of a group, which is ensured via an
authorization token that has to be included in the header of each corresponding HTTP
request.

In general, the Semantic RESTful API of GroupMe! is very easy to use as it just
exploits the semantics of HTTP and the semantics defined in the GroupMe! ontology.
The API is already used by other applications. For example, [17] presents a GroupMe!
client that – among other things – allows to enrich GroupMe! tag assignments with
URIs, which describe the semantic meaning of a tag. There are various other possible
applications that can be built on top of GroupMe!, e.g. geographical metadata attached
to the Google Map in Figure 3 might be adequate for the Flickr image as well and
could be utilized by another applications to retrieve photos by locations even if these
photos are not directly annotated with geographic coordinates. At the moment we do
not specify any rules, which define how the resources can benefit from the metadata of
other resources they are grouped with, as we do not understand the grouping behavior
of the users sufficiently. Applications that exploit GroupMe! data thus have to decide
to which extent metadata of a resource is also appropriate for resources of the same
group.

2.3 GroupMe! Folksonomy

In social tagging systems data is created by users (the folks), who assign freely chosen
tags to resources (→ tag assignment). The evolving collection of such tag assignments
is called folksonomy20. In general, a folksonomy is formally defined using finite sets of
users, tags and resources, and a finite set of tag assignments, whereas a tag assignment
constitutes a triple of a certain user, tag and resource (cf. [16]). With GroupMe! we
introduce a new concept to social tagging systems, namely groups.

Definition 1. A group is a finite set of resources.

A group is a resource as well. Hence, groups can contain groups, and groups can be
tagged by users. With definition 1 we extend the formal definition of a folksonomy in-
troduced in [10] as follows.

Definition 2. A GroupMe! folksonomy is a 5-tuple F := (U,T, R̆,G,Y̆ ), where:

– U, T , R, G are finite sets that contain instances of users, tags, resources, and
groups, respectively,

– R̆ = R∪G is the union of the set of resources and the set of groups, and

20 http://vanderwal.net/folksonomy.html
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– Y̆ defines a GroupMe! tag assignment: Y̆ ⊆ U ×T × R̆× (G∪{ε}), where ε is a
reserved symbol for the empty group context, i.e. a group that is not contained in
another group when it gets tagged by a user.

Thus, tagging of resources within the GroupMe! system is always done in context of a
group, which itself may have tags. In comparison to traditional folksonomies, in which
relations between tags mainly rely on their co-occurrences (i.e. two tags are assigned to
the same resource), a GroupMe! folksonomy gains new relations between tags:

1. A relation between tags assigned from (possibly) different users to different re-
sources, where the resources are contained in the same group.

2. A relation between tags assigned to a group g and tags assigned to resources that
are contained in g.

Relations between resources become in GroupMe! folksonomies more explicit than in
traditional folksonomies. In [4] we present ranking algorithms that exploit these new re-
lations and improve the performance of existing folksonomy-based ranking algorithms
significantly.

3 Evaluation

This section gives an analysis of the GroupMe! system, in particular on usage and tag-
ging characteristics, and evaluates the effects of the structure given by the groups to
search and retrieve resources. The data underlying the analysis was collected during
the first three months after the system’s launch on July 14, 2007. During the observed
period, GroupMe! had a total of 502 resources of which 428 were normal resources and
74 (14.74%) were groups. 929 tag assignments were monitored, with 1.85 tags per re-
source in average. The overall evolution of resources and groups is given in Figure 4(a).

Interestingly, groups were tagged more extensively than ordinary resources: In aver-
age, 2.53 tags were assigned to groups, whereas only 1.73 tags were attached to other
resources. Thus, groups were tagged 1.5 times more often than traditional resources.
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Table 1. Percentage of resources’ media types that are part of GroupMe! groups

Type of Resource AVG Occurrences
images 41.01%
videos 8.57%

RSS feeds 4.55%
groups 1.87%

other Web resources 43.96%

This effect was present over time, as depicted in Fig. 4(b). Furthermore, at the end
of the observed period only 17.57% of the groups were not annotated with any tag in
contrast to 32.71% of the resources. These initial observations give support for the hy-
pothesis that users adopt the group idea to organize Web resources, and that they also
invest in groups by annotating them.

A typical group in GroupMe! consists of 4 – 8 resources. That we do not observe
groups with significantly more members can be explained from the user interface, which
gives the users a canvas to place and arrange the Web resources. As the size of this
canvas is limited, the on-screen display of the group becomes impractical with too many
Web resources. Users collect resources with different media types in their group, as can
be seen in table 1. Most popular among the media types are images, followed by videos
and RSS feeds. Web sites, academic papers, presentation slides, etc. are denoted as other
Web resources and are not mentioned separately, because to users they appear as simple
bookmarks, i.e. their visualization is not yet adapted to their media type particularly.
The possibility to include groups into a group was only seldomly used, we explain this
by the small number of available groups during the observation period.

3.1 Analysis of Search Behavior

To examine the effect of groups on search in social tagging systems, we analyzed the
search behavior of the users. A search operation in our experiment was either a search
performed via the search interface, or a search which was initiated whenever a user
clicked on a tag in the tag cloud. Obviously, not all clicks on a tag were intended to
perform a search, but more often were used to explore the tags, and in particular the
popular tags. Hence, we restricted our data set to only those search operations, which
were followed by at least one click on a resource. Figure 5 shows how a search re-
sult looks like. Images are displayed directly, whereas groups, which are denoted by
“(Group)”, and other resources are listed textual.

We observed altogether 1747 search operations, to which in average 7.1 results were
returned. 11.3% of the results delivered to a search were groups, and 53.11% of the
returned results were not tagged with the original search string or the tag on which the
user had clicked (query string).

Table 2 lists the results of our experiments on search operations. We analyzed the top
k search results of each search operation and users’ first click on a particular resource
within the top k. The average percentage of groups that were part of the top k results
was between 10.38% and 15.39%. However, the percentage of search operations, in
which users clicked on groups was between 19.40% and 24.51%. For example, when
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Fig. 5. Screenshot: typical search result list

Table 2. Analysis of the Top k search results: (1) percentage of groups contained in the top k
search results, (2) percentage of users who clicked on groups in the top k search results, (3)
percentage of resources and groups in the top k that were not tagged with the given query string,
(4) percentage of clicks on untagged resources and untagged groups

Top k Groups (1) Group Clicks (2) Untagged Resources (3) Untagged Resource Clicks (4)
3 14.70% 19.40% 4.95% 14.93%
5 15.39% 21.69% 17.23% 15.66%
10 12.15% 22.34% 38.14% 21.28%
15 11.89% 22.45% 43.59% 23.47%
20 11.53% 23.00% 46.80% 25.00%
30 10.91% 24.51% 50.73% 25.49%
50 10.38% 24.27% 53.11% 26.21%

considering the top 10 search results, we observed that 12.15% of the results were
groups but the percentage of group clicks was 1.84 times higher, namely 22.34%. Over-
all, normalization of resource and group clicks according to the number of resources
and groups respectively reveals that groups were selected between 1.39 (Top 3) and
2.76 (Top 50) more frequent than ordinary resources. These observations support the
hypothesis that groups itself constitute content users are interested in. The demand for
groups is even higher than illustrated in Table 2 because groups can also be accessed us-
ing an explorative user interface different from the search interface. However, statistics
of the explorative user interface, which has been utilized 271 times, are not considered
within our search analysis.

An important benefit of the GroupMe! system is that it provides the ability to in-
crease the recall of queries. For our experiments we implemented search and ranking
algorithms that take advantage of the GroupMe! folksonomy model in order to return
also resources and groups that are not directly tagged with the given query string (cf.
Section 2.3). In general, such untagged resources are ranked lower than resources which
are directly tagged with the given query string. This explains the big increase of the
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percentage of untagged resources when increasing k (see Untagged in Table 2). Table 2
also points out that untagged resources are also well-accepted by users. Considering
the top 10, 38.14% of the search results were not tagged with the query string and in
21.28% of the search operations users first clicked on an untagged resource, thus on
a resource that would not have been found in a traditional tagging system which just
considers direct resource annotations. Consequently, the analysis of users’ search oper-
ations validates two main hypotheses:

1. Users are interested in the new group concept: Groups are selected about two times
more often than they occur within the search result list.

2. GroupMe!’s search and ranking strategies increase recall without reducing propor-
tion of relevant resources remarkably: More than 20% of the clicks in the top 10
are performed on untagged resources and groups.

4 Related Work

GroupMe! is a social tagging system and competes with systems like BibSonomy, De-
licious, or Flickr. Table 3 summarizes some characteristics of GroupMe! according to
the dimensions in the tagging system design taxonomy developed in [14], and compares
them with related tagging systems.

Table 3. GroupMe! tagging design in comparison to other social tagging systems. And user in-
centives in terms of tagging.

Dimension/System GroupMe! BibSonomy Delicious Flickr
Tagging rights free-for-all free-for-all free-for-all permission-based

Tagging support blind/viewable suggested suggested viewable
Aggregation model bag bag bag set

Object type multimedia textual textual images
Source of material global global global user-contributed
Social connectivity links links, groups links links

Resource connectivity groups none none groups

User incentives

- future retrieval - future retrieval - future retrieval - future retrieval
- contribution - contribution - contribution - contribution

- sharing - sharing - sharing - sharing
- attract attention - attract attention - attract attention
- self presentation - self presentation

Tagging Rights. GroupMe! allows every user to tag everything (free-for-all) as this
enables us to gather more tags about a resource and also a higher variety of keywords
than in constrained systems. However, Flickr restricts tagging e.g. to the resource owner,
friends, or contacts.

Tagging Support. When users annotate resources they are not supported with tag sug-
gestions as this would limit the variety of tags. However, they have the ability to list tags
that have already been assigned to a resource in context of the actual group. Tags, that
have been assigned in context of other groups – and hence are possibly not appropriate
in the actual group context – are not visible to the user when tagging (blind/viewable).
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Aggregation Model. In comparison to Flickr, which does not allow for duplicated tags
(set), GroupMe! allows different users to assign the same tag to a certain resource (bag).
This may enable a better evaluation of the importance of the tags.

Object Type. GroupMe! is the only system listed in Table 3 that supports tagging of
resources displayed in a multimedia fashion. Although systems like Delicious enable
users to bookmark and tag arbitrary Web resources, they just visualize resources in a
textual way. Hence, while tagging e.g. an image in Delicious, users usually do not see
the image they tag.

Source of Material. Resources that can be annotated and grouped in GroupMe! are
globally distributed over the Web, and referenced by their URL. This enables GroupMe!
to handle often changing resources like RSS feeds appropriately: Whenever a group is
accessed, the most recent versions of the contained resources are displayed.

Social Connectivity. All systems listed in Table 3 allow users to be linked together.
GroupMe! does not provide integrated features, but utilizes users’ FOAF descriptions
in order to identify links between users.

Resource Connectivity. Independent of the users’ tags, a few resource sharing systems
provide other features to connect resources. There are some systems that allow users to
organize themselves into groups, and that provide functionality to retrieve resources,
which are related to these groups – e.g. BibSonomy or CiteULike21. However, to the
best of our knowledge, Flickr and GroupMe! are at the moment the only notable tagging
systems that enable users to assign resources to groups explicitly. Such hand-selected
groups are highly valued by the users as indicated in our analysis (see Section 3.1).

User Incentives. GroupMe! users have several motivations to annotate resource rang-
ing from simplification of future retrieval to self presentation (e.g. some users tag re-
sources with holiday in order to express which locations they have visited).

What makes GroupMe! unique is that groups can be tagged and resources are always
tagged in context of a specific group. Thereby, GroupMe! extends the traditional folk-
sonomy model, which has been theorized in [15] or [16], and formalized in [10]. With
the GroupMe! folksonomy model (see Section 2.3) new relations between resources,
groups and tags emerge that can be exploited by search and ranking algorithms [2].
Search and ranking algorithms that operate on traditional folksonomies have already
been successfully applied in order to improve Web search. In [5] the authors intro-
duced SocialSimRank, which adapts SimRank [13] and computes similarity between
tags and resources respectively. Furthermore, Bao et al. presented the SocialPageRank
algorithm, which ranks Web resources according to how popular they are annotated.
FolkRank [12] is another folksonomy-based search algorithm, which adapts the famous
PageRank [18] algorithm and involves user preferences. In [3] we present algorithms,
which exploit the GroupMe! folksonomy model, and show that they outperform the
mentioned ranking algorithms.

Learning relations between tags is another challenge in social tagging systems that
can be utilized to improve retrieval of resources additionally. Hotho et al. presented an

21 http://www.citeulike.org
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approach to mine association rules in folksonomies that point to subtag-supertag rela-
tions [11]. The GroupMe! folksonomy model provides a foundation to deduce such re-
lations more precisely, e.g. by analyzing tags that have been assigned to a group and tags
of group members. At the moment, instead of learning vague semantics, GroupMe! ex-
tracts semantic descriptions explicitly when new resources are added to a group. These
descriptions can be utilized by other applications offhand via the RESTful Semantic
Web interface of GroupMe! (cf. Section 2.2), which ensures higher interoperability
than other systems like CiteULike or BibSonomy that just offer RSS export. GroupMe!’s
RESTful Semantic Web interface also goes beyond the principles of Linked Data [6]
like implemented in Revyu as it also enables applications to modify existing content or
contribute new content to the system.

5 Conclusions

GroupMe! gives users the possibility to group Web resources in an easy way – by sim-
ple drag & drop operations – and combines this idea with features of social tagging
systems. The evaluation of GroupMe! shows that users appreciate the grouping facility
to organize Web resources they are interested in. Groups can be seen as hand selected
collections of Web content for a certain topic or domain. As such, they are also valu-
able results to search queries, and our investigations have shown that users recognize
this and select groups among the search results often.

The structure inherently given by the groups can also be used to infer information
about the content of Web resources. The analysis of the search behavior of users re-
vealed that exploitation of that information uncovers relevant content, which – with
tagging alone – would not have been found. The RESTful Semantic Web interface
transforms GroupMe! into a Social Semantic Web application and enables also other
applications to benefit from the advanced GroupMe! features.
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Abstract. Many people have been interested in Web 2.0, which is a new concept
of Web service. Web sites became sources of information and functionality that
enables users to create new content of their own. For this demand, more versatile
browsers that enables users to edit and display content based on their creative
concepts and preferences are required. Motivated by this demand, we have de-
veloped a state-transition diagram-based Web browser programming scheme that
supports participatory Web use and enables end-user to interact with Web con-
tent. We implemented a prototype of our scheme called GUEST (Graphical User
interface Editor by State-transition Diagram). GUEST enables users to define be-
haviors of a Web browser easily. However, there are some parts of complexity
of user interfaces that prevent the users’ intuitive understanding in the original
version of GUEST. Therefore, in this paper, we focus on user interface, and in-
troduce a new concept of the design.

Keywords: Visual programming, State-transition diagram, Web programming for
non-programmers, GUEST (Graphical User interface Editor by State-transition
Diagram), New user interface design concept.

1 Introduction

Many people have a great deal of interest over the last few years in the World Wide
Web-based services referred to as Web 2.0. Web 2.0 is a new concept of Web services
and Web utilization schemes that include a range of Web-related technologies, Web sites
and services. One salient feature of Web 2.0 is the concept of the Web as a subjective
participation platform. In marked contrast to the earlier Web service, where information
was unilaterally delivered to users from isolated sites, Web 2.0 sites are sources of
information and functionality that enable users to create new content of their own [1].

New demands have been placed on browsers by widespread use of this capability.
They must display the information as it is provided from Web sites and enable users to
customize it as they like. Users are now looking for more versatile browsers that will
let them edit and display content based on their own creative concepts and preferences.

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 214–227, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Motivated by this demand, we have developed a state-transition diagram-based Web
browser programming scheme that supports participatory Web functions and enables
close interaction between the end-user and Web content. Our aim is to customize the
content of the Web sites on the user side. Customizing means freely defining the action
of the browser so users can browse a site as they like. For example, the user can browse
content using mini windows, or, if there are links the user does not want to display, the
user can make them disappear. The most important point of our scheme is actualization
of these functions on the user side of the Web browser.

To implement this concept, we have developed GUEST (Graphical User interface
Editor by State diagram) [2]. GUEST is a Firefox extension that enables users to define
the behavior of the browser using a state-transition diagram. Our aim is for users of
GUEST to be able to define functions easily even if they have no programming experi-
ence. However, there have been some aspects of GUEST that are not easy for beginners.
That is, there are some complicated user interfaces that prevent the user from gaining an
intuitive understanding of how to use GUEST. Hence we modified and improved some
concepts of the design. Here, we introduce a new version of GUEST.

2 Visual Programming

Our objective is to develop Web browser programming capabilities that will enable
ordinary non-technically oriented end-users to freely customize the behaviour of the
browsers so they can edit and display Web content according to their own preferences.

2.1 State-Transition Diagram Model

To enable users to easily customize the behaviour of browsers, we used the state-
transition diagram model. This has been used in object oriented software design and
in development as a method of representing the relations between objects.

Basically, state-transition diagrams consist of circles representing states and arrows
representing transitions. This model can be applied to many kinds of representations by
relating an object to a state and changes under certain conditions to transitions. It is easy
to represent something using circles and arrows. Ordinary end-users can comprehend
state-transition diagrams more easily than programming languages. Our approach has the
advantage of being intuitively easy to understand and easy for end-users to learn [3][4].

Researchers have long been engaged in study of state-transition diagram interfaces
[5][6][7], and UML [8] is regarded as one type of state-transition diagram scheme.
It is widely used in object oriented software design and development. In the UML-
based approach, a line called the link represents the relationship between the objects.
The state-transition diagram represents the behavior of each object [9]. UML has been
developed for software design. UML has many kinds of diagrams to represent a system,
and the state-transition diagram is one of them. The state-transition diagram of the UML
is used to generalize and show the method to the event and the state of the object to each
event.

Meanwhile, some kinds of state-transition diagram are developed in our project.
These diagrams are not for showing generalized image of the relationship between ob-
jects. They are adapted for each particular purpose and show the action of the software.
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For example, there are the state-transition diagrams for GUI, and interactive animation,
and so on. The definition of the state and the transition are different and they are adapted
for each purpose. By creating state-transition diagram specialized for each purpose, the
best expression for each purpose can be achieved. It can be easy to convert into the
source code, and it leads the early understanding of the source code.

2.2 Visual Programming with a State-Transition Diagram

Ordinary language-based programming requires a degree of expertise in a programming
language and other specialized knowledge, but the vast majority of users of the Web
today do not have these special skills. The programming methods that are available as
tools today are poorly suited to enabling ordinary end-users to customize Web browsers
that are a kind of application software.

This led us to pursue an alternative visual programming approach that is not based
on language. Rather than words and language, visual programming uses a system of
diagrams. Compared to language-based programming, this visual approach is far easier
to learn (the grammatical rules are more intuitive), involves much less abstract thinking,
and requires relatively little use of the keyboard, so it is well suited to the needs of
ordinary end-users.

We have exploited these advantages to define a visual language model based on state-
transition diagrams. The model defines the action of the content widget, which is a set
of widgets for representing Web page content - that is, HTML tags and a style sheet.
Using our model both clarifies exactly what is to be customized and helps the end-user
understand what is going on. Combining the actions of the widgets in various ways
enables a wide range of customization options.

In our programming scheme, the state of widget corresponds to the state of the state-
transition diagram, and the action of the user corresponds to the transition. Using this
model, a user can define the behaviour of the Web browser.

3 Related Researches

Islay, an interactive animation-authoring tool based on the state-transition diagram, was
first proposed in 2005 [3][4]. Islay uses the modern paradigm of object oriented mod-
elling and the classical state-transition diagram to make authoring interactive animation
intuitively comprehensible. By using Islay, non-programmers can define the animation
of the characters. As a side effect, the user may learn how to define dynamic objects
while having fun with animation.

One of Mozilla Firefox’s [10] extensions, Greasemonkey [11], is a tool that enables
users to gain valuable experiences on the Web. The user writes Greasemonkey scripts,
user JavaScripts, to change Web pages. User JavaScripts are executed every time the
Web page is loaded and can utilize a full range of functions provided by Greasemon-
key. This permits a wide range of customization: changing the layout of a Web page,
adding functions to a Web page, and so on. Today, there are many user JavaScripts
that have been made available on many Web sites. While these user JavaScripts support
advanced customization, they require a high level of programming skill and a special-
ized knowledge of the Web that are far beyond the abilities of most ordinary end-users.
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Platypus [12] is another Mozilla Firefox extension that enables users to modify a Web
page from a browser called Platypus GUI and save the changes as a Greasemonkey user
JavaScript. GUI enables ordinary end-users to easily customize Web pages. The main
drawback of Platypus GUI is that it was designed to customize Web page layouts, so it
cannot be used to customize the behavior of Web pages.

Chickenfoot [13] is another extension of this kind. Chickenfoot consists of a library
that adds new commands for web automation to the browser’s built-in JavaScript lan-
guage. Chickenfoot has many commands, including pattern matching, form manipula-
tion, and so on. The user inputs these commands and can also use the same variables
available to JavaScript to define the behavior of the Web browser. The commands make
defining the Web automation easier than the original JavaScript, but the user needs to
have knowledge of the commands and JavaScript variables. Therefore, ordinary non-
technically oriented end-users may not be able to intuitively comprehend how to use
this extension.

Client-side tools and APIs have been developed by the SIMILE project [16].
Appalachian [17] and Piggy Bank [18] are Firefox extensions. Appalachian adds the
ability to manage and use several OpenIDs to ease the login parts of a user’s browsing
experience. Piggy Bank turns a Web browser into a mash-up platform, by enabling a
user to extract data from different web sites and mix it together. It also allows the user to
store extracted information locally so it can be searched later and to exchange the col-
lected information with others on demand. Timeplot [19], TimeLine [20], and Exhibit
[21] are APIs that enable users to create rich content on a Web page. By using these
APIs, the user can create interactive widgets on a Web page. The user does not have to
know database or complicated web application technologies.

In addition to these programs, we have developed GUEST (Graphical User interface
Editor by State diagram). GUEST is a Firefox extension that enables users to define the
behavior of the browser using a state-transition diagram. Using GUEST, the user can
define behaviors easily even if he or she has no programming experience.

4 GUEST

4.1 Overview

To solve some of the problems that related programs suffer from, we developed a Web
visual programming system called GUEST (Graphical User interface Editor by State
diagram), which is a Mozilla Firefox browser extension [10].

Mozilla Firefox is a Web browser developed by the Mozilla Foundation that supports
plug-in and add-on program packages called extensions. For Firefox extensions, algo-
rithms are written in JavaScript and GUIs are written in XUL[14]. Because the majority
of Firefox operations can be controlled from extensions, the process of designing and
developing software has been minimized, creating an original Web browser.

Fig. 1 shows a schematic overview of how GUEST works. An overview is also pre-
sented in list form below.

1. The user first describes the desired Web browser behavior by editing on the state-
transition diagram editor.
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Fig. 1. Schematic overview of how GUEST works

2. The GUEST automatically converts the state-transition diagram to JavaScript
3. The newly defined behavior is executed to the Web content by the Mozilla Firefox

Web browser. The defined behaviors are executed every time the page is
loaded.

4. The state-transition diagram can be saved and loaded, and the state-transition dia-
gram can be rewritten. The rewritten state-transition diagram is converted to
JavaScript, and the user can choose which JavaScript should be executed.

4.2 Functions

GUEST consists of three basic elements: a state-transition diagram editor that generates
state-transition diagrams, a conversion function that converts state-transition diagrams
to JavaScript, and a file function that saves and reloads the diagrams.

State-transition Diagram Editor. Fig. 2 shows a typical screenshot of the state-
transition diagram editor: widgets (tags) that construct the Web page are listed in the
left side bar, the upper right area is the edit window, and the lower right is a browser
window.

Fig. 2. Screenshot of state-transition diagram editor
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Fig. 3. Screenshot focused on state-transition diagram shown in Fig. 2

A screenshot focused on the state-transition diagram in Fig. 2 is shown in Fig. 3.
States are represented by the little squares, and transitions are represented by arrows.
The little circle in the upper left corner of the screen in Fig. 3 signifies the initial state
of the state-transition diagram. The labels in the state boxes are the state names, and the
labels shown alongside transition arrows represent transition conditions. In this figure,
the state name is the anchor tag, and the condition of the transition means mouse-over.
States include the definition of the action of the label. In Fig. 3, the state on the left has
no action, and the state on the right has an action that hides the tag. Consequently, the
state-transition diagram in Fig. 3 means that, if the mouse is over the anchor tag, the tag
is hidden.

Tables 1 and 2 show the list of action and conditions that can be used in the state-
transition diagram editor. By using these actions and conditions in the state-transition
diagram, the user can define the behavior as in the following example.

– If the user mouses over the anchor tag, the tag is hidden.
– If the user double clicks the anchor tag, he link opens on a new window.
– If the mouse is over the images, a message box pops up.
– If the mouse is over the anchor tags, mini windows open, displaying the content at

the link.

JavaScript Conversion Function. In the conversion from the state-transition diagram
to JavaScript program, states are converted to functions (one to one), and the transitions

Table 1. Actions used in states

Actions
No action
Show tag
Hide tag
Show an alert message box
Send message to another edit tab
Load content of link
Open content of link on new browser’s tab
Open content of link in mini window
Save image
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Table 2. Transition conditions

Conditions
No condition
User clicks on widget
User right clicks on widget
User center clicks on widget
User left clicks on widget
User double clicks on widget
Mouse is over widget
Mouse is moved to side of widget
After several times
After receiving message from another tab
After successful action

are converted to function pointers. This simplifies the automatic conversion of state-
transition diagrams to JavaScript.

Part of the script that is converted from the state-transition diagram shown in Fig. 3
is shown below.

function gst_dia0(){
gst_initTag(gAh);
gst_startDia(ggst_dia0h,gst_st0_0);

}
function gst_st0_0(act){

if(act){ return; }
if(gst_tagObjectList["A"].mouseover) {

gst_statePointer["gst_dia0"] = gst_st0_1;
return; }

}
function gst_st0_1(act) {

if(act){
gst_tagObjectList["A"].hideTag(true);
gst_tagObjectList["A"].setSuccess();
return; }

{ gst_statePointer["gst_dia0"] = gst_st0_0;
return; }

}
function gst_startup() {

gst_dia0();
gst_startGuestScheduler();
return;

}
function gst_checkevent() {

var checklist=new Object();
checklist[’mouseover’]=’check’;
return checkList;

}
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GUEST loads and executes the converted JavaScript. GUEST has original libraries
to execute actions and conditions. However, the user does not need to consider the
JavaScript or the function that controls the behavior of the Web browser. The only thing
the user has to do is to edit the state-transition diagram.

State-transition Diagram Save and Load Functions. GUEST uses Resource De-
scription Framework [15] as the format for state-transition diagram permanent files.
RDF is an XML language that describes the metadata of the resources. Therefore, we
can describe information such as headlines of articles and other kinds of metadata. RDF
has the advantages of reducing the implementation burden and providing a generic per-
manent file format.

The data stored in the RDF files includes:

1. State-related data. State attributes (types of tags, actions, etc.), coordinates of state
image in diagrams, names, and so on.

2. Transition-related data. Transition attribute (types of events, etc.), coordinates of
transition images in diagrams, control points (Bezier curves), names, and so on.

3. State diagram-related data. List of state transitions included in state-transition
diagrams, URLs of pages for which diagrams have been generated, names, and so
on.

By using these RDF files, the user can re-construct the behavior of the Web browser.

5 New Concept of User Interface

5.1 Some GUEST Issues

Because GUEST users do not need to consider the programming language, GUEST’s
functions may, to some degree, be user-friendly. However, some aspects of the program
are not easy for real beginners to use.

1. The attribute of the state. In a state-transition diagram edited as in Fig. 3, a state
has two attributes. The state name (label of the box) indicates the widget whose
action is defined, and the action of the widget is defined simultaneously in a state.
However, the user cannot intuitively recognize that the action of the widget is de-
fined. For example even if the action is to hide the tag or to show an alert message
box, there are no differences in the appearances. Therefore, we needed to reconsider
the attribute of the state.

2. The meaning of the initial transition. Fig. 4 shows the initial state of the state-
transition editor. As can be seen, there is only a circle indicating an initial transition.
The user has to connect the circle with the first state using an arrow. We gave some
non-programming users a trial use of GUEST as an experiment. Our observation of
the trial showed that users had difficulty understanding the initial transition.

3. The relation between tag and Web page. In the state-transition diagram editor,
there are lists of the widgets (tags) and the Web browser area. Because the position
of the widget is not indicated in the Web browser area, however, the user cannot
comprehend the relation between a widget and an appearance on the Web. We had
to solve that problem.
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Fig. 4. Screenshot of initial state of editor

4. The function of the tab. The state-transition diagram editor has the function of a
tab. The user can edit the state-transition diagram on some tabs, and then the results
are converted into one JavaScript file. And some messages can be sent from one tab
to another tab, but this function is rarely used because it is a bit hard to understand,
and the concept of the function is not clear.

Considering these issues, we changed some of the user interface design.

5.2 Modification of User Interface

Until now, an object and an action at the same time have always been defined in one
state. In our new design concept, we considered an action as a state, and arranged the
design as follows:

– A state is redefined as an action of the widget.
– The object whose action is defined by a state-transition diagram is a widget (a tag

on a Web page). The action of one widget is defined on one tab. This enables control
of the relation between a widget and a state-transition diagram.

– The meaning of the transition condition stays unchanged in the current version of
GUEST.

– An initial state that indicates a default status is created instead of a circle and an
arrow indicating an initial transition in Fig. 4.

– Tab names are changed from tab0 (tab1, tab2. and so on) to the name of the widget
(Image, link, etc.).

Fig. 5 shows an image of these changes. Fig. 6 shows new expression of the state-
transition diagram. As can be seen, since each tab handles a widget in a Web page,
the relationship between the state-transition diagrams and the object is comprehensi-
ble. Moreover, because that relationship will be clearer than in the current version of
GUEST, the user is more easily able to intuitively understand.

5.3 Message Passing between Tabs

GUEST has a function that sends messages between tabs. The new user interface design
shown in Fig. 5 makes it more useful in passing messages. Using tabs to handle each
widget makes message passing between objects more understandable.
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Fig. 5. Image of new user interface

Fig. 6. New expression of the state-transition diagram

A tab, labelled ’A’, ’IMG’, ’DIV’, and so on,indicates an object of actions defined
by a state-transition diagram. Messages that relate actions of each object are sent from
one tab to another tab. This enables users to comprehend intuitively of the relationship
between messages and widgets, or the relationship between each object. Furthermore,
in message passing, the timing of the event occurrence is important. This is because
the message receiving is a trigger of the next action in a state-transition diagram. In this
new user interface, since one object is handled on one tab, the distance and the timing of
the message passing is clear. The new tab usage and new expression of state-transition
diagram is well adapted to define a state-transition diagram with message passing.

As an advanced usage, this message passing is very useful for definition of a com-
munication between APIs, such as Ajax message.

Fig. 7 shows how messages are passed between tabs. As can be seen for example,
when a button is clicked, data is retrieved from the other Web page by Ajax communi-
cation. Messages are sent between tabs that indicates the object, such as button, image,
page. When the page tab receives the message from the button tab, Ajax message is
sent to the other web page. Then, after an image is retrieved by Ajax, a message is sent
to the image tab, on the image tab, retrieved image is displayed. By passing messages
between tabs, the user can define more interactive behavior.

Fig. 8 shows an example of the state-transition diagram with message passing using
Web APIs. In usage of the message passing for Web APIs, each API is set on a tab.
In Fig. 8, for example, Web APIs, Google Map, ReFITS Lab, and Weather Hacks, are
used. With Google Map API, latitude and longitude can be retrieved. With ReFITS Lab
API, the name of the location can be retrieved from latitude and longitude. And with
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Fig. 7. Behavior of message passing between tabs

Weather Hacks API, weather can be retrieved from the location. The definition of the
state-transition diagram with message passing enables to create mash-up behavior of
these Web APIs.

As can be seen in Fig. 8, latitude and longitude are retrieved from Google Map, then
a message with the latitude and longitude is sent to ReFITS Lab tab. On the ReFITS
Lab tab, the name of the location is retrieve from longitude and latitude. And then, a
message with the name of location is sent to Weather Hacks tab. On the Weather Hacks
tab, the weather is retrieved and a message is sent to the Google Map tab. Then the
weather is displayed.

This behavior is that when the user clicks on the map, the weather is displayed on the
map. From this definition of the state-transition diagram, user can create the behavior,
that the weather is displayed by user’s click on the map.

By handling one API as one object, the communication of the data between APIs by
the message passing is achieved.

5.4 The Scale of the State-Transition Diagram

GUEST employed a state-transition diagram to define behaviors of Web browser. Here, if
the defined behavior becomes complex, there is some degree of concern that the complex-
ity in the state transition chart will increase. Hence, we had set an simple investigation
about the scale of the stat-transition diagram that defines the behavior of the browser.
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Fig. 8. Example of the state-transition diagram with message passing

For case study of the relationship between the complexity of state-transition diagram
and richness of behavior, the number of the state and transition when the following three
behavior was defined was counted.

Behavior 1. When the mouse pointer is on an image, the image is hided.
Behavior 2. When the mouse pointer is on links, contents are displayed on the mini

window.
Behavior 3. When the map is clicked, the weather of the location is displayed on the

mini window. (This is an advanced usage of GUEST using Ajax.)

In the first two cases in above, the number of the state is 2, and the number of the
transition is 2. In case of the last one, the advanced usage of Ajax mash-up with message
passing, the number of the state is 7, and the number of the transition is 7. In this case,
3 state-transition diagrams are created and for each state-transition diagram has 2 or 3
state and transition respectively.

When the message passing function is used, the state-transition diagram is somewhat
complex. But this does not prevent the intuitive comprehension of the state-transition
diagram, because the object of the action is clear and the relationship of the message
and the object still remains simple.

6 Conclusions

We discussed visual Web browser programming tool, GUEST (Graphical User interface
Editor by State diagram), using a state-transition diagram model and presented a proto-
type of our scheme. We also discussed difficulties of user interface that the users face
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in using the GUEST. We then presented the new user interface design concept and the
effective use of the message passing between tabs. These functions help users define
and intuitively understand the behavior of the Web browser. Moreover, the advanced
usage of the message passing between tab enables users to define Ajax communica-
tion between Web APIs. Using GUEST with our new design concept, more users, even
those with no programming experience, should be able to define the behavior of Web
browsers more effectively.

In the future, we plan to enhance the message passing usage for Web APIs and evalu-
ation of the system of GUEST. We are also planning to experiment with usability testing
by end-users.
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Abstract. Combining information from different Web sources often results in a
tedious and repetitive process, e.g. even simple information requests might re-
quire to iterate over a result list of one Web query and use each single result as
input for a subsequent query. One approach for this chained queries are data-
centric mashups, which allow to visually model the data flow as a graph, where
the nodes represent the data source and the edges the data flow.

In this paper we combine the benefits of such an intuitive graphical modeling
framework for these chained queries with the large class of Web data sources that
are only accessible by filling out forms. These so-called Deep Web sites offer a
wealth of structured, high-quality data but pose also several challenges. We iden-
tify and address the main challenges and propose an integrated framework for
answering chained queries.

Keywords: Data-centric mashups, Deep web, Chained queries.

1 Introduction

Aggregating information about a specific topic on the Web can easily result in a frus-
trating and time-consuming task, when the relevant data is spread over multiple Web
sites. Even in a simple scenario, if we try to process the request ”What are the best-
rated movies which are currently in theaters nearby?” it might be necessary to first
query one Web site for a list of all movies and then iteratively fill out a search form
for each result on another site to find ratings for each movie. For these ad hoc queries
the freshness of the data is of paramount importance, e.g. the user is only interested in
movies that are currently shown in theaters.

Answering these queries with traditional search engines is not feasible for several
reasons. First, they do not support the idea of query chaining, i.e. using the result set of
a subquery as input for subsequent queries. Second, they (usually) only cover the part
of the Web that is reachable by following links. However, the major part of the Web
consists of dynamically generated result pages of numerous databases, which can only
be queried interactively via Web forms. The amount of data in this Deep or Hidden
Web [1] is growing exponentially and covers a great subject diversity [2]. To access
this high-quality information in a uniform way, several different proposals have been
made for (meta) search engines that are tailored for these kind of sources, e.g. [3] and
[4] offer a single interface for searching multiple data sources in a specific domain.
Another approach is taken in [5]: here multiple data sources from different domains can
be queried.

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 228–241, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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However, users often may have a clear conception of how to solve the problem in
terms of the query order of data sources, but do not want to go through the tedious
routine of executing each step in the query process manually. A promising approach
for specifying these query tasks are mashup tools such as Yahoo Pipes1, which offer
a graphical interface to arrange different machine-accessible data sources in a graph,
where nodes represent data sources and arcs model the data flow. This enables users
with little or no programming skills to intuitively aggregate information in an ad hoc
fashion.

In this paper we take the concept of data mashups to realize chained queries on Deep
Web data sources, thus combining the benefits of a graphical query framework with
the wealth of existing high-quality data sources. The rest of the paper is structured as
follows: Section 2 presents the challenges involved in building such an application and
Section 3 presents our running example, which is used throughout the remainder of the
paper. Afterwards, we detail the access to Deep Web sources in Section 4 and the com-
bination of these sources into mashup graphs in Section 5. Finally, we introduce our
system architecture and present the execution of mashup graphs with special considera-
tion for the limiting factors of an online Web scenario in Section 6, discuss related work
in Section 7 and conclude with Section 8.

2 Challenges

Deep Web data sources are essentially databases with a limited, human-oriented query
interface. Additionally, the results are not easily accessible in a machine-readable for-
mat but the results are only available as plain HTML pages that exhibit some kind of
structure and are usually based on a template that is filled with the query answers.

More specifically, we have to consider the following issues for realizing chained
queries:

– Form interaction: In order to fill out the respective form fields, the user input has
to be matched to a legal combination of input element assignments. Here, different
constraints can be enforced by the Web form, i.e. some value combinations might
not be legal. Another problem is that it might be necessary to navigate through a
series of intermediate pages to reach a result page. Due to space limitations we
ignore these constraints and assume a single stage interaction, i.e. the form field is
filled out with meaningful value combinations and submitted, which directly leads
to the result page. For a more detailed discussion of Web form interaction issues
and Deep Web navigation we refer the interested reader to [6].

– Data record extraction and labeling: Each result page usually contains multiple
data records which cluster related information, similar to a row in a labeled table.
These data records need to be identified, extracted and labeled correctly. For this
purpose we use the fully automated Web data extraction tool ViPER [7,8].

– Fuzzy result lists: A formally data-centric Web API always returns exact results,
i.e. if more than one result is returned, all results are known to be equally relevant.
However Deep Web sources can return a list of results that match the input criteria
to some extent, often ranked by relevance.

1 http://pipes.yahoo.com/pipes/

http://pipes.yahoo.com/pipes/
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– Data cleaning: For each column of a data record the correct data type has to be
determined and the data has to be transformed into a canonical representation, e.g.
to bridge different representations of numbers. Additionally it might be necessary
to convert the data to another reference system, for instance another currency.

– Assisted mashup generation: Manually combining different data sources to a
mashup graph is only feasible in a small world-scenario, because the user easily
looses track of possible and meaningful combinations. Therefore, a ranking crite-
rion for possible input data sources is desirable.

– Combinatorial explosion: If we chain data sources, each subsequent data source
needs to be queried with all (meaningful) combinations found so far. These query
combinations are computed as a combination of the results of the data sources that
are connected with an incoming data edge. As we will see in the remainder of this
paper, this can lead to a combinatorial explosion in possible value combinations.
E.g. let data source Q3 be the sink in a mashup graph with two incoming data
edges from sources Q1 and Q2. For an exhaustive search we would have to query
Q3 with |Q1| ∗ |Q2| value combinations2, or in the general case for a data mashup
graph with one sink and n incoming data edges Πn

i=1|Qi| value combinations need
to be considered. Moreover, a typical data mashup graph would more likely have
multiple levels as the one shown in Figure 1, which means that the combinations
additionally multiply along each path as well.

In the next section we present the running example scenario before we address the
abovementioned issues in the following sections.

3 Purchase Decision Support Mashup

When planning to buy an electronic device, it is often desirable to aggregate information
from several trustworthy sources considering different aspects. It might for instance
not be advisable to buy the device at the store that offers the cheapest price, if the
customer service is disappointing. Therefore the user wants to define a mashup graph
that assembles the necessary information based on the following Deep Web sources:

– Source Q1 is the official Web site of a trustworthy magazine, which regularly per-
forms extensive tests of new electronic devices and publishes the results on the Web
site,

– Source Q2 is a searchable, community-driven Web portal with user experience-
based ratings and reviews of Web retailers,

– Source Q3 is an online database of Web retailers and their addresses, searchable by
the name of the store,

– Source Q4 is a route and map service, and
– Source Q5 is a price comparison service which searches multiple stores for the

cheapest price of electronic devices.

Figure 1 shows a mashup graph that yields the desired results. The user is presented
with an interface where she can enter the required data that is needed to initialize the

2 Here |Qi| denotes the number of results of data source Qi.
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City:

Street:

Electronic Device:

Sunset Boulevard

Los Angeles

TV Set

Q1

Q5

Q2

Q4

Q3

Fig. 1. Data mashup graph that collects data about TV sets

mashup. First Q1 is accessed to find the best-rated TV sets and then for each TV set
the cheapest stores are determined by Q5. Afterwards Q2 and Q3 are queried in parallel
to obtain reviews and addresses for each store and finally Q4 computes the distance
between the initially entered address and each store. As a result the user is presented
with a tabular view of the aggregated data and can now decide which TV set meets her
desired criteria best.

4 Accessing Deep Web Sources

Generally, Deep Web pages offer a Web form interface with limited query capabilities,
where the user has to provide slotted information and gets back an HTML page contain-
ing the query results. Because of these limited query interface they are also called data
sources with limited access patterns [9] and can be compared to basic SQL queries3:

SELECT out1, ..., outn
FROM database-rel1, ..., database-rell
WHERE in1 = v1 AND ... AND ink = vk

Here, the in1, . . . , ink correspond to the attributes of the input form, while v1, . . . , vk
correspond to the provided values by the user and the out1, . . . , outn to the attributes
of each result row. Therefore, we can describe each Deep Web data source as the tuple
(I,O) where I is the set of input attributes and O is the set of attributes of each result
row, e.g. the data source Q1 could be described as follows: ({Device-Type},{Device-
Name, Picture, Rating, . . .}). Unfortunately, this signature can often not be derived
automatically, especially the attributes of each result row may not be given at all (e.g.
in the case of a picture). We call this in the following the intrinsic signature of a data
source.

We now introduce the notion of a user vocabulary that has been inspired by the
idea of social bookmarking. The underlying idea is to match the relevant part of the

3 In a real world scenario, there might also be an ORDER BY clause and more elaborate compar-
ison operators, such as > or �=.
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vocabulary to the intrinsic signature of the data source by labeling the relevant elements
in the HTML page.

4.1 User Vocabulary

Social bookmarking is based on the concept of labeling arbitrary things, e.g. Web pages
with words, so-called tags. Because we are also interested in the data type of each at-
tribute, we use an ontology of these tags based on an RDFS [10] vocabulary. In this
vocabulary each tag is associated with a URI, which is the unique ID of the tag, a la-
bel and an XML data type [11]. The user can generate new tags any time during the
labeling process and can thereby successively build up her own terminology. The asso-
ciated data type is used for data cleaning purposes and to check that only meaningful
comparison operators are used in the final mashup (cf. Section 5). As a means to orga-
nize the vocabulary the user can specify relationships between different tags based on
the built-in RDFS predicates rdfs:sameAs (if two tags refer to the same concept) and
rdfs:subClassOf (if one tag is more specific than the other).

4.2 Deep Web Query Interfaces

To enable easy and accurate labeling of input attributes the relevant tags can be dragged
to the elements of the selected form. The same has to be done for the result page. For
this purpose we use the data extraction system ViPER [7], which suggests identified data
regions with decreasing importance to the user based on visual information. In general
the foremost recommendation meets the content of interest and thus is suggested by
default. On the other hand it is also possible to opt for a different region if desired.
Regardless of the selection the extraction system always tries to convey the structured
data into a tabular representation. This rearrangement enables to automatically clean the
data and serves as a comfortable representation for labeling. Again, the user can label
the data by dragging tags of her personal vocabulary as depicted in Figure 24; this time
to the columns of the resulting table consisting of extracted instances. The picture at the
top in Figure 2 shows an excerpt of the original Web page and the tabular representation
at the bottom shows the relevant part of the ViPER rendition of this page. The arrows
indicate the tags the user has dragged to the column headers. Having in mind that the
data originates from a backend database the extraction and cleaning process can be seen
as reverse engineering on the basis of materialized database views published in HTML.
For the data cleaning process the rule-based approach presented in [8], which allows to
fine-tune the extraction and cleaning of data from structured Web pages, is used.

The assigned tags constitute the operational characteristics of a data source. We ad-
ditionally consider two other properties: the average response time, denoted tavg, and
the maximum number of possible parallel invocations of the data source, denoted k.

We can determine tavg by measuring the response time of a source over the last N

uses and then taking the geometric mean, i.e. tavg := N
√

ΠN
i=1ti. Here, t1 is the response

time of the last invocation, t2 the response time of the invocation before that and so

4 The vocabulary is depicted as tag cloud [12] based on the frequency of the used tags.
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Fig. 2. User-defined vocabulary, depicted as tag cloud

on, and N denotes the size of the considered execution history, e.g. ten. We initially set
tavg := ∞.

Since each data source is essentially a relational DB with a form-based query inter-
face, which is designed to handle requests in parallel, we can invoke a Deep Web data
source multiple times with different input parameters in parallel. Obviously, the num-
ber of parallel executions needs to be limited by an upper bound, because otherwise
we would perform a Denial of Service attack on the Web source. To assure this, we set
k := 3 for all data sources for now, but we are working on a heuristic to update k to
reflect the capabilities of the underlying data source more faithfully. In the remainder
of the paper the following more formal definition of a data source is used:

Definition 1. (Data Source). A data source Qi is the quintuple (I,O,k,tavg,d), where
I is the set of tags that have been dragged to input attributes and O is the set of tags that
have been dragged to columns in the tabular representation of the result page5, k is the
maximum number of parallel invocations, tavg is the average response time, and d is a
short description of the data source.

The provided input arguments of a data source are used to fill out the form, which
is then submitted. The data records contained in the result page are then extracted,
cleaned and returned as RDF triples [13]. Generally, an RDF graph is defined as a set
of triples stmti := (si, pi,oi), where the subject si stands in relation pi with object oi. In
the following we use stmts(si) = {stmt1,. . . ,stmtn} to denote the set of triples where
the subject is identical to si, akin to the definition of an individual proposed in [14].
Similarily, π2(stmts(si)) := {pi | (si, pi,oi) ∈ stmts(si)} is the set of all RDF properties
of an individual. In the remainder of the paper, we use the notation πi(R) to project to

5 For each tag in I there is a corresponding label in I of the intrinsic signature of the data source
and likewise for O.
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the ith position of an n-ary relation R, where 1 ≤ i ≤ n, and the terms tag and property
will be used interchangeably either to identify an item in the user’s vocabulary or to
denote its counterpart in the RDF result graph.

5 Graphical Modeling of Chained Queries

The previous section has illustrated how Deep Web data sources can be accessed and a
more formal notion of data sources has been introduced. We can use this information
to assist users in generating data mashup graphs without writing a single line of code.
The basic idea is that a subset T of the set of all used tags T can be interpreted as
properties of π2(stmts(si)) analogously to the Universal Relation paradigm presented
in [15]. In fact, [5] used the same approach to describe a user query, with the difference
that the attributes were defined by the system while in our scenario the user can utilize
her own vocabulary. This alleviates the unique role assumption6 in our case to some
extent because the user has a clear conception of the meaning of the tag. Additionally
since we assist the user in incrementally building a mashup graph she can incrementally
define and further decide on the intended meaning of the query by selecting appropriate
sources.

Figure 3 illustrates the mashup generation process. The user first drags the desired
tags into the goal tags pane (shown at the bottom). Here she can additionally specify
the desired constraints, e.g. that the price should be smaller than 450 EUR. Based on

Fig. 3. Excerpt of a result specification for an electronic device

these goal tags, the system assists her in choosing data sources that can contribute to
the desired results. By clicking on each start tag the system recommends relevant input
data sources. She can select the ones she prefers and then iteratively refine the mashup
by invoking the recommendation function for each input data source again. When she
is satisfied with the generated data mashup graph, the system collects all missing input
attributes. These constitute the global input for the data mashup and are shown in the
box above the mashup graph in Figure 1. After finishing the mashup generation, the
user can store the generated mashup graph for future use as well.

6 The name of a tag unambigiously determines a concept in the real world.
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Each time the user invokes the recommendation system, a ranked list of the best
matching data sources is computed and shown based on the coverage of input argu-
ments and the utilization frequency in the past. More formally, let Qselected denote the
selected data source. Thereby, the rank of each data source with respect to Qselected can
be computed as follows:

Definition 2. (QI Rank). R(Qi) := w1 ∗ coverage(Qi)+ w2 ∗ utilization(Qi), where:

– coverage(Qi) := |ext(π2(Qi)) ∩ π1(Qselected)|
|π1(Qselected)| ; ext(T ) expands the original set of tags

T with all tags that are either equal or more specific with respect to the user’s
vocabulary,

– utilization(Qi) := f (Qi)
ftotal

; f (Qi) is the amount of times Qi has been used in data
mashups before, and ftotal is the total amount of used data sources. If ftotal = 0, i.e.
the first mashup graph is generated, f (Qi)

ftotal
:= 1,

– Σn
i=1wi = 1, where n is the number of available data sources. Intuitively, the weights

wi balance the influence of coverage vs. utilization frequency of a data source,
– since coverage(Qi) ∈ [0,1] and utilization(Qi) ∈ [0,1], given the constraints on the

weights above, we can assure that R(Qi) ∈ [0,1], where 1.0 indicates a perfect
match and 0.0 a total mismatch.

We additionally distinguish between two special cases: If the rank function is computed
for a start tag Ti, we define π1(Qselected) := {Ti} and if two data sources have the same
rank, they are re-ordered with respect to their average response time tavg.

The coverage criterion favors data sources that can provide a large portion of the needed
input arguments. The utilization criterion captures the likelihood of a data source to be
relevant without regard for the signature. Therefore it is intended to provide an addi-
tional hint when choosing between different data sources that match the input signa-
ture to some extent. Thus, w1 should be chosen, such that w1 � w2, e.g w1 = 0.8 and
w2 = 0.2.

To assure a meaningful data flow between the data sources, we require that the final
mashup graph is weakly connected, i.e. replacing all directed edges with undirected
edges results in a connected (undirected) graph.

6 System Architecture and Mashup Execution

The system has been implemented as a plugin for the Firefox browser7. Figure 4 de-
picts a schematic overview of the internal organization. At the heart is a central black-
board where all open tasks and results are available to the other components. Assuming
that there are already results, output queue worker threads process the result messages
in parallel (1). Each result message has a reference to the data source that has been
queried including the success status. With this result messages, the workflow automaton
is queried for further tasks (2). The automaton changes its state according to the already
accessed data sources and keeps thus track of the current state of the overall mashup

7 http://www.mozilla.com/en-US/firefox/

http://www.mozilla.com/en-US/firefox/
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Fig. 4. System Architecture Overview

execution. The output workflow threads then add the new tasks to the blackboard (3).
If new tasks are available, the input queue worker threads process the query requests
in parallel (4) and update the global triple store with the results (5). Finally, the new
result messages are added to the blackboard (6) and the execution loop continues until
the workflow automaton reaches a terminating state. Initially, the workflow automaton
adds the initial tasks directly to the blackboard to start the execution. In the remainder
of this section we discuss in detail the execution of a single data source access, which
consists of two phases: first the valid input combinations are determined and afterwards
the results are added to the global triple store8.

6.1 Computing Query Combinations

As mentioned above it is not advisable to query all possible value combinations. There-
fore, we need a way to identify the top m combinations, which are most likely to yield
relevant results. [1] presented three different ranking value functions for improving sub-
mission efficiency in a Deep Web crawler scenario. They incrementally collected pos-
sible value assignments for form elements and assigned weights to them. A weight is
increased each time a value assignment is used successfully in a form submission and
decreased otherwise.

Deep Web sources usually return a ranked list of results, which we interprete as an
assigned weight9. Thus, we can similarly compute a rank for each value combination
based on those weights. Thus Roverall := Σn

i=1Ri is the overall ranking, where Ri is the
ranking of a value from the ith Deep Web data source. Since the ranks of the input data

8 With respect to the schematic overview in Figure 4, the first phase is carried out by the work-
flow automaton. Here, the optimal query combinations are computed in combination with the
global triple store, which is not depicted in the figure.

9 If no ranking information is provided, we assign to each value the rank 1.
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Input data sources. Results are identified via their rankings:

– Q1 = {1,2,3,4}
– Q2 = {1,2,3}
– Q3 = {1,2}

Resulting combinations:

# Roverall R1 R2 R3

1 3 1 1 1
2 4 1 1 2
3 4 1 2 1
4 4 2 1 1

Fig. 5. Query combination computation for a data source with three different input sources where
m = 4

sources usually depend on their predecessors as well, the notion of accumulated ranks
is introduced in the next section, which considers the access history of each data source.
Figure 5 illustrates the computation for three data sources which each return a different
number of results10. In this example m = 4 and therefore we would query the first three
combinations in parallel, since we decided to have k = 3 in Section 4.2, and afterwards
evaluate the fourth combination.

6.2 Data Integration

After a query has been evaluated, we need to integrate the result triples into the global
triple store in such a way, that each set π2(stmts(si)) contains all required goal tags that
were initially specified by the user. If multiple data sources contribute to the overall
result, we reconcile the partial results stmts(si) of each graph path in this stage.

Tables 1 and 2 are used to further illustrate this process. Table 1 shows an excerpt of
the state of the global triple store after the first source of the mashup (Q1) depicted in
Figure 1 has been accessed and all results have been inserted. Since this was the first
data source, nothing has to be done.

Table 1. Triple Store before accessing Q5

# S P O

1 s1 product-name ”Sharp Aquos”
2 s1 product-rating 80.0
3 s1 source Q1

4 s1 rank 1
. . . . . . . . . . . .

10 Note that in a real-life scenario the accumulated ranks are usually not integers.
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Table 2. Triple Store after accessing Q5

# S P O

1 s1 product-name ”Sharp Aquos”
2 s1 product-rating 80.0
3 s1 source Q1

4 s1 rank 1
5 s1 store-name ”Amazon”
6 s1 price-eur 1120.00
7 s1 rank 1
8 s1 source Q5
9 s3 product-name ”Sharp Aquos”

10 s3 product-rating 80.0
11 s3 source Q1
12 s3 rank 1
13 s3 store-name ”Dell”
14 s3 price-eur 1420.00
15 s3 source Q5
16 s3 rank 2
. . . . . . . . . . . .

Table 2 shows the global store after Q5 has been accessed. The original triple set
stmts(s1) has been split in two branches: one with the information about the price for
the device at the Dell store (the triple set stmts(s3)) and the other with information
about Amazon (the triple set stmts(s1)) and aggregated with the related pricing data.
This split is important, since if all data had been aggregated around s1 the connection
between store and price would have been lost. Another aspect that is shown in Table
2 is that we accumulate the source and ranking information. The source information
is used to provide the next data sources with the appropriate input assignments. The
ranking information is used to estimate the accumulated ranking of a subject, which
is used as input for the query combination computation described in Section 6.1. The
accumulated rank is the arithmetic mean over all ranks; Raccumulate := 1

n Σn
i=1Ri, where

n is the number of rankings.
After all branches have finished executing, all result triples belonging to the same

graph path are already reconciled, e.g. in our running example the branches (Q1,Q5,Q2)
and (Q1,Q5,Q3,Q4). To correlate the information between these branches, we join the
respective sets stmts(si) on their common properties. This is always possible, due to our
weakly connected, directed mashup graph assumption. Therefore, each set stmts(si) in
a different graph path shares at least one property.

Finally, the results are selected with an automatically generated SPARQL [16] query,
where all goal tags occur in the SELECT clause and the user-specified constraints are
checked in the WHERE clause. The results are then presented in a tabular representation,
as if the user had queried an offline RDF graph.
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7 Related Work

Data-centric mashup tools are a strong trend at the moment. Representative frameworks
to build such mashups based on distributed services or structured data are for instance
YahooPipes11, IBM’s QEDwiki12, and MashMaker [17]. YahooPipes provides an in-
teractive feed aggregator and manipulator to quickly generate its own mashups based
on available XML-related services. Additionally, YahooPipes realizes data aggregation
and manipulation by assembling data pipes from structured XML feeds by hand. QED-
wiki is similar in spirit and is implemented as a Wiki framework, which offers a rich set
of commands with a stronger focus on business users. MashMaker supports the notion
of finding information by exploring, rather than by writing queries. It allows to enrich
the content of the currently visited page with data from other Web sites. Our system dif-
fers in the way that we focus on unstructured resources and aim to provide a user with
strong automatic mechanisms for data aggregation. As a consequence we concentrate
on the problems yielding from Web resource integration, such as form field interaction,
automatic content extraction, and data cleaning. Furthermore we assist the user during
the assembly of the mashup with our recommendation service, whereas in the above
examples the sources have to be manually wired together. In contrast to MashMaker
our idea is not to enrich the content of one Web page but to provide an integrated view
of multiple sources to aggregate information about a specific topic.

Since our approach is focused on Deep Web sources, we need to solve the problem
of extracting and labeling Web data in a robust manner. [18] have shown in a survey the
most prominent approaches to Web data extraction. A more recent frameworks fo this
task is Dapper13, which is focused on extraction of content from Web sites to generate
structured feeds. It provides a fully visual and interactive web-based wrapper generation
framework which works best on collections of pages. Thresher [19], the extraction com-
ponent of the standalone information management tool Haystack [20], facilitates as well
a simple but still semi-supervised and labor-intensive wrapper14 generation component.
Another more complex supervised wrapper generation tool is available from the Lixto
company. Here, the generation of the wrapper is also done visually and interactively
by the user. [21]. Our framework does not rely on an interactive wrapper generation
process which is feasible at a small scale where sources can be manually wrapped. In-
stead a user only has to label form elements and automatically extracted content with
concepts of her own vocabulary. Thus, the integration of new Web resources is totally
automated except of the annotation process. This meets the problem of large scale in-
formation integration where many tasks have to be automated and wrapper maintenance
is an issue.

Another related field are Web search engines, which usually offer a keyword-based
or canned interface to Deep Web sources. Recently proposed complete frameworks for
querying the Web, especially the Deep Web are [3] and [4] for instance. They cover

11 http://pipes.yahoo.com/pipes/
12 http://services.alphaworks.ibm.com/qedwiki/
13 http://www.dapper.net/
14 A wrapper in this context is only concerned with the extraction of data from Web pages and

does not provide any transformation of query capabilities.

http://pipes.yahoo.com/pipes/
http://services.alphaworks.ibm.com/qedwiki/
http://www.dapper.net/
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tasks like Deep Web resource discovery, schema matching, record linkage and semantic
integration tasks. Although there are many similarities between these approaches and
our proposed system, they are operating in a bottom-up approach, starting with the Web
sources, whereas we model the world from a user-oriented perspective. Additionally we
support an ad hoc combination of heterogeneous data sources, which is not supported
by these frameworks.

Because our underlying data model is an adapted version of the Universal Relation
assumption we share some elements with the architecture proposed in [5]. Especially
the idea to bootstrap the mashup generation process with a set of goal tags is similar
to the way queries can be specified in their framework. However, in our approach the
user can organize his vocabulary without any dependency on domain experts, and the
way queries are build on top of the initial specification is different as well. Finally,
the Semantic Web application Piggy Bank [22] is also focused on the conversion of
Web information into semantically enriched content, but requires as well skilled users
to write screen scraper programs as information extraction components. The main idea
is that users can share their collected semantically enriched information. In contrast to
Piggy Bank, we do not store the information, instead we are interested in querying fresh
information on-the-fly with fast and robust extraction and annotation components.

There is also a large body of work in the area of accessing sources with access limi-
tations [9,23]. Here each Deep Web data source is regarded as a Datalog predicate with
an access pattern and the idea is to automatically derive optimal Datalog programs that
guarantee all accessible answers with minimal accesses. In contrast, our work supports
the notion of data level optimization in the way that access paths with the highest av-
erage rank are searched first. Additionally, our focus is not on complete coverage but
on offering users an intuitive graphical framework to aggregate data to answer ad hoc
information needs.

8 Conclusions

Many real-life queries can only be answered by combining data from different Web
sources. Especially, Deep Web sources offer a vast amount of high-quality and focused
information. In this paper, we described how to make these data sources machine-
accessible by tagging the relevant input and output attributes of the underlying intrinsic
signature. Afterwards, we introduced our framework for using these data sources in
a mashup graph. Currently, we are working on a formal data mashup language with
support for loops and recursion.
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Abstract. We present in this paper the architecture and some implementation
details of a web-based version of a Trivial game. Our implementation achieves
such a high degree of interactivity between the players that they perceive the game
as being played in real-time. More importantly, no plug-in or applet is used in the
architecture of the system. These properties are achieved by means of a carefully
designed architecture that uses AJAX (Asynchronous JavaScript and XML) for
data exchange. Using this approach, it is possible to develop any type of web-
based collaborative software with few load on the web server. In the paper, we
analyze traditional architectures for web-based applications and we show how
our approach overcomes their limitations. Furthermore, we proof the efficiency
of our approach by means of an empirical comparison.

Keywords: Web application, User interface, AJAX, Collaborative software,
e-Learning.

1 Introduction

The maturity of Internet users and the quality of connections and services available are
increasing the demand of interactivity in web applications, not only between the user
and the system, but also between the users themselves. However, the characteristics of
traditional web applications prevent developers from building collaborative applications
or games that require real-time interaction between the users [1]. This is due to two main
reasons:

– Clients cannot exchange information. Connections in web applications are always
established between a client and the server, but never between two clients. Hence,
all data exchange must be done through the server.

– A web server cannot start data transfers. Web servers can never communicate
the information received from one client to the others unless the clients explicitly
request it, thus restricting the interaction possibilities between the clients.

As a consequence, applications where users collaborate or interact which each other
in real-time to perform a task have to be implemented using plug-ins or a similar type
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of software for the web browser that controls the exchange of messages between the
users. The only alternative without this type of software is that each client requests
frequent and periodic updates from the server to retrieve the data that has changed in
any other client. However, if data change frequently in the clients or the change has to
be perceived as real-time, the load in the web server will be very high because many
new pages will have to be created and sent constantly. This results in a limitation in
the maximum number of users that can interact. Nevertheless, this approach is better
than the previous one in the sense that users do not have to install any plug-in, which is
an insuperable restriction in application domains where users do not have the required
expertise level.

We have developed a software architecture specifically designed to simulate
interactivity between users of a collaborative web application. Users perceive their
interaction as real-time, just like if they had a direct connection between them. This
architecture has been used to implement a virtual version of the classic board game
Trivial Pursuit with two important advantages over other applications of this type: it
does not require players to download and install any software for the web browser, and
a large number of games with many players in each can be played simultaneously in an
ordinary web server.

The rest of the paper is organized as follows. In Sect. 2 the rules of Trivial.gz
are described in order to show the level of interactivity that can be reached with
this new approach of web application development. Then, in Sect. 3, we present the
differences between the architecture of traditional web applications and the architecture
we propose, and we describe AJAX in more detail, showing its advantages for the
systematic development of interactive web applications. After that, we present a
detailed description of the application architecture in Sect. 4. This development allowed
us to evaluate and compare our approach with respect to traditional approaches to web
application development, which is presented in in Sect. 5. Finally, Sect. 6 presents our
conclusions and some ideas for future work.

2 Trivial.gz

Trivial.gz is an initiative of the Galician Socio-Pedagogic Association (AS-PG, from
the Galician name Asociación Socio-Pedagóxica Galega [2]) to increase the usage
of Galician language on the Internet and among the young people, and it was
sponsored by the Galician government. The game was presented during the computer
party XuventudeGaliza.Net, which took place in Santiago de Compostela in April
2006. The game can currently be played at the web server of the Galician Socio-
Pedagogic Association (http://www.as-pg.com/trivial.gz). Figure 1
shows a screenshot of a game being played.

The main objective when the development started was to create a web-based game
similar to the Trivial Pursuit board game which could be played on any web browser
without having to download any plug-in or applet. Our version of the game has
some differences with respect to the original board game in order to get the most out of
the virtual environment and to minimize the effects caused by the players not sharing
the same physical space during the game. Moreover, a big effort was devoted to simulate

http://www.as-pg.com/trivial.gz
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Fig. 1. Screenshot of the game

in a web page the interaction between the players and the actions like rolling the die,
moving the tokens, watching the positions and movements of the other players, etc.

In a rough description, the goal of Trivial.gz is answering correctly questions of
three different difficulty levels and six different subjects: Culture and Show Business,
Geography, History, Language and Literature, Science and Our World. All questions
have three possible answers of which only one is correct. The board is an hexagon
divided into squares of different colors, each representing one of the subjects of the
questions. When the game starts, all players start from the central square. The player
who has the turn throws the die (by clicking on an animation of the die rolling) and
moves on the board in any direction as many squares as the number in the die. When a
square is chosen, the same question is showed to all players who can try to answer the
question before the time ends. If the question is answered right points are awarded to
the player independently of whether the player had the turn or not. If the player with the
turn fails the question, the turn passes to the next player. To win the match, the player
first has to collect the six wedges that are awarded when the question on a vertex of the
board is answered right. Then, the player has to proceed to the center square and answer
correctly a question from a random subject.

A detailed description of the game rules is outside the scope of this paper. However,
we think it is interesting to discuss the modifications that were done to the original rules
of the game in order to improve the experience of the players:

– The game board is updated in real time. A player can see all the tokens, the die
value, who has the turn, and the points of each player. This creates the sensation
that the players share the same virtual space.

– Players can talk. A chat was added to the game page so that players can
communicate. It simulates the verbal interaction between players.
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– Wedges can be lost. If a player fails the question in one of the squares where wedges
are awarded, the player looses the wedge. This makes the game more dynamic and
enables players that are losing to recover.

– It is easier to win wedges. There is a special square in each side of the board that
moves the token to one of the special squares. This makes games faster.

– Everybody plays. When the player with the turn chooses a square, the question is
presented to all players. Everybody can try to answer the question and points are
awarded to everybody that gives the right answer. Furthermore, it can be seen who
has already answered the question right or wrong in order to increase the perception
of playing with more people.

– Limited time. There is a time limit of 30 seconds to answer for the player that has
the turn. The time for all the other players is limited to the time required by the
player with the turn. This avoids long waits.

– Player history. The server keeps track of all the games played, the points achieved
by each player, and the statistic of questions answered right for each subject. This
gives the game an additional dimension because players can compete not only to
win one game, but also to be the one with more games won, with more points, or
with better statistics.

– Solitaire game. The game can be played by a single player.

The usage statistics of the game are very encouraging. It currently has more than 4400
registered users and more than 6000 questions. The average number of visits is around
50 visits a day. Furthermore, new functionalities are being developed to increase these
statistics. The Trivial.gz championships are an example of these functionalities. An
administrative tool to configure the championships (i.e. subjects, number of matches
that each contestant can play, difficulty, etc.) has been developed and the game engine
has been extended. Four championships have been carried out since May 2008 (when
this functionality was released) and the average number of contestants is around 36.

3 Differences with Traditional Web Applications

The architecture of traditional web applications follows one of these two philosophies:

– Server-side applications. All processing is performed on the web server. Each client
request implies a processing time in the server and sending a complete web page to
the client. This architecture is not very scalable because the number of pages that
the server has to process and send to the clients grows with the interactivity of the
application and the number of simultaneous clients.

– Client-side applications. In this type of architecture as much processing as possible
is performed in the client, thus minimizing the information exchange with the
server. This type of applications are usually implemented by means of web browser
plug-ins that have to be downloaded, installed and configured. Another approaches
use Java applets that require the Java Virtual Machine to be installed and configured.
In any case, this philosophy requires some level of expertise from the users, which
limits its general use.
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An intermediate approach uses scripts in the web pages so that the client-side of the
application has a certain amount of processing capabilities without having to install a
plug-in or the Java Virtual Machine. AJAX (Asynchronous JavaScript and XML [3])
is the name of a new philosophy in the field of web application development. In
fact, AJAX is not a new technology but rather a combination of a number of already
existing different technologies. The central element is the asynchronous usage of the
XMLHttpRequest API present in all web browsers of the current generation. This allows
a web page that is being visualized at the client-side to use a script language function
to request some information from a web server without blocking the user activity. The
web server returns the information requested using short XML [4] messages and the
web browser invokes a specific script function that can process the response and modify
the web page accordingly. Google has been a pioneer in the use of AJAX, as can be seen
in Google Suggest, Google Maps or GMail [5].

Figure 2 shows a sequence diagram represented with UML that describes this
behaviour. In both figures a user invokes three actions in the user interface of the web
application. Figure 2(a) shows the behaviour in the case of traditional web applications.
In this case, the user has to wait until the action ends before invoking the following
one. Furthermore, the processing time in the server and the amount of information
exchanged between the client and the server is usually quite high. Figure 2(b) shows
the behaviour in the case of using AJAX. In this case users perceive a higher response
speed. They do not have to wait for an action to end before invoking another action
because the data exchange is performed asynchronously and long operations do not
block the user interface. Moreover, in traditional web applications each content update
requires a complete reload of the web page, whereas in a web application using AJAX
the information in the XML message is used to redraw the appropriate section of
the user interface. Additionally, the processing time in the server and the amount
of information exchanged is smaller because the server does not have to create and
trasfer complete web pages, but only short XML messages. Furthermore, given that
the processing time in the server and the amount of information exchanged between
the server and the clients is reduced, AJAX-based web applications can include more
interactivity than traditional applications because the remaining processing time and
bandwidth can be used to handle a higher number of simultaneous requests.

A number of development tools have appeared around AJAX to make its usage more
easy. One of them is Direct Web Remoting (DWR) [6]. This open source library has
two advantages over the direct use of AJAX. First, it enables the JavaScript code in
the client-side to use transparently Java classes in the server-side. That is, it enables
the developer to use AJAX in a similar way to CORBA or RPC. This is achieved by
dynamically generating JavaScript code that encapsulates AJAX-based calls to the Java
classes in the server. The second advantage is that DWR provides the developer with a
number of tools to make easier the update of the web page contents in the client-side.

These two technologies are the center of the architecture of our application. However,
they do not solve the problem of creating web applications that allow users to interact
in real time. Even though it speeds up data exchange between the server and the clients,
it does not change the architecture of web applications. That is, data exchange is still
performed between the clients and the server and never between clients, and the server
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(a) Traditional web application (b) AJAX web application

Fig. 2. Client-server interaction in different application models

still cannot take the initiative of sending the data it has just received from a client to the
other ones.

In order to achieve a high degree of interactivity between the users, in our
architecture each client issues frecuent periodical requests to the server and receives
the relevant information regarding the state of the game and the other players, which is
used to change the user interface accordingly. To keep track of the current state of the
game, the server implements a state-machine that is controlled with the information sent
by the player that has the turn. Requests to the server can be issued more in response to
some actions of the player (such as throwing the dice or answering a question).

This approach cannot be implemented with the traditional architecture of web
applications because the amount of information that had to be exchanged between the
server and the clients is too high. In order to minimize the processing time in the server
and the traffic between the clients and the server, we use AJAX for the communication
between the clients and the server. By exchanging information by means of short XML
messages, AJAX frees the web server from the creation of complete web pages when
the clients requests arrive. Furthermore, the logic of the application is split between
the client and the server in such a way that the processing time in the server and the
traffic between the server and the clients is minimized. Finally, the functionality in the
client-side can be implemented using only JavaScript, thus no special software has to
be downloaded or installed.

4 Detailed System Architecture

Figure 3 presents a general view on the architecture of the application. Just like
in any web application, one can find two different parts: the server-side module of
the application that runs in a web server and it is implemented using Java Server
Pages (JSP), and the client-side module that runs in the web browser of the client
and it is implemented using JavaScript and dynamic HTML. There is a part of the
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Fig. 3. Application architecture

application that deals with functionality such as user registration, configuration of lists
of friends, or querying and browsing statistics of the players, which is implemented as
an ordinary web application whose description is out of the scope of this paper. Instead,
we will focus on the description of the game control and the simulation of real-time
interactivity.

There are two different types of players in the game: the one that currently has the
turn, and all the others. The first one has the control of the game and generates events
that produce the update of the game state (e.g., rolling the die, choosing the square, or
answering the question). The other players only generate an event when they answer
the question. The server controls each game being played by means of a state-machine.
During the game, the server goes through the states according to the actions invoked
by the player that has the turn. The other players do not have any effect on the state-
machine, they just query the server periodically to retrieve the current state of the game
in order to update their user interface.

The states in the state-machine of the server are the following:

– Initial state. Just before the player that has the turn rolls the die. There is no
information to be sent to the other players.

– Dice thrown. The player with the turn rolls the die and gets a number. The other
players receive this number when they request the game state in order to update
their user interface.

– Square chosen. The player with the turn chooses a square to move and receives a
query for that square that is selected randomly by the server. The rest of the players
receive the square selected and the question when they request the game state.

– Answering a question. Whenever a player without the turn answers a question,
the server updates the points of that player and informs the other players of the
result. Therefore, all the other players can now whether one player has answered
the question right or wrong. When the player with the turn answers the question,
the time for answering ends. If the player gave a wrong answer, the turn passes to
the following player.
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Internally, the server-side module keeps a list of the games that are being played at any
given time. Each game consists of a list of players and a list of questions ready to be
sent to the players. For each player, the server keeps in memory the points achieved,
the wedges won, and the statistic of questions answered right for each subject. The list
of questions acts like a memory cache to reduce the frequency of database accesses.
Hence, instead of issuing a query to the database each time a question is needed, there
is only one database access to retrieve a set of questions that are used during the game.
Only when all the questions are used a new database access is performed.

The client-side modules consists of a Dynamic HTML page with JavaScript code.
Its operation is based on a JavaScript timer that requests the game state every four
seconds and updates the user interface accordingly. When the user invokes actions on
the user interface, the JavaScript code informs the server of the event and modifies the
user interface with the information retrieved. The time between updates can be easily
configured. A longer time reduces the real-time perception of the game but allows for
a longer number of simultaneous games in the server. On the other hand, a shorter time
improves the real-time perception but requires more computing power on the server
side. The time that is currently being used has been empirically chosen to achieve a
real-time perception of the game while using an average computer as the web server.

Fig. 4. Communication protocol

Figure 4 shows the development of a game turn. The numbers in the figure match the
following enumeration and represent a temporal ordering of the event sequence. First,
the JavaScript timer determines the moment to request information from the server (1).
After that, a JavaScript function in the client-side module that requests the current game
state from the server is invoked (2). The server receives the request and delegates its
fulfillment in the business model (3). The business model implements the state-machine
that controls the game and computes the information to be answered according to the
current state and the current event (4). Then, the server response is encapsulated and sent
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to the client. An object is built with the information retrieved from the business model
and sent to the client (5). The client receives the response, extracts the information from
the object, and uses the information to update the user interface content (6). Finally, a
new turn starts by showing the animated picture that represents the die (7).

The state-machine that controls the game solves one of the most important drawbacks
in applications where clients perform some processing: to make sure that the messages
received in the server are according with the state of the application. This drawback is
especially important in web applications where client-side processing is implemented
using JavaScript code. Several applications (e.g. Firebug [7]) can be used to analyze
the script code in web applications. Moreover, messages sent to the server can be
modified using applications or plug-ins such as Tamper Data [8]. Thus, a user with
the required expertise level could cheat easily. For example, a user with the turn could
send a message with his favourite chosen square without sending the message throw
the dice if the state-machine had not checked the state of the matches. Therefore, the
state-machine must verify all the messages and parameters received by the server.

5 Experimental Evaluation

The Trivial.gz is installed in a 3.2 Ghz Pentium IV with one gigabyte RAM. During its
presentation at the XuventudeGaliza.Net party, the web server received almost a million
hits (web server requests) and more than 600 visits (defined as a set of consecutive
hits originating from the same computer). Most of the requests were concentrated in
the hour when a Trivial.gz competition took place. More than 200 players competed to
achieve more points than the rest. During this hour, more than 800 games were played
with an average of three players per game. Exactly 776 games were played completely.
The games that did not end because all the players left the board were not registered.

Table 1 shows some figures regarding the amount of information transferred by
the web server executing Trivial.gz and a comparison to the amount of information
transferred if the application were built using a traditional web architecture.

Table 1. Empirical data

Traditional Application Trivial.gz

1 message, 1 game, 1 player 35 KBytes 0.31 KBytes
1 game, 1 minute, 3 players 1575 KBytes 14.1 KBytes
100 games, 10 minutes, 3 players 1538.09 MBytes 13.77 MBytes
Network traffic during these 10 minutes 2.56 MBytes/s 23.50 KBytes/s

The HTML code of the web page occupies 35 kilobytes without taking into account
neither the images nor the JavaScript code that sends the messages to the server using
DWR. On the other hand, the DWR object that the web server sends to each client
occupies 313 bytes, i.e. 0.31 kilobytes. As it was explained in Sect. 4, the game
information must be updated by each client frequently in order to achieve a real time
perception of the game. If we consider an update time of 4 seconds, just like it is
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currently configured in the application, a traditional web application would require the
web server to send the 35 KB of the web page 15 times per minute. This means a total
of 525 KB per minute and player, whereas with Trivial.gz this amount of information is
reduced to 4.7 KB per minute and player.

We can suppose that 100 games with an average of three players were played during
10 minutes in the party where the Trivial.gz was presented. In fact, more than 800
games were played in an hour, so our supposition is quite conservative. Considering
this activity, 1.5 Gigabytes of information would be transferred through the network
in a traditional web application, whereas only 14 Megabytes were sent in Trivial.gz.
This represents that a traditional web application requires 107 times more space for the
same information. As a consequence of this amount of information, a traditional web
application would require a bandwidth of 2.56 MBytes/s in the best case (assuming
that the traffic distribution is uniform). However, Trivial.gz only needed a bandwidth of
23.50 KBytes/s.

6 Conclusions and Future Work

We have presented in this paper the architecture of a web application that implements a
trivial-like game where players can follow the game in real time. This was achieved
without using any plug-in or applet, which means that the game can be played in
almost any computer without the common problems associated to the instalation of
these components.

We have described how the AJAX philosophy is used in the implementation
for the data exchange between the server and the clients. Moreover, the message
exchange protocol designed for Trivial.gz and a general architecture for collaborative
web applications are also described. These three improvements over traditional web
applications minimize the amount of information that has to be transferred between the
clients and the server. We believe that this approach can be used to develop any type of
collaborative software using a web application with a small load on the web server.

Finally, we have performed an empirical comparison between Trivial.gz and a web
application based on a traditional web application architecture. This comparison shows
the advantages of using our architecture in terms of network bandwith and processing
capabilities of the web server.

The application has been a success. The game has a solid player base and it is
being used to promote the use of the Galician language among young people. New
questions are submitted by player regularly and a board version of the game is being
developed. As lines of future work, we are currently working on the improvement of
Trivial.gz to allow games with a larger number of players. Another improvement that is
currently being implemented is the adaptation of the application to make it completely
configurable by the final users. When this is achieved, any user will be able to install
the application, decide the subjects, and define the questions. A possible field where
this application can be used is in education with teachers configuring Trivial.gz games
with the questions of the lessons they teach in the classroom.

A different line of future work is the study of the requirements of other types of
collaborative web applications, such as distance education or collaborative work, and
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the adaptations that the architecture requires. In this sense, a web-based version of the
popular game Scrabble [9] is being developed with the same goals in mind.
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Abstract. Consumer Generated Media(CGM) is growing rapidly and the amount
of content is increasing. However, it is often difficult for users to extract impor-
tant contents and the existence of contents recording their experiences can easily
be forgotten. As there are no methods or systems to indicate the subjective value
of the contents or ways to reuse them, subjective annotation appending subjec-
tivity, such as feelings and intentions, to contents is needed. Representation of
subjectivity depends on not only verbal expression, but also nonverbal expres-
sion. Linguistically expressed annotation, typified by collaborative tagging in so-
cial bookmarking systems, has come into widespread use, but there is no system
of nonverbally expressed annotation on the web. We propose the utilization of
controllable avatars as a means of nonverbal expression of subjectivity, and con-
firmed the consistency of feelings elicited by avatars over time for an individual
and in a group. In addition, we compared the expressiveness and ease of sub-
jective annotation between collaborative tagging and controllable avatars. The
result indicates that the feelings evoked by avatars are consistent in both cases,
and using controllable avatars is easier than collaborative tagging for representing
feelings elicited by contents that do not express meaning, such as photos.

1 Introduction

There has been an increase in development and utilization of social software that shares
private information, such as photos and diaries, among a community or the general pub-
lic. As each user publishes their own contents on the web, the amount of web content
has increased rapidly. Therefore, it has become difficult to extract necessary informa-
tion and much of the information that is available is left unused. The current mainstream
method of information retrieval is to use keywords for the contents, but searching by
subjective information, such as feelings or intention, is expected to allow users to find
forgotten information. Therefore, we propose “subjective annotation” in which users
annotate contents with subjective information, and construct a content management sys-
tem to store and browse the contents based on the subjective annotation.

Preliminary experimental results on expressiveness and ease of subjective annotation
by collaborative tags used for classification in social bookmarking systems and blogs

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 253–265, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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suggests that it may be difficult to express subjectivity using verbal expressions, such as
tags. In this paper, we propose the usage of avatars as a means of nonverbal expression
of subjectivity, and report verification of its validity by experiments on the consistency
of feelings elicited by avatars over time for an individual or a group of people. We also
compare the expressiveness and ease of subjectivity between avatars and tags.

2 Web Content Management and Annotation

Consumer Generated Media (CGM), such as weblogs (commonly referred to as “blogs”)
and photos, which are published by users, have increased rapidly because the contents
previously stored on local terminals are now available on the web. To manage this large
amount of web content, social bookmarking services have appeared.

Social bookmarking services manage their contents from the bottom-up by sharing
annotations, such as tags or keywords, which are added to the contents by users[1]. This
enables the discovery of related contents through tags, and users can reach information
that would otherwise be difficult to find.

However, increasing the number of tags makes it difficult for users to keep track
of their tags. Social software stores the contents that are important to users, but there
are few chances to browse these contents again. Even if tags are added to ease content
searching, users will not search the contents without a clear purpose, and many of the
contents that may be important for users may be left unused in social software.

3 Subjective Annotation

3.1 What Is Subjective Annotation?

We propose “subjective annotation” which involves adding subjective information, such
as feeling or intention, to the contents. Currently, it is common to annotate web contents
using a number of tags. Most of these tags explain the contents objectively, and only
a few tags indicate subjective information. The social bookmarking service del.icio.us1

has some tags that indicate subjectivity, such as “to be read,” which make it easier for
users to determine how to use the contents. At the photo sharing service Flickr2, some
photos are tagged “cute” or “cool,” and users can search and classify photos according
to their own impressions and values[2]. Therefore, subjective annotation can assist users
to make efficient use of web contents.

3.2 Content Management System Based on Subjectivity

Here, we constructed a content management system based on subjective annotation that
helps users to discover knowledge from their past experiences. The proposed system
recreates their past feelings and excitement by using subjective annotation over a wide
variety of contents and reminds users of their behaviors. The system targets the web

1 http://del.icio.us/
2 http://flickr.com/
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contents of social software, such as photo sharing, social bookmarking, and schedule
sharing services that are browsed only when users need them. To utilize wasteful ac-
cumulated contents, the system accumulates the contents with subjective annotation in
social software and provides a content browsing environment based on subjectivity.

3.3 Collaborative Tags for Subjectivity Expression

The expression of subjectivity must be considered to implement subjective annotation.
Most annotations describe the contents in some way, and the expressiveness of the cur-
rent annotation methods regarding subjectivity and user stress must be assessed. First,
we adopted collaborative tagging, which is commonly used as a means of annotation of
web contents, as an expression of subjectivity and perform an exploratory experiment
on the expressiveness of subjectivity and user stress.

In the experiment, 20 participants add tags to 10 photos with subjective information,
such as feelings and impressions, and answered a questionnaire survey. A wide variety
of subjectivity, such as intention, feelings, and imagery, are used as tags. However,
participants report feelings of stress regarding the difficulty of verbalizing subjectivity.

The questionnaire survey indicates that it is difficult to verbalize subjectivity with
tags. Therefore, subjectivity must be expressed by a nonverbal method. We adopt an
avatar for this purpose, as it seems suitable to express subjectivity such as feelings. It is
easy to deal with avatars on computers and users often identify themselves with avatars.
Therefore, avatars allow users to express their feelings naturally and they are able to
express their feelings with gestures. In addition, recognition of avatars is consistent
from person to person, even with different nationalities[3].

4 Avatars as Nonverbal Expression of Subjectivity

4.1 Controllable Avatars for Subjective Annotation

We adopted a controllable avatar to express a wide variety of feelings. The avatar has
a variety of patterns of facial expressions, and arm and leg positions. Figure 1 shows
examples of avatars and Fig. 2 shows all parts of the avatars. Users combine these face,
arm, and leg parts to express their feelings.

The avatar used for nonverbal expression of subjectivity is shown in Fig. 1 as a car-
toon character. There are three reasons why we use this type of avatar. First, we feel that
Japanese users show a preference for animated illustrations rather than realistic figures
like the avatars in Second Life3. Second, Takahashi et al.[4] used two different imagi-
nary cartoon characters that are neither humans nor animals. On the other hand, a human
character was adopted as an avatar in this research, and enables the users’ identities to
be expressed by changing hairstyles or hair colors. Thus, the avatar of each user can be
recognized visually. However, our avatars do not emphasize the users’ identities, such
as changing clothes and accessories, because the main focus of our avatars is expres-
sion of feeling based on facial expression and body movement. Therefore, our avatars
are different from those used by Yahoo4. In addition, we will not refer to hairstyles of
avatars in this paper.

3 http://secondlife.com/
4 http://avatars.yahoo.com/
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Fig. 1. Avatar examples

Faces
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Arms
(1) (2) (3) (4)

Legs
(1) (2)

Fig. 2. The avatar consists of faces, arms, and legs

4.2 Validity of Avatars for Nonverbal Expression of Subjectivity

The subjective information that is added by subjective annotation will be used as queries
to search and classify contents. Furthermore, information filtering based on subjectivity
of other users is possible by sharing subjective annotation among communities or the
general public, similar to collaborative tags. To achieve this, the following factors must
be assessed by experiments.

– Consistency of feelings elicited by avatars for an individual over time.
– Consistency of feelings elicited by avatars in a group of people.
– Comparison of feeling expressiveness between avatars and collaborative tags.

It is necessary to assess whether subjectivity, particularly feelings, elicited by avatars
changes significantly over time for an individual, and also within groups of people. More-
over, the comparison of feeling expressiveness, satisfaction level of their own expression,
and adaptability of contents must be conducted between avatars and collaborative tags.

5 Consistency of Feelings Elicited by Avatars for an Individual
over Time

5.1 Experimental Overview

To facilitate use of avatars for personal information retrieval and experience browsing,
the consistency of feelings elicited by the avatars over time was assessed based on a
semantic differential method. Moreover, features of feelings over time for each avatar
pattern are also discussed.

Avatars. In this experiment, the variety of avatar faces was limited to face parts from (1)
to (6) shown in Fig. 2 that are frequently used in a preliminary experiments of feeling
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expression. Leg parts were fixed to leg parts (1), because participants reported a greater
effect of the arms than the legs in the preliminary experiment. A total of 24 avatars (6
face parts × 4 arm parts) were presented to the participants.

Participants. Two men and 2 women ranging in age from 23 to 25 years participated
in this experiment. All participants were Japanese undergraduate or graduate students.

Measurement. In this experiment, participants rate the feelings elicited by the avatars
using a semantic differential method based on the two-dimensional model of emotion
proposed by Lang[5]. Participants rated the arousal and valence from 0 (lowest) to 100
(highest) for each avatar pattern on six continuous scales. A total of 144 stimuli (24
avatar patterns × 6 scales) were presented to the participants.

Each scale was anchored with a pair of antonymous words in Japanese, determined
hierarchically. In the preliminary experiment, participants label each avatar pattern with
various words indicating feelings. Then, pairs of antonymous words were made from
frequently used words. The pairs of words were reduced to the six pairs shown below,
which are frequently used in the areas of social psychology and personality psychology,
according to the survey results of scale construction of pairs of Japanese antonymous
words in a semantic differential method reported by Inoue et al[6]. The approximate
translations in English are as follows:

– Arousal

• scale 1 (intensity): intense - calm
• scale 2 (activeness): active - passive
• scale 3 (strength): strong - weak

– Valence

• scale 4 (joy): joyful - sad
• scale 5 (amusement): amusing - boring
• scale 6 (favor): likable - disagreeable

Process

1. After receiving instructions, participants were trained to evaluate feelings.
2. Avatars were presented on the computer screen (see Fig. 3). Moreover, the order of

presentation of faces and arms was counterbalanced across the trials.
3. Participants evaluated the feelings elicited by the avatars on each scale. The order

of scales was randomized for each avatar. The time limit was set to 40 s for each
avatar pattern to induce an intuitive response.

4. Twenty-four avatars were presented by iterating steps 2 and 3. After evaluation,
participants answered the questionnaire.

5. From step 1 to 4 was defined as a trial. Six trials were conducted at the following
intervals: 1 h, 2 h, 1 day, 2 days, 4 days.

6. More than 2 weeks after step 5, participants were presented with all avatars and
means of their evaluated values for each scale. Participants indicated their satisfac-
tion level from 0 to 100.
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Fig. 3. Experimental setup

5.2 Results and Discussion

We evaluated the standard deviation of the spread in the evaluated values for feelings
elicited by each avatar pattern and defined that as the statistical value. Feelings elicited
by the avatar pattern that were more than mean+1SD were particularly inconsistent.
Conversely, feelings elicited by the avatar pattern that were less than mean−1SD were
particularly consistent. There was an average of 21 avatar patterns that were more than
mean+1SD for participants. These patterns correspond to only about 14% of the entire
144 stimuli (24 avatar patterns × 6 scales). Therefore, feelings elicited by avatars were
generally consistent over time for individuals. Moreover, Table 1 shows the amounts of
avatar patterns outside the mean±1SD range of arousal and valence.

There were more avatar patterns that were more than mean+1SD in scales of arousal
(see Table 1). On the other hand, there were more patterns that were less than
mean−1SD in the scales of valence (see Table 1). Therefore, valence elicited by avatars
is more consistent over time than arousal for an individual.

Figure 4 shows the transition of the total evaluated values for each participant
throughout all trials. The figures show that the total evaluated values of arousal change
more drastically than valence throughout all trials.

The evaluated values of valence, such as “joy” and “favor,” are simply increased and
evaluated more positively due to the mere exposure effect[7]. However, the evaluated

Table 1. Avatar patterns outside the mean±1SD range

Participant >+1SD <-1SD
Arousal Valence Arousal Valence

A 17 2 5 14
B 9 9 7 12
C 17 9 2 14
D 14 8 5 15
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Fig. 4. Total evaluated value of each scale

values of arousal decrease from the first to the third trial, which may have been due to
loss of novelty with three trials in one day.

Furthermore, two weeks after the experiment, participants reported the satisfaction
level of each avatar pattern and its average evaluation value throughout all trials. The
satisfaction level is defined as the statistical value, and we inspected the frequencies of
face parts and arm parts in avatar patterns that were less than mean−1SD. Face parts
(2) (see Fig. 2) appeared frequently in avatar patterns that were less than mean−1SD.
The satisfaction level of face parts (2) tended to be low, as it is difficult for participants
to determine whether the feeling is positive or negative from the surprised face and
the evaluation of valence is inconsistent. On the other hand, arm parts (3) (see Fig. 2)
appeared frequently in avatar patterns that were more than mean+1SD. The satisfac-
tion level of arm parts (3) tended to be high, as waving arms emphasized the feeling
expressed by avatars and made a deep impression on the participants.

Taken together, these observations indicate that feelings elicited by avatars are con-
sistent over time for an individual.

6 Consistency of Feelings Elicited by Avatars in a Group of People

6.1 Experimental Overview

We examined use of an avatar as a query for information filtering in a group of people
as with collaborative tags. The consistency of feeling elicited by avatars in a group of
people was assessed based on a semantic differential method in the same way as in the
experiment described in Chapter 5. Features of feelings generated by participants are
also discussed.
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Design. A 6(faces) × 4(arms) within-subject experiment was performed. The avatar
parts used in this experiment were the same as those described in Chapter 5. Overall,
24 avatars were presented to the participants.

Participants. Twenty men and 4 women ranging in age from 21 to 27 years participated
in this experiment. All participants were Japanese undergraduate or graduate students.

Measurement. This experiment was performed based on the semantic differential me-
thod in the same way as the experiment described in Chapter 5. The pairs of antonymous
words anchored on the six scales were also the same as those in Section 5.1. A total of
144 stimuli (24 avatar patterns × 6 scales) were presented to the participants.

Process

1. After receiving instructions, participants were trained to evaluate feelings.
2. Avatars were presented on the computer screen. Moreover, the order of presentation

of faces and arms was counterbalanced across the participants.
3. Participants evaluated the feelings elicited by the avatars on each scale. The order

of scales was randomized for each avatar. The time limit was set to 40 s.
4. Twenty-four avatars were presented by iterating steps 2 and 3. After evaluation,

participants answered the questionnaire.

6.2 Results and Discussion

We evaluated the semi inter-quartile range of standardized evaluated values for each
scale, for each avatar to inspect the spread of feelings, and defined that as the statistical
value. The feelings elicited by avatar patterns that were more than mean+2SD were
particularly inconsistent. Conversely, the avatar patterns that were less than mean−2SD
were very consistent. There were 7 avatar patterns that were more than mean+2SD.
These patterns account for only about 7% of the total of 144 stimuli (24 avatar patterns
× 6 scales). Therefore, feelings elicited by avatars are consistent in a group of people
as a whole.

Meanwhile, the amounts of patterns outside the mean±2SD range of the semi inter-
quartile range are summarized for arousal and valence (see Table 2). There were more
patterns that were more than mean+2SD in scales of arousal. On the other hand, there
were more patterns that were less than mean−2SD in the scales of valence. There are
two reasons why valence elicited by avatars is more consistent than arousal. First, scales
of valence are nominal, and users could recognize feelings from facial expressions. The
other reason is that arousal is an interval scale and its degree is inconsistent even within
an individual.

Table 2. Avatar patterns outside the mean±2SD range

>+2SD <-2SD
Arousal Valence Arousal Valence

7 0 0 2
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Avatar patterns and scales that were more than mean+2SD are discussed in de-
tail. Valence shows a much wider spread than arousal when the avatar consists of face
parts (3), because it is difficult to determine between pleasure and displeasure from
the excited face. Moreover, the evaluation of scale for joy is particularly consistent as
compared to the other scales.

Two-way ANOVA of the 6(faces) × 4(arms) patterns was conducted for each of the
following scales to inspect the features and effects of feelings elicited by avatars.

Intensity. The interaction between faces and arms was marginally significant
(F (15, 345) = 1.58, p < .1). Fisher’s least significant difference (LSD) post hoc test
was used to test the differences in pairwise comparisons. The face parts (2), (3), and
(5) were different from (1), (4), and (6) (p < .05). Therefore, these face parts increase
arousal. Meanwhile, arm movement also affects intention, and arm part (3) was signifi-
cantly different from arm parts (1), (2), and (4) (p < .05).

Activeness. The main effects of faces and arms were significant (F (5, 115) = 38.42, p <

.01; F (3, 69) = 23.53, p < .01, respectively). However, there was no significant inter-
action between faces and arms (F (15, 345) = 1.13, n.s.).

Strength. The interaction between faces and arms was marginally significant
(F (15, 345) = 1.74, p < .1). On LSD post hoc test, face part (4) was significantly differ-
ent from the other face parts (p < .05).

Joy. The interaction between faces and arms was significant (F (15, 345) = 2.18, p <
.05). On LSD post hoc test, the face parts (1) and (3) were significantly different from
the other face parts (p < .05).

Amusement. The interaction between faces and arms was significant (F (15, 345) =
2.31, p < .01). On LSD post hoc test, face parts (1) and (3) were significantly different
from the other face parts (p < .05).

Favor. The interaction between faces and arms was significant (F (15, 345) = 2.25, p <
.01). On LSD post hoc test, arm parts (3) was significantly different from arm parts (1)
and (2) when face parts was (3) or (6)(p < .05).

Taken together, these observations indicate that feelings elicited by avatars were con-
sistent in a group of people and facial expressions affect valence, while arm movements
affect arousal, although face parts (2), (3), and (5), which express surprise, excitement,
and anger, respectively, increase arousal.

7 Comparison of Feeling Expressiveness between Avatars and
Tags

7.1 Experimental Overview

The expressiveness, gap in expression according to the contents, ease, and satisfaction
of expression were compared between avatars and collaborative tags representing non-
verbal and verbal expression, respectively. In this experiment, participants expressed
their feelings elicited by contents consisting of articles as verbal contents and photos as
nonverbal contents using avatars or tags.
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(a) Participants express 
their feelings elicited from 
the article with an avatar.

(b) Participants express 
their feelings elicited 
from the photo with tags.

Fig. 5. Experimental setups

This experiment was performed using all of the avatar parts shown in Fig. 2. The par-
ticipants expressed their feelings elicited by contents with a combination of these avatar
parts. The format of collaborative tags was open-ended, and participants were permitted
to use multiple tags for a single content. Furthermore, participants were allowed to skip
the expression if they felt difficulty in expressing their feelings.

The contents were articles and photos on the web. Practically, top 10 bookmarked
articles in Yahoo!Japan News5 as of September 5th, 2007 and top 10 bookmarked
photos in Zorg6 (photo sharing service) as of August 1st, 2007 were chosen for this
experiment.

Participants. Twenty men and 4 women ranging in age from 21 to 27 years participated
in this experiment. All participants were Japanese undergraduate or graduate students.

Process

1. After instruction, the participants were trained to express their feelings using avatars
or tags regarding the sample article and the sample photo. Moreover, the order of
using avatars and tags was counterbalanced across the participants.

2. Ten articles and 10 photos were presented on the computer screen (see Fig. 5). The
participants expressed their feelings regarding the contents using avatars or tags,
respectively. The presentation order of articles and photos was counterbalanced
across participants.

3. The participants expressed their feelings regarding the same contents in the same
way as in steps 1 and 2 using tags or avatars that have not been used before.

4. After evaluation, the participants answered the questionnaire about their satisfaction.
5. More than 2 weeks after step 4, participants were presented with all of the con-

tents and the avatars or tags expressing their feelings. Participants answered the
satisfaction level from 0 to 100.

5 http://headlines.yahoo.co.jp/
6 http://www.zorg.com/
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7.2 Results and Discussion

Figure 6 shows the results of 3 questionnaires on the satisfaction of feelings expression
by avatars and tags. The participants responded regarding which of the two expression
methods they preferred. Each questionnaire was about the entire contents, articles, and
photos. In all questionnaires, none of the participants indicated a preference for tags
over avatars.

With regard to all contents, more than 70% of the participants indicated a preference
for expressing their feelings using avatars (see Fig. 6(a)). This may have been because
an avatar can express feelings that are difficult to verbalize, and an avatar can describe
the degree or strength of a feeling.

On the other hand, 58% and 67% of participants indicate a preference for avatars for
expression of feelings regarding articles (see Fig. 6(b)) and for photos (see Fig. 6(c)),
respectively. Moreover, 38% and 8% of participants indicate that tags are better than
avatars for articles and for photos, respectively. Based on the opinions of the partici-
pants, it is not difficult to express feelings with tags in the case of articles, as articles
themselves are in verbal format. However, the meanings of photos cannot be defined
clearly, and it is difficult to verbalize feelings elicited by photos.

In this experiment, participants were allowed to skip expression of feelings if they
decided that expression with the suggested method is impossible. The number of skips
was 21 times using avatars and 42 times with tags. Thus, it seems easier for users to use
avatars than tags.

Furthermore, more than two weeks after the annotation experiment, participants were
presented with all of the contents and the avatars or tags expressing their feelings.
Participants answered the satisfaction level about the combination of their annotation
and the contents. The satisfaction level was standardized for each participant except
the contents that were not annotated. The averages of satisfaction level are shown in
Table 3.

The results shown in Table 3 confirmed that avatars are preferable over tags when
presented with both articles and photos. Some participants also responded that the com-
bination of avatars and contents helps them to remember how they felt about the con-
tents. On the other hand, some participants reported differences in their feelings toward
some of the combinations of avatars and contents between the annotation experiment
and two weeks later. Overall, avatars may support recall of how users felt when they
annotated the content and the influence of the changes in feeling toward the contents
must be verified in future studies.

Table 3. Averages of standardized satisfaction level on combination of feeling expression and
each content

Articles Photos
Avatar 0.073 (0.945) -0.033 (1.063)
Tag -0.069 (1.176) -0.043 (1.258)

Note. A value in parenthesis is standard deviation.
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29%

38%

8%

25%

(c) Photos.

Avatars expressed feelings very well. Avatars expressed feelings better than tags.

Tags expressed feelings better than avatars.It is hard to choose between avatars and tags.

Tags expressed feelings very well.

Which expressed your feelings about the contents better, avatars or tags?

Fig. 6. Results of questionnaires about satisfaction level of feeling expression

8 Related Work

There have been many studies using avatars: creation of co-presence in online
communication[8], interpretation of avatar’s facial expressions[9], description language
for avatar’s multimodal behavior[10], etc. However, there have been only a few stud-
ies using avatars for feeling extraction. In this section, we will mention representative
studies using avatars for feeling extraction.

Takahashi et al.[4] constructed TelMeA, an asynchronous communication support
system, that represents the relations among participants and the relations between con-
tents and conversations by the behavior of static avatars. The purpose of TelMeA is
similar to ours, because TelMeA was designed to ease interpretation of feelings diffi-
cult to express verbally by combining contexts and behaviors of avatars. However, we
define feeling expressions by avatars as part of subjective annotation, and plan to use
them like collaborative tags for information retrieval and classification in content shar-
ing. Therefore, we verified the consistency of feelings elicited by avatars. Moreover, our
avatars can express feeling not only toward contents with clear context but also those
with unclear context, such as photos.

Another case, PrEmo[11], is a tool to assess emotional responses toward consumer
products. In PrEmo, avatars have 14 behaviors consisting of 7 positive and 7 negative
behaviors. Users rate each avatar based on the feelings elicited by the products. This tool
enables product impression analysis based on users’ feelings. The purpose of PrEmo is
similar to ours because it is designed to analyze feelings elicited by targets. However,
the results of feeling analysis for each product using PrEmo are mapped together in the
emotion space structured by 14 avatar behaviors. Therefore, users cannot easily share
their feelings elicited by each product. Moreover, in PrEmo, the rating for each avatar
only indicates that the feeling that each avatar represents is present in the users’ feeling
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elicited by products. On the other hand, our avatar can express not only the presence of
feelings, but also their degrees.

9 Conclusions

We propose subjective annotation where users add subjective information, such as feel-
ings and intention, to contents. As it is particularly difficult to verbalize a feeling, we
adopt avatars to express feelings. To use an avatar as the interface of subjective annota-
tion, the consistency of feelings elicited by avatars over time for an individual, and also
the consistency in a group of people were assessed. The results indicate consistency for
both cases, although the variation of arousal is wider than that of valence.

In addition, a comparison was conducted regarding feeling expressiveness and sat-
isfaction level between avatars and collaborative tags. The results indicate that avatars
are more suitable than tags for expression of feelings, particularly in cases with contents
that include no context and no message, such as photos. Overall, avatars can be used
for expression of subjective annotation. In future studies, we will improve the control
interfaces of avatars to make them more intuitive and continue to verify the practical
usefulness of subjective annotation with avatars.
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Abstract. Most of the existing work in web service discovery reflect providers
perspective. These discovery techniques improve service descriptions so that the
service clearly describes what it offers. This development has led to the use of
semantic web technology for web service discovery. A lot of work has gone into
improving web service descriptions to support improved web service discovery.
In this paper we extend the existing approaches to semantic web service discov-
ery and introduce personalization to it. We also show how personalization affects
discovery. We provide a model to represent a user profile, and its usage for im-
proving the accuracy of web service discovery.

1 Introduction

Advancement in web service discovery is mostly centred around the service provider.
Use of UDDI [1] has been amongst the initial efforts for improving web service dis-
covery. The inability of web service description language WSDL to describe what the
service provides led to the use of semantic technology, involving DAML-S [2], OWL-
S [3], WSMO [4] etc. Most of the currently used discovery approaches has been geared
towards identifying services which meet the user’s requirements. There might be some
web services, which provide the same output, but the user of the service could be dif-
ferent.

Context based service discovery [5], [6] is a type of service discovery approaches
which concentrate on the user’s perspective. But the direction of context based discov-
ery has been dependent on environmental parameters in which the user is searching for
a service.

Another discovery approach is QoS based service discovery [7], [8]. In this approach
some numeric parameters are set for some characteristics of a service. These values
should match with the requirements of the service user, e.g the required shipment time
of the product should match with the shipment time provided by the service.

Here it is important to understand that the discovery approaches mostly try to con-
sider what the user requires without considering the profile of the user. In this paper
we present a discovery approach involving the user profile as a functional requirement
of the service to be matched as well. Answers to the questions such as how a goal
can evolve in order to make discovery more accurate, and how the underlying storage
architecture supports discovery.

J. Cordeiro et al. (Eds.): WEBIST 2008, LNBIP 18, pp. 266–277, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Improving Web Service Discovery with Personalized Goal 267

The structure of this paper is as follows: Section 2 provides the motivating example,
which we use to present our approach of service discovery. Section 3 outlines modeling
of web services and goals and Section 4 presents the how the discovery of web services
takes place and how goal evolves during the process. This section also describe the
peer-to-peer architecture on which the discovery component is relying on. Section 5
describes the tools used to implement the whole architecture, a run through example
for the case study is elaborated in section 6. Section 7 presents some of related work
done in this direction. Finally, Section 8 draws some conclusions and presents future
directions.

2 Motivating Example

In this section we will present a motivating scenario for this research work. In this exam-
ple different variety of driving licences are issued depending on the person’s physical
ability and the type of vehicle he drives. The input required from the user is a type
of vehicle, whether he holds international/EU-State driving licence, and if he has any
disability. The personal profile input would allow the proper discovery of required ser-
vice(s). If in this case user profile isn’t considered then a large amount of services will
be discovered from which the selection would have to be done by the user.

3 Service and Goal Modeling

In this section we present language and technique used to model the web services
and user goals. For describing web services and user goals WSML-Flight variant of
WSML [9] is used. WSML-Flight allows writing simple logical expressions and rules.
Web services, goals and ontologies are modeled using WSMO [10].

The reason for modeling and using personalization is to provide different discov-
ery support from user to user, depending on his needs, status and environment, rather
than providing crude services. Some work towards personalization for information re-
trieval has been done in digital libraries [11], where users are modeled in terms of
five categories, which are personal data, preferences and restrictions, time and location
of delivery, high responsiveness of the service to user’s need and privacy of the user
data. Moving towards the web, [12], Garrigos has presented reusable models for per-
sonalization. In their approach five models are presented. Domain model to defined the
structure of domain data, Navigation model to define structure and behavior over the
domain data. Presentation model is used to handle the layout of the presentation. The
personalization model holds rules for different personalization policies and User model
allows to store data needed for the personalization.

In this paper we model the user in terms of his needs and profile. QoS parameters
i.e price, delivery time etc are not handled in our model, but are considered to be a
non-functional property of the service which the user can negotiate later.

We have modeled the need and profile of the user as a functional property of the
service and the goal. Using WSMO for modeling service and user goal, both the profile
and the need will be in the funcational description. The profile of the user is defined as
a concept in a domain ontology. The reason for having this concept in domain ontology
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is the varying requirement of profile for the domains. User of the service can be an
individual or an organization. A service may be a user of another service, but the profile
used will be of the external entity. Some profile inputs may be required for one domain,
while those might not be of interest in the other. The service is also dependent on the
location of the user, e.g the driving licence service is provided by many countries, but
the location input provided by the user will allow providing a more accurate discovery.

A web service W can be modeled in WSMO as follows:

W = {F, B}
F = {Wρ, Wρ′}

B = {σ, σ′}
F represents functional description of the web service and B represents the behav-

ioral description of the web service. A functional description of web service contains
precondition Wρ and postcondition Wρ′ of a web service. WSMO provides two more
functional descriptions attributes which are assumption and effect. But we are only us-
ing precondition and postcondition.

The behavioral description of the service B contains choreography σ and orchestra-
tion σ′. The choreography of a web service describes the communication pattern and
how the service can be used. Orchestration represents how the overall functionality can
be achieved by cooperation of different web service.

The precondition of web service contains rules which allow to verify the user’s pro-
file. The profile concept created in the domain ontology is used in the precondition to
evaluate the state of the information before service execution. The precondition can be
defined as follows:

Wρ = α
Where

α = {ν1, ν2, ν3, · · · , νn}
Here α is the set of conditions. This set contains individual conditions νi which needs
to be fulfilled before the execution of the service. A service can have multiple pre-
conditions; all of them are need to be fulfilled by the user goal. Starting from very
generic precondition and moving towards specific precondition for the services. The
generic precondition is held by all the services that provide same output. Moving from
generic preconditions towards specialized preconditions allows differentiating the pro-
file input required by the various service of the same type.

Service type is basically what a service provides. Web services are said to belong to
the same service type if they have a common postcondition, but a varying precondition.

This will allow to repeatedly evolving a goal which can accurately match with a web
services or a set of web services.

The postcondition of the web service description defines the state of the information
that is reached after the service is executed. The need of the user is modeled in the post-
condition of the service. There can be web service which have common postcondition
but the precondition they require to be verified are different. Postcondition can be de-
fined as follows:
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Wρ′ = {β}
Here β represents the state of the information after execution of the service.

Benefit of using WSMO for modeling is that it provides support for modeling the
user’s request. The user’s request is divided into two parts, as need of the user and
profile of the user.

We follow a similar approach for modeling goal as presented in [13]. We use goal
template and goal instance. Goal template can be defined as follows:

G′ = {Gρ, Gρ′}
A goal template G’ contains precondition Gρ and postcondition Gρ′. Precondition

of a goal template is the generic precondition which all the services in one service types
define.

Following is how goal is defined, Let G represent the WSMO goal:

G = {Gρ′}
Here Gρ′ is the postcondition of the goal. User’s need is captured by the postcondition
of the goal. We are not using precondition in the functional part of the goal. The reason
of not using precondition is difficulty for the user to write logical expressions. The user
is not interested defining the conditions on the information but rather would like to
provide his input as simple data. Thus for supporting the user to define his profile, we
use the user’s profile concept described in the domain ontology.

The user request then finally comprises of WSMO goal containing postcondition and
user data as user’s profile concept.

Goal templates are provided by service provider and are created at design time. Tran-
sition from goal template to goal takes will be explained in the goal creation section
presented later. But for now, goal template is used as a starting point for creating a goal
instance.

4 Architecture Overview

4.1 Goal Creation and Service Discovery

This section elaborates the user’s perspective of the overall architecture and how a user’s
request is formalized which is later used for discovery. WSMO provides support for
modeling a goal, but it does not provide the technique for creating such a goal. An
effort made towards this technique is presented in [14] . In this paper Stollberg has
presented two forms of goals namely Goal templates and Goal Instance. He makes
further classification in Goal templates, which are basic type and composed type. Our
work is some what along the same lines. Here we currently only consider goals of basic
type. Goal will be modeled using the goal modeling technique presented in the previous
section. The goal evolves for an accurate discovery of service. As defined in the previous
section a goal template contains precondition from the generic type which belong to all
the web service of the same type. A user requests for a web service goal template
using key words. The matching process retrieves the goal templates which match his
request. User input is required for all the precondition variables. The precondition is
used to create a user profile which is sent with the goal in a form of instance of the
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concept. Evolution of goal takes place during the web service discovery process. Each
partial input is matched with a complete description of web service. Incomplete inputs
become a part of precondition and are requested in the next step. The process can be
represented as follows: Let initial partial goal created from goal template be

GoalT emplate = G′{Gρ, Gρ′}
Gρ = α{ν1/t1}

Here ν’s are free variables. These variables are replaced by the t input given by the user.

User Data {δ} ⊂ α{ν1/t1}
This precondition results into creation of user data as the concept of a profile in an

ontology. This concept satisfies the precondition of the goal template.
From a goal template a goal is created having only the postcondition of the goal tem-

plate. Input for discovery is ρ′, O(δ) goal with postcondition and ontology containing
user data profile concept. Through the discovery process user profile is refined. The
precondition not matching is returned from the discovery component. Just as the case
with goal template this precondition is used to take input from user to extend the user
profile. Next the precondition with this extended data is sent again to discovery compo-
nent. This process continuous until all the precondition of the service is satisfied. The
following relation must hold:

Gρ ⊂ Wρ
Since

Gρ ⊂ α{ν1/t1, ..., νn/tn}
And

δ ⊂ α
Then

δ ⊂ Wρ

This relation explains that the user data should hold for the precondition of the web
service. The postcondition of the goal must also hold for the web service postcondition.
Following is the relation for postcondition.

Gρ′ ⊂ Wρ′

The process of discovery first matches postconditions. Web services which have
matching postconditions are then taken for matching the preconditions of the service.
The output from the discovery component is list of web service along with precondition
which need to be satisfied. If the web service has no more preconditions to be matched
then the second attribute is null. From the list the user selects which web service ful-
fils his need. On selecting a service with un-fulfilled precondition, then the user has to
provide input.

Here the deviation from the traditional approach is taken, where the following rela-
tion must hold:

Gρ ⊂ Wρ
Gρ′ ⊂ Wρ′
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Creating an instance of a concept from the input provided by the user is simpler.
This would save the user from writing complex logical expressions and for component
to manipulate with these expressions, without complete knowledge of the domain. This
instance data will allow creating simple queries from the web service description to
verify if the instance holds.

4.2 Storage Requirement

In this section we present the storage architecture of our discovery approach. The un-
derlying storage architecture is based on peer to peer architecture as presented in [15].
Service providers / agency providing the web service description acts as a peer and be-
comes a part of the semSet which is of the same domain. There are few changes made
in the overlay network, to cope with the requirement of the e-gov domain. The domains
of the service are clearly defined. The peer can belong to multiple domains. Another
e-gov domain specific restriction is the privacy of the member state i.e to keep data of
one member state unaccessible to the other member state. There is a communal gateway
which provides mediation between ontology. Semantic query (WSMO goal) requiring
interaction with other member state passes through the communal gateway. More detail
regarding the communal gateway can be found in [16]. The mediation approach used
can be found in [17], which is a part of WSMX architecture [18]. WSMX (web service
execution environment) is running on all nodes. The discovery and storage components
are part of WSMX architecture. Each member state has its own coSet. From the mem-
ber state coSet one of them becomes the member of inter-member state level coSet.
Inter-state querying takes place through these peers. For details about the construction
and membership algorithm of the network refer to [15]. In figure 1, the doted line ring

Fig. 1. Peer-to-Peer Architecture for discovery
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represent the semSet. Where there is only one peer in the semSet, that peer is a member
of the member state coSet. The dashed black line represents the member state coSet.

5 Implementation

The discovery component provides the functionality of discovery of semantic web ser-
vices which are most suitable for the user. Figure 2, shows structure of each peer. Dis-
covery component performs matchmaking between WSMO goal and profile provided
as an instance of citizen concept with the semantic service descriptions. Personalization
component handles the ordering of personalization rules in the preconditions needed to
be verified by the discovery component, and returns the formatted output to the external
component. The Repository holds the semantic data and communication engine han-
dles the peer-to-peer communication. The implementation has been done in Java 1.5.
We have used the WSML2Reasoner framework [19], and KOAN2 reasoner for eval-
uation of logical expressions defined in the semantic descriptions of the services. The
underlying communication between the peers is handled by JXTA [20]. The semantic
repository used is ORDI [21].

Fig. 2. Peer Structure

6 Run through

In this section we present a running example for the case study. The requirement is
that the user needs a Irish driving licence. In this example we will consider that the
ontology being used is same for goal and web service. Non-Functional property(nfp)
includes the domain and member state the entity belongs to. These nfps are used for
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Fig. 3. Discovery Process

routing purpose between the peers. Table 1 and Table 2 shows how the web service, goal
template and goal are described. Figure 3, shows how the goal evolves and discovery
takes place. Initially the user is provided with a set of keyword, which allows him to
select what his need is. Using these keywords goal templates are matched. From the
list of goal templates the user selects one. The goal template as defined in the modeling
section has precondition with free variables. Input is taken from the user for these free
variables. These input result in the creation of instance of the person concept defined
in the ontology. This instance along with the goal having the postcondition only is sent
to the discovery component. The discovery component performs matchmaking and as a
result returns a web service / set of web services, along with free variable which require
more user input. If the service has no corresponding free variable it is considered to
be discovered. As the user selects a goal template from the list of goal template, here
again the user has to select a web service from the list of web services, which serves in
the same way as goal template. This activity continuous until no more free variable are
available along with the service, or the user is satisfied with the discovered service.

In this case study, there are services which provide different type of driving licences.
Here just for simplicity and to present our point we consider only one type of licence.
The concentration in this example is to present how the goal evolves and how precon-
dition of the web service plays its part in the discovery processes. The keyword based
approach to select the goal template is used. This goal template asks for user to fill the
nationality, age and if the user has any physical disability. This resulting in the creation
of a goal without precondition and instance data. Next this goal is sent for discovery.
The discovery component returns ”Web service A” that matches the goal and instance
data, which is if the user has the Irish Id. This precondition like the goal template is
used to take input from the user and to update the instance data. This final goal and
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Table 1. Web Services

webService ”webServiceA.wsml” Wρ = α{ν1, ν2}, Wρ′

= {β} ν1 = ?req{Nationality =”IrishCitizenship” ∧ age ≥ 18
∧ disable = ”false”} memberOf request. ν2 = ?req{IrishId =
”true”} memberOf request. β = ?res{VehicleType = ”car” }
memberOf drivingLicence.

This web service provides a
driving licence of Ireland for a
car. The generic precondition
for this service is that the per-
son is an Irish citizen and has
no disability. For specialized
precondition the citizen holds
an Irish id as well.

webService ”webServiceB.wsml” Wρ = α{ν1, ν2}, Wρ′

= {β} ν1 = ?req{Nationality =”IrishCitizenship” ∧ age ≥
18 ∧ disable = ”true”} memberOf request. ν2 = ?req{IrishId
= ”true”} memberOf request. β = ?res{VehicleType = ”car”
} memberOf drivingLicence.

This web service provides a
driving licence of Ireland for
a car. The generic precondi-
tion for this service is that the
person is an Irish citizen and
has some disability. For spe-
cialized precondition the citi-
zen holds an Irish id as well.

webService ”webServiceC.wsml” Wρ = α{ν1, ν2}, Wρ′

= {β} ν1 = ?req{Nationality =”EU” ∧ age ≥ 18 ∧ disable
= ”false”} memberOf request. ν2 = ?req{EUId = ”true”}
memberOf request. β = ?res{VehicleType = ”car” } mem-
berOf drivingLicence.

This web service provides a
driving licence of Ireland for
a car. The generic precondi-
tion for this service is that the
person is an EU citizen and
has no disability. For special-
ized precondition the citizen
holds and EU member state id
as well.

instance data is sent for discovery which finally only returns ”Web service A” with null
for further input requirement. The routing of the goal takes place using the nfps. Once
the peer receives a request for discovery, it uses the nfps to check to which peers to route
the query to. Peer receiving the request has in its routing table peers who belong to that
domain and member state, it forwards the goal to those peers. In case the peer holds no
information for that domain or member state, it forwards the request to the coordinator
peer. This forwarding of request continues until the inter-member state coordinator is
reached. The coordinator forwards the request to the member state to which the query
belongs to. The result is returned along the same path taken to reach the node.

7 Related Work

There has been a lot of work done for web service discovery. Most of the work con-
centrates on the simple web service discovery without considering the context or the
personalized view of the user.

The two phase discovery presented in [13], which we extend to create goal for
discovery, provides a way to model the goal for discovery and discover web service, but
does not take into consideration about the possible use of precondition for providing
accurate web services.
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Table 2. Goal evolution

goal ” goalTemplate.wsml”
Gρ = α{ν1}, Gρ′ = {β}
ν1 = ?req { Nationality = ?nat ∧ age = ?age ∧ disable = ?dis}
memberOf request.
β = ?res{VehicleType = ”car” } memberOf drivingLicence.

This goal template provides
a starting point to discover a
service which provides a de-
riving licence of Ireland for a
car. The precondition provide
what information is required
from the user. The free vari-
ables are used to taking in-
put. The postcondition defines
that the user is looking for
a web service which provides
car driving licence. This goal
template is created at design
time by the service provider.

goal ” goalInit.wsml”
Gρ′ ={β}, O = {δ}, β = ?res{VehicleType = ”car”} mem-
berOf drivingLicence. δ = ?data{Nationality =”IrishCitizen-
ship” ∧ disable = ”false” ∧ age = 20 } memberOf Citizen.

This goal is created after the
user’s input for the free vari-
ables.
The instance created has all
the data which is needed for
discovery

goal ” goalFinal.wsml”
Gρ′ ={β}, O = {δ}, β = ?res{VehicleType = ”car”} mem-
berOf drivingLicence. δ = ?data{Nationality =”IrishCitizen-
ship” ∧ age = 20 ∧ disable = ”false” ∧ IrishId = ”true”}
memberOf Citizen.

This is the second level of the
goal, where after the first iter-
ation web service discovered,
i.e. ”web service A” requires
further input for precondition.
To check if the person holds
an Irish Id card.

Wolf-Tilo presents a personalized selection of web services approach in [22]. The
methodology presented there handles the task of personalization at selection time. The
discovery approach used in keyword based. Ther discovery proposal lacks expressive-
ness of the query and the service. They use simple SQL query to select the services that
meet the user’s requirement.

[6], gives a very comprehensive view for modeling the personalization aspect for
web service discovery. They present a discovery methodology which requires inter-
action with the web services and the resource where the web service has to be exe-
cuted. They consider three aspects when considering about the personalization, which
are User context, web service context and resource context. User context considers
user’s preferences, including where and when the service is needed to be executed.
The web service context considers the constraints on the web service to execute in a
specific environment and lastly the resource context is the time and load constraint on
the resource. Their approach is quite similar to our in terms user’s view, but not much
detail is presented regarding the modeling language of the service and query from the
user.
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8 Conclusions and Future Work

In this paper an approach for discovering web services has been presented. This papers
considers discovery from users perspective. Creation of refined goal from a generic one
is provided to make an accurate service discovery. Modelling of web services and goal
has been provided using WSMO. WSMO allows to model a profile of the user as ontol-
ogy concept. We have presented how the use of precondition of the WSMO web service
description can be done, which earlier has not been used. A distributed architecture has
been presented, which handles distributed querying. This has resulted in efficient dis-
covery of services as the load on the discovery component has been distributed. The
inferencing time required for discovery is reduced.

This architecture has been implemented in the EU funded SemanticGov, and has
result in very accurate service discovery during its testing. More work needs to be done
for handling composed goals. Creating sub-goals and handle discovery and aggregating
results. This has been left for the future work.
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Abstract. Web search results enjoy an increasing importance in our daily lives.
But what can be said about their quality, especially when querying a controversial
issue? The traditional information retrieval metrics of precision and recall do not
provide much insight in the case of web information retrieval. In this paper we
examine new ways of evaluating quality in search results: coverage and indepen-
dence. We give examples on how these new metrics can be calculated and what
their values reveal regarding the two major search engines, Google and Yahoo.
We have found evidence of low coverage for commercial and medical contro-
versial queries, and high coverage for a political query that is highly contested.
Given the fact that search engines are unwilling to tune their search results man-
ually, except in a few cases that have become the source of bad publicity, low
coverage and independence reveal the efforts of dedicated groups to manipulate
the search results.

Keywords: Web search, Quality metrics, Precision, Recall coverage, Indepen-
dence, Adversarial information retrieval, Web spam.

1 Introduction

The web has changed the way millions of people are being informed and make deci-
sions. Most of them use search engines to access web information. Since people use
search engines daily to make all kinds of financial, medical, political or religious deci-
sions, quality of search results is of great importance. In the last ten years the two major
search engines, Google and Yahoo, have gained the lion’s share in the search market [9].

But does higher market share implies higher search quality? Performance of infor-
mation retrieval methods is traditionally measured in terms of precision (fraction of
results that are relevant to a query) and recall (fraction of relevant items included in
the results) [7]. It is well known, however, that web searchers rarely look past the top-
10 results [11]. The web has enormous size. More that 50 billion pages are reportedly
indexed by search engines, and this represents just a portion of the static web. At the
same time, search results on important issues are being heavily spammed [6,8]. There-
fore, high precision is easy to achieve but does not convey useful information, while
recall cannot be computed accurately because of the enormous size of the web.

The problem of measuring the quality of search results becomes more interesting
when searching for controversial issues. A controversial issue is one that has several
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possible relevant “answers”, depending on one’s point of view. Are the results users
receive characterized by a reasonably comprehensive coverage? In other words, are the
various opinions equally represented in the search results?

While search engines are trying to provide unbiased results, Search Engine Opti-
mization (SEO) companies and web spammers are actively trying to force a search
engine to list their own sites high on its search results. They do so using a variety of
techniques, such as creating “link farms” [6,9]. How independent are the top-10 re-
sults? For example, is it possible for a successful group of spammers to claim, not only
the top spot in the top-10 search results, but a large group of them?

In this paper we take on the problem of defining coverage and independence of web
search results. As far as we know, even though several papers have tried to define search
quality (e.g., [1]) the metrics we introduce have never been addressed in the past. In
the process we study the structure and density of the web neighborhood that supports
each of the web search results according to each search engine, and we observe some
interesting characteristics of these neighborhoods and of the way the search engines
operate.

2 Web Search Results of Controversial Issues

To address these questions we decided to do a sequence of web searches on highly
contested issues using the two most popular search engines, Google and Yahoo. A con-
troversial (and thus, contested) issue is one that has several possible relevant “answers”,
depending on one’s point of view. The subjectivity of the answers is what separates a
controversial issue from a simple ambiguity, which is a separate, well defined search
problem. Searching for “jaguar”, for example, one expects fo find results that stem
from the ambiguous use of the term (a car, an operating system, an animal, etc.) We are
interested in queries that are not ambiguous, but have subjective answers. For each of
the queries we selected, one can expect that there are at least three possible answers: a
“pro”, a “con” and a “bal” (short, for “balanced”) answer.

2.1 Coverage

We argue that for a controversial issue, equal and comprehensive coverage in the top-N
results is to have an equal number of pro, con and bal results. We will simply refer
to this quality as “coverage” and we will define it below. For example, in the top-10
search results that search engines are giving back by default, equal and comprehensive
coverage would be to have 3-4 results (or, on average, 3.3 results) from each category.

Let’s assume we have k different categories for a complete coverage (above we have
k = 3) and we have N results in the top-N slots. Let’s further assume that category i
received ri results. We define as coverage bias the following quantity B:

B =
∑

1≤i≤k

|ri − N

k
| (1)

In other words, B is the distance of ri from the expected number of results N/k. We
note that bias B is bounded by:

Bmin = 0 ≤ B ≤ N + (k − 2)N/k = Bmax
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Specifically for top-10 search results, when we have equal number of results from each
category, we have minimum bias Bmin = 0. At the other end, when one category takes
all top-10 spots, the bias is maximized at Bmax = 13.3.

The further bias B is from 0, the worst the coverage is. Therefore we can define as
coverage C, the lack of bias, that is,

C =
Bmax − B

Bmax
(2)

Coverage C, therefore, has a value between 0 (one-sided coverage) and 1 (equal and
comprehensive coverage). When coverage is in the bottom third of this range, we call
it low coverage, in the middle third medium coverage, and on the top third high cover-
age. For example, if the three categories receive 4, 3 and 3 (respectively) of the top-10
results, then bias is small, B = 0.66 + 0.33 + 0.33 = 1.3, and coverage is high:
C = 13.3−1.3

13.3 = 0.9.

2.2 Independence

The second metric we introduce is independence in search results. To define indepen-
dence we need first to examine the various ways in which search results can be depen-
dent. We see four kinds of dependent results:

– URL dependency is the situation when multiple entries in the top-N results are
actually coming from the same site URL, e.g., they correspond to different pages
of the very same site, as it is defined by the domain URL. For example, in Table 5,
results numbered 5 and 6 have URL dependency. In the Tables of this paper we
mark one of the two URL dependencies with a (u).

– Redirection dependency is the situation when two different site URLs resolve onto
the very same location. Redirection is often used by web spammers who try to in-
crease the visibility of a target site by creating many other sites that will point to the
target site [6]. For example, in Table 5, results numbered 3 and 4 have redirection
dependency. In the Tables we mark one of the two redirection dependencies with
an (r).

– Content dependency is the situation when the contents of two or more pages in-
cluded in the search results are essentially the same. The contents may be sur-
rounded by images and menus that are different and are stored on different web
sites. This is also a trick used by spammers who try to increase visibility to a target
site by creating entries in blogs or “news” sites that lack their own content [6]. For
example, in Table 11, results numbered 4 and 8 have content dependency. In the
Tables we mark one of the two content dependencies with a (c).

– Link dependency is the situation when the supporting link structure in the web
graph is substantially similar in two or more sites. Link dependency reveals “link
farms’ of spammers [6]. This type of dependency has been studied extensively in
the literature, and it is considered a major tool that the Search Engine Optimization
industry is using to acquire high PageRank [3]. In this paper we will focus on the
most basic similarity structure, namely the circular link dependency between two
or more sites. For example, in Table 11, results numbered 3 and 10 have circular
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Fig. 1. Link dependencies between the top-10 sites of Table 11. The backGraph algorithm reveals
that there is considerable linking between 8 of these sites, effectively influencing the search re-
sults. In particular, the pairs of sites in the upper part have circular link dependencies. These four
sites occupy locations 1 and 6 in Google’s results and 3, 6, 7, 10 in Yahoo’s results.

link dependency, as do results numbered 6 and 7. See Figure 1. In the Tables we
mark one of the two link dependencies with an (l).

Let’s consider the search results of some controversial query. Let’s assume that out of
the top-N results, u results are URL dependent, r results are redirection dependent, c
results are content dependent, and l results are link dependent. We define as indepen-
dence of the search results the ratio of the non-dependent sites over N, or

I =
N − (u + r + c + l)

N
(3)

Independence essentially measures the percentage of independent results in a collection
of top-N search results. Note that in the formula above we penalize URL dependencies
for all but one (their “representative”) of the identical URLs. We do the same for all
other types of dependencies. Of course, we do not penalize results having multiple
dependencies more than once.

Like coverage, independence is also a number between 0 (lack of independence) and
1 (all independent results). As with coverage, the higher the independence, the higher
the quality of search results.

We should clarify that, even though it is a very important issue, we are not examining
here the correctness or factual accuracy of search results. It is known that misinforma-
tion is a serious problem on the internet [12,2,5]. But evaluating correctness or accuracy
requires significant amounts of time by qualified experts and there is no easy way to be
done automatically by computer. We are mainly interested in exploring quality mea-
sures that can be computed using automatic or semi-automatic algorithms that will help
search engines increase the quality of their search results.
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3 Experimental Results

An examination of a daily newspaper will reveal many controversial issues for which
web users may search, and our colleagues have recommended many others. We chose
to follow search results to three queries coming from the commercial, medical and
political arena:

• Q1 (commercial): Human growth hormone (HGH) benefits
• Q2 (medical): Is ADHD a real disease?
• Q3 (political): Morality of abortions

Q1 aims at information related to one of the more popular steroids, the human growth
hormone. Even though there is ample medical evidence that not only does it not help
but may even harm those taking it (see, e.g., [14]), there is a strong industry that is
promising (unsupported of any medical evidence) miracles: to reverse aging, reduce
body fat, and increase lean muscle, among other things. Companies selling HGH prod-
ucts have strong financial reasons to increase their coverage in the top-10 results, and
consequently decrease the coverage of the information that discredits them. For most
people, this is not a high visibility issue, however, and it is unlikely that the average
web user would know of this controversy.

Q2 aims at information related to a psychiatric condition, Attention-Deficit Hyper-
activity Disorder (ADHD - as it is known in the USA) or Hyperkinetic Disorder (as it is
known in Europe). While the vast majority of medical doctors accept ADHD as a real
disease, there is a small but active vocal opposition by a few parents, doctors and reli-
gious organizations (e.g., the Church of Scientology), that dispute it. For many people
unfamiliar with the condition, this is also not a high visibility issue.

On the other hand, Q3 is a high-visibility and controversial issue that is gaining extra
attention in the USA during election periods. There are strong and vocal groups both
favoring and condemning abortion, and every candidate for political office has to take
a position on the issue. It is expected, therefore that it is one of the issues that will
generate a lot of battles for placement in the top-10 search results.

We note that, while we did not choose the queries based on Wikipedia articles, we ob-
served that all three queries have disputed entries or heated discussions in Wikipedia, an
evidence of these battles being carried out in the social networks sphere. See [15,16,17].

The question we wanted to address is: Do we get good coverage and independent
responses when searching on these controversial issues using the two major search en-
gines, Google and Yahoo?

To evaluate our research question we first conducted the three searches using the
Google and Yahoo search APIs in August and September, 2007. We analyzed the search
results and computed the coverage and independence of each search.

3.1 The Supporting Web Graph

It has been shown [10] that the link structure of pages is evolving at a very fast pace,
faster than the pace of change in page contents. We wanted to check this observation
with regards to the web site back links. Do they also change fast? To do that, we fol-
lowed the link structure of the supporting web graph twice, in August and September
2007, with our results reported here.
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We examined several questions regarding the comparison of the results between the
two search engines. The results of our work appear in the subsections below. First, we
explain how we computed the supporting web graphs of each search result.

We define as the supporting web subgraph G of depth d for some URL U ac-
cording to search engine S the graph that is computed using S’s back links for d
iterations.

To compute the supporting web subgraphs of each search result, we created a java
program, backGraph, that, given a particular URL U as input, it first collects the set
of links L(U) of sites pointing to U according to search engine S. Since we cannot
search the whole web from scratch to determine these links, we used the Search APIs
provided by Yahoo [13] and Google [4]. This collection, L(U), corresponds to back link
depth d = 1. In graph theoretic terms, L(U) is expected to be a star of nodes (URLs)
with edges corresponding to hyperlinks from other documents pointing to U , the center
of the star.

We continued computing the sets L2(U) = L(L(U)) for depth d = 2 and L3(U)
for depth d = 3 using each of the two APIs. We stop at depth d = 3 following [8]
that shows is to be sufficient for revealing the structure of the supporting web graph.
Going further would strengthen our results but would also require significantly larger
computational time.

More formally, the algorithm and the parameters we used are as follows:

Supporting Web Graph Algorithm

Input:
s[i] = each of top-10 results’ URL
d = Depth of back link search (d=3)
B = Number of backlinks to record (B=100)
SE = {YahooAPI, GoogleAPI}

Algorithm:
S = {s[i]}
Using depth-first-search for depth d do:
Find the set U of sites linking to sites in S

using the SE for up to B backlinks/site
S = S + U

Output:
Graph recorded in S for each API

One may expect that L(L(L(U))) would create a tree of sites pointing to U in no more
than 3 links. It turns out that the graph created is not a tree but a directed graph G with
a bi-connected core (called BCC in [8]). It has been shown that this graph reveals the
deliberate link support that activists and spammers are using to promote a particular
web page so that this page scores high on a search engine’s query results. We then
evaluated the size of each graph |G| by calculating the number of nodes (sites) |V | and
edges (links) |E| as well as the size of its BCC. In this paper, we do not discuss the
BCC data.
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Table 1. Results for coverage and independence metrics. C(G) and C(Y ) are the coverage scores
in the Google and the Yahoo results, respectively. I(G) and I(Y ) are the independence scores
for the Google and Yahoo results, respectively.

Query bal pro con C(G) bal pro con C(Y ) I(G) I(Y )
Q1: HGH benefits 0 10 0 0.0 0 10 0 0.0 0.8 0.7
Q2: ADHD real disease 0 1 9 0.1 0 1 9 0.1 0.7 0.7
Q3: Morality of Abortion 5 3 1 0.7 3 2 4 0.8 0.9 0.9

3.2 Overall Results

Table 1 shows the coverage and independence results of the three queries. We observe
that in the commercially important Q1 and the medically important Q2, coverage from
both search engines is very low. Recall that Q1 and Q2 have low visibility. Results
from both search engines show medium to high independence for these queries. On the
other hand, for the highly visible and politically important Q3, coverage is medium-to-
high and independence is high for both search engines, with Yahoo scoring higher in
coverage than Google.

In the late 1990’s search engine algorithms used to differ significantly. It has been
argued that these days, most search engines use very similar search algorithms. Our
results provide some evidence for this.

The size of the support web subgraph is one area where the search results differ
significantly between the search engines. Yahoo’s supporting web graph size is signifi-
cantly larger than Google’s. Given the popularity and reputation of Google, one might
have guessed the opposite.

It has been reported that the search engines APIs do not faithfully report their back
links. We found evidence that the reported sizes of the supporting web graphs by Google
are affected by some filtering of the back links. This is strongly evidenced by the fact
that several supporting web graphs for Google have trivial sizes (e.g., result 7 in Q1 and
result 9 in Q2), and this can be explained with the existence of result filtering or some
kind of PageRank manipulation.

Another question we addressed is, how much did the top-10 results changed for each
search engine in the period of the study. To answer this question we evaluated three
similarity measurements between the top-10 search results for each query and for each
search engine in the two time periods we retrieved our data (August and September,
2007). We did the same for each query and each time period for the search results
by each search engine. As similarity measures we used the percent of overlap, the G-
measure and the M-measure.

The first measure is the percent of overlap, O, (which we will simply call overlap)
between two ordered lists. The greater the overlap, the more items two lists have in
common. Overlap varies between 0.0 (no common pages) and 1.0 (permutation of the
same pages). Note that the overlap ignores any difference in the ordering of the items
in the lists, and it just looks for common presence.

The second measure is the G-measure G [18] which tries to address the similarity
of item location in two lists. It looks at the absolute difference between the locations of
an item appearing in the two lists. For the same overlap, the larger the G-measure, the
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Table 2. Intra-SE comparison: Persistence of top-10 search results between August and Septem-
ber, 2007, for each search engine

Search Eng. Query O G M Analysis

Google Q1: (HGH) 0.7 0.82 0.91 Largely unchanged top & mid entries
Q2: (ADHD) 0.5 0.53 0.41 Medium overlap in lower entries
Q3: (Abortion) 0.7 0.65 0.68 Mostly unchanged top & mid entries

Yahoo Q1: (HGH) 0.6 0.60 0.77 Largely unchanged top & mid entries
Q2: (ADHD) 0.3 0.33 0.51 Small overlap in top positions
Q3: (Abortion) 0.5 0.55 0.63 Mostly unchanged top/mid entries

Table 3. Inter-SE comparison: Google vs Yahoo result similarity of top-10 search results per
observation period

Query Time Period O G M Analysis

Q1: (HGH) Aug. 2007 0.2 0.20 0.21 Little overlap, but in higher position
Sept. 2007 0.1 0.16 0.20 no convergence over time

Q2: (ADHD) Aug. 2007 0.4 0.27 0.10 Medium O. b/w top/low positions,
Sept. 2007 0.3 0.27 0.18 increased convergence over time

Q3: (Abortion) Aug. 2007 0.3 0.33 0.50 Small overlap in high positions,
Sept. 2007 0.3 0.38 0.55 significant convergence over time

more nearby positions the items occupy. Like overlap, it ranges betwen 0.0 (no item in
common) and 1.0 (identically ordered lists).

Even though G gives a good measurement of ranking similarity, it is not meaningful
when the overlap between the top-10 results is very small, because the non-overlapping
elements have a major effect it. Also, having two items occupying the last two location
in the top-10 will give the same G when the two items are occupying the top two loca-
tions. In [19] a new measure, the M-measure M , was proposed to capture the intuition
that identical or near identical rankings among the top documents is more valuable to
the user than are rankings among the lower placed documents. For the same overlap,
the greater the M , the smaller the distance of common items near the top. Like the
other two measurements, it ranges betwen 0.0 (no item in common) and 1.0 (identically
ordered lists).

Since the three measures, O, G and M provide complementary information about the
similarity of two lists, we used all three in the analysis below. We present our results
for overlap, the G-measure and the M-measure in tables 2 and 3. In the last column we
note our observations based on their values.

In terms of intra-SE comparison, we observe the following:

– Google’s results were largely persistent over the time period studied; Yahoo showed
more change in its results than Google.

– For both search engines, Q2 (on ADHD) was the query that had the greater change,
especially in Yahoo’s results.

In terms of inter-SE comparison:

– The results showed low to very-low agreement for queries Q1 and Q2, but signifi-
cant agreement in Q3 (on abortion).

Next, we discuss results for each query in some detail.
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Table 4. Top-10 results of the Google search engine when given the query Q1 = HGH benefits on
August, 2007. See also Table 5.

# Google top-10 results on August, 2007

1 http://www.i-care.net/hgh-benefits.html
2 http://www.alwaysyoung.com/hgh/benefits/benefits.html
3 http://www.ghsales.com/ghsales2/hgh growth hormone benefits.html
4 http://www.humangrowthhormonesales.com/ghsales2/index.html
5 http://www.hgh-human-growth-hormone.org/
6 http://www.hgh-human-growth-hormone.org/benefits-of-hgh.htm
7 http://www.csmngt.com/human growth hormone.htm
8 http://www.associatedcontent.com/article/38893/human growth hormone hgh benefits risks.html
9 http://www.hgharticles.com/

10 http://www.godswaynutrition.com/products/growthhormone.html

Table 5. Supporting web graph sizes, as reported by backGraph, for each site in the top-10 results
of the Google API for query Q1 (see Table 4). The two columns correspond to backGraph sizes
measured in August, 2007 and September, 2007. For each entry we have calculated the size of the
backGraph as (|V |, |E|) revealed by the Google API and the change between these two dates. In
4 cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (415,426) (346,353) -16.6 G1=Y8 (r)
2 (161,167) (133,137) -17.4 G2=Y1
3 (1245,1314) (981,1027) -21.2 G3=G4 (r)
4 (1245,1314) (981,1027) -21.2 G4=G3 (r)
5 (71,77) (71,77) 0.0 G5=G6 (u)
6 (71,77) (71,77) 0.0 G6=G5 (u)
7 (1,0) (1,0) 0.0 filtered
8 (1749,2086) (2905,3386) +66.1
9 (1388, 1585) (463, 506) -66.7 G9=Y2

10 (502 ,506) (419 ,423) -16.6

Specific Observations for Q1 Results. The size of support web subgraphs reported
by Yahoo is 7 times greater than that reported by Google (total of 49886 nodes vs
6848 nodes). In the period of the two months we monitored the sizes of the supporting
web subgraphs, we saw small-to-medium percentage variation in the size of the Google
graphs and wide range for the Yahoo graphs. Despite that, they seem to almost agree on
the top result (G2 = Y1) as well as in other results (e.g., G1=Y8, G9=Y2).

All of the top-10 results for both Google and Yahoo seem to be coming from com-
panies that sell steroids online (the “pro” case). There are no results from medical au-
thorities or research articles that refer to the medical or legal problems from the use of
steroids (the “con” case). There are also no “balanced” views represented in the top-10
results. Coverage, therefore, is very low. We believe that these results reveal the work
of very successful commercial SEOs who have dedicated lots of resources to gain from
the lucrative HGH industry.

Specific Observations for Q2 Results. As we mentioned, Q2 coverage results are
largely similar to Q1 results for both search engines. The size of support web subgraphs
reported by Yahoo is, again, far greater than that reported by Google (total of 88737
nodes vs 19901 nodes, or 4 times greater).
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Table 6. Top-10 results of the Yahoo search engine when given the query Q1 = HGH benefits on
August, 2007. See also Table 7.

# Yahoo results

1 http://www.alwaysyoung.com/hgh/benefits/benefits.html
2 http://www.hgharticles.com/hgh benefits.html
3 http://www.hgh-pro.com/pro-blenhgh.html
4 http://www.hghhomeopathic.com/HGH.html
5 http://www.hgharticles.com/
6 http://www.hghnstuff.com/faq-benefits-hgh.htm
7 http://linkspiders.com/HGH/benefits%20of%20hgh.htm
8 http://eyecare.freeyellow.com/hgh-benefits.html
9 http://www.hgh-pro.com/homeopathichgh.html

10 http://www.hgh.com/Descriptions/sec.aspx

Table 7. Supporting web graph sizes, as reported by backGraph, for each site in the top-10 results
of the Yahoo API for query Q1 (see Table 6). The two columns correspond to backGraph sizes
measured in August, 2007 and September, 2007. For each entry we have calculated the size of
the backGraph as (|V |, |E|) revealed by the Yahoo API and the change between these two dates.
In 7 cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (13151,16690) (7829,9294) -40.5 Y1=G2
2 (2933,3871) (3380,4634) +15.2 Y2=G9
3 (9587,11741) (6376,7727) -33.5 Y3=Y9 (u)
4 (2137,2402) (3125,3551) +46.2
5 (2933,3871) (3380, 4634) +15.2 Y5 = Y2 (u)
6 (3063, 3444) (5575, 6877) +82.0
7 (3194, 3665) (491, 495) -84.6
8 (1041, 1204) (1990, 2295) +91.2 Y8=G1 (r)
9 (6376,7727) (6376,7727) 0.0 Y9=Y3 (u)

10 (5471, 6460) (7418, 9114) +35.6

Table 8. Top-10 results of the Google search engine when given the query Q2 = Is ADHD a real
disease, on August, 2007. See also Table 9.

# Google results

1 http://www.spiritofmaat.com/archive/oct1/drfred.htm
2 http://www.clickpress.com/releases/Detailed/2728005cp.shtml
3 http://www.wildestcolts.com/mentalhealth/stimulants.html
4 http://www.wildestcolts.com/safeEducation/real.html
5 http://web4health.info/en/answers/adhd-real-disorder.htm
6 http://www.adhdfraud.org/
7 http://www.adhdfraud.org/commentary/5-27-01-1.htm
8 http://www.mykidsdeservebetter.com/adhd/disease.asp
9 http://www.virtualvienna.net/community/modules.php?name=News &file=article&sid=295

10 http://www.escolar.com/Escolar-Parenting Articles/Escolar-is-adhd-a-real-disease.php

These results reveal low coverage, with only one of the top-10 entries differing from
the overall “con” direction of the results. There are no “balanced” results included.
Interestingly, for both search engines, the “pro” result occupies position 5! The results
for Yahoo reveal low link independence as four of the top-10 results are forming two
circular link farms (Figure 1).

We believe that when a controversial issue is below the horizon of current news
awareness, such as the ADHD issue at the time of the search, those that care about an
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Table 9. Supporting web graph sizes, as reported by backGraph, for each site in the top-10 results
of the Google API for query Q2 (see Table 8). The two columns correspond to backGraph sizes
measured in August, 2007 and September, 2007. For each entry we have calculated the size of the
backGraph as (|V |, |E|) revealed by the Google API and the change between these two dates. In
7 cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (1928,2135) (1423,1614) -25.2 G1=Y6
2 (1223,1297) (912,991) -25.4 G2=Y9
3 (496,515) (873,925) +76.0 G3=G4 (u)
4 (496,515) (873,925) +76.0 G4=G3 (u)
5 (2545,2759) (1688,1790) -33.7 pro
6 (3280,3912) (3955,4791) +20.58 G6=Y3
7 (3280,3912) (3955,4791) +20.58 G7 = G6 (u)
8 (1590,1708) (1557,1848) -2.1 G8 = Y2
9 (1,0) (1,0) 0.0 filtered (c)

10 (5062,5764) (incomplete) N/C (c)

Table 10. Top-10 results of the Yahoo search engine when given the query Q2 = Is ADHD a real
disease, on August, 2007. See also Table 11.

# Yahoo results

1 http://www.mental-health-matters.com/articles/article.php?artID=849
2 http://www.mykidsdeservebetter.com/adhd/disease.asp
3 http://www.adhdfraud.org/
4 http://www.healthstatus.com/articles/Is ADHD A Real Disease.html
5 http://www.healthtalk.com/adhd/diseasebasics.cfm
6 http://www.spiritofmaat.com/archive/oct1/drfred.htm
7 http://www.nexusmagazine.com/articles/ADHDisbogus.html
8 http://www.advancingwomen.com/diabetes/is adhd a real disease.php
9 http://www.clickpress.com/releases/Detailed/2728005cp.shtml

10 http://ritalindeath.com/Against-ADHD-Diagnosis.htm

Table 11. Supporting web graph sizes, as reported by backGraph, for each site in the top-10
results of the Yahoo API for query Q2 (see Table 10). The two columns correspond to backGraph
sizes measured in August, 2007 and September, 2007. For each entry we have calculated the size
of the backGraph as (|V |, |E|) revealed by the Yahoo API and the change between these two
dates. In 4 cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (10263,13422) (12321,16184) -16.7
2 (7610,9556) (5208,6202) +46.12 Y2=G8
3 (7567,9093) (9791,12232) -22.7 Y3=G6 (l)
4 (13631,17032) (12590,15645) +8.3
5 (7011,8488) (6704,7993) +4.6 pro
6 (6425,8651) (4242,5148) +51.5 Y6=G1 (l)
7 (8424,10808) (8266,10184) +2.0 (l)
8 (19291,25469) (21150,27145) -8.8 (c)
9 (5675,6644) (4920,5775) +15.37 Y9=G2

10 (2840,3440) (2359,2604) +20.4 (l)

issue can be successful in getting the top spots in the relevant queries. The situation
seems to be a bit different for issues that have enormous visibility and equally deter-
mined groups of supporters, such as the next query.
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Table 12. Top-10 results of the Google search engine when given the query Q3 = Morality of
abortion, on August, 2007. See also Table 13.

# Google results

1 http://www.efn.org/ bsharvy/abortion.html
2 http://atheism.about.com/od/abortioncontraception/p/Religions.htm
3 http://atheism.about.com/od/abortioncontraception/p/AtheistsAbort.htm
4 http://ethics.sandiego.edu/Applied/Abortion/index.asp
5 http://rwor.org/a/038/morality-right-to-abortion.htm
6 http://www.answers.com/topic/abortion-debate
7 http://ocw.mit.edu/NR/rdonlyres/054E18A6-DC9A-460E-826E-9EEC31A573E1/0/abortion.pdf
8 http://www.nrlc.org/news/2002/NRL06/pres.html
9 http://www.manitowoc.uwc.edu/staff/awhite/mark b97.htm

10 http://www.keele.ac.uk/depts/la/ documents/rfletcherFlagsubamd.pdf

Table 13. Supporting web graph sizes, as reported by backGraph, for each site in the top-10
results of the Google API for query Q3 (see Table 12). The two columns correspond to backGraph
sizes measured in August, 2007 and September, 2007. For each entry we have calculated the size
of the backGraph as (|V |, |E|) revealed by the Google API and the change between these two
dates. In 3 cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (5942,6710) (5597,6350) -5.9 G1=Y1
2 (3922,4610) (3429,4138) -12.6 G2=G3 (u)
3 (3922,4610) (3429,4138) -12.6 G3=G2 (u)
4 (12045,14659) (10433,13102) -13.38 G4=Y8
5 (1667,2095) (2687,3213) +61.19
6 (7440,8657) (5187,6276) -30.28 G2=Y6
7 (3006,3373) (2902,3211) -3.5
8 (6422,8119) (5810,7295) -9.5
9 (2079,2353) (1331,1560) -36.0

10 (incomplete) (incomplete) N/C

Specific Observations for Q3 Results. Yahoo’s sizes of support web subgraphs is
roughly equal to Google’s, (total of 125376 nodes vs 113463 nodes for the first nine
results) in big contrast with the results in Q1 and Q2. Interestingly, both engines also
agree on the top spot (G1=Y1), which represents a “balanced” opinion of the query.
They both include “pro-choice” and “pro-life” results, while devoting the remaining
top-10 entries on opinion gatherers (such as about.com and wikipedia.org).

Over the two month period we observe much smaller variation of the sizes of the
supporting web graph, especially for Yahoo. It is not the case that this was due to lack
of interest, because the abortion issue has always been at the top of political agendas
in the USA. We conjecture that for such highly sensitive issues, the search engines
“tune” their results so that they will present wider coverage of opinions. We have seen
this happening in the past in a variety of well publicized queries (such as ”miserable
failure” [21]).

3.3 Supporting Web Graph Overlaps

Another question we studied is how much overlap exists in the backGraphs produced by
the two search engines on the same result. Given that Yahoo reports far more links than
Google, one might expect that there is a major overlap between their backlink graphs.
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Fig. 2. The graph induced by the backlinks of Google’s 1st result and Yahoo’s 1st result for
Q3 (G1=Y1). The graph has been drawn to emphasize the two BCCs. The upper left group is
composed by the majority of Google’s 5942 sites, the center right large group is composed by
most of Yahoo’s 17224 sites, while the group in the middle left side (appears as a horizontal line)
is mostly composed of 470 sites in the intersection of the two groups.

Table 14. Top-10 results of the Yahoo search engine when given the query Q3 = Morality of
abortion, on August, 2007. See also Table 15.

# Yahoo results

1 http://www.efn.org/ bsharvy/abortion.html
2 http://jbe.gold.ac.uk/5/barnh981.htm
3 http://www.rit.org/editorials/abortion/moralwar.html
4 http://en.wikipedia.org/wiki/Morality and legality of abortion
5 http://www.abort73.com/HTML/I-H-2-morality.html
6 http://atheism.about.com/od/abortioncontraception/p/Religions.htm
7 http://www.ashby2004.com/abortion.html
8 http://ethics.sandiego.edu/Applied/Abortion/
9 http://www.rit.org/editorials/abortion/morality.html

10 http://gospelway.com/morality/index.php

We have found this not to be the case. See Figure 2 for a graphical representation of a
typical example. The two search engines seem to report a largely different set of links
in their results: Between G1’s 5942 sites and Y1’s 17224 sites, there is a mere overlap
of 470 sites!
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Table 15. Supporting web graph sizes, as reported by backGraph, for each site in the top-10
results of the Yahoo API for query Q3 (see Table 14). The two columns correspond to backGraph
sizes measured in August, 2007 and September, 2007. For each entry we have calculated the size
of the backGraph as (|V |, |E|) revealed by the Yahoo API and the change between these two
dates. In no cases we see significant difference (above 20%) in their sizes over time.

# August, 2007 September, 2007 Change (%) Notes

1 (17224,21732) (15367,19843) -10.8 Y1=G1
2 (17491,22553) (16137,21632) -7.74
3 (13434,17522) (13752,17656) +2.37 Y3=Y9 (u)
4 (25672,35167) (25672,35167) 0.0
5 (10282,14156) (12243,16284) +19.1
6 (6274, 8169) (6274, 8169) 0.0 Y6=G2
7 (7370,9919) (7370,9919) 0.0
8 (13877,18248) (13877,18248) 0.0
9 (13752,17656) (13752,17656) 0.0 Y9=Y3 (u)

10 (2195,2721) (incomplete) N/C

4 Conclusions and Open Problems

With this paper, which is the extended and augmented version of [20], we have started
an effort to evaluate quality of web search results in terms of two important metrics,
coverage and independence. We have found that when searching controversial issues,
both of these quality metrics can be low. Given the fact that search engines are unwilling
to tune their search results manually, except in a few cases that have become the source
of bad publicity [21], low coverage and independence reveal the efforts of dedicated
groups to manipulate the search results. Automatizing this computation would be a
challenging but rewarding step towards quality analysis of search results.

We also found that Yahoo’s API reports a much greater number of back links than
Google’s API. We do not believe that this means that Google indexes a smaller portion
of the web, but that, as others have suggested [22], Google limits the size of its reported
backlinks.

On the other hand, between search engines there is a non-trivial degree of overlap-
ping results in the top-10 results for all the queries, selected (reportedly) among millions
of qualifying results. This suggests the employment of similar algorithms and heuris-
tics by the two search engines. More research is needed to measure the effect of this
conclusion.

Queries on controversial issues will continue to play an important role in web search.
Search engines need tools to help them provide high quality results that include high
coverage and high independence between results. Evolution of search results of con-
troversial and highly contested queries over time is also needed, as it may reveal infor-
mation about the part of the web that is being manipulated by spammers, activists and
SEOs. Future research will hopefully shed some light on the extend of this
manipulation.
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Abstract. The study is the first research in Malaysia that investigates user ac-
ceptance of Internet banking service (IBS) based on Unified Theory of Accep-
tance and Use of Technology model (Venkatesh, Morris, Davis and Davis, 
2003). Two hundred and eighty questionnaires were distributed and collected 
from two major cities, Kuala Lumpur and Melaka. Descriptive statistics was 
used to analyse the data. The results show that Malaysians have intentions of 
using IBS (mean rating of close to 4.00). Moreover, Malaysians recognize the 
benefits of IBS by giving a high mean rating (close to 4.00) to performance ex-
pectancy. However, they give relative low mean ratings (close to 3.00) on other 
indicators of Behavioural Intention to Use IBS such as effort expectancy, social 
influence, facilitating conditions and perceived credibility. Recommendations 
were given to promote a safe, efficient and conducive environment for user 
adoption of Internet banking. 

Keywords: User acceptance, Internet banking, performance expectancy, per-
ceived credibility. 

1   Introduction  

Internet banking service [IBS] was introduced in Malaysia about six years ago  
(The Star, 2005). Although it is new, it has become one of the most popular services 
in Malaysia with 51% out of the total respondent base of 8,000 using Internet banking 
service (IBS) once a month (The Star, 2005).  With 12 domestic banks offering IBS to 
4.5 million subscribers currently (Bank Negara Malaysia, 2007), IBS is an alternative 
(to physical banking) and new medium to reach more potential customers as it allows 
bankers to deliver banking products and services to a wider segment of customers 
through electronic and interactive communication channels, particularly the Internet 
(Goi, 2005).  However, if a bank offers IBS without a clear understanding of factors 
affecting customer adoption, the investment may be wasted due to the absence of vital 
business understanding to support customer adoption (Goi, 2005; Pires and Aisbett, 
2002). Domestic banking institutions must therefore seek to better understand their 
customers in this area to prevent loss and maintain competitive advantage  
(Goi, 2005). Thus, the aim of the present study is to conduct a thorough research on 
the user acceptance and discover the factors that encourage and discourage the adop-
tion of IBS. To our knowledge, this research is the first in Malaysia, which applied 
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Unified Theory of Acceptance and Use of Technology (UTAUT) model, a new,  
robust and powerful model, to measure the consumer adoption of IBS. Although nu-
merous studies such as AlAwadhi and Morris (2008), Chen, Wu, and Yang (2008), 
Michael and Uzoka (2008) and Siracuse, Sowell, and Musselman (2006) have applied 
UTAUT model in predicting individual adoption of e-government services, Weblogs, 
E-commerce, and Personal Digital Assistants (PDA) in daily life, none has examined 
the  IBS adoption in Malaysia.   

This research will provide domestic bankers with an improved understanding of 
end-users’ concerns and thus assist them in their efforts to offer better IBS that pro-
vides a more satisfactory response to consumers’ needs. It also helps the government 
and Bank Negara Malaysia (central bank) to create a conducive and user-friendly 
environment that will promote full adoption of IBS. 

1.1   Selection of UTAUT Model 

Nowadays, researchers are confronted with a choice among a multitude of models to 
examine the user acceptance of a new technology where they always have to choose a 
“favoured model” and largely ignore the contributions from alternative models. The 
UTAUT model captures the essential elements of eight previously established models 
(i.e. Theory of Reasoned Action (TRA), Theory of Acceptance Model (TAM/TAM2), 
Theory of Planned Behaviour (TPB), Innovation Diffusion Theory (IDT), Motiva-
tional Model (MM), Model of Personal Computer Utilization (MPCU), Technology 
Acceptance Model (CTAM), Theory of Planned Behaviour (TPB) and Social Cogni-
tive Theory (SCT)) (Venkatesh, Morris, Davis and Davis, 2003). The UTAUT model 
has been tested, cross-validated and confirmed to outperform the eight above-
mentioned theoretical frameworks (which can only explain 17% to 53% of the vari-
ance in user acceptance) by being able to account up to 70% of the variance (adjusted 
R2) in technology acceptance. This is a substantial improvement over the original 
eight models. By encompassing the combined explanatory power of the many above-
mentioned models, the UTAUT model advances cumulative theory while retaining a  
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parsimonious structure. The model encompasses constructs such as performance ex-
pectancy, effort expectancy, social influence and facilitating conditions (Venkatesh, et 
al., 2003). Four additional factors i.e. perceived credibility, self-efficacy, attitude 
toward using technology, and anxiety are added to this model to measure issues such 
as security and privacy, confidence, enjoyment and fear during user interaction with 
IBS, as these factors are highlighted in many IBS literature. The research model of 
this study is comprehensive and definitive. It redresses the limitations of existing user 
acceptance models (e.g. TAM/TAM2) by including barriers that would prevent an 
individual from using IBS (e.g. lack of expertise, and time or money constraint) into 
the study. 

Figure 1 shows the research framework of the study. There are 8 independent vari-
ables and one dependent variable.  

1.1.1   Dependent Variable 
User acceptance is defined as a person’s psychological state with regard to his or 
her voluntary use and intention to use a technology (Dillon and Morris, 1996). It 
was discovered that some prior studies used attitude while others used behavioural 
intention or actual usage as the indicators of user acceptance (Sun and Zhang, 2004; 
Sun and Xiao, 2006). However, behavioural intention is confirmed to be a highly 
valid indicator of actual usage (Sun, 2003). Therefore, user acceptance is examined 
by intention to use (equivalent to behavioural intention) in the present study. The 
dependent variable in the present study is Behavioural Intention to Use IBS which 
is measured by three items adapted from Venkatesh, et al. (2003) (refer to Table 2: 
nos. 9-9.3).  

Sustained usage of a new technology could be directly hindered or fostered by the 
accessibility of vital resources and opportunities (Venkatesh, et. al., 2003). The  
following independent variables are used to measure factors that will encourage and 
discourage Behavioural Intention to Use IBS.     

1.1.2   Independent Variables 
The first independent variable is Performance Expectancy. Better Performance Ex-
pectancy will lead to greater intention to use a technology (Agarwal and Prasad, 1998; 
Davis, 1989; Venkatesh and Davis, 2000; Venkatesh, et. al., 2003). Performance 
expectancy is defined as the degree to which an individual believes that using a ser-
vice will help him or her to attain gains in job performance (Venkatesh, et. al., 2003). 
Being one of the strongest predictor of intention, usefulness and job-fit (Thompson, 
Higgins and Howard, 1991) are key attributes to measure Performance Expectancy.   

Another important indicator for Behavioural Intention to use IBS is Effort Expec-
tancy, which is defined as the degree of ease associated with the use of a technology 
(Venkatesh and Davis, 2000; Venkatesh and Morris, 2000; Venkatesh, et. al., 2003). 
This factor is significant only during the early adoption of a technology (e.g. first 3 
months of service subscription). Perceived ease of use and complexity are crucial 
attributes to measure Effort Expectancy (Agarwal and Prasad, 1998; Davis, 1989; 
Thompson, Higgins and Howard, 1991). 

The third indicator, Social Influence, is defined as the degree to which an individual 
perceives others’ belief that they should use a new service (Venkatesh, et. al., 2003). 
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This factor appears to be important only in the early stages (e.g. during service subscrip-
tion) of individual experience with the technology. Its influence erodes over time,  
becomes insignificant during sustained usage (Venkatesh and Morris, 2000; Venkatesh, 
et. al., 2003). Social Influence alters an individual’s belief structure, causing him or her 
to respond to potential social status gains (e.g. prestige) or potential social pressure (e.g. 
peer or family pressure) in the adoption of a new technology (Venkatesh, et. al., 2003).      

The next indicator which has direct influence on Behavioural Intentions is Facili-
tating Conditions. It is defined as the degree to which an individual believes that a 
technical infrastructure exists to support the use of a service (Taylor and Todd, 1995, 
Venkatesh, et. al., 2003). Perceived behavioural control (perceptions of technical and 
manpower resource constraints on behaviour), and compatibility (the degree to which 
an innovation is perceived as being consistent with existing values, needs, and experi-
ences of potential adopters) are among the attributes of Facilitating Conditions 
(Venkatesh, et. al., 2003). 

Forming trust or perceived credibility prior to service subscription has a significant 
impact on customer acceptance since customers generally stay away from a service 
provider whom they do not trust (Gefen and Silver, 1999; Reichheld and Schefter, 
2000). Perceived Credibility is “the belief that the promise of another can be relied 
upon even under unforeseen circumstances” (Suh and Han, 2002). Distrust (low per-
ceived credibility) of service providers make consumers afraid of providing sensitive 
information such as financial details on the Internet (Suh and Han 2002).  

The following variables, i.e. Attitude toward Using Technology, Self-Efficacy and 
Anxiety, are other vital determinants of user acceptance in UTAUT model 
(Venkatesh, et. al., 2003). Attitude toward Using Technology is defined as an individ-
ual’s overall affective reaction (liking, enjoyment, joy, and pleasure) to using a tech-
nology (Davis, 1989; Taylor and Todd, 1995; Thompson, Higgins and Howard, 
1991). An individual’s positive or negative feelings (e.g. it is good/bad to use a ser-
vice) and feelings of joy or displeasure (e.g. the innovation makes tasks more interest-
ing / difficult) significantly affect his / her tendency to adopt a new technology in the 
near future (Venkatesh, et. al., 2003). Self-Efficacy is the judgment of one’s ability to 
use a technology (e.g. computer) to accomplish particular jobs or tasks (Compueau 
and Higgins, 1995). Since new innovations are often viewed as complex by inexperi-
enced users, confidence in one’s ability to handle them can exert an important influ-
ence on consumer acceptance (Venkatesh, et. al., 2003). Anxiety is “evoking anxiety 
or emotional reactions when it comes to using a new technology” (Taylor and Todd, 
1995). Unpleasant, strong and negative emotional states (e.g. frustration, confusion, 
anger) which arise during interaction with a new technology may affect productivity, 
learning, social relationships, and overall well-being (Compueau and Higgins, 1995, 
Taylor and Todd, 1995; Venkatesh and Morris, 2000). 

2   Methodology  

A survey questionnaire was distributed to a sample of 300 IBS users with Informa-
tion-Technology and business background from two major cities in Malaysia, i.e. 
Malacca and Kuala Lumpur by using intercepts and snowball sampling methods. 
Since IBS is new (about six years in operation), it would be apt to first focus on urban 



 User Acceptance of Internet Banking Service in Malaysia 299 

 

areas before rural areas. Therefore, cities were selected in this research on the pros-
pect that there would be more IBS users in urban areas. The response rate was 93.33% 
(280 respondents). All respondents managed to answer the questionnaire within 30 
minutes. They expressed high enthusiasm in commenting on the attributes which 
deserve modification, clarification or removal. They were also willing to recommend 
other IBS users to answer the questionnaire. Results of the pilot study were analysed 
and presented in this paper. The measurement instrument comprised 58 questions on 
the eight determinants of user acceptance.  Of these, 12 questions examined Perform-
ance Expectancy, 12 questions related to Effort Expectancy, six questions related to 
Social Influence, four questions related to Facilitating Conditions, nine questions 
related to Perceived Credibility, seven questions related to Anxiety, four questions 
related to Self-Efficacy, and four questions related to Attitude toward Using IBS. In 
addition, three questions on Behavioural Intention to Use IBS were also included in 
this measurement instrument. All the questions were rated using a 5-point Likert’s 
scale anchored by 1- Strongly Disagree, 2 – Disagree, 3 – Neutral/Unsure, 4 – Agree, 
5 – Strongly Agree.  The research data was analysed using descriptive statistics.  

About half of the respondents in the present study are male (51.8%) while the re-
maining (48.2%) are female as indicated in Table 1. Among the respondents, 10.4% 
are Malays, 77.9% are Chinese and 11.8% are Indians. Sixty-two per cent of the re-
spondents are in the 20 to 29 age-bracket while 31.1% of the respondents are 30 years 
of age and above. Nearly half of the respondents (48.2%) have 1 to 5 years’ experi-
ence in using IBS.   

Table 1. Respondents’ Profile 

 
Number of 

cases % 

Male 145 51.8 Gender 
Female 135 48.2 
Malay 29 10.4 
Chinese 218 77.9 

Race 

Indian 33 11.8 
Below 20 19 6.8 
20-29 174 62.1 

Age 

30 and above 87 31.1 
<1 year 119 42.5 
1-<5 years 135 48.2 

Number of 
Years of 
IBS Use 5 years and above 26 9.3 

3   Results 

Mean and Standard Deviation for attributes measuring each independent and depend-
ent variable in this study are shown in Table 2. 
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Table 2. Mean and Standard Deviation 

Variables Mean Standard Deviation 

1. Performance Expectancy 3.81 0.981 
1.1 I can manage my money Internet at anytime 3.83 1.057 

1.2 I can keep a record of my finances   3.83 0.946 

1.3 I need not visit traditional banks regularly 3.89 1.013 

1.4 I can transfer money anytime and anywhere 3.94 0.886 

1.5 I can save time paying essential bills at the post office 3.95 0.977 

1.6 IBS is convenient and easy to access 3.86 1.044 

1.7 IBS is efficient  3.87 0.928 

1.8 IBS is effective  3.75 0.948 

1.9 IBS improves productivity  3.76 1.063 

1.10 IBS increases quality of output   3.64 0.959 

1.11 IBS is useful 3.90 0.986 

1.12 IBS fits into my lifestyle 3.55 0.964 

2. Effort Expectancy 3.41 0.896 
2.1 IBS is easy to learn  3.66 1.010 

2.2 It is easy to  do what I want to do by using IBS 3.50 0.950 

2.3 IBS is easy to use 3.61 0.864 

2.4 It is easy to become skilful in using IBS 3.55 0.866 

2.5 Using IBS does not take too much time  3.61 0.893 

2.6 Authentication code is easy to use 3.36 0.905 

2.7 There is sufficient time for information entry 3.39 0.905 

2.8 Fast information download 3.32 0.897 

2.9 Easy web navigation 3.45 0.854 

2.10 Detailed answers referring to Frequently Asked Questions (FAQs) 3.16 0.864 

2.11 Comprehensive site map 3.16 0.845 

2.12 Useful search engine 3.17 0.898 

3. Social Influence 3.13 0.923 
3.1 People who influence my behavior use IBS 3.01 0.900 

3.2  Coworkers/classmates use IBS  3.40 0.990 

3.3 Friends use IBS 3.14 1.031 

3.4 People using IBS have high profile 3.15 0.825 

3.5 People using IBS have more prestige 3.14 0.848 

3.6  Most Malaysians like to use IBS 2.92 0.941 

4. Facilitating Conditions 3.46 0.898 
4.1 Basic system requirements for using IBS are met 3.60 0.967 

4.2 All contents of IBS are easy to read and understand    3.38 0.872 
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Table 2. (continued) 

4.3 Specific person (or group) is always available for assistance 3.38 0.879 

4.4 The language in which the document is written is easily understood 3.46 0.875 

5. Perceived Credibility 3.27 0.958 
5.1 I trust in the ability of an Internet bank to protect my privacy and 

personal information 
3.27 1.032 

5.2 I believe no money will be lost in unauthorized electronic fund 
transfers   

3.27 .942 

5.3 I believe Internet bank would not sell my personal information to 
third parties 

3.37 .949 

5.4 Other people cannot view my bank account information   3.44 1.004 

5.5 Internet bank has enough specialists to detect fraud and information 
theft    

3.27 .960 

5.6 I am not worried about being deceived into a fake website  2.90 1.029 

5.7 Current password generation is secure 3.17 .910 

5.8 Sufficient guidance on password selection  3.23 .930 

5.9 Customers are automatically locked out after failed login attempts 3.52 .867 

6. Anxiety  3.13 1.048 
6.1 I am afraid of high Internet connection cost 3.57 0.932 

6.2  I am afraid of being charged for IBS 3.09 1.097 

6.3 I am worried about the inaccessibility of IBS web pages 2.80 1.078 

6.4  I don’t know how to use IBS 3.40 1.032 

6.5 I am afraid of losing information by hitting the wrong key 3.03 1.064 

6.6 I am afraid of making mistakes that I cannot correct 2.81 1.152 

6.7 IBS is intimidating to me 3.23 0.984 

7. Self-Efficacy 2.98 1.033 
7.1 I use IBS only if there is no one around me 3.00 1.137 

7.2 I use IBS only if there is built-in help facility for assistance   2.99 0.939 

7.3 I use IBS only if I could call someone for help 2.89 0.951 

7.4 I use IBS only if I have a lot of time to learn and deal with the ser-
vice     

3.05 1.105 

8. Attitude toward Using IBS 3.50 0.879 
8.1 IBS makes banking tasks more interesting 3.50 0.855 

8.2 I like working with IBS 3.44 0.857 

8.3 It is a good idea to use IBS in daily life  3.64 0.878 

8.4 IBS is enjoyable 3.40 0.926 

9. Behavioural Intention to Use IBS   3.83 0.893 
9.1 I intend to use IBS in the near future   3.83 .919 

9.2 I predict I would use IBS in the near future   3.81 .882 

9.3 I plan to use IBS in the near future 3.84 .877 
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4   Discussion and Recommendations 

Malaysians have high expectations on the performance of IBS (Table 2: No. 1) as 
shown by the average of 3.81 (close to 4.0). This finding is in line with earlier litera-
ture worldwide (Chau, 1996; Hsu and Chiu, 2004; Lederer, Maupin, Sena, and 
Zhuang, 2000), which revealed that the most important criterion in adopting IBS is 
the ability to enhance job performance without the inconvenience of having to travel, 
wait and worry about their personal safety while transacting money. Performance 
expectancy of IBS can be improved by offering more new and unique online banking 
products and services to tailor the needs of Malaysian communities. For instance, 
besides allowing customers to check account balances, transfer funds and make online 
bill payments, domestic banks, in collaboration with other government agencies, 
could consider allowing consumers to renew car road taxes, settle study loans, and 
pay for car summons via the Internet. These will help banks to attract new customers, 
retain old customers and increase profits from online payment and collection of loans.   

Standard deviation for the attribute “I need not visit traditional banks regularly” is 
higher than 1. This indicates that while some respondents think that IBS saves their 
troubles of visiting physical banks, others still prefer to visit the banks routinely. Per-
haps security concerns discourage them from fully relying on IBS to transfer money 
and pay bills. As indicated by the attributes measuring Perceived Credibility in Table 
2, some respondents think that Internet banks cannot protect their privacy and per-
sonal information from being stolen by hackers (No. 5.1: standard deviation =1.032 > 
1.0). Some even suspect that unauthorized persons may be able to access and view 
their bank account information (No. 5.4: standard deviation =1.004 > 1.0). Inadequate 
knowledge of Internet banking security will probably reduce their intentions to use 
the technology and drive them to either visit traditional banks or maintain low 
amounts in Internet accounts. One of the main causes of consumers’ unfamiliarity 
with Internet banking security measures is possibly due to the incomprehensible and 
lengthy security and privacy policies in the official websites of domestic banks. Cus-
tomers may not have the time, patience and computer literacy to read and understand 
the policies. They may not understand some of the technical terms in the security 
policies, such as, firewalls, secure socket level, encryption, P3P policy, etc. Fake IBS 
website concern is another reason that deters some respondents from fully adopting 
IBS (No. 5.6: mean =2.90, standard deviation =1.029 > 1.0). Wide news coverage on 
the particular issue may have raised their awareness and sensitivity toward the authen-
ticity of an IBS website. Therefore, domestic bankers should conduct consumer edu-
cation programmes (e.g. seminars, exhibitions, etc.) to reveal their security policies to 
customers in layman’s terms and educate them about ways to identify a fake website. 
The effectiveness of these consumer education programmes should be periodically 
evaluated. Instead of solely relying on banks to tackle phishing, fraudulent websites, 
and identity theft, consumers should be encouraged to report on fraudulent attempts to 
obtain their authentication credentials (e.g., attempts to steal username, password, 
etc.). As revealed by Unisys (2007), Malaysians have nominated Internet identity 
theft as one of the top three security concerns, similar to those in developed countries 
such as Australia. Ninety-two per cent of them look forward to having extra security 
techniques to protect their identity while using IBS (Unisys, 2007). Therefore, Bank 
Negara Malaysia (central bank) should develop industry-wide best security standards 
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such as two-factor authentication technique which uses transaction authorization code 
(TAC), digital certificate, smart card or fingerprints in authentication besides user-
name and passwords. Regular report supervision and on-site examinations should be 
in place to make it mandatory for all domestic banks to comply with the standards 
issued. In addition, new law such as the Privacy Act or Freedom of Information Act 
should be enacted to protect consumers’ personal information from being misused by 
unauthorized parties.  One important point to consider is security is inversely related 
to effort expectancy (Lawson, 1998). There should be a balance between these two 
factors, i.e. the security features implemented should not make IBS too difficult for 
the users, thus discouraging them from using it.  

One of the attributes measuring Effort Expectancy, i.e. “IBS is easy to learn”, in 
Table 2 (No. 2.1) has high standard deviation (>1.0), indicating that while some re-
spondents enjoy learning IBS, others find it difficult to become skilled at using IBS. 
Similar result is observed in the rating of an attribute measuring Anxiety, i.e. “I am 
worried about the inaccessibility of IBS web pages” (No. 6.3: standard deviation = 
1.078 > 1.0). The difference in perceptions may arise from different personal experi-
ence in using the service. This study consists of 42.5% of respondents with less than 1 
year experience in using IBS (Table 1), who may perceive IBS as difficult to learn 
and access due to the lack of personal experience in dealing with the new service. As 
discovered by Davis (1989)’s study, the more a service is perceived as easy to learn 
and access, the more likely the service is used extensively. Therefore, to promote the 
ease of learning and accessing IBS, domestic banks should consider giving free dem-
onstrations and trials to the public at schools or shopping complexes.     

Respondents are unsure about the IBS adoption among their coworkers/ classmates 
and people who influence their behaviours (Table 2; No. 3; mean = 3.13; standard 
deviation =0.923). In other words, social circles do not have a strong influence on a 
person’s IBS adoption. This contradicts with Venkatesh and Davis’s (2000) research 
in the United States which claimed that social influence is particularly important in 
the early stages of technology adoption. Perhaps numerous IBS advertisements in 
mass media have an influence on consumers’ adoptions. Malaysians may be attracted 
to using IBS by its efficiency and effectiveness as widely advertised. This can be seen 
in Table 2 where efficiency (No. 1.7) and effectiveness (No. 1.8) have high mean 
ratings of close to 4.0. 

High standard deviations (> 1.0) for most attributes measuring Anxiety factor in 
Table 2 (Nos. 6.2–6.6) indicate that while some respondents take pleasure in using 
IBS, others are afraid to use IBS due to cost concern, poor Internet connection, 
knowledge deficiency, and the apprehension of losing important information by hit-
ting the wrong key and making mistakes that they cannot correct. An IBS acceptance 
study in Australia (Lichtenstein and Williamson, 2006) highlighted similar consumer 
anxieties. However, these anxieties could be alleviated by improving the quality of 
the Internet service, standardizing IBS cost structure and intensifying nationwide 
education programmes.     

Respondents are unsure about the availability of technical infrastructure and com-
prehensible contents to support the use of IBS (Facilitating Conditions; Nos. 4.2, 4.3 
and 4.4). In contrast with Taiwanese who are confident in their capability to use IBS 
(Hsu and Chiu, 2004), Malaysians are unsure of the existence of a call centre that can 
assist them with IBS (Nos. 4.3). This concern may lower their interest to use IBS 
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(note: the attribute “IBS is enjoyable” has a low mean rating of 3.40; see No. 8.4) and 
hinder them from fully utilizing the benefits and convenience of IBS. Hence, it is 
recommended that adequate resources (written instructions, specific person (or group) 
for assistance) should always be ready to support the use of IBS. Domestic banks 
should guarantee customers with intensive customer service through call centers 
where customers can easily seek assistance and guidance when in doubt. The gov-
ernment and Bank Negara Malaysia need to closely review business policies and 
operating practices of domestic banks and ensure the availability of adequate techni-
cal support and secure technologies (e.g. firewalls, two-factor authentications, secure 
socket level, etc.) before approving the launch of a new IBS.   

Despite the above-mentioned worries, respondents show high intention of using 
IBS (Table 2: No. 9). This ascertains Goi (2005) and Nielsen (2005)’s findings that 
Internet banking industry has high opportunity for growth and user acceptance is the 
key determinant for the growth. To increase user acceptance, domestic banking  
institutions should emphasise on providing high level service. To do so, they need to 
reassess their business practices to be consistent with the needs and demands of con-
sumers. The above-mentioned recommendations are derived from consumers’ de-
mands on IBS; thus, if they are implemented, a very conducive environment will be 
created to provide high level IBS. 

5   Limitations and Future Studies 

Preliminary results of factor analysis of independent factors and dependent factors show 
a high construct validity of 60.71% and 78.93%, respectively. In addition, the Cron-
bach’s Alpha coefficients indicate high internal consistency in the respondents’ answers 
(with Alpha coefficients greater than 0.60). Multiple linear regression showed that Per-
formance Expectancy is one of the most important predictors of Behaviour Intention to 
Use IBS, which concurs with the descriptive statistics results above. Due to the con-
straint on the length of paper, the full results of the factor analysis, multiple linear re-
gression and the effects of moderating variables such as education level, income, age, 
etc. will be examined and presented in our future papers. The results of this study are 
only applicable to Malaysia where all the subjects are from. However, the study can be 
replicated in other countries using the same model and instrument to identify factors that 
encourage and discourage the adoption of IBS in those countries. 
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Abstract. The popularity of (illegal) P2P (peer-to-peer) file sharing has a dis-
ruptive impact on Internet traffic and business models of content providers. In 
addition, several studies have found an increasing demand for bandwidth con-
suming content, such as video, on the Internet. Although P2P systems have 
been put forward as a scalable and inexpensive model to deliver such content, 
there has been relatively little economic analysis of the potentials and obstacles 
of P2P systems as a legal and commercial content distribution model. Many 
content providers encounter uncertainties regarding the adoption or rejection of 
P2P networks to spread content over the Internet. The recent launch of several 
commercial, legal P2P content distribution platforms increases the importance 
of an integrated analysis of the Strengths, Weaknesses, Opportunities and 
Threats (SWOT). 

1   Introduction 

Although P2P systems have been associated with illegal file sharing since the intro-
duction of Napster in 1999 [1], this negative image has shifted because of the arrival 
of innovative P2P systems – e.g. Kontiki, Babelgum, Zattoo – that demonstrate the 
potential for legal content distribution. In addition, the convergence of Internet and 
TV – i.e. over-the-top TV – results in new challenges for the content industry which is 
forced to consider new content distribution models in their multi-channel strategies. 
In this context, the question arises which opportunities and challenges P2P systems 
offer for legal and commercial content distribution.  

Several technical aspects of P2P networks – e.g. performance, information retrieval, 
and self organization – have been extensively studied in recent years. However, there 
has been relatively little analysis of the economics of P2P systems. Consequently, we 
consider it to be important to have a broader more business oriented approach toward 
P2P platforms as a content distribution model.  

The introduction of innovations causes a certain level of uncertainty for the indus-
try, which must decide whether or not to adopt it [2]. The industry will try to limit this 
degree of uncertainty by exploring the different aspects of an innovation or by mim-
icking other companies’ decisions. Moreover, the viability of innovations depends on 
whether companies and the target audience will adopt it. Therefore, it is important to 
grasp why companies would (not) adopt P2P systems and with which uncertainties 
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the industry still struggles. Therefore, we conducted an extensive SWOT analysis by 
means of interviews and literature review. Accordingly, the aim of the present chapter 
is to briefly explore the obstacles and potentials of P2P technology to distribute com-
mercial content, which will allow us to evaluate the current business viability of P2P 
technology. The results of this analysis should enable us to understand how P2P net-
works might be positioned strategically in order to raise the chances for a successful 
commercial application for legally exchanging media content.  

This chapter starts by reviewing some relevant literature in the area of economics 
and P2P systems, followed by the elaboration of the methods. The subsequent section 
presents the results of the SWOT analysis by enumerating these aspects. The final 
section will confront and link the internal and external elements so as to put meaning 
and interpretation to these results. 

We have to notice that we will use the terms ‘user’ and ‘peer’ alternately as they 
mean the same thing in the context of this chapter. 

2   Literature 

However substantial research effort has been devoted to the technical aspects of P2P 
technology – which resulted in an extended body of literature about for instance archi-
tectures [e.g. 3], availability [e.g. 4], security [e.g. 5] – this chapter will elaborate on 
the economics of P2P technology. One of the most characteristic aspects of P2P sys-
tems is that, to a large extent, value is being created by the end users since they have 
to cooperate in distributing the content [6]. MacInnes and Hwang [7] analyzed four 
cases – KaZaA, Kontiki, SETI and Groove – of P2P business models. According to 
these authors, the primary challenges for these business models were the revenue 
model, security and user behavior. Another study, conducted by Rupp and Estier [8], 
compared different actors in the music industry on how they were challenged by new 
technologies such as P2P networks. Other researchers explored the revenue models of 
several P2P systems [9], [10]. The results demonstrated that the revenue models of the 
most popular file sharing applications failed on efficient allocation, which implies that 
the revenues do not always end up with the rightful claimants. It is obvious that these 
studies already identified several of the issues that lead to uncertainty about the viabil-
ity of P2P networks as content distribution models. 

We will endeavor to build our findings on the studies that are mentioned below 
(infra). The papers that will be integrated in our SWOT analysis are: Smith, Clip-
pinger and Konsynski [11], Hughes, Lang and Vragov [12], Kwok, Lang and  
Tam [13], Sigurdsson, Halldorsson and Hasslinger [14] and Rodriguez, Tan and 
Gkantsidis [15]. Although we value the results of the five selected studies, we argue 
that these papers suffer from some flaws which add to the significance of our contri-
bution. For that reason, the drawbacks of these studies require further examination of 
the internal and external potentials and obstacles. We will briefly contend why these 
studies are deficient to a certain extent. 

The study of Smith et al. [11] mainly examined the use of P2P technology within 
organizations (internally), whereas our analysis considers P2P technology in a com-
mercial B2C (Business to Consumer) environment. Another limitation of their study 
comprises the fact that these authors only held discussions with CIOs, which resulted 



 Convergence of Internet and TV: The Commercial Viability of P2P Content Delivery 309 

in a rather narrow focus. In contrast, we have tried to recruit respondents with differ-
ent backgrounds.  

The research of Hughes et al. [12] provided more of a theoretical, analytic frame-
work for market design of P2P networks than it offered empirical results. We have 
integrated some elements of this framework in our study so as to corroborate our 
results. Another limitation of this study is that they primarily focused on the con-
straints while not paying attention to the strengths and opportunities. 

Although Kwok et al. [13] use the words “risks and opportunities” in the title of 
their article, they limited their examination to the free riding problem, the related 
motivations for cooperation and piracy. In addition, the analysis of these authors con-
tained merely a theoretical perspective and they did not pay a lot of attention to the 
opportunities.  

Sigurdsson et al. [14] provided an analysis that primarily focused on technical and 
financial aspects while ignoring e.g. user-related aspects. Furthermore, we argue that 
these authors have failed to make the different concepts of a SWOT analysis opera-
tional, which resulted in confusion about the terms.  

Finally, Rodriguez et al. [15] described the results of a workshop regarding the issues 
of legal P2P content distribution. This paper offers a list of items that stresses the weak-
nesses and threats, while paying little attention to the strengths and opportunities. 

In this chapter, we will integrate the results of these five studies, while addressing 
the flaws of former research in our own analysis. 

3   Methods 

Our approach consisted of three levels: a literature review, expert interviews and the 
data of the former two levels were used in a SWOT analysis. The first phase of our 
methodology comprised a detailed literature review. From this literature review, we 
selected five papers to elaborate and integrate in our SWOT analysis. We only se-
lected studies that covered a broad range of issues involved in P2P research and ex-
cluded others that only focused on one or a limited number of topics so as to avoid 
overrepresentation of some topics.  

In the second phase, we conducted 15 in-depth interviews with people from the in-
dustry and with some academics. We interviewed people with different backgrounds 
to obtain as accurate and as objective results as possible. Therefore, participants, with 
different backgrounds (social – 3, economic – 3, technical – 8, and law – 1), were 
selected for these interviews. These respondents were working for broadcasters (4), 
content providers (4), ISPs (2), research community (4) and copyright lobby organiza-
tions (1). Two researchers were working on projects in which a P2P application was 
being developed. We argue that the results of these interviews allowed us to accom-
plish a significant contribution to the existing literature. 

The findings of the former two phases resulted in the data for the SWOT analysis. 
First, we clearly defined what was meant by the concepts strengths, weaknesses, op-
portunities and threats so as to avoid confusion. Second, we scored the different topics 
that were mentioned in the results section of the papers and in the interviews for our 
analysis. Based on the defined concepts, we decided, by means of qualitative interpre-
tation, for each item to which category it belonged. Third, founded on literature  
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review and the results of the in-depth interviews, we examined why the mentioned 
items were issues. Finally, we tried to confront or relate the items of the four catego-
ries by analyzing e.g. which strengths might be used to address some weaknesses or 
to take advantage of certain opportunities; which weaknesses might be mended by 
further research; which threats must be avoided. 

Although SWOT analyses are mainly used within organizations [16], [17], we ar-
gue that it is an effective tool as well to grasp the major positive and negative issues 
of applications and technologies. While studying technologies or information systems, 
researchers run the risk of considering the technology or the adoption of it as a posi-
tive fact. This has also been termed as the pro-innovation bias [2]. The danger of the 
pro-innovation bias is that it becomes difficult to have a neutral and objective per-
spective. The advantage of a SWOT analysis is that the researcher is forced to analyze 
the weaknesses and threats as well.  

P2P applications to share files or distribute content in a legal way are not wide-
spread yet. The SWOT analysis will reveal several internal strengths / weaknesses and 
external opportunities / threats of P2P systems as a commercial application for the 
legal exchange of media content. 

4   Results 

In this section, we will define and explore the internal strengths / weaknesses and 
external opportunities / threats. 

4.1   Internal Strengths 

The strengths encompass the internal aspects that offer P2P systems for instance pos-
sibilities to take advantage of certain factors in the environment. These are the 
strengths that are characteristic of P2P systems. 

Cost Savings. P2P is a technology that is capable of reducing the costs for content 
distribution because it utilizes fewer resources such as bandwidth [18], [11]. In addi-
tion, the avoidance of centralized servers limits the costs in terms of investment and 
upkeep [14]. Lower costs allow the content industry to distribute high quality video 
content to a larger audience. Moreover, the implementation of techniques such as 
‘swarming’ – which allows peers to simultaneously download different parts of the 
same file from different sources – makes it possible for end users to more efficiently 
retrieve larger content. Finally, it is also an inexpensive solution for the worldwide 
distribution of content as there is no need for adaptations on the network level, which 
reduces costs as well. All these aspects result from the fact that P2P systems utilize 
the available resources that are available for instance on the end users’ personal com-
puters. Norton [18] examined and compared several content distribution models based 
on a cost analysis. This author found that P2P systems were the most inexpensive 
content distribution models in comparison with e.g. transit models and CDNs (Con-
tent Delivery Networks). 

Scalability. P2P systems scale with the amount of use as each peer provides re-
sources, e.g. bandwidth, to the network, which results in limited marginal costs [19], 
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[20], [14]. P2P systems exhibit positive network externalities as each additional con-
sumer in theory also implies additional resources which make these systems very 
scalable. Some P2P networks are even able to cope with ‘flash crowds’ (i.e. a sudden 
and extremely increase of the number of users that consume the same service or con-
tent which might overload a system). P2P technology might be utilized to develop 
overlay networks so as to distribute content around the globe. Furthermore, these 
overlay networks are cost-efficient as the costs for implementation and maintenance 
are limited [14].  

Easy Implementation. From the position of content providers, P2P systems are easy 
and inexpensive to implement because it operates more on the application layer. To 
distribute content on a worldwide scale, there is little need for large investments in 
infrastructure and control. By contrast, some P2P providers argue that it is more com-
plicated to start a P2P system in comparison with installing a central server. 

Fault Tolerance. P2P systems are fault tolerant because there are limited centralized 
components in the network that are potential bottlenecks or single points of  
failure [14]. Because of the distributed nature of P2P networks and the redundancy of 
nodes, the disappearance of one or several nodes has mostly only marginal impact on 
the overall performance.  

Availability. Some respondents consider P2P systems to be more efficient as these 
systems utilize the idle resources that are available on the edges of the Internet, result-
ing in an increased availability of resources such as bandwidth and content. 

4.2   Internal Weaknesses 

The internal weaknesses contain the distinctive characteristics of P2P networks that 
are disadvantageous. These are the direct constraints of these systems. 

Quality of Service (QoS). The reliability of P2P systems in terms of QoS is a major 
issue for the commercial viability of these systems [21], [14], [12], [15]. QoS in this 
context relates to the performance of the network for instance on the level of delays, 
content availability, distribution speed and scalability. The end users’ personal com-
puters operate as nodes in the network, which makes it hard to guarantee QoS because 
of the transient connectivity of nodes. Furthermore, there are still end users with low 
bandwidth connections. Services might be interrupted if nodes suddenly leave the 
network, which might result in delays and high buffer times. This appears to be espe-
cially problematic for large content that requires more time and resources to 
download. In this sense, P2P content distribution is a best effort model with low guar-
antees of QoS. The uncertain QoS is probably the most important obstacle for content 
providers to adopt P2P systems for content distribution. In summary, it seems difficult 
to guarantee a certain performance level and it is therefore hard to formulate reliable 
service level agreements. 

Inefficient Use of Resources. Most P2P systems handle the available resources – e.g. 
bandwidth – in an inefficient way. This results from the fact that there are mostly no 
centralized components in the system that manages the use of these resources because 
P2P networks are, to a large extent, self organizing systems. This self organization 
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requires much traffic to maintain the operability of the system. We have to notice that 
the new legal P2P systems mostly have a centralized component to manage the avail-
able resources. 

Security and Privacy. Security is still worrisome as for instance other peers can 
access your computer to retrieve certain data [20], [11]. This makes it easy for mali-
cious nodes to enter your computer and cause damage. This danger for malicious 
attacks has social implications as well, related to trust [15]. In most P2P systems, 
users encounter unknown anonymous peers they should trust if they want to exchange 
data. Inflicting damage in this trust relation might cause users to abandon P2P sys-
tems. The ‘older’ generations of P2P systems are mainly anonymous without actual 
social interaction, which limits the trust relation among peers. In addition, the lack of 
centralized monitoring facilities causes difficulties in guaranteeing security [14]. By 
using P2P networks, users expose private data such as IP address and the downloaded 
content. This can inflict damage to the users’ privacy [15]. 

Usability and Adoption. These are two issues that received little attention in P2P 
research and it proved to be a concern for some of the respondents. Most P2P file 
sharing applications have complex interfaces that are little intuitive. Several terms 
(e.g. seeders and trackers) might confuse some users. Good and Krekelberg [22] have 
conducted usability research on the KaZaA user interface. They came to the disquiet-
ing result that many users were not able to locate their shared folder, so they did not 
know which content they were actually sharing. Today, P2P systems are mainly used 
by computer skilled persons who probably know how P2P networks function. If one 
wants to develop P2P applications to be consumed by a wide audience, the user inter-
face needs to be more accessible, usable and learnable for users who are less familiar 
with P2P systems. For instance, the fact that users have to download and install a 
separate client might be a threshold to adopt these systems. Furthermore, file sharing 
might frustrate users as they have to wait until the entire file has been downloaded 
before consuming it [15]. 

Costs to Users. P2P systems utilize resources that are available on the end users’ 
personal computers. The users’ resources – e.g. storage capacity, bandwidth, electric-
ity – are being used for the distribution of content, which entails costs for these users. 
It remains an open question whether the average user will accept that a content pro-
vider utilizes the user’s resources to distribute content.  

Business Modeling. P2P systems are being confronted with constrains regarding 
several elements of business models. There is still no proof of concept of a compre-
hensive business model that integrates P2P systems and where there is a fit between 
the several business model components. The main bottlenecks in this area, according 
to most respondents, are related to a lack of control over large parts of the content 
distribution flow. In addition, there are often no means to measure the consumption of 
the peers, which makes it difficult to attract advertisers. There exists no proof of con-
cept of P2P systems that integrates an advertising or payment model for revenues. 
P2P systems therefore need a centralized component which monitors the consumption 
of the peers in order to be able to implement a revenue model. 
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4.3   External Opportunities 

The opportunities consist of the aspects in the environment that might have a positive 
effect on the adoption and use of legal, commercial P2P systems. 

Costs Centralized Models. In a client/server model, an increasing popularity of 
bandwidth consuming content, such as video and games, implies increasing costs to 
distribute this content. Furthermore, the risk of a bottleneck and single point of failure 
increases as well. Researchers have found an increasing use of and demand for band-
width consuming content such as video [23]. Some experts predict that video content 
will have a share of about 80% of Internet traffic in the near future [18]. For central-
ized distribution models, this implies considerable expenses on the level of e.g.: dis-
tribution capacity, storage capacity, bandwidth, servers and control. 

Disadvantages of Other Distribution Models. We will demonstrate some opportuni-
ties for P2P systems by addressing some flaws of three other distribution models: 
unicasting, multicasting and CDNs. First, unicasting is a centralized streaming 
method that has the same drawbacks as client/server models: it is not scalable, it runs 
the risk of a bottleneck and the costs rise as content is consumed more often. There-
fore, most content providers that utilize a unicasting model, limit the quality of the 
content to confine the costs when popularity increases. Second, multicasting is a more 
decentralized streaming method, but this technique has some drawbacks as well as it 
requires adaptations in the network infrastructure and many networks are not  
multicast enabled. In addition, multicasting is mainly interesting for live content dis-
tribution and less for on demand content. A third example of a distribution model 
comprises CDNs. An elaborated analysis of CDNs can be found in the text of Pallis 
and Vakali [24]. When content providers decide to utilize a CDN, they first make 
strategic decisions about the necessary performance and QoS and include these re-
quirements in a service level agreement. But, it is often difficult to predict the popu-
larity of services or content which might influence the service quality. 

Increasing Capacity on End Users’ Equipment. The end users possess an expand-
ing amount of resources – such as bandwidth, storage and processing capacity – that 
can be exploited by P2P networks [14]. This also means that there are more idle re-
sources available on the edge of the Internet that might be used by P2P systems. Users 
have become more than purely consumers in the value chain as they add value by 
replicating and distributing resources in P2P systems. 

Symmetric Networks. The Internet today is still organized in an asymmetric way, i.e. 
it expects users more to download and less to upload content. This is why users have 
more download capacity in comparison with their upload capacity. But this trend is 
shifting because of developments such as P2P networks, telework and user generated 
content. Several respondents expected the Internet to become more symmetrically 
organized in the future so that the down-/upload ratio will gradually equals one. This 
might be an opportunity for systems such as P2P networks that require users to utilize 
their upload capacity to serve content. 

User Orientation. In P2P file sharing systems, a social filtering process occurs in 
which the community of peers decides which content might remain available and 
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which content not. Content that does not fit the users’ needs, or that becomes less 
relevant, will slowly disappear from the system. In other words, P2P systems offer the 
opportunity to involve the end users more closely in the value chain. 

4.4   External Threats 

The threats are factors in the external environment that can interrupt or threaten the 
success of commercial and legal P2P systems. 

Bandwidth Caps. ISPs still maintain bandwidth caps in a few countries as a part of 
their business model and to be able to guarantee a certain performance level. If a 
content provider wants to distribute large content such as video files, end users will 
soon attain their bandwidth cap. This is problematic since more content providers 
want to distribute high quality video over the Internet. 

Asymmetric Networks. The commercial Internet has been build from a top down 
perspective. The content owners distribute content, and the users download this con-
tent. In other words it focuses more on the download link, which resulted in an 
asymmetric network architecture, e.g. ADSL. This asymmetric architecture causes 
low upstream rates [14]. For the efficient operation of P2P systems, it would have 
been better to have a more symmetrical up-/download ratio because P2P systems 
emphasize uploading as well which results in different usage patterns in comparison 
with the ‘traditional’ Internet. In the current asymmetric organization of the Internet, 
there is a risk that the upstream bandwidth capacity will not be sufficient to compen-
sate the downstream bandwidth capacity in a situation of widespread P2P traffic [18].  

Measurability and Control. In server oriented models, it is easier to keep track of 
the different flows of data in the system which is a prerequisite for advertisers and 
content owners [11], [14]. This measurability is important to the revenue model 
within a business model. This measurability of other distribution models is a threat to 
P2P networks and it is an internal weakness as well. 

Competing Distribution Models. By means of some examples, namely multicasting 
and CDNs, we will demonstrate that P2P systems are being threatened by some char-
acteristics that other models display. Multicasting, for instance, is a streaming model 
that offers some answers to the flaws of the unicasting model, particularly in the area 
of live streaming. In addition, multicasting is a system that reinforces itself so that it is 
very scalable. Furthermore, multicasting can offer better QoS compared to P2P 
streaming. In this sense, multicasting can be considered as a more reliable model that 
is mainly suitable for popular live events. A second example of content distribution 
models contains CDNs. In contrast with P2P systems, CDNs offer high guarantees on 
the level of QoS which makes it possible to draw up reliable service level agreements, 
and they are considered to be able to address several security issues. 

Position of ISPs. We will now explain why ISPs might not sympathize with P2P 
content distribution models [15]. Content providers, that implement P2P technology 
for content distribution, avoid bandwidth expenses by passing the costs on the users. 
The result of the adoption of P2P technology is an increasing traffic volume on the 
network infrastructure of ISPs, while these ISPs receive less revenue. Measurement 
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studies have demonstrated that more than 50% of Internet traffic is emanating from 
P2P systems [25]. The increasing traffic volume, caused by P2P systems, originates 
from the fact that P2P technology allows exchanging large files and because there is 
much message overhead required to self organize these systems. In addition, many 
P2P applications lack locality awareness which implies that a lot of traffic crosses 
several ISP networks whereas the content might be available on a node of the local 
ISP [15]. In other words, the current revenue model of ISPs does not fit a situation in 
which the use of P2P networks is pervasive because the traffic volume might not be 
proportionate to the revenues. If large traffic volumes are congesting the network, 
ISPs might decide to squeeze or even block P2P traffic: “Network capacity has a cost. 
If video Peer-to-Peer imposes costs on network operators, they will have incentives to 
limit it, especially if they do not receive a commensurate benefit from the activity” 
[26]. Another consequence might be that many ISPs change their price policy from 
e.g. flat rates into a system of usage-based pricing [15]. 

Legal Issues and Image. P2P technology has to cope with an image problem as there 
is still a connotation of piracy. This is why some authors [e.g. 15] argue that legal 
uses of P2P content distribution should be promoted. The MP3 encoding format, 
combined with the decentralized nature of P2P file sharing, have led to a situation in 
which illegal file sharing has become an omnipresent practice that likely won’t disap-
pear [13], [11], [14]. Therefore, content owners are not eager to offer downloadable 
content, because they fear copyright infringements. If users are able to store content 
on their hard drives, the chances increase that files are being copied and spread in an 
illegal way. Control over the rights remains an important issue. However, several 
respondents argued that control of copyrights was not their major concern. They em-
phasized the importance of control of their business model. These respondents accept 
for instance that content is being copied and distributed by the end users, as long as 
they are able to capture the ‘eyeballs’ for advertising purposes. In addition, most of 
the interviewees hold an opinion that solutions such as DRM are not suitable for 
fighting piracy because (1) every version will be compromised sooner or later and (2) 
it does not fit the consumers’ needs. In addition P2P providers have to cope with 
different legislations in different countries. For instance, the USA has developed the 
fair use doctrine, whereas European jurisdiction utilizes an exception list. For a more 
in-depth analysis of jurisdiction concerning illegal file sharing in different countries, 
we refer to [27].  

Critical Mass. The operation and viability of P2P systems require a critical mass of 
cooperating users that make sufficient resources available [15], [13]. In client/server 
systems, it does not matter that content is consumed by little people as long as the 
server stays available. In contrast, a P2P application must generate sufficient mass so 
content would be sufficiently available. But, as is the case in many virtual communi-
ties, P2P networks are being threatened by the free riding phenomenon [28], [29]. 
Free riders are users that consume resources from the network while not contributing 
anything in return. In a situation without critical mass and a large amount of free 
riders, content will often be unavailable, which will cause users to leave the system 
with the result that the P2P network would no longer be viable. Consequently, P2P 
technology is mainly interesting for the distribution of popular content because it is 
easier to attain a critical mass of cooperating peers. 
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Content Aggregation. Several P2P platforms – e.g. Joost – operate as content aggre-
gators as well. P2P platforms try to acquire popular content to increase the popularity 
of their service. A part of the revenue model of several P2P platforms is based on 
advertising and revenue sharing [e.g. 30]. There are several competing P2P compa-
nies trying to gather the same content providers. As more P2P systems will start up, it 
will become more difficult to aggregate popular content providers and, as a result, to 
reach a critical mass. This threat of content aggregation is linked to the issues of com-
peting distribution models and the acquisition of a critical mass. 

Decreasing Bandwidth Prices and Network Address Translation (NAT). The first 
issue concerns the relevance of P2P content distribution if the bandwidth prices would 
decrease significantly. P2P content distribution is mainly regarded as a technology to 
save on bandwidth costs. As bandwidth capacity might become cheaper, the question 
arises whether a content provider would still adopt a distribution model that performs 
badly in terms of QoS. The second issue, NATs, involves mainly a technical burden 
that needs to be solved [15]. NATs allow several hosts within a private network to use 
only one IP address to access the Internet. The exchange with nodes that operate be-
hind a NAT router generates a technical issue, by limiting end-to-end connectivity, 
which needs to be addressed. 

5   Confrontation 

Some people criticize SWOT analyses for being just an enumeration of several points 
without any reflection [16]. Therefore, we will try to discover links between the inter-
nal and external aspects that have an impact on P2P systems. P2P systems can take 
advantage of some external opportunities by deploying the internal strengths. Re-
search and experiments might be necessary to address the internal weaknesses, while 
P2P providers are often unable to change the external threats. 

The results of the SWOT analysis indicate that the identified limitations of P2P 
technology still entail major issues on the way to a legal and commercial content 
distribution model. The relation between the strengths and opportunities is certainly 
existent. Particularly, P2P networks can be perceived as inexpensive, fault tolerant 
and scalable content distribution models. These internal assets can be used to address 
some external opportunities. For instance, P2P technology provides solutions for 
some of the flaws of other content distribution models, such as the client/server model 
(e.g. bottleneck, not scalable), unicasting (e.g. bottleneck, not scalable), multicasting 
(e.g. network adaptations). The costs of several current distribution models will in-
crease as demand for popular bandwidth consuming content grows. P2P technology 
distributes content in a cost efficient manner that requires less limiting the quality of 
content by compression techniques. In addition, the possible evolution toward sym-
metric networks might create opportunities for P2P systems to utilize the users’ up-
link even more. 

On the one hand, there are several weaknesses, for instance on the level of usability 
and business modeling, that still can be mended. These are elements that require further 
research, but these are not insurmountable problems. On the other hand, other weak-
nesses (e.g. QoS and security) and threats (e.g. legal issues, control) require the integra-
tion of a centralized component in the P2P architecture. Moreover, a business model 
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requires companies to be able to monitor and measure users’ consumption to support for 
instance an advertising model. To pursue these goals, a centralized component is neces-
sary in the architecture. Finally, to improve the QoS of P2P systems, it might be an 
option to close agreements with ISPs to equip its infrastructure so traffic becomes more 
manageable. In this way, ISPs might be able to generate revenue from the additional 
load on their infrastructure, caused by traffic of P2P networks. For instance, BitTorrent 
has closed a service level agreement with GNi, a company  that  offers  data  networking  
solutions, so  as to be able to offer better user experiences [31]. 

Most of the external threats and opportunities are beyond manipulation of P2P pro-
viders. P2P providers can only take advantage of the opportunities by promoting the 
criticalities of these aspects (e.g. demand for bandwidth consuming content, costs of 
centralized models, etc.). On the level of threats, a strategy might include avoiding 
these elements, although this seems to be impossible. P2P providers cannot ignore 
issues such as asymmetric networks and the control of ISPs. Every P2P provider, that 
offers solutions for the distribution of popular bandwidth consuming content, is being 
confronted with these threats. 

We will now describe a worst case scenario, in which P2P content distribution is 
massively used for legal content distribution and in which the threats have not been 
addressed. In a situation in which P2P systems would be used by average Internet 
users, and not only by young more computer literate users, the positive network ex-
ternalities of P2P networks might fall into negative network externalities. The net-
work infrastructure of the ISPs might be overloaded which would result in insufficient 
QoS, which would reveal itself in for instance delays. To retain control of the traffic, 
ISPs might decide to squeeze or block P2P traffic which would decrease user experi-
ences. Because of these inadequate user experiences, users might decide to stop using 
the P2P system with the result that content would be less replicated throughout the 
network. This unstable availability of content would cause additional loss of users, 
which would again result in less available resources. In other words, this vicious cir-
cle would prevent P2P systems to attain a critical mass resulting in the extinction of 
P2P systems. This is a worse case scenario that will not likely occur because P2P 
providers will try to avoid or address these weaknesses and threats. 

6   Concluding Remarks 

The present study examined the internal/external potentials and obstacles of P2P sys-
tems to distribute commercial content in an efficient and legal way. Data gathered 
from interviews and literature was utilized to conduct an extensive SWOT analysis 
from a business perspective. Although this study reflects previous research findings, 
we argue that our research succeeded in addressing several limitations of former re-
search as was discussed in the literature section. Interestingly, by conducting inter-
views with several respondents with different backgrounds, this SWOT analysis 
added several new elements to the existing results in a structured way. Whereas most 
researchers primarily examined the internal weaknesses, this study highlighted the 
importance of the internal strengths and external opportunities/threats as well. In 
addition, this examination paid thorough attention to the position of users since users 
are essential in the value creation within the P2P value chain. On the one hand, users 
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have more resources – e.g. bandwidth or storage capacity – at their disposal, which 
creates opportunities for P2P systems. On the other hand, the use of P2P systems 
implies that users experience additional costs because they have to make these re-
sources available for other peers in the system. Furthermore, usability requirements of 
P2P systems have received little attention. This lack of knowledge might impede the 
widespread adoption of P2P systems among end users. Finally, a large proportion of 
users, in a great deal of P2P networks, are free riding on the contributions of others, 
which necessitates the need for incentives to increase cooperation so as to ensure 
network performance. Beside users, we focused on another often forgotten actor as 
well, namely the ISPs. P2P systems cause an increased load on the network infrastruc-
ture of ISPs, while the ISPs are less remunerated. This causes a negative attitude of 
ISPs toward P2P systems, which might motivate the ISPs to hinder P2P traffic.  

In comparison with the five selected papers, our research added the following top-
ics: strengths (easy implementation, availability), weaknesses (usability and adoption, 
costs to users, business models), opportunities (disadvantages of other distribution 
models, evolution toward symmetric networks, user orientation) and threats (data 
limits, competing distribution models, content aggregation, decreasing bandwidth 
prices, abandonment open source).  

In contrast with former studies, this examination went beyond a mere enumeration 
of aspects by confronting and linking the internal and external elements. Several ex-
ternal developments offer opportunities for P2P technology. In this sense, P2P content 
distribution can be envisaged as an inexpensive, fault tolerant and scalable model for 
content distribution that offers some advantages in comparison with other content 
distribution models. Some of the internal weaknesses can be addressed by further 
examination, for instance on the level of usability and business modeling. The QoS, 
P2P systems produce, remains the major obstacle for a widespread adoption of P2P 
technology among content providers. Most of the external threats and opportunities 
are beyond control of P2P providers as e.g. P2P providers cannot avoid issues – such 
as asymmetric networks – which threaten their services. 

Despite the above mentioned positive qualities of this analysis, we have to address 
the limitations of this study as well. The reliability of this examination might be 
threatened by the underrepresentation of some actors in the interviews. We only con-
ducted a limited amount of interviews with copyright lobbyists (1) and ISPs (2). 
However, we did not manage in recruiting P2P providers for this analysis which 
might have affected the results. In this sense our results might primarily represent the 
issues identified by content providers. In addition, many issues have been raised in-
volving users whereas this research did not gather data from end users. Indeed, a 
promising line of study would be to interview P2P providers and end users so as to 
improve the reliability of the results. 

Although P2P technology offers some opportunities for commercial and legal con-
tent distribution, the findings of this study indicate that several issues still need to be 
addressed. Centralizing some elements of the architecture might be necessary to ad-
dress the weaknesses – e.g. security, QoS – of this content distribution model. The 
recent launch of several legal, commercial P2P systems – e.g. LiveStation, RawFlow, 
Joost, Vuze – have demonstrated the feasibility of these models. Therefore, we expect 
that the convergence of Internet and TV will force several content providers to adopt 
P2P systems to distribute video content in order to limit bandwidth costs. 
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Abstract. Despite the fact that service quality is a critical determinant of web-
site success, studies show that consumers frequently view the service quality 
delivered through websites as unsatisfactory. This paper outlines a study that 
investigated the dimensions of website service excellence valued by Irish cus-
tomers of a small-to-medium enterprise specialising in gifts. The E-S-QUAL 
measurement instrument was applied to the customers who purchase products 
online from this retailer, in order to determine their purchasing patterns and the 
dimensions of e-service quality that they value. The results of this study indi-
cate the effectiveness of the instrument in determining gaps in e-service quality. 
The findings will be of benefit both to practitioners and researchers seeking to 
improve their understanding of the factors that contribute towards the creation 
and maintenance of consumer satisfaction in Irish online transactions. 

Keywords: Website service quality, E-S-QUAL, consumer satisfaction. 

1   Introduction 

In Ireland the need for online vendors to understand the dimensions of website service 
quality that customers value has an added impetus as Irish consumers continue to resist 
transacting via the Internet – using it as an information rather than a transaction me-
dium and thus limiting its commercial potential.  For example, by the end of 2002, 
nearly half of the Irish population had Internet access, but only 38% of Irish Internet 
users had made an online purchase (Amarach Consulting, 2002). Studies in the UK 
have also found that the percentage of the Internet population who shop online has not 
increased in line with Internet penetration. Thus, while increases in the sheer size of the 
Internet population mean that more people have made an online purchase, the propor-
tion of Internet buyers is not increasing. Therefore, in order that the commercial  
potential of the Internet is to be realized - a potential that is expanding dramatically as 
a result of advances in consumer wireless technologies and their transaction-
facilitating capabilities – understanding the dimensions of service quality that Irish 
online consumers value is of critical importance. 

1.1   Research Objectives 

This research extends our understanding of service quality within the setting of online 
retailing. The study has two objectives. Firstly, it examines the dimensions of website 
service quality that are valued by customers of a small to medium online company in 
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Ireland. Secondly, by applying the newly operationalised e-S-QUAL measurement 
instrument, it explores the relevance of this instrument in the evaluation of business to 
consumer website service quality. 

2   Service Quality 

The traditional (off-line) service quality construct is one of the most researched topics 
in the area of services marketing. Although research into the specific dimensions of 
website service quality that are valued by online consumers is in an embryonic stage, 
it is an issue of considerable importance. In part, this is due to the fact that as compe-
tition for online consumers intensifies, service quality has become a key differentiator 
for online vendors and thus it has become increasingly important to have an appropri-
ate means by which to measure it. This is particularly true in the business-to-
consumer electronic commerce marketplace where web vendors compete for a limited 
number of consumers and where consumer loyalty has become a key indicator of 
success. 

Service quality has been defined as the difference between customers’ expectations 
for service performance prior to the service encounter and their perceptions of the 
service received (Asubonteng et al., 1996).  When performance does not meet expec-
tations, quality is judged as low and when performance exceeds expectations, the 
evaluation of that quality increases.  Thus, in any evaluation of service quality, cus-
tomers’ expectations are key to that evaluation. Moreover, Asubonteng et al., (1996) 
suggest that as service quality increases, satisfaction with the service and intentions to 
reuse the service (i.e. loyalty intentions) increase.   

To meet customer service requirements is both a performance issue (whether the 
service satisfies the customers requirements) and an issue of conformity to measur-
able standards. For example, Swartz and Brown (1989) distinguish between the  
consumer’s post-performance evaluation of ‘what’ the service delivers and the con-
sumer’s evaluation of the service during delivery.  The former evaluation has been 
termed ‘outcome quality’ (Parasuraman et al., 1985), ‘technical quality’ (Gronröos 
(1983) and ‘physical quality’ (Lehtinen and Lehtinen, 1982). The latter evaluation has 
been termed ‘process quality’ by Parasuraman et al., (1985), ‘functional quality’ by 
Gronröos (1983) and ‘interaction quality’ by Lehtinen and Lehtinen (1982).   

The most frequently cited measure of service quality is SERVQUAL, an instru-
ment developed by Parasuraman et al., (1985; 1988).  It has been widely cited in the 
literature and has been used to measure service quality in a variety of settings e.g. 
health care (Babakus and Mangold, 1992; Bebko and Garg, 1995, Bowers et al., 
1994), large retail chains (Teas, 1993; Finn and Lamb 1991), fast food restaurants 
(Cronin and Taylor 1992), a dental clinic, a tyre store and a hospital (Carman 1990). 
Designed to measure service quality from a customer perspective, it consists of five 
basic dimensions that represent the service attributes that consumers use to evaluate 
service quality. The five dimensions are tangibles, reliability, responsiveness, assur-
ance and empathy.  In their model, Parasuraman et al., (1985; 1988) suggest that it is 
the gap between consumer expectations with actual service performance that informs 
service quality perceptions. To the degree that service performance exceeds expecta-
tions, the consumer’s perception of service quality increases. To the degree that  
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performance decreases relative to expectations, the consumer’s perception of service 
quality decreases. Thus, this performance-to-expectations gap forms the theoretical 
basis of SERVQUAL. However, Parasuraman et al., also note that the evaluation of 
service quality is not based solely on the service outcome but also involves evalua-
tions of the process of service delivery. 

Despite its popularity, a number of issues related to the use of SERVQUAL remain 
contentious, such as the proposed causal link between service quality and satisfaction 
(eg Woodside et al., 1989; Bitner 1990), and the question as to whether one scale can 
be universally applicable in measuring service quality regardless of the industry or 
environment (Asubonteng et al., 1996; Cronin and Taylor 1992; 1994; Teas, 1993; 
Carman, 1990; Finn and Lamb, 1991). Moreover, although it remains the dominant 
model for both researchers and managers, its proposed universality and applicability 
is made more questionable by viewing the numerous modifications that are evident in 
many studies that purport to use this model (Paulin and Perrien, 1996). 

2.1   e-Service Quality 

Website service quality, frequently termed e-service quality, has been defined as 
“consumers overall evaluation and judgement of the excellence and quality of e-
service offerings in the virtual marketplace (Santos, 2003) and “as the extent to which 
a website facilitates efficient and effective shopping, purchasing and delivery” 
(Zeithaml 2002). E-service quality is constantly evolving due to the pace of competi-
tion and the ease of duplicating service features in the online world (Trabold et al., 
2006). Notwithstanding evidence of continuing consumer dissatisfaction with service 
delivered through the Internet (Gaudin 2003; Ahmad 2002) studies of e-service qual-
ity remain limited and frequently employ instruments that were developed for use in a 
traditional environment such as the SERVQUAL survey instrument. For example, 
researchers (Van Iwaarden et al., 2004) have used SERVQUAL to examine the qual-
ity factors perceived as important in relation to the use of websites, despite the fact 
that it was not designed to measure perceived service quality in an online environment 
and its applicability is therefore unlikely to extend to that context. While it is true that 
past conceptualisations can be useful platforms for describing e-services (Van Riel, 
2001), there is an increasing awareness (Cai and Jun, 2003; Lie et al., 2003) that the 
SERVQUAL instrument is limited in terms of its ability to measure e-service quality 
particularly as there are dimensions of service quality that are unique to the electronic 
context. For example, Cox and Dale (2001) argue that dimensions of service quality 
specific to a traditional environment such as competence, courtesy, cleanliness, com-
fort, and friendliness, are not salient in the electronic retail environment while such 
dimensions as accessibility, communication, credibility, and appearance, are of criti-
cal importance in an online environment. Support for inclusion of specific dimensions 
unique to the on-line retail environment is also provided by Long and McMellon 
(2004) who argue that factors such as geographic distance and facelessness of the 
experience form part of the online service experience and therefore should be part of 
any e-service quality measurement instrument. 

However, although several researchers have proposed scales to evaluate websites, 
many of these scales do not provide a comprehensive evaluation of the service quality 
of the website. For example, the focus of the WebQual scale (Loiacono et al., 2000) is 
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to provide website designers with information regarding the website (e.g. informa-
tional fit to task) rather than to provide specific service quality measures from a cus-
tomer perspective. Other scales such as WebQual (Barnes and Vidgen, 2002) provide 
a transaction-specific assessment rather than a detailed service quality assessment of a 
website. The SITEQUAL (Yoo and Donthu, 2001) scale excludes dimensions central 
to the evaluation of website service quality as does Szymanski and Hise’s (2000) 
study, while researchers (Parasuraman et al, 2005) have expressed caution regarding 
the consistency and appropriateness of dimensions used in the eTailQ scale proposed 
by Wolfinbarger and Gilly (2003). 

Recently however, many of these concerns have been addressed by the original au-
thors of the SERVQUAL instrument through the development and operationalisation 
of a multi-item scale for examining website service quality (Parasuraman, Zeithaml 
and Malhotra, 2005). This scale, termed E-S-QUAL, is a four-dimensional, 22-item 
scale that captures the critical dimensions of service quality outlined in the extant 
literature. The dimensions are efficiency, fulfilment, system availability, and privacy. 
The scale has an accompanying subscale called E-RecS-Qual which contains items 
focused on handling service problems and is relevant to customers who have had non-
routine recovery service encounters with the website. E-RecS-Qual consists of a 
three-dimensional, 11 item scale. These three dimensions comprise responsiveness, 
compensation, and contact. Both scales, whose specific purpose is the measurement 
of website service quality, have been subjected to reliability and validity tests and 
demonstrate good psychometric properties.  As E-S-QUAL is a relatively new meas-
ure it has therefore not been used extensively in online service quality research. A 
recent study that has utilised the measure (Kim et al., 2006) found that online apparel 
retailers are failing on specific service dimensions leading to dissatisfaction on the 
part of their consumers. Such insights provide critical insights and have the potential 
to assist apparel retailers in improving their service and thus increase their success in 
the commercial arena.   

In this study the E-S-QUAL instrument will be applied to a narrowly focused busi-
ness context as has been done by other researchers who have sought to identify the 
key dimensions of service quality in contexts such as online banks, or travel agencies 
(e.g. Jun and Cai, 2001; Van Riel et al, 2001). That context is an online gift store in 
Ireland with a 5000 strong customer base. 

The final survey utilized was based on the Parusaman et al., (2005) questionnaire 
and was divided into two sections. In section 1 of the survey a varying number of 
questions were asked regarding the dimensions of online service quality as outlined in 
the E-S-QUAL instrument. The owners of the online gift website requested that all 
questions relating to the compensation dimension of the survey be omitted from the 
final questionnaire as they viewed these questions as introducing a negative view of 
interactions with the website.  The dimensions and number of questions relating to 
each website service quality dimension are indicated in table 1. Section 2 of the sur-
vey collected demographic information on the respondents.  The survey was set up in 
a web-based format and a URL link to the survey web site was listed in the company 
email newsletter which was then sent to the 5,000 registered customers. The data 
obtained from the questionnaire was converted into Excel and analysed using SPSS 
(Statistical Package for the Social Sciences), a widely used programme for statistical 
analysis. 
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Table 1. eService Quality Dimensions 

eService Quality Dimension Number of Questions 

Efficiency 8 
System availability 4 
Fulfilment 7 
Privacy 3 
Responsiveness 5 
Efficiency 8 
Compensation* 3 
Contact 3 
Perceived value 4 
Loyalty intentions 5 

 * Dimension omitted on request of online vendor 

3   Results 

3.1   Response Rates 

84 respondents completed the questionnaire within 1 week of the initial notification. 
This represents 1.68% of the sample. A second notification was sent by email 3 weeks 
later, which increased the number of respondents to 119. This represents an increase 
of 43% to a total sample response rate of 2.38%. One possible explanation for the low 
response rate is the difficulty in checking the validity and continued operation of the 
email addresses. This response rate is despite the incentive of entry into a draw for a 
free prize. The second mailing succeeded in increasing the response rate from 1.68% 
to 2.38%. Within the responses received 25% completed section 1 in full, and all 119 
completed section 2. This gives the figure 0.6% as the percentage of the total sample 
that returned a fully completed questionnaire for section 1, and 2.38% for section 2. 

3.2   Reliability Analysis 

The independent variables in this study are: Efficiency, System Availability, Fulfil-
ment, Privacy, Responsiveness and Contact. The dependent variables are Perceived 
Value and Loyalty Intentions. Table 2 shows the Cronbach’s alpha values for each of 
the constructs.  All of the constructs worked well with this sample with the four con-
structs ‘Efficiency’, ‘Fulfilment’, ‘Responsiveness’ and the ‘Loyalty Intentions’ pro-
viding particularly strong internal reliability measures.   

Having secured reliability measures for the variables the measure of association be-
tween pairs of variables was now examined using correlation techniques.  Correlation 
is a statistical technique that provides a measure of the association between two vari-
ables i.e. how strongly the variables are related, or change, with each other. In order 
to test the data a simple average for each of the related questions was calculated for 
each construct and the relationship between the variables then considered. The corre-
lation coefficient results are displayed in appendix 1.   

The website service quality constructs showing the strongest inter-relationships are 
system availability with privacy (0.84), and efficiency with system availability (0.80).  
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Table 2. Reliability Analysis – Scale (Alpha) 

Construct Number of Items Cronbach’s Alpha 

Efficiency 8 0.95 

System Availability 4 0.86 

Fulfilment 7 0.94 

Privacy 3 0.88 

Responsiveness 5 0.95 

Contact 4 0.85 

Perceived Value 4 0.87 

Loyalty Intentions 5 0.96 

 
The weakest inter-relationships are those of fulfillment with contact (0.39) and pri-
vacy with contact (0.53).   

The relationships between the website service quality constructs and the dependent 
variables were then examined. In relation to the dependent variable ‘perceived value’, 
the strongest result is provided by the responsiveness construct (0.87), followed by 
the system availability construct (0.81). The weakest relationship is that between 
contact and perceived value (at 0.72). In relation to the dependent variable ‘loyalty 
intentions’, the results again show a positive relationship between the dependent and 
independent variables. However, the website service quality dimensions show a 
slightly weaker relationship with customer loyalty than with perceived value. Effi-
ciency has the strongest influence on customer loyalty at 0.76. Interestingly, fulfill-
ment and privacy were the website service quality variables showing the weakest 
relationships with loyalty intentions at 0.62 each. 

3.3   Regression Analysis 

Multiple regression techniques were used in this study to establish whether the set of 
independent variables could explain a proportion of the variation in the dependent 
variables at a significant level, and to establish the relative predictive importance of 
the independent variables.  The results, outlined in tables 3 and 4 show that these 
independent website service quality variables explain 88% of the variation in per-
ceived value and 69% of the variation in loyalty intentions respectively. 

 

Table 3. Model Summary: Perceived Value 

R R Square Adjusted R Square Std. Error of Estimate 

.936(a) .876 .844 .28194 

Independent variables: Efficiency, System Availability, Fulfillment, Privacy, Respon-
siveness, Contact. Dependent variable: Perceived Value 
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Table 4. Model Summary: Loyalty Intentions 

R R Square Adjusted R Square Std. Error of the Estimate 

.829(a) .687 .605 .51010 

Independent variables: Efficiency, System Availability, Fulfillment, Privacy, Respon-
siveness, Contact. Dependent variable: Loyalty Intentions 

The F-statistics for each of the relationships reported above indicate that with 
99.9% confidence, we can assert that there is a systematic relationship between the 
dependent variables and the set of independent variables.  Thus, at least one of the 
independent variables is explaining changes in the dependent variable. 

Predictive Importance of Independent Variables. Perceived Value: The coefficient 
results indicate that two of the independent variables – system availability (coefficient 
beta weight 0.390) and responsiveness (coefficient beta weight 0.371) - exert the 
strongest effect on the dependent variable perceived value.  Fulfilment and contact are 
significant independent variables – but to a lesser degree. Each of these variables is 
positively related to the dependent variable.   

Loyalty Intentions: The coefficient results indicate that two of the independent 
variables - fulfilment (coefficient beta weight 0.355) and contact (coefficient beta 
weight 0.329) - exert the strongest effect on the dependent variable Loyalty Inten-
tions.  However, none of the independent variables are statistically significant. This 
result contradicts the results of the F-test that indicated with 99.9% confidence that 
there was a systematic relationship in this case. This contradiction is a typical out-
come where independent variables are highly correlated with one another – where 
multicollinearity is present. The coefficient results for both dependent variables are 
shown in appendix 1. 

4   Discussion 

The study findings provide evidence of a strong relationship between the system 
availability and privacy dimensions of website service quality.  This indicates that 
consumers’ evaluation of a website as reliable (in terms of availability for business) 
appears to result in a parallel evaluation of the vendor as likely to take adequate 
measures to protect their personal information. The findings also confirm a strong 
inter-relationship between efficiency and system availability confirming the close 
association between these dimensions of website service quality in the mind of the 
consumer. 

An interesting distinction emerged in terms of the difference between contact  
and responsiveness. For example, the results show that consumers’ perception of 
value is positively influenced by vendor responsiveness but less positively influenced 
by contact. This indicates that while consumers perceive aspects of responsiveness 
such as the ability to take care of consumer problems, to handle product returns well, 
and to tell the consumer what to do if a transaction is not processed as adding value to 
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their service interaction with the vendor, all contact must be initiated by the consumer 
as non-solicited contact (e.g. as with event notification emails) is perceived as an 
infringement of privacy.  

The service quality variable with the strongest ability to influence consumers’ per-
ception of value is efficiency, followed by system availability, again confirming the 
inter-relationship between these two variables. Similarly, in relation to consumers’ 
loyalty intentions, the dimensions of website service quality that provide the strongest 
explanatory power are efficiency and system availability respectively. These results 
indicate that technical website attributes such as ease of use and reliability have strong 
potential to influence perceived value and customer loyalty and outweigh consumers’ 
fulfillment and privacy concerns. Vendors seeking to increase consumer’s perception 
of value and intention to re-purchase from the website should therefore focus on the 
ease of use of the website customer interface and the reliability of their websites.   

While previous research has argued that privacy of websites may not be critical for 
more frequent users (Wolfinbarger and Gilly, 2003), the results of this study indicate 
otherwise. For example, the majority of respondents in this study were reasonably 
frequent purchasers from this gift website (29% purchased on a monthly basis and 
33% purchased every 2-3 months) spending an average of €€ 50-€€ 149 per transaction. 
While experience may mitigate concerns about website security, it clearly does not 
mitigate the influence of privacy concerns on the online consumers’ trust response. 

Finally, the use of the E-S-QUAL measurement instrument in an Irish context 
provided interesting insights into the critical facets of website service quality valued 
by Irish consumers. The authors of the E-S-QUAL instrument developed it in the 
United States. Based on their results they concluded that the most critical E-S-
QUAL dimensions were the efficiency and fulfillment dimensions and that custom-
ers’ assessment of a website on these two dimensions would have the strongest 
influence on their perceptions of value and on their loyalty intentions.  In this study 
the full measurement instrument (comprising E-S-QUAL and E-RecS-QUAL) was 
appliedin a European context and the results obtained differ considerably from 
those of the instrument’s authors. For example, based on an Irish sample of respon-
dents, system availability and responsiveness respectively were the dimensions of 
website service quality shown to exert the strongest effect on perceived value, while 
in relation to loyalty intentions, the variables fulfilment and contact exert the 
strongest effect.on the dependent variable. While system availability emerged as a 
significant independent variable, it was to a lesser degree. However, due to the 
study limitations relating to sample size, further research is necessary to establish 
whether or not the E-S-QUAL model can be described as culture independent. t 
present, all that can be concluded is that this study has provided results that indicate 
that online consumers in Ireland differ from US online consumers in terms of the 
facets of website service quality that most influence their perceptions of value and 
their loyalty intentions. 

5   Conclusions 

One of the limitations of this study relates to the sample size, a fact that was beyond 
the control of the authors. Secondly, the company used in the study was an online gift 
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store. The fact that those purchasing from this website are purchasing products that 
they will not be consuming themselves may lead to a different emphasis on certain 
facets of service quality. In order to ascertain whether this could indeed be the case, it 
is necessary to conduct further website service quality studies of websites where the 
consumer is purchasing the product for their own use. Thirdly, the online vendor in 
this study requested that the items on compensation should not be included in the 
questionnaire, as the company did not provide product compensation assurances. This 
resulted in one of the E-RecS-Qual sub dimensions being omitted from the study.     

This is the first time that the E-S-QUAL instrument has been applied in a European 
context and thus this study contributes to the small but growing body of work that 
exists on website service quality. The insights provided by this study will be of inter-
est to website service quality researchers in their efforts to increase understanding of 
an issue has received comparably little attention to date. However, it is anticipated 
that the insights will also be of benefit to practitioners in their efforts to compete for 
and retain customers in the competitive electronic commerce marketplace. 

References  

1. Ahmad, S.: Service Failures and Customer Defection: A Closer Look at On-line Shopping 
Experiences. Managing Service Quality 12(1), 19–29 (2002) 

2. Amarach Consulting TrendWatch Technology Report, Quarter 2 (2002),  
http://www.amarach.com/news/press.htm 

3. Asubonteng, P., McCleary, K.J., Swan, J.: Servqual revisited: a critical review of service 
quality. Journal of Services Marketing 10(6), 62–81 (1996) 

4. Babakus, E., Boller, G.W.: An empirical assessment of the SERVQUAL scale. Journal of 
Business Research 24(3), 253–268 (1992) 

5. Babakus, E., Mangold, G.W.: Adapting the SERVQUAL scale to hospital services: an em-
pirical investigation. Hospital Services Research 26(6), 767–786 (1989) 

6. Barnes, S.J., Vidgen, R.T.: An Integrative Approach to the Assessment of E-Commerce 
Quality. Journal of Electronic Commerce Research 3(3), 114–127 (2002) 

7. Bebko, C.P., Garg, R.K.: Perceptions of responsiveness in service delivery. Journal of 
Hospital Marketing 9(2), 35–45 (1995) 

8. Bitner, M.J.: Evaluating service encounters: the effects of physical surroundings and em-
ployee responses. Journal of Marketing 54(2), 69–82 (1990) 

9. Bowers, M.R., Swan, J.E., Koehler, W.F.: What attributes determine quality and satisfac-
tion with health care delivery? Health Care Management Review 19(4), 49–55 (1994) 

10. Cai, S., Jun, M.: Internet Users Perceptions of On-line Service Quality: A Comparison of 
On-line Buyers and Information Searchers. Managing Service Quality 13(6), 504–519 
(2003) 

11. Carman, J.M.: Consumer perceptions of service quality: an assessment of the SERVQUAL 
dimensions. Journal of Retailing 66(1), 33–55 (1990) 

12. Cox, J., Dale, B.G.: Service Quality and e-Commerce: An Exploratory Analysis. Managing 
Service Quality 1(2), 121–131 (2001) 

13. Cronin, J.J., Taylor, S.A.: SERVPERF versus SERVQUAL: reconciling performance-
based and perception-minus-expectations measurement of service quality. Journal of Mar-
keting 58(1), 125–131 (1994) 



330 R. Connolly 

14. Cronin, J., Taylor, S.A.: Measuring service quality: a reexamination and extension. Journal 
of Marketing 56, 55–68 (1992) 

15. Doney, P.M., Cannon, J.P., Mullen, M.R.: Understanding the Influence of National Cul-
ture on the Development of Trust. Academy of Management Review 23(3), 601–620 
(1998) 

16. Finn, D., Lamb, C.: An evaluation of the SERVQUAL scale in a retailing setting. Ad-
vances in Consumer Research 18, 483–490 (1991) 

17. Fukuyama, F.: Trust: The Social Virtues and the Creation of Prosperity. Free Press, New 
York (1995) 

18. Gaudin, S.: Companies Failing at On-line Customer Service (retrieved, 2003),  
http://itmanagement.earthweb.com/erp/article.php/1588171 

19. Gefen, D., Heart, T.: On the Need to Include National Culture as a Central Issue in E-
Commerce Trust. Journal of Global Information Management 14(4), 1–30 (2006) 

20. Grönroos, C.: Strategic Management and Marketing in the Service Sector. Marketing Sci-
ence Institute, Cambridge (1983) 

21. Hofstede, G.H.: Culture’s Consequences: International Differences in Work-Related Val-
ues. Sage Publications, Beverly Hills (1984) 

22. Lehtinen, J.R., Lehtinen, U.: Service quality: a study of quality dimensions, Unpublished 
working paper, Service Management Institute, Helsinki (1982) 

23. Loiacono, E., Watson, R.T., Goodhue, D.: WebQual: A Web Site Quality Instrument, 
Working paper, Worcester Polytechnic Institute (2000) 

24. Long, M., McMellon, C.: Exploring the determinants of retail service quality on the Inter-
net. Journal of Services Marketing 18(1), 78–90 (2004) 

25. Parasuraman, A., Zeithaml, V.A., Malhotra, A.: E-S-Qual: A Multiple Item Scale for 
Measuring Electronic Service Quality. Journal of Service Research 7(3), 213–233 (2005) 

26. Parasuraman, A., Zeithaml, V.A., Berry, L.L.: SERVQUAL: a multiple item scale for 
measuring customer perceptions of service quality. Journal of Retailing 64(1), 12–40 
(1988) 

27. Parasuraman, A., Zeithaml, V.A., Berry, L.: A conceptual model of service quality and its 
implications for future research. Journal of Marketing 49, 41–50 (Fall 1985) 

28. Paulin, M., Perrien, J.: Measurement of Service Quality: The Effect of Contextuality. In: 
Kunst, Lemminck (eds.) Managing Service Quality, London. Chapman, Boca Raton 
(1996) 

29. Santos, J.: E-service quality: a model of virtual service quality dimensions. Managing Ser-
vice Quality 13(3), 233–246 (2003) 

30. Shaffer, T.R., O’Hara, B.S.: The Effects of Country of Origin on Trust and Ethical Percep-
tions. The Service Industries Journal 15, 162–179 (1995) 

31. Swartz, T.A., Brown, S.W.: Consumer and provider expectations and experience in evalu-
ating professional service quality. Journal of the Academy of Marketing Science 17, 189–
195 (1989) 

32. Szymanski, D.M., Hise, R.: T. e-Satisfaction: An Initial Examination. Journal of Retail-
ing 76(3), 309–322 (2000) 

33. Teas, K.R.: Consumer Expectations and the Measurement of Perceived Service quality. 
Journal of Professional Services Marketing 8(2), 33–53 (1993) 

34. Trabold, L.M., Heim, G., Field, J.: Comparing e-service performance across industry sec-
tors: Drivers of overall satisfaction in online retailing. International Journal of Retail & 
Distribution Management 34(4/5), 240–257 (2006) 



 Website Service Quality in Ireland: An Empirical Study 331 

35. Van Iwaarden, J., Van der Wiele, T., Ball, L., Millen, R.: Perceptions about the Quality of 
Websites: A survey amongst students and Northeastern University and Erasmus Univer-
sity. Information and Management 41(8), 947–959 (2004) 

36. Van Riel, A., Liljander, V., Jurriëns, P.: Exploring Consumer Evaluations of E-Services: 
A Portal Site. International Journal of Service Industry Management 12(4), 359–377 
(2001) 

37. Wolfinbarger, M., Gilly, M.C.: eTailQ: Dimensionalizing, Measuring, and Predicting etail 
Quality. Journal of Retailing 79(3), 183–198 (2003) 

38. Woodside, A.G., Frey, L.L., Daly, R.T.: Linking service quality, customer satisfaction, and 
behavioral intention. Journal of Health Care Marketing 9(4), 5–17 (1989) 

39. Yoo, B., Donthu, N.: Developing a Scale to Measure the Perceived Quality of an Internet 
Shopping Site (Sitequal). Quarterly Journal of Electronic Commerce 2(1), 31–46 (2001) 

40. Zeithaml, V.: Service quality in e-channels. Managing Service Quality 12(3), 135–138 
(2002) 

41. Zucker, L.G.: Production of Trust: Institutional Sources of Economic Structure, 1840 – 
1920. In: Staw, B.M., Cummings, L.L. (eds.) Research in Organizational Behavior, vol. 8, 
pp. 53–111. JAI Press, Greenwich (1986) 

Appendix 

Correlation Coefficient Results 

 
Correlation 

1 2 3 4 5 6 7 8 

Efficiency (1) 1.0 0.80 0.56 0.67 0.82 0.71 0.79 0.76 
System Availability (2)  1.00 0.60 0.84 0.73 0.53 0.81 0.68 
Fulfillment (3)   1.00 0.78 0.63 0.39 0.73 0.62 
Privacy (4)    1.00 0.75 0.53 0.80 0.62 
Responsive (5)     1.00 0.71 0.87 0.72 
Contact (6)      1.00 0.72 0.69 
Perceived Value (7)       1.00 0.72 
Loyalty Intentions (8)        1.00 

Regression Coefficient Results: Perceived Value 

Unstandardized 
Coefficients 

Standardized 
Coefficients 

t Sig.  
 
 B Std. Error Beta   

1 (Constant) -.790 .441  -1.794 .086 
 Efficiency -.099 .177 -.093 -.560 .581 
 System Av .425 .192 .390 2.212 .037 
 Fulfillment .335 .140 .295 2.389 .025 
 Privacy -.100 .183 -.102 -.548 .589 
 Responsiveness .356 .147 .371 2.423 .024 
 Contact .247 .112 .249 2.197 .038 
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Regression Coefficient Results: Loyalty Intentions 

Model  
Unstandardized 
Coefficients 

Standardized 
Coefficients t Sig. 

  
B 

Std. 
Error 

Beta   

1 (Constant) -.863 .797  -1.083 .290 

 Efficiency .284 .320 .235 .886 .385 

 System Av .326 .347 .263 .938 .358 

 Fulfillment .460 .254 .355 1.810 .083 

 Privacy -.281 .330 -.253 -.852 .403 

 Responsiveness .068 .266 .062 .255 .801 

 Contact .371 .203 .329 1.826 .081 
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Abstract. This paper presents the results of practical studies comparing five well
established social classification services for tagging of bookmarks (del.icio.us,
BibSonomy bookmarks) and publications (BibSonomy publications, CiteULike,
Connotea) in the context of service interoperability and integration. Contrary to
most of current research we exclusively focus on the usage of RSS feeds for re-
trieval of tag-related data. Here we exploit ,,recent” feeds, as this method of data
retrieval corresponds directly to the way users can retrieve data from these ser-
vices, e.g. for tag suggestions. We motivate the preferred usage of feeds compared
to full site grabbing, and present analysis results of feed data from the same period
of one month concerning feature distribution, growth, stability and convergence
aspects. Furthermore we compare tag spaces and their intersections for potential
interoperability and integration of these services, and reveal that tags in practice
are not really as freely chosen as often promised.

Keywords: Social Classification, Heterogeneous Tag Spaces, Efficient Personal
and Collaborative Tagging, Tag Space Comparison and Integration.

1 Introduction

Recent years have seen a strong trend of people coming together at online platforms
and services in order to share all imaginable types of web-addressable resources, e.g.
del.icio.us for spare time bookmarking, BibSonomy for professional and scientific book-
marks, CiteULike for collecting scientific publications, technorati for blogs, or flickr for
sharing recent holiday photos. Users attach descriptive keywords - so-called tags - in
order to allow for easy resource retrieval, primarily for their own usage. Implicitly they
generate benefit for the whole user community as users explore tagged resources based
on their own tags as well as those of other users.

Tagging services can assist users with tag suggestions for a resource of interest. In
order to select tags users can exploit these tag suggestions - provided by a service web
site or indirectly via tools like browser plugins. Assigning tags to resources interactively
users select a subset of suggested tags, reject others, or assign new ones. Thus, the
categorization vocabulary in folksonomies converges to a quite stable state with a tag
subset comprising frequently used tags (broad categories or thematic clusters).

This emerging trend to collaboratively attach any - theoretically - unrestricted, free-
form key words to content - called tagging - has produced a tremendously rising num-
ber of isolated, non-integrated heterogeneous tag spaces, and tagged resources. Recent
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quantitative research of this development raises concern that the growth trend compli-
cates for individual users to efficiently benefit from resource discovery and to contribute
to resource annotation over time.

In order to assign well matching tags to resources, users need to get operational with
tagging services (tag spaces). They can start tagging at zero (empty tag space) which is
time consuming, or incorporate existing tags from one or more tag space(s) which we
denote as bootstrapping or cold start. An established tag space dynamically evolves over
time due to the addition of new, or a reinforcement of existing tags and co-occurring
tags (co-tags).

Nowadays users can interact with more than one tagging service in parallel. As these
services typically provide non-interoperable tagging features, users cannot be sure to
apply the same tagging behavior in all services. For instance they have to maintain
separate tag spaces, and are subject to different character sets to assemble tag words
from. However, major properties of different systems are similar, and major common
portions of tags are applied in all (e.g. English vocabulary), or similar tagging contexts
(e.g. IT, natural sciences) while their semantics represented by tag-tag relations (co-
tags) differ significantly.

1.1 Issues of Isolated Tag Spaces

In the following discussion we summarize selected issues we see in current non-
integrated social classification systems.

Current growth of flat, unstructured and not inter-related tag spaces will render tag-
ging to be more and more inefficient for the individual user over time [6]. Heteroge-
neous environments with different target groups, classification purposes, and supported
resource types on one hand, and the rising number of such growing systems on the other
one let arise the question: Can one classification service satisfy the majority of needs of
different classification purposes in a heterogeneous environment?

Does one large service - in our test del.icio.us - cover the majority of relevant tags,
that it can be predominantly used as the number one source for storage of social book-
marks as well as tag suggestions?

In the context of heterogeneous tag spaces we expect a major improvement from an
exploitation of cross-space similarities and inter-relations between different tag spaces.
Our idea is that users can benefit from a virtual uniform tag space transparently mapping
user tags on the various services in background, hence supporting a uniform tagging
behavior independent from the services being actually used.

In order to decide these issues existing research approaches introduce several metrics
and measures to identify helpful tag space properties, e.g. similarity, growth, stability,
and efficiency figures. They apply them on basically comparable data sets - mostly the
popular broad folksonomy del.icio.us, in some cases the less frequently used services
CiteULike or BibSonomy.

However, results from these different approaches cannot be effectively compared due
to different time scopes, evaluation targets, amounts of data, data retrieval concepts, and
a missing comprehensive analysis architecture following an integrative approach. Thus,
chances to evaluate and compare tag or resource spaces, e.g. for efficient tag sugges-
tions, and to deduce conclusions to optimize tagging processes are hard to identify.
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Thus, there is need for an evaluation approach on comparable actual data sets from the
same time span, based on a uniform data retrieval.

1.2 Contribution

The lack of such comprehensive folksonomy approaches to compare, evaluate, and cor-
relate tagsonomies, prevents from identifying or establishing links between various tag
spaces. Such an integrated view on tagging requires to gain insight into similar and dif-
ferent properties of the tag spaces involved in order to exploit associations between dif-
ferent tagging services. Focusing on isolated folksonomies and their tag / co-tag spaces
as not being inter-related so far, only little research has been done on comparison and
integration.

This paper presents work in progress of a PhD thesis in the context of integrated
social classification systems. Overview and analysis of comparable key figures to mo-
tivate an integrative tagging approach unifying the operation with different tag spaces
is the major target of this work. Here, we present results of comparative studies with
selected, well established classification services over the same time span of one month
(Aug 01 - Sept 01, 2007), exclusively based on RSS1 recent feeds.

2 Related Works

For a recent overview and motivation of tagging refer to [1], and [22]. Zhang et al. [21]
compare the motivations, advantages and drawbacks of traditional top-down and emerg-
ing bottom-up semantics concerning web resources and present results from del.icio.us
analysis. The BibSonomy service and formal considerations of folksonomies are pre-
sented in [11]. For an overview of tag suggestions and a comparison of established tag
suggestion algorithms read [15].

Comparison, Integration and Interoperability Studies. Gruber [8] proposes an ap-
proach for defining an ontology to enable the exchange of tag data and the construction
of tagging systems that can compositionally interact with other systems. The author also
promotes a promising follow-up initiative for tag interchange: TagCommons [9]. Veres
[20] evaluates semantic intersections and interoperable features between different tag-
ging services (here: flickr, del.icio.us), but lacks profound quantitative evaluation. The re-
lation between texts from blog posts and assigned tags are analyzed in [3]. Inter-relations
between different tag spaces are not considered. Bhagat et al. [4] analyze how different
information networks (e.g. blogs, web, messenger, chat) interact with each other follow-
ing a cross network approach. Schmitz et al. [17] analyze and compare co-occurrence
network properties of del.icio.us data (actual as of 2004-2005) and BibSonomy data (as
of July 2006). Finally, Szomszor et al. [19] correlate user profiles from multiple folk-
sonomies in order to identify user related tag space similarities based on intersections.

Distribution, Growth, and Stability. Feed based analysis using del.icio.us data is
exploited in [18] and [2]. The deli.ckoma2 web site derives actual statistics from recent

1 Really Simple Syndication: http://www.rssboard.org/rss-specification
2 http://deli.ckoma.net/stats
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RSS feeds, and evaluates data retrieval coverage and error probability. Additionally read
[13]. Halpin et al. [10] analyze whether coherent and stable categorization schemes can
emerge from unsupervised tagging, and they evaluate its dynamics over time, including
corresponding power-laws in del.icio.us tag distributions.

Tag Space Navigability and Efficiency. Chi and Mytkowicz [6] analyze early data (ac-
tual as of 2004-2005) from large-scale del.icio.us with (conditional) entropy concerning
efficient navigability, and reveal that efficiency is decreasing over time. Efficiency anal-
ysis using entropy measure is also used in [21] and [12]. Santos-Neto et al. [16] analyze
the smaller scale services CiteULike and BibSonomy whether usage patterns can be ex-
ploited to improve the navigability in a growing tagsonomy. Brooks and Montanez [5]
analyze the effectiveness of resource-related tags (TF-IDF) to describe blog contents in
technorati.

3 Feeds as Exclusive Source for Tag Space Analysis

RSS feeds are offered by many leading social classification services, at least for recently
tagged data (recent feeds), in general also for searching for specific tags, users, and
resources. This promises a more consistent retrieval of heterogeneous tag data than
site-depending methods, e.g. full or random site grabs using web spiders like wget.

Past research either fully relied on site grabs or at least initial grabs with further
incremental updates using feeds. Grabs are subject to changes in HTML structure, and
its dynamical generation, hence need to regard current site properties. While full grabs
are not well accepted by many services, full dumps - covering long-term collected data
- are rarely available, e.g. in our test from CiteULike and BibSonomy only.

Contrarily, feeds from different services bear a very similar content structure due
to XML markup. There are still minor differences in XML tags or in the availability
of specific properties of feed items. An example item is given in Listing 1. Selective
feed retrieval generates less load on service sites. Feed-based growth in tags, users,
and resources promises statistically relevant data amounts in a relatively short time as
our analysis will reveal. We can operate without storing long service histories as we
are primarily interested in supporting users with actual tag data, and sites dynamically
evolve including interest shifts. Furthermore tagging sites growth has produced such
a tremendous amount of data, that cannot be efficiently handled anymore for popular
sites, e.g. refer to del.icio.us in Table 2. As we want to support users in uniform tagging
with heterogeneous tagging services we need to exploit the same data users have access
to. Users do not require to download full dumps or grab histories. Using RSS we benefit
from a widely uniform format based on RDF / XML, and thus can seamlessly integrate
new services complying to this format.

After profound reading of publications emerged in the context of quantitative anal-
ysis of tagging services during the last two years we have to pose the question: Do we
need complete history-scale dumps of tag spaces, or is it sufficient, and more efficient
just to evaluate current and future data with less scale, but similar properties concern-
ing distribution, convergence and stability of tag spaces - over some short time - to get
and stay operational? Interestingly, feeds offer richer semantics in tag data than service
backends (read Section 4.5).
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<item rdf:about=”http: // code.google.com/”>
<title>Google Code − Developer Network</title>
<link>http://code.google.com/</link>
<description></description>
<dc:creator>lhc1111</dc:creator>
<dc:date>2007−08−31T22:02:16Z</dc:date>
<dc:subject>API Code Google ajax</dc:subject>
<taxo:topics><rdf:Bag>

<rdf:li resource=”http: // del. icio .us/tag/Google”/>
<rdf:li resource=”http: // del. icio .us/tag/Code”/>
<rdf:li resource=”http: // del. icio .us/tag/API”/>
<rdf:li resource=”http: // del. icio .us/tag/ajax” />

</rdf:Bag></taxo:topics>
</item>

Listing 1. Example of an RSS feed item

4 Analysis and Evaluation

In the following section we provide insight into our formalism, test environment, and
relevant evaluations.

4.1 Formal and Test Environment

For our analysis we selected the highly popular site del.icio.us (fast item updates), the
popular sites CiteULike and Connotea (less items per feed), and the less popular site
BibSonomy, distinguishing between feeds for bookmarks and publications. Refer to
Tables 1 and 2, from now on we will address the services with the given IDs.

Table 1. Service URLs for recent RSS feeds, availability of public dumps for research purposes,
and manually adjusted feed retrieval intervals

Service URL (http://) ID Dump Retrieval interval

BibSonomy www.bibsonomy.org/rss Bib1 yes 10 min
www.bibsonomy.org/publrss Bib2 yes 10 min

CiteULike www.citeulike.org/rss Cit yes 10 min
Connotea www.connotea.org/rss Con no 3 min
del.icio.us del.icio.us/rss Del no 10 sec

We requested recent RSS feeds using service specific manually adjusted request in-
tervals (see Table 1). Depending on the interval chosen we receive 144 (10 min interval)
up to 8640 (10 sec) XML files (feeds) per day, being archived on a daily basis. Item fea-
tures, e.g. resources and tags, are extracted from archived feeds into CSV tuples using
regular expressions. Finally they are propagated to the appropriate database schema.
For details refer to Tables 2 and 5.
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Table 2. Sizes of tags (T), users (U), resources (R), tag assignments (TAS), co-tags / edges (E),
co-tag assignments (CAS), and items (I)

Bib1 Bib2 Cit Con Del

T 8716 1664 14282 12215 238047
U 1433 135 1683 2352 213190
R 4726 1529 17912 17032 823411
TAS 24424 5554 67395 71325 5485163
E 68163 7953 160474 131400 2661505
CAS 114347 12251 3918460 299393 10786194
I 5285 1570 18221 17440 1822456

Tags t ∈ T = {t1, t2, ..., tk}, users u ∈ U = {u1, u2, ..., ul}, and resources
r ∈ R = {r1, r2, ..., rm} are stored with time stamps, and tag assignment counters
(tas count) in separate tables and associated to each other in a tag assignments table
(TAS) as quadruples tas = (t, u, r, ts) ∈ TAS ⊆ T × U × R × TS with a time stamp
ts ∈ TS = TSISO8601 = {ts0 ≤ ts ≤ tsn} with ts0 = 01.08.07T16:00:00, and
tsn =01.09.07T23:59:59. Triples (t, u, r) are unique.

Feed items (posts) are defined as i ∈ I ⊆ U ×R× TS × T ∗ - we only process non-
empty items (T +). To preserve a maximum of comparability the extraction restricts to
use non-empty items (at least one tag), containing only unreserved characters according
to RFC 3986, among these at least one character from [a-zA-Z0-9]. Space separated
word groups are split, tags are unescaped (HTML). We decode UTF-8 %-encoding, and
remove [,;"\].

The co-tags table stores edges e = (ti, tj) ∈ E ⊆ T × T with ti ≤alpha−numeric

tj and ti �= tj of the tag co-occurrence network with usage counters (co count) as
weights. For each RSS item we sort the local tag list and combine each tag with all its
successors (filtering self-co-occurrences), resulting in a local fully connected undirected
graph with ni ∗ (ni − 1)/2 tags (clique) for item i with n tags. Each co-tag assignment
cas ∈ CAS ⊆ E × TS is stored in a co-tag assignments (CAS) table. The integrity
conditions

∑
t∈T tas count =

∑
u∈U tas count =

∑
r∈R tas count = |TAS|, and∑

e∈E co count = |CAS| are satisfied.

4.2 Power-Law Analysis

Does RSS feed extracted data reveal typical distribution features? In order to deter-
mine whether our data is representative for a folksonomy we need to show that typical
distributions comply to a power-law.

Here we present the distribution of tags (see Figure 1) over tag assignments. Ta-
ble 3 presents the power regression parameters using the linear function log(y) =
log(f(x)) = k∗log(x)+log(a) for the power-law formula y = f(x) = a∗xk. A math-
ematically more precise, but by magnitudes slower computation method is introduced
in [7]. For faster approximations we propose power regression based on logarithmic
intervals (top 10, 100, 1000 . . . ).
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Fig. 1. Tag assignments per tag (power-law)

Table 3. Overall power-law characteristics for tags (T) concerning assignment rank (AR) using
power regression with slope k, and intercept log(a). Standard errors are ≤ 0.005

Top Param Bib1 Bib2 Cit Con Del

ART k -0,777 -0,847 -0,959 -1,045 -1,179
log(a) 6,768 5,973 8,938 9,551 14,168

The plots reveal typical power-law behavior (nearly linear in log-log scale) with
small head and big tail at different scales. Del.icio.us represents the most popular folk-
sonomy in test, BibSonomy publications the least frequented one, followed by BibSon-
omy bookmarks. Connotea and CiteULike reveal very similar properties which is not
only visible in these plots. The plots indicate that RSS feeds are an absolutely satisfying
data source, as feed data very rapidly establish typical power-law distributions. Subse-
quently, feeds are satisfactory resources for tag analysis and tag suggestions. We do
not have to favor tagging history, but can focus on recent tag related information. Less
data produces less load on the tagging service, and can be analyzed more efficiently. A
major drawback is, that we do not retrieve the same number of tail level tags as with
site grabs, the part of the distribution bearing most spam, but also less frequently used
specific tags. For a profound quantitative study including tags and co-tags refer to [14].

4.3 Growth and Convergence Analysis

A further question is whether tag related distributions retrieved from RSS feed data
converge quickly enough to get stable after short time, and how long feeds need to
be requested to achieve that stability. We provide a general overview about per-day
growth and cumulative growth - here tags only - in Figures 2 and 3. Both plots are
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Fig. 2. Per day tag growth over time, log-normal scale

in log-normal scale to reveal scale (popularity) differences between the services. Per-
day tag (resource, user) growth reveals falling trends for del.icio.us, CiteULike, and
Connotea, indicating that the longer the studies go the more of the most frequently used
tags (actual resources, active users) have been retrieved. Normal-normal scale is nearly
linear for cumulative growth. The corresponding distribution of tags concerning number
of tags per feed item is presented in Figure 4. This distribution reveals the number of
tags users typically apply in tagging services, it is relevant for restricting the number of
tags in tag suggestions.

In order to assess convergence and stability of tag related data over time, we retrieved
top ranking (here: top 1000) tags, users and resources based on tag assignments, and
computed pairwise similarity between subsequent top sets. For space reasons we only
present top 1000 tags for CiteULike service (Figure 5) being representative for conver-
gence of all top distributions other than del.icio.us. Del.icio.us distributions converge
smoothly and stabilize very quickly (90% similarity threshold after two days), the other
services need about four days to reach 80% similarity. We use the Jaccard measure
for basic set similarity (containment, no regard of rank): j = simJaccard(X, Y ) =
|X ∩ Y |/|X ∪ Y |.

Element rank correlation need to be applied. Kendall τ for instance counts the num-
ber of pairwise disagreements between two lists (discordant pairs). This method only
applies to lists with the same elements just bearing different order. It does not regard
lists with deletion or insertion in order to transform a list X into a list Y .

For a simple joint consideration of element ranks with insertion and deletion we in-
troduce a symmetric look-ahead shift distance measure to assess the number of position
shifts of elements. For two sets X and Y with n = (size(X)<=size(Y )) ? size(X) :
size(Y ) in order to transform X into Y for all elements e we calculate shift costs
cshift(X, Y ) =

∑
e∈X∧e∈Y |rX(e) − rY (e)|, insert costs cins(X, Y ) =∑

e/∈X∧e∈Y |n−rY (e)+1| (shift into set), delete costs cdel(X, Y ) =
∑

e∈X∧e/∈Y |n−
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rX(e) + 1| (shift out of set) with rank r(e) : 1 ≤ r(e) ≤ n, and summarize
cabs−shifts(X, Y ) = cdel(X, Y ) + cins(X, Y ) + cshift(X, Y ). The shift weight s
then reads s = cabs−shifts/cmax−shifts normalizing with cmax−shifts = n ∗ (n + 1).
Applied on j the formula reads: simJaccard,weighted = j ∗ (1− s). cmax−shifts occurs
for two disjoint sets with n∗ (n+1)/2 delete as well as insert shifts, e.g. e1 shifts down
(up) by n positions, en by 1 to leave (claim) positions in X (Y).
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Fig. 5. Pairwise similarity of top 1000 tags, CiteULike

Assumption 1 is that the sets are equal-sized, otherwise we choose the lower size
as reference. Assumption 2 is that only insertion is allowed, assuming only equal-sized
or growing sets, which is true for our feed-based folksonomy data in test. Hence, be-
tween subsequent sets Xi, Xi+1 holds: ∀i : |Xi| ≤ |Xi+1|. Our shift distance does
not perform any reordering, it only looks ahead to assume a measure on it, not taking
into account any improved item order after some reordering step. Here, we penalize the
initial state of disorder.

4.4 Intersections and Overlaps between Tag Spaces

Before covering interoperability or integration issues of tag spaces from different folk-
sonomies we have to analyze whether there is a fundamental need. This need arises
if tag spaces reveal significantly different thematic focuses with relevant portions of
unique tags not being contained in pairwise intersections.

We compute pairwise intersections (asymmetric overlaps) between the tag spaces in
test bed as well as publicly available dumps (refer to Table 1). The dumps are actual as
of Dec. 31, 2007, we regard all tags assigned until the end of our analysis scope (Sept.
01, 2007) from service startup on. The dumps cover the whole tagging history, hence
represent the evolution of tags over time.

Thus, we explore common parts of tag spaces using pairwise overlaps based on tag
string equality (see Table 4). It is obvious and it was expected that del.icio.us has the
highest coverage of common language words or typical top tags (column Del) used in
other tag spaces. However, there are differences in usage of tag assignments for com-
mon tags as well as a significant portion of tags not being contained in the intersection
(difference between 100% and value given in table). For example the intersection of
del.icio.us and Connotea makes up to 67% of Connotea tag space (row Con, column
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Table 4. Asymmetric ratios of pairwise overlaps between feed and dump tag
spaces (row Ti, column Tj): Ratio[Ti, Tj ] = |Ti ∩ Tj |/|Ti|, with Ti, Tj ∈
{Bib1, Bib2, Bib1 − D, Bib2 − D, Cit, Cit − D, Con, Del}, D denotes a dump. Bib1-
D has 33719, Bib2-D 13893, and Cit-D 197463 tags.

Bib1 Bib2 Bib1-D Bib2-D Cit Cit-D Con Del

Bib1 1,00 0,06 0,51 0,23 0,19 0,75 0,33 0,68
Bib2 0,34 1,00 0,61 0,95 0,46 0,74 0,38 0,68
Bib1-D 0,13 0,03 1,00 0,16 0,12 0,44 0,15 0,56
Bib2-D 0,14 0,11 0,38 1,00 0,27 0,66 0,21 0,49
Cit 0,11 0,05 0,29 0,26 1,00 0,98 0,22 0,44
Cit-D 0,03 0,01 0,08 0,05 0,07 1,00 0,05 0,20
Con 0,24 0,05 0,41 0,24 0,26 0,74 1,00 0,63
Del 0,02 0,00 0,08 0,03 0,03 0,17 0,03 1,00

Del) and 3% of del.icio.us tag space (row Del, column Con). This initially motivates
a preferred usage of del.icio.us for tagging or tag suggestion retrieval. However, there
is a 33% portion of tags in Connotea not being contained in del.icio.us, motivating a
preferred usage of Connotea for topics exclusively covered by these tags, e.g. Connotea
and CiteULike have a thematic focus on natural sciences.

We additionally calculated pairwise intersection ratios between tag spaces from full
dumps (full long-time data sets) and / or feeds (short time). Here we use dumps from
CiteULike and BibSonomy. Dump-only intersections more clearly reveal different the-
matic focuses than feed-only intersections.

For a more profound analysis of intersections of tags, co-tags, their top ranking por-
tions as well as the inherent dynamics over time read our work in [14].

4.5 Fairy Tale of Freely Chosen Tags

Why is it useful to analyze and compare tag creation and storage? During our analy-
sis we stumbled upon many slang and spam tags as well as tags with a high portion
of non-alphanumeric characters. We selected some of these tags and checked, whether
these tags retrieve a search result at all, and whether these search results are specific
or coincide with those retrieved using normalized tags. All services in test provide a
web interface to search for a specific tag as well as a feed interface to request the corre-
sponding recently tagged items.

The idea is also motivated having a look into CiteULike and BibSonomy dumps,
revealing that the effective, normalized tags (stored in the service backend) are not
equal to those applied in feeds (user intended tags), neither in semantic richness nor
(probably) in number. Applying non-normalized tags from feeds either gains no or dif-
ferent search results (exact queries), or the same search result using normalized tags
(similarity query, like query). For instance del.icio.us allows usage of unreserved char-
acters (RFC 3986) for tag creation, e.g. @, !, #, +. They are used for tags in feeds, but
queries skip them using like-queries. They are not used to enforce specific semantics,
e.g. query(”c++”) = query(”c”) = query(”c#”) or query(".net") = query(”net”).
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Table 5. Effective tag spaces and queries: F denotes tag feeds, D: tag dumps, e: exact query
(q), l: like q., w: wildcard q., b: boolean q., c: in-collection q., r: ranked order. Unreserved
(a-zA-Z0-9 -.˜), reserved characters, and URL per-cent encoding refer to RFC 3986.

Bib1 Bib2 Cit Con Del

Method F/D F/D F/D F F
Query e/r e/r b/e/w c/e e/l
Case-sensitive no no no yes no
Unreserved yes yes yes yes yes
Reserved yes yes no no yes

yes yes no yes yes
%-Encoding no no no no yes

The result feeds contain combinations of tags ”c”, ”c++”, ”c#” or respectively ”.net”
and ”net”, not only the tag being searched for. Finally this observation contradicts the
widely used tagging promise that any freely chosen keyword can be used as a tag. We
notice a loss of user specific semantics from feed to backend as well as a much smaller
character space to assemble tag words from. Another aspect is that tags are mostly pro-
vided in context with other tags (co-occurrences). Even full chapter titles, word groups
or sentences are used as tags according to CiteULike and Connotea feeds. In the back-
end the context between tags is lost due to splitting of word groups, normalizing words
in, or eliminating words from them.

This information is not provided by the services, e.g. del.icio.us FAQ says that users
are allowed to use character ”*” in tags to express emotions or ranking. However, these
characters have no effect. Either they get removed from a tag or the tag is not stored
in backend. This cannot be reliably determined using feeds without a dump to com-
pare to. BibSonomy FAQ states that feeds are periodically propagated into the backend
database, hence does not exclude that effective tags might differ from those applied by
users. Users have to know about restrictions in order to adapt their tag spelling and
semantic mapping accordingly. Hence, there is a motivation for deeper analysis of in-
tended and effective semantics to evaluate the extent to which different tagsonomies
can be compared to and integrated into each other or a separate unified tagsonomy
(user based, group based) to support efficient context-based tag suggestions / (semi) au-
tomatic classification. For bootstrapping and dynamic evolution (e.g. merging, import,
export) of tag spaces it is necessary to know differences and commonalities as well as
mutual interpretation of tags and tag properties. Here we provide a brief overview of
our observations in Table 5.

5 Conclusions and Perspectives

We presented comparison results from feed-only analysis of 5 leading social classi-
fication services. Our analysis reveals that feed-only data satisfy typical distributions
well, stabilize very rapidly concerning top-ranked data, and bear significant pair-wise
intersections and thematic differences. Thus, they serve as a promising source for com-
parative and integrative social network investigations.
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We expect promising results from exploiting co-tag networks established by the tags
in an intersection (same tags, but different graphs). Additionally we plan to exploit sim-
ilarity and convergence aspects of cross-space tag hierarchies, co-occurrence graphs
and graph partitions. Beyond the obvious tag-tag relationships other correlation graphs
can be constructed, e.g. for similar users (common tags or resources between any two
users), and resources (common tags or users between any two resources).

A further comparative study is scheduled to correlate tag spaces and tagged content
using Vector Space Model (VSM) and TF-IDF methods, e.g. in order to bootstrap tags
for untagged content. We also intend to compare the (co-)tag spaces and associated
semantics resulting from different tag normalization methods. Finally, there is further
need for an analysis of loss in semantics from feed data to backend data in order to
assess and optimize tag space usage.

Finally, we plan to extend our initial study evaluating different types of tag sugges-
tion algorithms resulting in the motivation of combined tag suggestions [15].
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Abstract. Knowledge creation occurs in the process of social interaction. As 
our service-based society is evolving into a knowledge-based society, there is 
an acute need for more effective collaboration and knowledge-sharing systems 
to be used by geographically scattered people. We present the use of 3D com-
ponents and standards, such as Web3D, in combination with the haptic para-
digm, for e-Learning and simulation.  

Keywords: Haptics, H3D, X3D, 3D Graphics. 

1   Introduction 

Web-based knowledge transfer is becoming a field of research worthy of attention 
from the research community, regardless of their domain of expertise, due to the po-
tential of advanced technologies, such as Web3D and haptics. 

In the context of global communication, these technologies are becoming more stimu-
lating, by enabling the creation of collaborative spaces for e-Learning and simulation.  

We present several advanced features of Web3D in conjunction with three success-
ful projects that effectively employ those features. In section 2 we provide a brief 
introduction to the e-Learning concept. In section 3 we discuss the details of different 
modalities to enrich user interaction with Web3D content and haptics. In section 4 we 
introduce three case studies demonstrating the potential of X3D in simulation and 
training: 3DRTT, a radiation therapy medical simulator; chemistry and physics con-
cepts interactive simulations project; and HaptEK16, an e-Learning module which 
provides interaction through haptic feedback for teaching high-school physics con-
cepts. We conclude in section 5 with a set of remarks from our research and develop-
ment experience. 

2   Background and Related Work 

Let us take a look at the notion of e-Learning. According to [1], the concept of Inter-
net-based learning is broader than Web-based learning, as illustrated in fig. 1. The 
Web is only one of the Internet services that is based on the HTTP protocol and uses a 
unified document language, HTML, Unified Resource Locator (URL), and browsers. 
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Fig. 1. Subsets relationships among the group of terms 

As the largest network in the world, the Internet offers several other services be-
sides Web: e-mail, file transfer facilities, etc. Hence, learning can be acquired beyond 
Web only; correspondence via e-mail makes a good example. Furthermore, the Inter-
net employs a multitude of proprietary protocols along with HTTP.  

Due to the advances in 3D technology, it is now possible to develop and deploy on 
the Web 3D interfaces and environments that enhance the learning process. An exam-
ple is Extensible 3D (X3D), an ISO standard for real-time 3D computer graphics and 
the successor of Virtual Reality Modeling Language (VRML). X3D combines both 
3D geometry and runtime behavior descriptions into a single file, with the ability to 
embed additional scene modules from other sources. X3D files are encoded in either 
classic VRML or Extensible Markup Language (XML) format. The standard provides 
means of assigning specific behaviors to 3D objects, enabling users’ interaction with 
them. 

On the other hand, advanced interfaces are undergoing a shift towards the incorpo-
ration of a new paradigm, haptics. Interfaces combining 3D graphics and haptics have 
the potential to facilitate our understanding of various concepts and phenomena, as 
well as to promote new methods for teaching and learning.  

Haptic technologies offer new ways of creating and manipulating 3D objects. For 
instance, in Interactive Molecular Dynamics [2] the users manipulate molecule with 
real-time force feedback and a 3D graphical display. Another example, SCIRun [3], is 
a problem-solving environment for scientific computation, which is used to display 
flow and vector fields, such as fluid flow models for airplane wings. 

Initial pilot demonstrations with biology students using augmented graphical  
models and haptic feedback support the hypothesis that this method provides an intui-
tive and natural way of understanding difficult concepts and phenomena [4]. Another 
research group, at the University of Patras, Greece, is involved in designing simula-
tions to aid children comprehend several subject areas of science, such as Newtonian 
Laws, Space Phenomena, and Mechanics Assembly [5]. Tests show that haptic  
technology improves the level of human perception due to the deeper immersion 
provided.  
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Other fields, such as mathematics and especially geometry, also benefit from haptic 
interaction. Recently, a system was proposed to allow a haptic 3D-based construction 
of a geometric problem along with the representation of the problem’s solution [6]. 
Initial performance evaluation indicates the system’s elevated user-friendliness and 
higher efficiency compared to the traditional learning approach. 

National Aeronautics Space Administration (NASA) has shown interest in intro-
ducing haptics in educational technology. The Learning Technologies Project at the 
Langley Research Center is concerned with innovative approaches for supporting  
K-16 education. Pilot study results from the use of simple haptics-augmented ma-
chines have yielded positive feedback with 83% of the elementary school and 97% of 
the college students, rating the software from “Somewhat Effective” to “Very effec-
tive” [7] and [8]. 

3   User Interaction 

User interaction can be enriched through 3D content and haptics. In what follows we 
explore in detail the potential of combining X3D with additional Web-enabled in-
struments, such as HTML and JavaScript, to provide control over a 3D world. We 
also explain and explore the haptic paradigm and its potential applications in a Web-
based environment.  

3.1   X3D Graphics Visualization 

To visualize the graphical content of X3D online, a Web browser needs a special 
plug-in. Most X3D plug-ins are free for public use and apply a small license fee for 
commercial use. One example is the BitManagement Contact Player which is both a 
browser plug-in and a standalone X3D player. 

Usually, X3D plug-ins are equipped with a set of basic controls for customizing the 
user interface and specifying the properties of user interaction: navigational tools, 
graphics modes, and rendering settings. Being handy, these features only facilitate a 
user in exploring the visual content, but do not provide any means of altering it. It is 
the X3D standard itself that allows users to dynamically modify and interact with the 
3D graphical scene. There are several alternative ways to implement such systems. In 
the following subsections we discuss the advantages and drawbacks of a stand-alone 
X3D-based simulation versus the simulation functionally enriched with JavaScript 
procedures and HTML versus the haptic-enabled simulation. 

3.2   X3D-Based Simulation 

A stand-alone X3D-based environment has all its functionality and graphical user 
interface (GUI) stored in an X3D file. When a user interacts with the scene, it only 
responds to the changes specified in the file. 

When significant changes in the graphics of the application are required, the code 
of the file with the graphical content has to be altered. This entails the necessity to 
provide an updated version of the file and to also manually refresh the X3D scene. 
Such organization, in general, corresponds to the common client/server interaction on 
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the Web: when an HTML form is populated with data, the user has to press the 
“Submit” button to request the server’s response. 

However, the three-dimensional scope introduced by X3D brings into play new as-
pects of GUI/user interaction. For instance, volumetric controls, easily implemented 
in X3D, can better mimic the behavior of the controlled objects. Parts of a 3D world 
can also be manipulated through a system of specifically designated sensors which 
respond to clicking, dragging, rotating, and other user gestures. The scripting capabili-
ties of X3D can enrich the GUI interactivity as developers have new means to create 
efficient customized control panels that meet the project-specific tasks. 

3.3   X3D Simulation with HTML and JavaScript Support 

A different approach to improving the GUI interactivity is involving external tools 
that could effectively communicate with the 3D graphical scene. Good examples of 
such tools are HTML and JavaScript, most commonly used to build Web pages. 

In a GUI with HTML and JavaScript support, JavaScript can be the driving force 
of most features while HTML only serves as its operating environment. However, 
HTML makes it difficult to encode unconventional GUI components needed to closer 
represent the dynamics of the virtual objects in the 3D scene. The HTML standard 
provides a limited set of traditional input elements, such as checkboxes, buttons, and 
radio buttons, that are not easily customizable. As a result, the creation of powerful 
and flexible task-oriented GUI components combines inputs with other traditional 
HTML objects (layers, images, etc.), backed up with extensive JavaScript code.  

With the interface functionality programmed as JavaScript functions, the 3D scene 
still derives its maneuverability from the methods implemented in the X3D scripting 
nodes. The browser and X3D environment communicate through mutual function 
calls. The browser refers to the virtual scene as to an HTML document’s object with a 
number of public functions. Different X3D plug-in developers provide their own sets 
of such functions. X3D feedback is composed of dynamic injections of JavaScript 
code. Because both visual content and GUI, are synchronized automatically, no man-
ual page updates are necessary. However, synchronization between HTML and X3D 
can be an issue in such implementation because it involves continuous calls between 
the two media and may consume considerable processing power, making webpage 
rendering slow at the client side. 

New client/server communication techniques are also feasible for the development 
of various dynamic environments. For instance, Asynchronous JavaScript and XML 
(AJAX) is used in our HTML/JavaScript-based GUI (details in section 4.1) to obtain 
the listing of external X3D components that could be loaded into the scene. Therefore, 
without refreshing a page, the user is able to visualize external 3D objects and ma-
nipulate them as if they were initially part of the 3D scene. 

3.4   Multimodal, Haptic-Based GUI 

Besides traditional GUIs, a novel paradigm, haptic feedback (from the Greek haptest-
hai, meaning “contact” or “touch”) may improve the interface usability and interactiv-
ity. The tactile sense is the most sophisticated of all our senses as it incorporates  
pressure, heat, texture, hardness, weight, and the form of objects.  
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Fig. 2. Phantom® Omni™ device 

The summarized four basic procedures for haptic exploration, according to [9], each 
have descriptive object characteristics:  

• Lateral motion (stroking) provides information about the surface texture of the 
object. 

• Pressure gives information about how firm the material is. 
• Contour following elicits information on the form of the object. 
• Enclosure reflects the volume of the object.  

Current haptic technologies are capable of delivering realistic sensory stimuli at a 
reasonable cost, opening new opportunities for academic research and commercial 
developments [10]. Devices that implement such technologies have a distinct set of 
performance measures [11]: 

• Degrees of freedom (DOF) are the set of independent displacements that com-
pletely specify the position of a body or a system.  

• Workspace is the volume within which the joints of the device will permit operation. 
• Position resolution is the minimum detectable change in position within the 

workspace. 
• Maximum force/torque is the maximum possible output of the device, deter-

mined by such factors as the power of the actuators and efficiency of the gearing 
systems. 

• Maximum stiffness is the absolute rigidity of virtual surfaces that can be pre-
sented on the device. It depends on the maximum force/torque, but it is also re-
lated to the dynamic behavior of the device, sensor resolution, and the sampling 
period of the controlling processor. 

The presence of haptic feedback enables users to feel the virtual objects they manipu-
late. We have experimented with the PHANTOM® Omni™ device, developed by 
SensAble Technologies (fig. 2). The Omni™ became one of our choices due to its 
low cost and force-feedback qualities. It is also backed up by an open source Applica-
tion Programming Interface (API). 
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4   Case Studies 

To illustrate the concepts discussed so far, we will describe three projects developed 
at our research laboratory (www.cs.armstrong.edu/felix/news) using X3D and haptic 
technologies: a Web-based medical simulator (3DRTT), chemistry and physics con-
cepts interactive 3D simulations, and a haptic-based module for teaching physics 
(HaptEK16).  

4.1   Medical Simulator – 3DRTT 

In medicine, success of an operation relies upon practical procedures and the physi-
cian’s (or surgeon’s) experience. Many complex treatment processes are preplanned 
well in advance of the operation. This is especially the case with radiation therapy. 
Medical personnel concerned with the planning part (e.g., correct radiation dosages 
and appropriate patient setup) are sometimes frustrated by the fact that a theoretically 
sound plan proves inconsistent with the current hardware and patient constraints (i.e., 
collisions with the patient and treatment hardware may occur). This issue can be ad-
dressed by complementing clinical setups with effective visual simulations. 

3D Radiation Therapy Training (3DRTT) is a Web-based 3D graphical simulator 
for radiation therapy procedures. 3DRTT simulates linear accelerators (linacs) that are 
used to operate patients with cancer by delivering radiation doses to an internal tumor. 
The project focuses on improving the efficiency and reliability of the radiation treat-
ment planning and delivery by providing accurate visualization of the linacs hardware 
components as well as careful imaging of their interactive motion. 

The virtual representation of the treatment settings (fig. 3) provides patients and 
therapists with a clear understanding of the procedure. Equipped with the patient 
Computer Aided Tomography (CAT) scan data, the treatment planner can simulate a 
series of patient-specific setups and detect unforeseen collision scenarios for complex 
beam arrangements. Hence, the necessary adjustments to the treatment plan can be 
made and validated beforehand. 

 

Fig. 3. 3DRTT simulator with X3D-based GUI 
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Another important application of 3DRTT is improving the current level of radia-
tion therapy education, training, and safety. With such a Web-based 3D simulation 
tool at the disposal of the radiation therapy staff, there is plenty of room for exploring 
various treatment procedures (linac components, motion limitations, associated acces-
sories, etc.) and gaining experience for future operations. Moreover, exposure of 
trainees to harmful radiation and accidents is avoided.  

Currently, two versions of the simulator, with X3D and HTML/JavaScript-based 
GUIs (refer to sections 3.2 and 3.3), are available on the project’s website 
(www.3drtt.org). The X3D-based version provides tools for controlling the angles and 
locations of the linac parts. The GUI is composed of several semitransparent panels 
containing various volumetric controls.  The controls are designed to logically corre-
spond to the assigned operations (specifically, scrolls for rotations, sliders for transla-
tions, and buttons for switching among different simulation modes) and therefore 
improve the interface usability [12]. GUI components can be rearranged dynamically 
to avoid occlusions of important parts of the scene. 

The HTML/JavaScript-based GUI alternative supports the same functionality and 
provides additional features (fig. 4). Instead of floating X3D menus, the simulator 
controls are shifted to the scope of the HTML page. The set of GUI elements includes 
sliders, buttons, and displays that enhance the interface learnability. For the conven-
ience of navigation in the virtual space, the control panel can be hidden and brought 
back at the user’s request.  

Current Web technologies, such as AJAX, introduce new methods of accessing and 
dynamically processing external modules. For instance, the user may load various 
hardware attachments for the linacs directly in the virtual world. The source X3D file 
for the simulator does not “know” how many attachments are available at the moment 
and what their names are. However, upon user’s request, an AJAX function makes a 
call to a scriptlet stored on the server and receives the listing of available files as a 
response. This listing is transmitted to the X3D script that handles the loading and 
embedding of the specified files into the virtual environment. Therefore, no altera-
tions of the X3D source code are necessary when new attachments are uploaded to the 
server because they become immediately accessible. This dynamic behavior enhances 
the interactivity of simulation as users can have access to external modules without 
the need to manually search for them or modify the scene configuration. 
 

 

Fig. 4. 3DRTT Simulator with HTML/JavaScript-based GUI 
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4.2   Chemistry and Physics Concepts Interactive 3D Simulations 

The first module of this project is a virtual demonstration of the electrolysis con-
cept. Electrolysis is the technique of separating compound chemical elements into 
simpler elements with opposite charges by applying an electric current. Our simula-
tion offers an intuitive and effective visualization of the process by replicating the 
behavior of the decomposed molecules. The interface (fig. 5) includes a 3D tank 
model with experimental solution (H2O and NaCl), a cathode and anode dipped into 
the solution, a cord connecting the cathode and anode to a bulb, and colored spheres 
representing the atoms of sodium and chlorine. There interface also has a floating 
menu with a legend explaining the appearance of the atoms, molecules, and ions at 
different stages, and a slider to control the speed of simulation. 

 

Fig. 5. NaCl electrolysis simulation 

The graphical scene is embedded into an HTML page which contains Start and  
Reset buttons and provides a textual explanation of the phenomenon. Once the simu-
lation begins, the molecules of NaCl break into positively charged ions of sodium and 
negatively charged ions of chlorine: 

NaCl = Na+ + Cl- . (1) 

Then ions of sodium are attracted to the cathode where they lose an electron and be-
come neutral atoms; and ions of chlorine are attracted to the anode where they obtain 
an electron, become neutrally charged atoms which form molecules of Cl2 and evapo-
rate based on the formula: 

2NaCl → 2Na + Cl2↑ . (2) 

All steps of the reaction are explicitly reflected in the simulation by the motion of 
reagents’ atoms. As an additional visual cue, the bulb radiates small portions of light, 
indicating the presence of electric current. 

The simulation demonstrates the effectiveness of a Web3D interface employed as a 
part of Web page multi-media content. In addition, the animated X3D scene intro-
duces a fair level of abstraction that helps convey the nature of the phenomenon with-
out confusing the user with redundant graphical complexity.  
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4.3   Haptic e-Learning –- HaptEK16 

HaptEK16 [13] is designed to assist students in understanding Pascal’s principle and 
other difficult concepts of hydraulics. The simulator includes three modules: pressure 
measurement, hydraulic machine, and hydraulic lifting simulation. Students can inter-
act with the 3D scene using a haptic device, as illustrated in fig. 6. The functionality 
of the simulator is implemented using Python, X3D, and the Sense Graphics’ H3D 
API (www.sensegraphics.com), discussed further. 

Python is an object-oriented scripting language that offers strong support for inte-
gration with other toolkits and APIs. According to InfoWorld [14], Python’s user base 
nearly doubled in 2004 and currently includes about 14% of all programmers. Python 
is available for most operating systems, including Windows, UNIX, Linux, and Mac.  

Some of the Python’s strengths which were considered when selecting a language 
to implement the system functionality include 

• Low Complexity: wxPython (an auxiliary library for GUI) was selected because 
of its ease of use and reduced complexity compared with Java/Swing;  

• Prototyping: Prototyping in Python is quick and simple and often leads to a 
quick prototype that can be adapted for the development of the final system; 

• Maintainability: The code in Python is easy to modify and/or refactor. Less time 
is spent understanding and rewriting code which leads to efficient integration of 
new features. 

H3D is an open X3D-based haptic API. It is written entirely in C++ and uses OpenGL 
for graphics rendering and OpenHaptics (de-facto industry standard haptic library) for 
haptic rendering. With its haptic extensions to X3D, the H3D API is an excellent tool 
for writing haptic-visual applications that combine the sense of touch and 3D graph-
ics. The main advantage of H3D to OpenHaptics users is that, being a unified scene 
graph API, it facilitates the management of both graphics and haptics rendering. 

 

Fig. 6. Students using the HaptEK16 hydraulics demo 

The scene graph concept facilitates application development, but it can still be time-
consuming. SenseGraphics extended their API with scripting modules in order to  
empower the user with the ability of rapid prototyping. The design approach used in 
HaptEK16 was the one recommended by SenseGraphics; i.e., geometry and scene-graph 
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structure for a particular application were defined using X3D, and application and user 
interface behaviors were described using Python and wxPython. 

Programming the sense of touch for a virtual object involves two steps. First, the 
programmer must specify the haptic device to use; second, a set of haptic properties 
must be defined for each “touchable” object. To specify the haptic device, an instance 
of the DeviceInfo node is created, and the haptic device is added to it. HLHapticsDe-
vice is the node used to manipulate a Phantom device. The graphical representation of 
the device (in case of HaptEK16, a sphere) is also specified in the containerField 
group, as illustrated next. 

Example of specifying the haptic device in an X3D file 
<DeviceInfo> 
 <HLHapticsDevice positionCalibration=" 

1e-3 0 0 -.15  
0 2e-3 0 .05  
0 0 1e-3 0  
0 0 0 1"> 

  <Group containerField="stylus"> 
   <Shape> 
    <Appearance> 
     <Material /> 
    </Appearance> 
    <Sphere radius="0.0025" /> 
   </Shape> 
   <Transform translation="0 0 0.08"  
         rotation="1 0 0 1.570796"> 
    <Shape> 
     <Appearance> 
      <Material /> 
     </Appearance> 
     <Cylinder  radius="0.005"  

height="0.1" /> 
    </Shape> 
   </Transform> 
  </Group> 
 </HLHapticsDevice> 
</DeviceInfo> 

To implement the tactile sensation for a generic shape, one must add a surface node 
with haptic properties to the shape’s Appearance node. In HaptEK16 this is accom-
plished with a frictional surface node added to the cylinder’s Appearance node. The 
DynamicTransform node is added to define properties for rigid body motion. 

Example of implementing haptic properties in an X3D file 

<DynamicTransform DEF="DYN1" 
 mass=".05"  

inertiaTensor=".1 0 0 .1 0 0 0 .1"> 
 <Shape> 
  <Appearance> 
   <Material diffuseColor="0 .8 .8" /> 
   <FrictionalSurface dynamicFriction=".6" 
             staticFriction=".2" /> 
  </Appearance> 
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  <Cylinder DEF="LEFTCYL"  height=".085"  
radius=".045" /> 

 </Shape> 
</DynamicTransform> 

The X3D file format is used by H3D as an easy way to define geometry and arrange 
scene-graph elements, such as user interfaces. A screenshot of the HaptEK16  
e-Learning module is illustrated in fig. 7. 

 

Fig. 7. HaptEK16 screenshot and corresponding Phantom® Omni™ Device 

A set of test questionnaires were designed and implemented for the assessment of 
the e-Learning module. The results from the assessment tests proved that the student 
group exposed to the HaptEK16 simulator scored better (13% higher total scores) 
than the group that was not. Such results indicate the potential of using X3D and 
haptics to develop novel simulation and training environments. 

5   Conclusions 

3DRTT serves as an example of a Web-based system extensively taking advantage of 
X3D to improve the efficiency of the user-interface interaction as well as to provide 
powerful means of professional education and training. Naturally, complex concepts 
and settings are better understood when delivered with visual support, especially in 
complicated scenarios. Easy online access, simple control, and advanced capabilities 
of 3D visualization of radiation therapy treatment scenarios proved to be of great 
value to the radiation therapists using our system. Currently, 3DRTT has over a hun-
dred registered users and keeps attracting the attention of other professionals working 
in the radiation therapy field.  

Another project, chemistry and physics concepts interactive 3D simulations, proves 
the effectiveness of X3D interactive models embedded in a Web page content to sup-
port the description of the presented phenomenon. X3D scene visually depicts the 
concept that the user reads about on the very same page. Therefore, Web3D signifi-
cantly deepens the level of learner’s comprehension. 
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The other development, the haptic e-Learning module (HapteK16) facilitates  
students’ understanding of difficult concepts (e.g., in science) and has the potential to 
augment or replace traditional laboratory instruction with an interactive and cost-
effective interface offering enhanced motivation, retention, and intellectual stimula-
tion. HaptEK16’s haptics-augmented activities allow students to interact and feel the 
effects of forces in the experiment. We believe that force feedback will lead to more 
effective learning and that HaptEK16 and similar projects have substantial and still 
unexplored educational capacities. 

Considering the advances in software and hardware technology, we foresee many 
applications of haptics and 3D graphics in the near future, broadening the communi-
cation channels among people and narrowing the knowledge gap among us.  
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Abstract. This paper reports on a parameterizable 3D framework that provides 
3D content developers with an initial spatial starting configuration, metaphorical 
connectors for accessing exhibits or interactive 3D learning objects or experi-
ments, and other optional 3D extensions, such as a multimedia room, a gallery, 
username identification tools and an avatar selection room. The framework is 
implemented in X3D and uses a Web-based content management system. It has 
been successfully used for an interactive virtual museum for key historical ex-
periments and in two additional interactive e-learning implementations: an Af-
rican arts museum and a virtual science centre. It can be shown that, by reusing 
the framework, the production costs for the latter two implementations can be 
significantly reduced and content designers can focus on developing educa-
tional content instead of producing cost-intensive out-of-focus 3D objects. 

Keywords: Modeling of virtual 3D environments, Code reusability, Parame-
terizable framework, Automated code generation, Metadata standards, Metadata 
editing. 

1   Introduction 

Web-based 3D applications are very popular in the learning, commercial and entertain-
ment sector. Despite the success of these products, the cost of designing and producing 
content-rich 3D learning environments is still a major issue, especially if realistic mod-
els, non-deterministic simulations and special user interaction are required. 

Our work focuses on the production of learning content with a high degree of in-
teractivity, photo-realism, reversibility and non-deterministic simulation models, 
which allows learners to understand the design and methodology of an experiment 
through an individualized, interactive, Web-based application [1]. 

In a recent interdisciplinary project concerned with the historical replication of in-
teractive key experiments in psychology and education, 2D and 3D implementations 
of B.F. Skinner’s historical experiment on operant conditioning were implemented, 
tested and evaluated by students [2]. Results showed that 

• the 3D version effected a higher degree of spatial and cognitive immersion, 
• the 3D visualization of the experimental setup was more realistic in terms of 

graphical quality, 
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• users tend to accept mixed (2D and 3D) content despite media discontinuities in 
favor of knowledge creation, 

• the experiment was easier to comprehend in 3D. 
 
The question of whether to use 3D or 2D depends on the design requirements, the 
target user group and the model data to be presented. Design considerations are listed 
in the section “Modeling pipeline” and discussed in the section “Discussion”. 

This paper reports on a parameterizable 3D framework for Web-based experiments 
and identifies reusability options. It highlights three case studies that prove the feasi-
bility of the concept and its cost efficiency, and gives an overview of recent work to 
enhance the framework. 

2   Modeling Pipeline 

The modeling pipeline for replicated experiments in virtual 3D environments pre-
sented by Biella [2] includes a general framework and several workflow components 
that are suited for reusability (Figure 1). 

Initially, a real-world experiment is analyzed from an authentic setting or from 
primary and/or secondary sources with a focus on the 3D geometrical model of both 
the experimental assets and the historical surrounding, an animation model, an inter-
action model, and a simulation model. 

The input/output hardware interfaces and drivers, the rendering software, the  
modeling languages and tools, and, optionally, a framework development for the 
integration of multiple experiments are determined by specifying conceptional design 
requirements that depend on the target user group and the complexity of the geometri-
cal, interaction and simulation models. 

The formal model description describes the process of defining the animation, in-
teraction and simulation models in abstract notions, such as mathematical functions, 
statistical models or state machines. These models are digitized by using suitable 
model description languages, such as unified modeling language (UML). The  
implementation of these models (Interaction/Simulation logic) depends on the pro-
gramming and scripting languages determined as a result of the conceptional design 
requirements.  

The following design considerations have been formulated in [2] with regard to 
Web-based museums for replicated experiments. 

• Historical context representation: Although 2D visualizations may suffice for the 
presentation of an abstract theoretical model, the visualization of a historical labo-
ratory environment is challenging. In a 2D visualization, such information has to 
be provided separately through additional sources, such as a sequence of photo-
graphs or text descriptions. A 3D model allows the designer to integrate contextual 
information in the space surrounding the experimental setup.  

• Impact of occluded surfaces: Surface occlusion of objects with crucial functional-
ities within an experimental setup can disturb the knowledge transfer. In this case, 
3D implementation must offer sufficient viewpoints or other techniques (for exam-
ple, surface transparency). 
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• Implicit 3D experiments: Experiments that involve implicit 3D setups are best 
suited for implementation based on geometrical modeling and free real-time user 
navigation. 

• Model complexity: Animation, interaction and simulation models vary in their 
degree of complexity and may require high-level programming languages instead 
of common Web-based scripting languages. 

• I/O Interfaces: Input/output interface requirements must be defined according to 
user’s perception channels. 

• Data format consistency: A set of multiple 3D worlds should be implemented in a 
consistent data format. 

 

Fig. 1. Reusability options of the framework within the modeling pipeline 

3D model asset acquisition describes the process of gathering 3D raw data usually 
by 3D scanning or 3D reconstruction. The post-production of 3D data implies storage 
of high-definition 3D data in a flexible file format (e.g.: X3D, XML), polygon and 
texture size reduction and export in a Web-based data format, as defined in the con-
ceptional design requirements. Both Web-compatible logic and the 3D model repre-
sent a single replicated experiment (3D content). 

The presentation of multiple experiments requires the development of a metaphori-
cal model, which defines a navigation scheme, spatial metaphors, and an exhibition 
layout. With regard to a (real world) building metaphor, experiments are connected 
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through vertical and horizontal metaphors that represent thematic and temporal selec-
tions of experiments and allow the user to navigate between them. 

Cost-efficiency aspects with regard to the creation of particular 3D exhibits suited 
for learning have already been presented [1]. 

The virtual laboratory realization presented here underlines the feasibility of the 
theoretical approach and stipulates that the production cost of 3D content could essen-
tially be reduced by code reusability. 

In this paper, we want to focus on reusability aspects of the surrounding museum 
framework, which is intended to allow 3D content designers to efficiently create sev-
eral standard 3D museum assets, so they can focus on actual content development, 
especially for Web-based learning museums and virtual science centers. The model-
ing pipeline, the framework and reusability options are depicted in Figure 1. They 
concern the spatial design, including lighting and texturing, interaction logic, naviga-
tional schemes and spatial or temporal metaphors. 

3   The Framework 

The framework for the replication of experiments in virtual environments (referred to 
below as the Replicave framework) was first developed for an interactive virtual  
museum for key historical experiments and is implemented in X3D and PHP [2]. It 
features both pre-defined and partly parameterizable routines for the automated gen-
eration of an entrance hall, a gallery, a multimedia room, graphical user interface 
(GUI) components and metaphor-based connectors leading toward the laboratory 
rooms in which the interactive experiments are located. 

The framework references a real-world building metaphor. Basic framework assets 
are visualized as building parts at the ground-floor level. Content-related locations 
can be accessed through metaphorical connectors (Figure 2). A connector’s X3D code 
consists of static and dynamic 3D objects that are combined into a single X3D scene 
graph. For the dynamic placement of thresholds, seven positions (N1-N3, E1, E2, W1, 
and W2) are reserved to which laboratory doors, a small media room door or walls are  
 

 
Fig. 2. Conceptional metaphor with maximal number of laboratories (wireframe view including 
position descriptors) 
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allocated according to a certain layout matrix. The dynamic generation of the wings is 
achieved by including static X3D code fragments that define either a wall, which 
renders the wing’s entrance closed, or the full wing layout. 

In analogy with the building metaphor, the temporal metaphor is the vertical 
connector. On each level, the doors of this allocation place form a meta-threshold 
and give access to meta-paths. The desired path and destination threshold is defined 
by the user’s selection of a different content or experiment on an appropriate navi-
gation panel. The panel is rendered dynamically at runtime and lists all available  
presents. 

3.1   Entrance Hall 

As the user’s initial starting point in the 3D world, the entrance hall is an obligatory 
asset. By default, the main hall is cylindrical with a transparent domed ceiling. The 
design is intended to reproduce the atmosphere of a modern museum building located 
in an urban environment, which is visualized by a blue sky texture and externally 
placed building fragments that suggest the urban context (Figure 3). 

 

 

Fig. 3. Entrance hall (with 3D data progress indicator) 

The exit door and the thresholds leading toward the main media room, the gallery, 
and the vertical connector are exclusively and equidistantly connected to the entrance 
hall, virtually dividing it into four quarter pie sections. The reception desk, with a 
receptionist’s avatar and a login terminal, is located in the section between the gallery 
and the metaphorical connector. Dynamically generated information panels listing the 
available experiments are located at the reception desk and in the elevator. The three 
other sections are decorated with items that underline the context (research-related 
images) and 3D furniture objects. 

The exit door is an interactive plane that allows the user to leave the system and 
that can be configured to initialize post-visit routines, such as opening a new browser 
window for an evaluation.  
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3.2   Gallery 

The mainstream of psychology is presented in the gallery, which is octagonal in 
shape. This design allows the installation of seven information-related walls and an 
eighth wall that provides space for a connector to the main hall. The gallery’s static 
3D model defines outer walls and a transparent roof in accordance with the design of 
the main hall. 

Large colored information boards display the various scientific research fields fol-
lowing the content and color design of an optional 2D-based timeline. 3D information 
plates are created by dynamic scripts and display short informational texts (for exam-
ple, a curriculum vitae) and a photograph. Each plate has an interactive event sensor 
and an individual viewpoint configuration that allow the user to navigate there by 
simply clicking on them (jump navigation). The text-based content and photographs 
displayed in the gallery are stored separately from the multimedia content of the labo-
ratories and the media rooms.  

3.3   Multimedia Rooms 

Replicave uses a two-tier approach: General multimedia content about a given topic 
or person (image, video, text) can be managed separately from the multimedia data 
that describes the virtual experiments. Hence, the framework contains pre-defined 
designs for two multimedia room layouts: a large central multimedia room located on 
the ground floor and a small layout for topic-related content. 

As a result of this approach, learners can access all available 2D multimedia docu-
ments in the central multimedia room, which can serve as both a library and an appe-
tizer for a potential 3D implementation. Furthermore, it allows content creators to 
integrate existing 2D content without the requirement of presenting a 3D experiment. 
If at least one interactive experiment is present, a small version of the multimedia 
room is automatically generated in the 3D content section that contains only topic-
related documents. 

Both room layouts share the same functional elements and visualization metaphors: 
For each topic or person, there is a book shelf that contains the corresponding  
multimedia documents represented by interactive 3D icons distinguished by their 
multimedia document types: book (text based document), film roll (video document) 
or picture frame with preview (image file). 

All multimedia assets can be directly administered via a file-based document man-
agement system (DMS). The 3D icons representing the assets are automatically gen-
erated at run-time. 

The parameterizable layout in the central multimedia room is achieved through an 
automated shelf creation, which originates in a dedicated corner of the room and is 
designed as a dynamically sized bulge. For large numbers of shelves (that is, topics 
presented in the multimedia database), it extends as a corridor of fixed width in a 45-
degree angle from the adjacent static walls. This architectural design pattern leads to a 
library area with convex outer walls, so that the shelf objects are occlusion-free for 
any user located in front of them (Figure 4). 
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Fig. 4. Central media room with dynamic 3D architectural design for multimedia content visu-
alization 

3.4   GUI Components 

Replicave features the following GUI components:  

• Five different 3D interactive buttons (exit, context-sensitive help, information on 
3D navigation, up, down); 

• Single HTML capable overlaid 2D frame. 

The GUI components can be reused and individually extended in experiment-related 
3D environments. 

3.5    Metaphorical Connectors 

Connectors allow the user to navigate between the entrance hall and content-related 
spaces as well as between different experiments. Two connectors are used: The verti-
cal connector (here, an elevator) is used to navigate between the different topics, 
while the horizontal metaphor (here, a floor) is used to navigate between different 3D 
experiments on the same topic.  

Dynamic content is generated in both connectors. An interactive topic selection 
panel in the elevator lets the user chose the desired content. The horizontal connector 
is based on parameterizable 3D model templates. Two templates are available: the 
building floor (default) and a small-scaled simplified model of the building floor that 
serves as an interactive 3D map.  

The default template’s shape depends on the total number of doors that are to be 
visualized. For a minimal visualization, the centre of the floor, the door leading to the 
small media room and one laboratory door are displayed. For a complete (maximal) 
layout, two side wings are added, each of which provides access to two laboratory 
doors, while three doors (a single media room door and two laboratory doors) are 
visualized opposite the elevator.  
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3.6   Other Assets 

The framework has been extended by an avatar selection room metaphorically de-
signed as a dressing room and a parameterizable template for experimental rooms [3]. 
Furthermore, new X3D nodes were created to partly replace external scripting.  

3.7   Content and Document Management  

In Replicave, we distinguish between two kinds of data: metadata and non-metadata. 
Non-metadata is always regarded as a hierarchical file archive with a root folder. It is 
managed by using the open-source document management software Philex1 for  
the file and folder administration. The DMS features user administration, Web-based 
file and folder management with basic operations, editing of text-based files, config-
urable access restriction regardless of file content and a user interface with tree-based 
folder visualization. Due to the hierarchical folder structure and multi-user support, 
content is grouped in dedicated folders and managed via the DMS. At least five ad-
ministrator or curator roles can be deduced by setting user-specific root folders. Each 
laboratory or exhibition room is initially loaded by opening a script file. Specific 
initialization and content files offer a high degree of flexibility. As such, any basic 
content is represented by a root data folder and rendered according to a positioning 
algorithm within the metaphor-based templates. 

Recent research has focused on museum metadata standards [3]. Various meta-
data standards were examined and evaluated with regard to their applicability in a 
3D museum framework, including DCMI2, CIDOC3, VRA4, and ARCO [4]. Despite 
its inability to describe metadata about the interaction and simulation logic, the 
ARCO metadata standard is preferred, primarily due its support for 3D data. In a 
case study [3], room and object metadata were stored in a separate content database, 
which then allows exhibition designers to administer and preview content through a 
web-based interface. Administrative metadata concern the cultural object, the crea-
tor or contributors, creation place and date, object metadata additionally the type, 
material, dimension, acquisition, and the current location. The standard also focuses 
media objects produced by using 3D modeling systems or VRML editors. Further-
more, objects can be tagged with layout metadata. Given such data, the parame-
terizable templates can work on data sets derived from database queries, rather than 
from a fixed list of array elements. However, objects with dynamically changing 
aspects or user interactions with cultural objects cannot be described within the 
ARCO Metadata Element Set. Propositions for possible extensions will be subject 
of a forthcoming paper. 

Metadata consistency can easily be accomplished by using a commercial XML edi-
tor (Altova) for ARCO-compliant data entry and database upload. Selected variables 
can later be changed through a web-based interface. 

                                                           
1  http://sourceforge.net/projects/philex/ 
2  Dublin Core Metadata Initiative, http://dublincore.org/ 
3  The Conceptual Reference Model by the „Comité international pour la documentation 

(CIDOC)“, http://cidoc.ics.forth.gr/ 
4  The Visual Resources Association Core 4.0, http://www.vraweb.org/projects/vracore4/ 



 A Parameterizable Framework for Replicated Experiments 369 

4   Implementation 

The Replicave framework is implemented in Extensible 3D (X3D) and the PHP 
scripting language. Interaction is implemented in ECMAScript. The system requires a 
PHP5-capable Web server. On the client PC, an X3D browser plug-in is required. The 
framework has been successfully tested with the BS Contact VRML/X3D plug-in by 
Bitmanagement Software GmbH and Microsoft Internet Explorer 5. The following 
case studies work with the BS Contact VRML/X3D plugin, version 6.2 or higher, and 
Microsoft Internet Explorer 7. Together with DirectX 9.0c or higher, the high-level 
shading language HLSL is supported and was used for a soap bubble experiment in a 
virtual science centre [3]. 

5   Case Studies 

The feasibility of the concept presented here has been tested in three case studies. 
While the Replicave framework has been reused in two implementations, the author 
of the third implementation decided to create an entirely new framework.  

5.1   Virtual Science Center 

The virtual science center contains several interactive scientific 3D experiments that 
refer to various mathematical theories. Users are expected to learn through interaction 
with virtual installations. 

Hiller used the Replicave framework and showed that he could significantly reduce 
the production time required for framework design and visualization [5]. Decorative 
3D-objects, furniture and plants were used or slightly modified for the desk, the ward-
robe and the exhibition rooms. With this savings, resources could be spent primarily 
on the production of learning content, and a total of five new interactive 3D experi-
ments with simulations were developed and implemented.  

 

    

Fig. 5 and Fig. 6. Brachistrochrone – inverted cycloid versus a straight line with the same 
endpoints; tautochrone – the ball will take a constant time to roll to the end point, regardless of 
its starting position 
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First, the experiments were classified with regard to their spatial appearance, simu-
lation model type, interaction logic and manipulation features. This will enable parts 
of the code to be reused to implement extensions of experiments or similar experi-
ments, such as the brachistochrone and tautochrone problem (Figures 5 and 6). 

At first glance, visual representation of the experimental environment enhanced by 
avatars (Figures 5 and 6) do not deliver the outcome in the form of textual results or 
functional dependencies among variables written in 2D interface elements. We invite 
the user to find physical laws behind the experiment by watching and trying out the 
simulation. However, it may be worthwhile to include additional kinds of text dis-
plays or help desks in a future version. 

 

 

Fig. 7. “Lights on” experiment with initial 2D instruction screen 

Figure 7 depicts the “Lights on” experiment, which uses complex action logic. The 
figure shows a table with seven small lights and individual commutators for switching 
the lights on and off. However, each switch influences not only its own lamp but also 
both adjacent lights. The goal of the experiment is to achieve a situation in which all 
lamps are lit with a minimum of switching operations. This kind of experiment re-
quires a mathematical model or an implemented action or interaction logic to enable 
the computer to simulate a player and to find and display the correct solution. In a 
recent project dealing with interactive cryptographic protocols, we developed a meth-
odology to create a Petri state machine that executes the action logic of the players 
involved [6]. It was shown that Petri net editors and simulation engines, such as Re-
new5, support time-efficient modeling of action and interaction logics. 

5.2   African Art Museum 

The Replicave framework was also successfully used in an implementation of an Afri-
can arts (“grassland”) museum [7], in which the framework’s gallery assets were used 
as a primary exhibition space (Figure 8). Changes could be limited to adapting texture 
image files in order to comply with an appropriate design for the exhibition context.  
                                                           
5 Available at http://www.renew.de/ 
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Existing interaction facilities allow for manipulating 2D image-based content as 
well as 3D sculptures. Information panels were updated, and simple new signaling 
elements were introduced to help users navigate within the adapted room installation. 
This work could be done by any non-specialist without deep knowledge in 3D model-
ing languages. Again, it has been shown that resources could be spent on the exhibi-
tion content rather than on the framework design surrounding it. 

 

Fig. 8. Gallery room in the grassland museum 

5.3   Virtual Art Museum 

Unlike the two aforementioned implementations, the virtual art museum created by 
W. Liu [8] required a specific visual and geometrical framework design (Figure 9). 
Instead of using the Replicave framework, an individual framework was designed and 
implemented. 

It could be shown that the framework-related work took 50% of the entire content 
production time, underlining the advantage of reusable framework designs. 

 

 

Fig. 9. Sculpture room in the virtual art museum 

At the same time, the implementation suggested possible extensions of the frame-
work, including the implementation of a graphical editor using drag-and-drop mouse 
actions to modify the X3D content graph on the fly, encompassing 
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• spatial design, 
• lighting and texturing of walls and furniture, and 
• modification of assets. 

 

Such a new framework can be used to create virtual versions of existing museum 
installations. 

6   Discussion 

Today, the design of virtual 3D applications is very popular, and there is abundant 
literature on this topic. However, the realization of virtual laboratories and museums 
is long and expensive. There are several papers [9] that outline the procedure to fol-
low in the design of a VR application and number important tools for modeling the 
scene, defining the objects and means of interacting with them. These papers provide 
a first impression, whereas the inherent complexity of the creational process makes it 
necessary to consult special purpose literature. 

In a recent paper, Hendricks et al. report on virtual African art galleries [10]. In a 
comparative study, 2D and 3D environments were evaluated. The results of the user 
study showed that users have a clear preference for 3D environments only if they are 
not too complex and provide the users with a high level of navigational support, 
whereas 2D settings are better suited to convey a large amount of information that 
exists in sequential form.  

These results encouraged us to use the Replicave framework in the realization of 
the grassland museum. An initial evaluation with a small number of participants 
partly confirmed observations made by Hendricks et al. concerning interaction and 
3D navigation. 

3D modeling languages, like X3D, use scene graphs to build a 3D spatial design. A 
notion that is key to reusing code consists in rewriting the scene graph. 

Unfortunately, changes in the scene graph intended to bring about a local modifica-
tion of an object with respect to its geometric shape, texture or position should take 
into account the context of the relevant node. Reitmayr and Schmalstieg present  
the idea of adding a context element to the traversal states of a scene graph that allows 
the scene graph to be parameterized and reused for different purposes [11]. An anno-
tated context-sensitive scene graph improves its own inherent flexibility when acting 
as a template with parameters set during traversal of the graph. Using the new con-
cepts, a general framework called “Studierstube” is presented, together with a dedi-
cated model server component containing the scene graph of the building model and 
an interface that allows users to integrate already designed components into their own 
scene graph realizations. 

Automatic generation of user-specific content is addressed in a paper by Chittaro et 
al. and in further papers cited therein [12]. The authors propose a novel tool that pro-
vides automatic code generation for adding personalized guided tours to 3D virtual 
environments that were developed using frameworks able to dynamically generate 
X3D content. 
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7   Conclusions 

We have presented a general framework for replicated experiments in virtual 3D 
environments that is parameterizable and reusable. The framework is embedded in a 
new generalized modeling pipeline that promotes cost-efficiency by reusing existing 
design patterns and 3D assets. 

The approach was successfully applied in two implementations of interactive Web-
based virtual 3D exhibitions: a grassland museum for African art and a virtual science 
centre. In both cases, designers were freed to focus on content development. A third 
implementation illustrated the significant amount of additional resources required for 
individual framework design without using an existing framework library. 

8   Outlook 

A further extension of the number of parameterizable variables and a complete con-
versation to XML-based model and content description languages are part of ongoing 
research. Another focus of our future work concerns the inclusion of conversational 
agents in analogy to existing solutions for real museums [13]. 

Acknowledgements. We thank our anonymous reviewers, whose detailed and helpful 
reports have helped us to improve this paper. 
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Abstract. Web-based case studies offer some significant advantages over the 
traditional paper-based ones. The results from three uses of a Web-supported 
case study tool giving advantages and disadvantages are discussed from the 
viewpoints of student, lecturer and administrator with some discussion as to po-
tential future improvements. 

Keywords: Case Study, Web-based support tool, e-Learning, Web-based teach-
ing, Distance learning, face to face learning. 

1   Introduction 

Trinity College has a long tradition of lifelong learning and continuous professional 
development. In particular, the teaching of Information Systems Management and 
Information Technology has been actively pursued by the School of Computer  
Science and Statistics for nearly forty years. Experience in the area led to the devel-
opment and use of many different formats for presenting the various programmes 
involved. In particular, the use of case study methods, problem based-learning,  
simulation exercises and other active learning approaches became key to course and 
programme delivery. Many of these programmes were part-time programmes with 
students in employment and seeking up-skilling and development. 

A characteristic of these programmes was a close relationship with employers and 
constant dialogue regarding their educational and training needs.  As a consequence 
of this, there was in addition to the usual pressure to update, adapt and expand  
curricula, a need to have graduates contribute more effectively, and sooner, to their 
organisation after graduation. There was also the need to make postgraduates more 
competent and professional in their approach to work and the workplace. A clear 
emphasis was needed on the soft skills as opposed to the technical skills. Ideally, for 
professional students on a continuous, professional development (CPD) course, they 
should graduate with a real sense of the workplace and the context within which they 
will operate [1].   

Academic faculty associated with these programmes have had considerable indus-
try experience both at technologist and managerial levels. In addition, some had a 
background in e-Learning methods and technology. ViCoCITY evolved from this 
mixed background and is an effort to achieve a significant improvement in the way 
certain professional subjects are taught. 
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2   Professional Practice 

The characteristics of the knowledge-based societies of today are an increasing  
demand for professional specialists and managers in an environment of constantly 
increasing business competition; high expectations of quality and service from the 
customers of the professions; unremitting change as a factor in the professions and 
business in a climate of the regular emergence of powerful new digital technologies. 

These characteristics give rise to a growing and changing body of knowledge on an 
increasingly complex subject matter. They also give rise to a demand for more 
knowledgeable and skilled graduates, both in technical and managerial terms. There is 
a perceived requirement to make graduates productive at an earlier stage of their ca-
reer, and to maintain and improve productivity over the whole of their career [2]. 
Consequently, there is a need to put more emphasis on acquiring and improving pro-
fessional practice. 

The typical undergraduate degree for a professional discipline usually concentrates 
on three distinct aspects of education and development of the individual: 

• higher level thinking skills 
• the understanding of the underpinning theoretical body of knowledge and models 

for that discipline 
• the application of the theory to near 'real-world' problem situations and a reason-

able sense of the 'professional practice' involved in addressing them. 

‘Professional Practice’ usually involves: 

- Improving relatively unstructured and complex problem situations 
- Many of these situations have no ‘right’ answer  so only balanced outcomes and 

decisions arise 
- Rapid evaluation of complex situations as an everyday experience 
- The need to take decisions under time, cost and other resource pressures 
- Constant need to make judgements and assessments in the absence of detailed or 

complete facts 
- Awareness and understanding of the social dimension within which business and 

professions actually function 
- Facility to handle all aspects of communications and interpersonal skills: written, 

verbal and presentational 
- Ability to think both tactically and strategically 
- Understanding of group dynamics including teams, meetings etc. 

The academic challenge is to provide a sense of ‘real-world’ professional practice 
which addresses the nature of a ‘professional’s’ work. The traditional academic solu-
tion to this is the employment of a variety of active learning and experiential formats 
and coursework assignments e.g.  Case Studies, Problem-based learning situations, 
Simulations, Role plays, Work experience, Projects, Team Projects etc. Games, seri-
ous and otherwise, have been used in management learning for decades [3].  

A proposed new solution is the ViCoCITY Simulation Centre which was developed 
with the intention of assisting lecturers to simulate a real world environment. It consists 
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of a set of virtual companies designed to transform coursework and improve the stu-
dent’s sense of ‘Professional Practice’. 

3   The ViCoCITY Web-Based Case Study Simulation Centre 

The Vicocity web-based, case study, simulation centre supports web-based case study 
learning [4], [5]. ViCoCITY is a research and teaching initiative currently being de-
veloped and implemented at Trinity College Dublin. It is also in experimental use in 
the Oscail Distance Education programme at Dublin City University. The ultimate 
purpose of ViCoCITY is to improve the quality of educational and training outcomes 
for certain professionals e.g. Managers, Accountants, IS professionals, Lawyers etc. 
ViCoCITY is a new innovative concept and support centre designed to transform the 
nature and purpose of coursework assignments in the teaching of certain professional 
topics.   

The ViCoCITY simulation centre was developed with the intention of assisting 
lecturers and instructors to simulate a ‘real-world’ environment for their coursework 
assignments and so improve their student’s sense of understanding and familiarity 
with actual professional practice likely to be experienced in the real world.  It takes 
the form of a ‘City’ of companies and institutions, each with their particular culture 
and identity. Each of these is populated by people, products, services, documents, 
systems etc. The underpinning rationale and hypothesis for the ViCoCITY initiative is 
that it should contribute to improving, deepening and expanding the knowledge and 
practical expertise of the student. 

The concept has been influenced by the following authors and methods:  

-  Kolb [6] with his experiential learning: Problem Based Learning [7], Savin-Baden 
[8];  

-  The case based approach in professional higher education [9], the Andragogical  
Model  of adult learning [10] and  

-   finally, by the  development of online, distance learning in the last decade [11]. 

On the teaching front, lecturers design and implement their own coursework assign-
ments and projects based on the set of simulated companies within ViCoCITY. The 
companies provide a ‘real-world’ context within which the student learns. Figure 1 
and 2 show the home pages of the EIC brochure website and the Big Ben brochure 
website. EIC and Big Ben are two of the simulated companies in the ViCoCITY 
Simulation Centre. Motivation is increased and the student is prepared to address the 
breadth of complex issues that are encountered within all disciplines. In particular the 
‘softer’ skills can be addressed.  The typical unstructured and complex problems 
without ‘right answers’ but yet requiring decisions can be simulated.  Decisions are 
required under time and resource pressures just as in the real world. Strategic and 
tactical decisions and issues can be explored. 

While the prototype system is being used on a number of courses within several in-
stitutions and has been very well received by academics and students alike, it has not 
been subjected to rigorous evaluation and research.  This paper sets out to stimulate 
discussion among academics about the concepts involved and highlight the the scope 
of research topics and questions which can be derived from the initiative.   
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Fig. 1. M.Sc EIC Home Page 

The ViCoCITY web-based case study/ course work tool has most, or all, of the  
following: 

• A population of companies 
• Each company has  a number of descriptions of key personnel 
• Summary accounts for each company 
• General information about each company 
• Ability to set assignments for a company 
• Instructor ability to set a series of assignments over time, with time-released  

information 
• All relevant documentation available online 
• Ability for the Administrator to control many companies and assignments 
• The ability, for the administrator, to enrich any company 
• Assignments can be used as templates for different courses 
• Multi-platform 
• Multimedia courseware with third-party authoring support 
• Results of assignments can be recorded, edited and stored for later playback, in-

stantly creating self-paced content for student review or for instructor training.  
• Case studies can be used synchronously or asynchronously or both. A team can 

access an assignment together synchronously, while at other times team members 
can access the information asynchronously. 
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Fig. 2. Big Ben Home Page 

Within ViCoCITY virtually any type of assignment or coursework can be set: 

- Short coursework assignment 
- Individual or group project 
- Problem based learning situation assignment 
- Case study assignment 
- Essay 
- Management report or analysis 
- Research type project 
- Large scale Development Project 
- Laboratory or field work type project 

The lecturer’s imagination is practically the only limiting factor to how ViCoCITY 
can be effectively used. Lecturers are free to exercise their own individual and par-
ticular approach, simply just using the ViCoCITY Simulation Centre for support. 

The approach is non-prescriptive and respectful of the academic freedom and pro-
fessional judgement of the lecturer on the one hand but provides a consistent, ‘real-
world’ experience for the student.  

ViCoCITY can support campus-based or distance-based courses. 

• Any set of media or media mixes can be used or combined e.g. Paper, audio, 
video, podcasting, video conferencing, Messaging, Mobile telephony including  
3G etc. 

• Traditional andragogical approaches e.g. Lectures, classes, seminars, workshops, 
laboratory sessions, case studies etc. 
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• More advanced andragogies e.g. problem based learning, active learning, simula-
tions, role plays etc. 

• Links to Learning Management Systems (LMSs) and Content Management  
Systems (CMSs) e.g WebCT, Moodle, Blackboard, Learnlinc, Breeze, Centra, 
iVocalise etc. 

Depending upon the desired learning outcomes of the module or assignment, the aca-
demic can choose to use one or multiple organizations and companies in a single 
assignment, therefore maximizing the use of the virtual environment and simulating 
problem based learning for the students.  

4   Pilot Applications 

Three courses were used for testing the ViCoCITY concept. 

4.1   The TCD B.Sc. Programme in Information Systems 

Project Management is a subject that is most effectively based upon problem  
situation-based learning.   

 

Fig. 3. Assignment 1 - B.Sc in Information Systems 
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The overall purpose of using ViCoCITY for the project management module was 
to allow students to face real practical problems that exist in IT project management. 
While the theory of project management is pertinent, the area of actual application of 
this knowledge to problems was carried out through examples in class and paper 
based case studies. The purpose of this module was to explore real-life practical is-
sues through both synchronous and asynchronous learning.  

A sample screen for Assignment I for Project Management in the B.Sc. in Informa-
tion systems is shown in Fig 3. This shows a relatively simple screen layout for an 
assignment in project management for second year undergraduates. Eight key items 
for completing the assignment have links on the page. 

4.2   The TCD M.Sc. Programme in Management Information Systems 

A sample case study scenario used in the first year of the two year M.Sc. Programme 
in Management Information Systems (about 35 students attended) is shown in Fig. 4.  

The case study was essentially a replacement for a paper-based assignment used 
for a number of years. It still maintained a role-playing aspect by academics on a 
number of presentation nights. It proved popular with the students. A sample screen 
for Assignment I Brief for Project Management in the M.Sc. in Management Informa-
tion Systems is shown in Fig 5. This screen shows details of a Board Presentation that 
must be done by a team to complete Assignment 1 for the M.Sc in M.I.S. This gives 
the explicit instructions for a team to give a Board presentation. 

 
Fig. 4. Assignment 1 - M.Sc in M.I.S 
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Fig. 5. Assignment Brief - M.Sc in M.I.S 

This is a more complex assignment screen than the previous ones, with a less linear 
layout of links. It also shows the other assignments to be completed in this academic year. 

4.3   The DCU B.Sc. Programme in Information Technology 

This case study tool was used in the final year of the B.Sc. Programme in Information 
Technology in Dublin City University. Twenty two students attended this Distance 
Education course which had no face to face contact with the academic staff. The main 
differences with the TCD M.Sc. course was that there was no role-playing feature. 
Other than this, most students were enthusiastic about the course but they also consid-
ered that the content needed to be enhanced. 

5   Three Perspectives 

The key features of Web-based Case Studies are looked at from three perspectives - 
those of Student, Lecturer and Administrator. These perspectives are informed by the 
results from the two TCD studies, and the study done in DCU. 

5.1   Student Perspective 

5.1.1   Simulated Real World Professional Practice 
Using ViCoCITY as part of the project management module (TCD B.Sc. in I.S.) with 
the undergraduate students had a significant disadvantage for the students. ViCoCITY 



 Web-Based Case Studies for Continuous Professional Development 383 

was being used as part of one subject only and the remainder of the subjects were 
using other methods for course assignments.  As a result the students were exposed to 
ViCoCITY for a single module rather than across the course.  This raised some level 
of dissatisfaction among the students as they felt that a common platform or inte-
grated projects across some or all subjects would have been more beneficial to their 
learning and understanding of the subject. 

The feedback from the cohort of students consisted mainly of the fact that they 
would have preferred more information on the company websites and possibly more 
classroom work, in other words. a combination of synchronous and asynchronous 
learning. 

Anecdotal evidence would suggest that the students preferred the combination of 
classroom and online delivery.  The online delivery proved to be informative and the 
students could move at their own pace within the set timeframe of the assignment.  
The classroom environment proved dynamic insofar as teams of students had to re-
solve a problem quickly and effectively. 

5.1.2   Student Reaction 
The students also commented on the fact that they would have preferred more infor-
mation on the ‘companies’ within ViCoCITY rather than just the brochure informa-
tion that was available. The main written student reaction was to a small, one question 
evaluation done in DCU  (twelve responses from twenty two B.Sc. in Information 
Technology students) as follows: 
 
Question: The objective of ViCoCITY was to simulate a more real-life situation where 
you would have access to both internal and external information on the companies.  
Have you any comments on this form of assignment?  Would you like this type of 
assignment used more widely? 
 
Responses: 
  

 This assignment I found very enjoyable as it simulated a real world experience 
in researching information to produce a report for the boss. 

 

 Yes, I thought this was a good idea and was one of the most enjoyable assign-
ments 

 

 Yes.  I thought it was a good experience. 
 

 Challenging assignment but it took up time from other assignments because of 
the amount of additional effort and research that had to go into it. 

 

 Would not like to have this for every subject but worked well for the Manage-
ment Module 

 

 I had no problem with this method 
 

 Yes it was good 
 

 I did think the virtual company was a good idea.  This could be extended to 
other management modules. 

 

 It worked very well 
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 The format as such was excellent.  The task was not suitable for undergraduates 
 Very interesting. Provided a clearer understanding of the role of the CIO in a 

company 
 

 This was an interesting assignment.  The format was clever and engaging.  As 
someone who works in the industry I believe that this assignment had good par-
allels to some of the analytical skills needed in the real world. 

5.2   Lecturer Perspective 

The simulated ‘real-life’ view of ViCoCITY allows the lecturer to focus on 
competencies and professional development for the student.   

ViCoCITY accentuates and illustrates theory covered in the classroom and allows 
the student to experiment with different approaches to the case studies in a ‘safe’ 
environment. Unlike the professional world, ViCoCITY is forgiving of mistakes and 
is designed specifically so that students can learn from successes and failures. This 
prevents them from making these mistakes in the real professional world and, more 
importantly, allows them to build on their successes. 

The lecturer needs to plan and design the case studies, perhaps, at least 3 months in 
advance of using them in the classroom. While this may be an increase in workload at 
the outset, the workload will decrease as the case studies are completed.  

The lecturer also needs to learn how to use the underlying tool, the WebSteps Admis-
sion Console, in order to make the changes required.  The lecturer must take sole re-
sponsibility for this and ensure that they can make changes as quickly and efficiently as 
possible. The tool itself requires little prior knowledge of development or web design; 
however the lecturer must be computer literate and be able to use a package like 
MSWord.  

One conclusion from the project management application (TCD B.Sc in I.S.) 
would suggest that the students gain from a combination of synchronous/ asynchro-
nous learning and traditional learning i.e. a combination of ViCoCITY and the class-
room. The anecdotal response of the students would suggest that their understanding 
of the subject is best when illustrated by practical examples in the classroom envi-
ronment.  

The lecturers in the TCD M.Sc. in M.I.S. application found the web-based case 
studies were a distinct improvement on the paper-based ones from previous years. 
They had the advantage that the case studies could be updated and enhanced more 
easily. The students could also access the material asynchronously. Other media could 
also be added relatively easily e.g. audio. However, in general, they felt that the con-
tent in the companies needed to be enhanced. 

The tutors in the DCU B.Sc. in Information Technology were enthusiastic about 
the use of ViCoCITY and made many suggestions for its improvement. 

5.3   Administrator Perspective 

There are quite a number of important factors pertinent to the administration of a 
web-based case study learning system as evidenced by the number of studies dis-
cussed above. 
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Cost of Planning and Preparation. Websteps knowledge, gained through some 
basic level of training, lasting perhaps two hours, is required to get users set up. Lec-
turers need to be trained on this in order to maintain their own ‘companies’ and as-
signment webpages. 

Software Licensing Costs. A modest annual fee for maintenance and hosting of the 
websites. All hosting is external with no internal costs. ViCoCITY must be set up in 
advance. 

Training Cost. Quite a small amount of training is necessary to run the exercise. 
Those who will lecture using the synchronous package need a small amount of train-
ing, perhaps two hours. 

Setup. Little time and effort is necessary to access and run the software.  

Staffing Costs. Little expert technical support needs to be available. 

Equipment Provision and Upgrading. Conventional PC equipment running on the 
Internet was used.  

The undergraduate project management course (TCD B.Sc. in I.S.) utilized the use of 
two ‘companies’ in ViCoCITY that were specifically designed for the coursework. As 
a result of this small number of websites, the lecturer could also be the administrator. 
The Administration workload was significantly increased due to the training required 
on learning how to use the tool to create the websites, designing the case studies so 
that they were transferable to online learning, and designing the delivery of the 
coursework so that the students would benefit from this approach. A significant 
amount of time is required to prepare for the case studies and design the content, 
delivery and execution of the assignments. The synchronous and asynchronous learn-
ing need to be planned separately. 

The TCD M.Sc. in M.I.S. application was the pilot course with which to experi-
ment, and develop, ViCoCITY. Quite a number of people were participating and 
observing (approximately ten) so that the package was enhanced quickly and effec-
tively. 

The DCU B.Sc. in Information Technology was essentially a shadow site to the 
TCD site, to confirm that the experimental changes also worked well elsewhere. 
However a small evaluation was done on this Distance Education course as already 
discussed above. 

6   Advantages and Disadvantages of ViCoCITY 

6.1   Advantages for the Student 

ViCoCITY is a simulation centre that allows more intensive engagement with the topic, 
and according to anecdotal evidence, it is suggested that there is a deeper more perma-
nent understanding of the field because the emphasis is on ‘understanding’ rather than 
‘memorising’.  This can provide improved motivation to study the necessary material 
and to digest and engage with the formal lectures or other learning formats employed. 
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The rich real-world situations and contexts can be provided using a variety of different 
and appropriate digital media with which deeper learning can be facilitated and enjoyed 
by the student.  In addition to this, implemented as part of a programme over a short 
period of years, the student can acquire a better sense of organisational culture, man-
agement styles, personality types, inter-functional relationships, attitudes to change, 
institutional pressures etc.  ViCoCITY provides a better chance for the student to ad-
dress ‘professional practice’ type problems and situations e.g. decision making, problem 
solving, strategic thinking and collateral issues. This can, in turn, lead to a more effec-
tive employee in the workforce. 

6.2   Advantages for the Lecturer 

Learning to use ViCoCITY is simple and ‘non-techie’. It takes about one hour to 
learn. The Lecturer retains her/his own approach and style of coursework. The 
readymade set of companies and organisations ease the lecturer workload by provid-
ing a choice of contexts within which an exercise or assignment can be situated. The 
advantages and benefits to the student result in a more satisfied, better motivated 
learner, and a  better quality of teaching is a likely result. 

The flexibility to apply any mix of delivery mode, media mix or andragogical 
model at will, and as appropriate to a given situation, is useful. Documentation is 
better organised and controlled e.g. version control for descriptions, financials, prod-
uct details, services, reports, CVs etc. A template to assist in writing an assignment 
eases that task which is no more difficult than a conventional paper version. 

The system is easily interfaced to learning management systems (LMS), content 
management systems (CMS) and other elearning products and services. The system is 
easy to use - it's of the same complexity as using Microsoft Word. 

Quick changes to content and requirements can be easily made, if necessary. There 
is also the possibility of customising websites by individual difference such as cogni-
tive style. Through the web, content is accessible world-wide. This suits students who 
need to travel for their work. 

There is potential for evaluating different styles of presentation, perhaps to suit 
particular needs or individual differences. The tool supports teamwork and also less 
paper is used. 

6.3   Disadvantages for the Student, Lecturer and Administrator 

ViCoCITY is not reality, but just a model of reality. One of the current issues with 
ViCoCITY is the lack of features to allow the student to engage with the online envi-
ronment. The information that is available on the ‘companies’ is brochure-like with 
basic knowledge. As a result, the details are the responsibility of the designer/lecturer 
to implement as part of the assignment structure, and delivery, to the class.   

The ViCoCITY centre itself is not interactive and does not engage the student as a 
simulation centre in its own right. It requires the back-up of the classroom environ-
ment to provide appropriate feedback.  

The question of evaluation is a current gap in ViCoCITY, although this is a major 
problem for most educational/ training tools. While anecdotally we can assume that 
the centre works sufficiently well, the statistics to enforce this statement are lacking.   
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For the moment, qualitative analysis has been carried out and anecdotal evidence 
would suggest that the students can see the benefits of the ViCoCITY approach. The 
quantitative method of evaluation would seem to fit better at assignment level as op-
posed to ViCoCITY level, but this method has yet to be defined and subsequently 
designed.  

Specifically for the administrator, there is a small annual cost per annum of about 
€€ 400 per website. There is a need to maintain sites (not particularly burdensome with 
the toolset provided) and a need to update the content regularly. 

The interaction is not as good as with real, live role-playing "actors" (usually 
course lecturers). However, in general, real web interactivity can be costly in terms of 
funds, and resource availability such as fast broadband and webcams. Whether to go 
for interactivity is a judgement call with economic implications for the Administrator. 

e-Learning is here to stay so an important question is how should we use it best. It 
should not be regarded as just a supposedly cheap way of delivering education and 
training. 

Another question with economic implications is how rich should the model be? For 
ViCoCITY an important question is how much detail is enough? This probably de-
pends on the course purpose, content and economics. 

7   Discussion/ Conclusions 

The academic challenge is to provide a sense of  a relatively ‘real-world’ professional 
practice in a ‘safe’, simulated and controlled virtual environment.  ViCoCITY is a 
step towards meeting this challenge.  The richness of the traditional learning envi-
ronment is not compromised for the student, but is enhanced, and the delivery method 
for the lecturer is flexible.  

ViCoCITY lacks the interactive dimension with regard to the online experience. 
Currently the case studies are ‘flat’ and are emphasized simply through the classroom 
experience where the students can engage in active discussion and feedback with their 
peers and the lecturer(s).  

Anecdotal evidence would suggest that the ViCoCITY centre is the first step to-
wards providing a ‘professional practice’ simulated environment for students.  The 
comparison, so far, between the advantages of using paper-based and web-based case 
studies has been limited to qualitative analysis based upon interviews and discussions 
with academics and students exposed to the centre.  Further quantitative evidence is 
required to investigate the question of the effectiveness of using web based case stud-
ies as opposed to using paper based techniques.  To date, qualitative evidence from 
students, lecturers and administrators supports the hypothesis that ViCoCITY is an 
effective tool in the learning of professional practice. 

Evaluation of ViCoCITY and its effectiveness for the student, lecturer and admin-
istrator is a difficult process. At present, there is a lack of information on evaluation 
of case based techniques and their effectiveness in a learning environment.  Case 
studies are by nature open-ended and do not have one correct answer, so their evalua-
tion can prove difficult and subjective.  
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Initial trials of the ViCoCITY concept have demonstrated considerable potential 
and have been generally well received. The next step is to extend the trials to other 
disciplines, institutions and topics. Systematic research is then needed on the lines 
outlined above in order to evaluate and hopefully enhance the process further. Al-
though it is somewhat early to judge, there is a significant likelihood that the concept 
could have significant potential both within academia and business. 

8   The Future for ViCoCITY 

The ViCoCITY concept is a work in progress. It is in operation at two institutions 
currently and is planned for implementation at several more. It is being used on 
seven distinct courses. Upwards of a dozen coursework assignments are currently 
operating.  

So far the reports are very encouraging, both from students and academics. How-
ever there are few real research results to support the anecdotal evidence as yet. There 
are many different questions and issues that need to be addressed. 

Immediate issues that spring to mind include: How can the concept best be evalu-
ated? Can it improve the quality of professional education? Is it more suitable to spe-
cific disciplines or topics? What are the economic, social and operational implications 
of using it? What are the advantages for the lecturer, student and institutional admin-
istrator? Is it more suitable to certain delivery methods? Is it best used with certain 
media? Which andragogical strategies does it best support? It is not fully clear what 
topics are really suitable for ViCoCITY other than topics that are usually covered in 
paper case studies. 

Some other questions are: 

• Does the approach improve student motivation, commitment and engagement? 
• Is learning actually improved? 
• Is ‘professional practice’ improved? 
• Are graduates ‘useful’ at an earlier stage? 
• What mix of media is best suited to any given situation? 
• How suitable is the method for different modes of delivery e.g. Distance Educa-

tion, Campus-based Education, Hybrid/Blended approaches etc. 

Is it more suitable for particular types of learning or cognitive styles? 
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Abstract. The problem of comparing and matching different learners’ knowl-
edge arises when assessment systems use a one-dimensional numerical value to 
represent “knowledge level”. Such assessment systems may measure inconsis-
tently because they estimate this level differently and inadequately. The multi-
dimensional competency model called COMpetence-Based learner knowledge 
for personalized Assessment (COMBA) is being developed to represent a 
learner’s knowledge in a multi-dimensional vector space. The heart of this 
model is to treat knowledge, not as possession, but as a contextualized space of 
capability either actual or potential. The paper discusses a system for automati-
cally generating questions from the COMBA competency model as a “guide-
on-the–side”. The system’s novel design and implementation involves an  
ontological database that represents the intended learning outcome to be as-
sessed across a number of dimensions, including level of cognitive ability and 
subject matter. The system generates all the questions that are possible from a 
given learning outcome, which may then be used to test for understanding, and 
so could determine the degree to which learners actually acquire the desired 
knowledge. 

Keywords: Competency, Assessment, Knowledge level, Ontology. 

1   Introduction 

In recent years, a variety of tools and learning environments have been created and 
installed in schools, universities, and organisations to support learning. Mostly these 
tools have been created to support e-learning content and collaborative learning  
activities like a virtual classroom [1]. However, e-learning suggests not only new 
technologies for instruction but also new pedagogical approaches to enhance learning. 
One new pedagogical approach is machine-processable competency modelling. A 
competence model is introduced for storing, organizing and sharing learners’ per-
formance data in order to seek and interpret evidence for where the learners are in 
their learning, where they want to go, and how they can get there. Pedagogically  
effective and informed competency data is vital in any assessment system. 

One of the desired outcomes of an assessment system is information about the learn-
ers’ knowledge, identifying what learners can do by representing their current state of 
knowledge [2]. This information is collected and updated during the assessment  
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process. Most assessment systems assume that knowledge is something that a learner 
possesses or fails to possess, and seek to estimate a learner’s “knowledge level”. As a 
result, such assessment systems may measure “knowledge level” inconsistently be-
cause they estimate this level differently, and inadequately because they use one-
dimensional numerical values [3]. The proposed solution is to consider the learners’ 
“learned capability” instead of their “knowledge level”, and to consider competencies 
and learned capabilities as a multidimensional space.  

In the context of an adaptive assessment system, an assessment is part of the proc-
ess of diagnosing the learner’s competence. The key idea of an adaptive assessment 
system is that questions are selected by the computer to individually match the 
learner’s competence [4]. The system’s evaluation of the learner’s competence is then 
used to guide the adaptation of the system [5]. The system may skip over what learn-
ers have learned and find out what they should learn further. While an adaptive sys-
tem may be more efficient for summative assessment, a system of adaptive formative 
assessment is likely to be of greater advantage to learners, since they would receive 
relevant, personalized feedback. Establishing adaptive formative assessment systems 
to support lifelong learning is extremely challenging and relies on introducing a com-
petency model to the adaptive assessment. Our intention is not to promote a particular 
technological platform, but to demonstrate how a competency model can be applied to 
adaptive assessment. 

In this paper, we introduce an advanced competency model named COMpetence-
Based learner knowledge for personalized Assessment (COMBA). The COMBA 
model is represented in a multi-dimensional vector space. We explore the assembly of 
competencies into a tree structure and then consider the task of adaptively generating 
assessments from such a competencies structure. Finally, an implementation of 
COMBA is presented. 

2   The Multi-dimensional COMBA Model 

Competence-based approaches in the field of e-learning, institutional admissions, 
learners seeking courses, e-portfolios, job references, human resource management, 
and job descriptions are becoming more common. They appear to offer the opportu-
nity to develop tools and services for data exchange, discovery, processing, analysis, 
and visualization to meet needs of learners, tutors, program managers, examination 
bodies, professional societies, employers, legislators, and so on. We suggest that a 
complete and coherent model of competencies would support storing, organizing and 
sharing of achieved, current, and intended performance data relating to all aspects of 
education and training in a persistent and standard way [3]. We have been developing 
a competency model, named COMBA, which is proposed for all domains where 
learning and teaching take place. 

In the first stage of developing the model [3], we conceptualised “competency” as 
involving a capability associated with a given subject matter content, requiring a pro-
ficiency level, and associated with evidence, any required tools, and a definition of 
the situation which contextualizes the competency. In the second stage of developing 
the model [6], we implemented an exemplar UK Royal College of Nursing compe-
tency [7] reflecting relevant features of a learner’s behaviour and knowledge that 
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affected their learning and performance. An outcome of this implementation exposed 
a critical issue involving the expression of ethical practice in the COMBA model. One 
of the conceptions of competence for a nursing graduate is competence in ethical 
practice [8] as well as the other characteristics of professional service delivery involv-
ing knowledge and psychomotor skill [9]. Hence, attitude, the way in which a learner 
exhibits their knowledge and skill, is included in the COMBA model, as illustrated in 
Fig. 1. 

 

Fig. 1. Competency model including attitude component 

The COMBA model considers knowledge in the widest possible sense, and in-
volves the following four major components: subject matter, capability, attitude, and 
context, along with metadata as illustrated in Fig. 2.  

The challenge of capturing and using knowledge starts with the problem of under-
standing its nature and representation. The failure of previous efforts to ‘intelligently 
process knowledge’ (e.g. intelligent tutoring systems) may be due to their pedagogi-
cally and cognitively inadequate characterization of this knowledge, and their simplis-
tic assumptions that knowledge is something a learner possesses or fails to possess. 

The heart of the COMBA model is to treat knowledge, not as possession, but as a 
contextualized multidimensional space of capability either actual or potential. Ac-
cordingly, the three important components of the COMBA model (capability, subject 
matter content, and attitude), which are referred from relevant taxonomies or ontolo-
gies, may be represented in a vector space as in Fig. 3. The learned capability is the 
learner’s required or observed behaviour, for example using Bloom’s taxonomy [10]. 
The subject matter content in Fig. 3 is based on Merrill’s analysis [11], and attitude is 
based on a version of Krathwohl’s taxonomy [12]. 
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Fig. 2. Individual competence model 

 

Fig. 3. Multidimensional space of competency model 

Subject Matter 

Attitude 

Capability 
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In this paper, we choose competencies from health care because they are amongst 
the most sophisticated and challenging to implement [13]. Table 1 represents some 
nursing competencies based on the multidimensional space of the COMBA model. 
For example, C00 (students are able to use and value ethical principles) comprises 
C10 (students are able to actively apply ethical principles) and C20 (students are able 
to actively use professional regulation). In order to achieve C10, students should be 
able to demonstrate client confidentiality respectfully (C11), and to identify ethical 
issues sensitively (C12). In order to achieve C20, students should be able to identify 
the limitations in their own practice (C22), and to considerately evaluate professional 
regulation (C21). There is a common competency for C21 and C22 which is C23 
(students are able to recognize the need for referral willingly). In order to achieve 
C21, students should be able to recall relevant professional regulations willingly 
(C24). This shows that we can map effectively these more complicated competencies 
into the COMBA model. The subject matter, capability taxonomy, attitude taxonomy, 
and competence were ontologically represented based on the Simple Knowledge 
Organisation System (SKOS) [14]. 

Table 1. Some example nursing competencies represented in the competency model 

Competency No. Capability Subject Matter Content Attitude 
C00 Use Ethical principles Values 
C10 Apply Ethical issues Actively 
C11 Demonstrate Client confidentiality Respectfully 
C12 Identify Ethical Issues Sensitively 
C20 Use Professional regulation Actively 
C21 Evaluate Professional regulation Considerately 
C22 Identify Limitation in own practice Values 
C23 Recognize Need for referral Willingly 
C24 Recall Professional regulations Willingly 

3   The Competency Tree 

Competencies are assembled into trees. A tree structure is a particular way of repre-
senting a structure in a graphical form [15]. While the relationship between nodes is 
modelled as a family relation such as parent and child, there is no ordering of nodes 
on the same level, and this yields a tree structure rather than a hierarchy. It is assumed 
that all children of a defined competency are required in order to achieve proficiency 
for the parent. While the tree structure defines a top-down or bottom-up structure, it 
does not imply sequencing as might be implied in a hierarchy. For example, a compe-
tency tree may specify how to roll up the assessment for each competency throughout 
a competency tree without implying sequencing of assessments of same level compe-
tencies. So the issues of pedagogical sequencings are not considered at this stage by 
representing competencies as a tree structure instead of a hierarchy. 

One of the advantages of a competence tree structure is that a tree structure sepa-
rates the composition rule in the domain from other structural components. Hence, an 
application of the competency model, such as in adaptive assessment, may add other 
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rules, perhaps based on pedagogical sequencing, in order to control the adaptation 
within the competency tree. 

More technically, the COMBA model specifies the network of assembled competen-
cies as a directed acyclic graph. In competency terms, Fig. 4 implies that competency 
C00 is decomposed into sub-competencies C10 and C20, such that C10 and C20 con-
tribute to C00. A node may have more than one parent, provided the parent is not a child 
of the node. Fig. 4 shows a “forest” of two competency trees, where arrows represent 
parent-child relationships. A competency tree may specify common children for more 
than one node, or more than one origin node. For example, C00 and A represent differ-
ent competencies that have certain competencies in common such as C22. 

It is expected that competency trees will be different for different communities and 
users. For example, a tree of nursing competencies from the UK Royal College of 
Nursing would have many points of difference from a similar tree from the Canadian 
Nursing Association. At a personal level, a student nurse may develop his or her own 
tree to reflect their own competencies, both achieved and to be attained. 

 

Fig. 4. Competency tree 

4   Generating Assessment Items from a Competency Tree 

Assessments may be categorized as formative, summative, or diagnostic [16]. Forma-
tive assessment provides prescriptive feedback to assist learners in reaching their 
competences [17]. It is intended to help the learner deal with deficiencies in their 
understanding, knowledge, or competence. In contrast, summative assessment is gen-
erally given at the end of a period of learning to establish what knowledge, skills, 
and/or attitudes the learner has acquired over a period of time. It helps to establish 
whether learners have attained the competences required, and is not focussed on sup-
porting learning. Diagnostic assessment is an in-depth assessment related to strengths 
and weaknesses in each skill area, which identifies priorities and needs [18]. It helps 
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to determine what learners can already do within the goals of the curriculum. This 
paper focuses on formative and diagnostic assessment. 

There are two problems of traditional formative assessment. First, learners are 
likely to need different kinds of formative assessment at different stages in their 
‘learning journeys’ [19]. Second, formative assessment usually only provides a list of 
the learner’s deficiencies [17] without clearly specifying their boundaries. These 
problems are relieved by using an assessment tree suggested in this paper. 

4.1   Constructing an Assessment Item 

We assume an assessment which takes place in the context of the COMBA model. 
The competency tree might be used to drill down into component competencies for 
the tested competency, helping to define what to test and how to test it. An assessment 
for a competency often actually tests component competencies. For example, a paedi-
atric nurse course [20] may test knowledge of professional regulation by testing the 
learners’ ability to demonstrate and evaluate understanding of professional regulation 
including the demonstration of a variety of specific skills and attitudes, as illustrated 
in Table 1. 

A generic assessment item can be directly formulated from a competence specifica-
tion by using the parameters of that competence: capability, subject matter content, 
attitude and other contexts such as tool and situation as the authoring question tem-
plates in Table 2. For example, the assessment corresponding to C11 might be some-
thing like “What information must be kept confidential in situation A?”, or “Identify 
the information which doesn’t need to be kept confidential in situation B”, as illus-
trated in Table3. 

Table 2. Question templates 

No. Question Templates 
a [Capability] + [Subject] 
b [Capability] + [Subject] + [Situation] 
c [Capability] + [Subject] + [Attitude] 
d [Subject] + [Situation] 

Table 3. Some example questions represented from the competencies 

Competency 
No. 

Question 
No. 

Question Template 
No 

C00 Q1 Identify the outcomes if ethical principles were not 
valued. 

c 

 Q2 List ethical principles. a 
 Q3 What ethical principles are involved [in situation 

X]? 
d 

C10 Q4 Identify the possible outcomes if ethical issues 
were not actively applied. 

c 

 Q5 How would you apply ethical issues [in situation 
Y]?  

b 

 Q6 Define the specific ethical issues [in situation Z]. b 
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A formative assessment may contain items to test finer grained competencies. A 
competency tree can be used as a guide to assemble the necessary set of test items for 
assessing each competency. In this process, the competency tree is transformed to an 
assessment tree. An assessment tree consists of question nodes from Table 3, where 
each question node corresponds to a competency node, as illustrated in Fig. 5. 

 

Fig. 5. The group of questions based on a competency tree 

Different organizations or communities of practice may have different processes 
and policies for assessment. By specifying a particular competency tree or sub-tree to 
be assessed, it is possible to align the assessment needed based on the needs of the 
organization or community of practice. Hence, the competency tree defines a standard 
way to specify explicitly the component competencies to be assessed, and provides a 
“guide on the side”, automatically generating a set of general assessment items. 

4.2   Navigating Assessment Items on the Competency Tree 

There are a number of adaptive assessment methods and technologies that can be used 
to assess learners’ strengths and weaknesses based on item-by-item and learner re-
sponses. These allow learners to be tested on materials at a level appropriate to their 
current understanding. Adaptive assessments change their behaviour and structure 
depending on the learners’ responses and inferred abilities.  

There are two major adaptation techniques; presentational adaptation and naviga-
tional adaptation [21]. An adaptive system may apply these two techniques with ques-
tions. Traversing the competency tree may start at the leaf node or the root node depend 
on the objective of each application. As a result, a competency tree may be traversed, 
mapped, extended, visualized, and searched by a variety of applications and tools. For 
example, a competency tree may be used to specify how to roll up the assessments for 
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each competency in order to personalize the assessment and match assessment items to 
the individual competences of each learner.  

There is a set of possible assessment items associated with each competence node, 
as illustrated in Fig. 5. Given a pruned competency tree (a tree whose remaining 
branches and leaves represent competencies not yet attained by a learner), an adaptive 
assessment system now needs to sequence the assessment items. Sequencing could be 
based upon pedagogical considerations, and arranged according to the taxonomies of 
subject matter content [11], of capability [10], and so on. For example, an adaptive 
assessment system may start with assessment items at the lower level of the capability 
taxonomy and progress to the higher levels, in order to reach the boundary of the 
learner’s understanding. On the other hand, sequencing could be based on the 
learner’s preferences. Depending on the learner’s answers, the next assessment item 
will be presented. This involves regenerating the sequence based on the learner’s 
unfolding competences. The result of an adaptive assessment partitions the compe-
tency tree into “what the student can do” and “what the student is ready to learn” [22] 
and finding the boundaries of competence for the learner. 

5   Implementation 

COMBA aims to provide a system which is able to accommodate complicated com-
petencies, link competencies adequately, and support tracking of the knowledge state 
of the learner. This makes identification of the assessment that would demonstrate 
successful teaching and learning straightforward. The system focuses on the identifi-
cation and integration of appropriate subject matter content (represented by a hierar-
chy of competencies) and cognitive ability (represented by a capability taxonomy). A 
simplified COMBA system was implemented in this study by omitting the dimension 
of “attitude”.  

The system was built upon an ontological database that describes all resources and 
the relationships between them. The advantage of ontological schemas over database 
schemas is that ontological schemas define explicit formal specifications and include 
machine-interpretable definition to share common understanding of the structure of 
information among people or software agents [23]. Thus, the ontological database is 
flexible and extensible, allowing the resources in the system to be described on the 
Semantic Web, interoperability between different systems, and reasoning about the 
described resources. 

COMBA consists of a number of modules (illustrated in Fig. 6): competence navi-
gator, subject matter navigator, capability navigator, question assembler, question to 
QTI schema converter and sequencing manipulator. The competence navigator is 
responsible for retrieving the requested competence based on the domain request from 
the user, and passing the competence to the subject matter and capability navigator 
modules. The relevant subject matter and capability data received from those mod-
ules, together with the authoring question template files, are assembled to generate 
questions derived from the matrix of competencies crossed with cognitive abilities. 
Then, the questions are formatted according to the IMS Question and Test Interopera-
bility specification (IMS QTI) standard [24], enabling the sharing of the questions and 
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tests. In order to develop a test, the generated questions are linked together for storing 
in a test bank. For the delivery of the assessment, the system deploys an assessment 
delivery service (ASDEL) (http://www.asdel.ecs.soton.ac.uk/) to allow a learner to 
view a question and answer it. In the next stage of the research, the system will be 
extended to marking and feedback. 

 

Fig. 6. Architecture for the COMBA system 

The following section presents data creation, representation and storage, methods 
of generating and standardizing questions, and methods of question delivery in the 
COMBA system. 

5.1   Data Creation, Representation and Storage 

A domain expert expressed domain content, the capability taxonomy, and competence 
in an English-like form. A knowledge engineer represented these elements in the form 
of a semantic network, and then transformed them into an ontology. The ontologies 
adhered to the criteria of ontology design: clarity, coherence, extendability, minimal 
encoding bias, and minimal ontological commitment [25]. These ontologies are do-
main, not structure, ontologies using a controlled vocabulary from SKOS [26]. Shar-
ing and reuse of information are integral aspects of the Semantic Web. In the 
COMBA system, the ontology was based on Semantic Web technology standards of 
RDF [27] and OWL [28]. The ontology of the COMBA system is shown in Fig. 7. 
The definitions of the elements in the competence ontology are shown in Table 4. 
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Fig. 7. Ontology of COMBA 

Table 4. The definitions of each element in the competence ontology 

Class Definition 
Competence  Defines a capability associated with subject matter content, a proficiency 

level, evidence, any required tools, and definition of the situation which 
contextualises the competency. 

SMC Defines the subject domain of what the learner can do by the end of the 
unit of teaching and learning. 

Capability Defines behaviour that can be observed, based on a taxonomy of learning 
such as Bloom’s, Gagné’s nine areas of skill, or Merrill’s cognitive do-
main. 

Context Defines the particular context and conditions of the competency, such as 
tools and situations. 

Fact Defines statements, or factual information which consists of an attribute 
and a value. 

Concept Defines a group of objects or ideas which are designated by a single word 
or term. Area concept has a number of attributes which are used to classify 
or categorise objects according to their values on those attributes. 

Procedure Defines a sequential set of steps to accomplish a task or make a decision. 
Principle Defines cause-effect relationships describing the behaviour of a system. It 

can usually be expressed as some sort of an equation if the system is in the 
scientific or engineering domain. 

Know 
Comprehend 
Apply 
Analyse 
Synthesise 
Evaluate 

Cognitive domain capabilities according to Bloom 
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5.2   Method of Generating Questions 

In the system, when learners submit their domain of interest to the system, the compe-
tence navigator module navigates the competency using the competency ontological 
database based on the request, where relevant subject matter and capability nodes are 
retrieved. In this stage, both breadth-first and depth-first strategies can be implemented. 
The authoring question templates as shown in Table 4 are provided from a test instruc-
tor. The retrieved subject matter and capability nodes and the templates are assembled 
in questions. The process of traversing competencies, retrieving the relevant nodes and 
converting to questions are recursive. The generated questions are standardised for 
conformance to the QTI specification by a conversion process using the QTI schema. 
Finally, the QTI questions are sequenced using a desired strategy such as breadth-first or 
depth-first. The resulting test file is a sequenced set of questions. 

5.3   Method of Question Delivery 

In this research, ASDEL was deployed as a stand-alone web application in order to 
deliver the tests to the learners. The test files in the QTI test bank were queried from 
the ASDEL web service. ASDEL is responsible for allowing a learner to view a ques-
tion and to answer it. The type of a question currently in the system is the essay type, 
so a teacher has to provide written criticism rather than relying on ASDEL to provide 
feedback. A Web service API including marking, giving feedback, and retrieving 
assessment results, will be extended in the next stage of the research. 

6   Conclusions 

We have proposed the next generation of a competency model named COMBA to 
support adaptive assessment. The COMBA model includes “attitude”, identified as a 
critical issue exposed by working with nursing competencies, as well as including 
subject matter domain knowledge, and learned capabilities. The multi-dimensional 
COMBA model represents competency in terms of a tree structure.  

The benefits of a COMBA-enabled adaptive system are to help learners identify 
and diagnose their boundaries of their own competencies, understand them, and find 
out how to progress by comparing them with a given or ideal competency tree. Adap-
tive assessment involves the dynamic sequencing of assessment items derived from 
the COMBA competency tree depending on the learner's responses. 

Although the system can automatically generate a list of all the questions that are 
possible at various levels from a competency framework, we face the immediate chal-
lenge of representing the subject matter content based on the concept of a hierarchy of 
knowledge. The hierarchy of knowledge may be classified as fact, concept, procedure, 
and principle based on Merrill [11]. This needs to use a specialist or subject matter 
content expert to analyse the domain before a knowledge engineer can process it later, 
and may be regarded as a problem for the current system. 

A major challenge in the construction of a competency ontology is that the existing 
competencies in the course syllabus are required to be well-defined. This is usually 
not the case in most existing syllabi. 

Acknowledgements. This work was partially funded by The Royal Thai Government. 
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Abstract. Web-based education enables learners and teachers to access a wide
quantity of continuously updated educational sources. In order to support the
learning process, a system has to provide some fundamental features, such as
simple mechanisms for the identification of the collection of “interesting” doc-
uments, adequate structures for storing, organizing and visualizing these docu-
ments, and appropriate mechanisms for creating personalized adaptive paths and
views for learners.

Adaptive Educational Hypermedia seek to apply the personalized possibilities
of Adaptive Hypermedia to the domain of education, thereby granting learners
a lesson individually tailored to them. A fundamental part of these systems are
the concept spaces, i.e., simple and clear visual layouts of concepts and relations
among them.

In this paper we propose a new visual layout model in e-learning environments
based on the zz-structures, which are graph-centric views capable of represent-
ing contextual interconnections among different information. In order to describe
the use of these structures, we present their formal analytic description in terms
of graph theory, focussing, in particular, on the formal description of two views
(H and I views), and on different extensions of these notions to a number n > 2
of dimensions. We then apply all these formal descriptions, and some particular
properties of zz-structures, to an example in the Web-based education field.

Keywords: Adaptive educational hypermedia, Concept maps, Zzstructures,
Graph theory, E-learning.

1 Introduction

In the last decades, a great effort has been devoted to the diffusion of knowledge through
the Web. The field of education has evolved towards this new direction, developing
the so called Web-based education techniques, which enable teachers and learners to
interact and exchange continuously updated educational sources.
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Web-based education techniques are used in Adaptive Educational Hypermedia
(AEH); these last systems apply standard techniques of Adaptive Hypermedia systems
[1] to the domain of education: main task of these systems are the creation and diffusion
of personalized learning material in order to grant lessons individually tailored to the
learners [3]. A fundamental part of an AEH are the concept spaces [7]: they provide
an ontology of the subject matter including the concepts and their relationships to one
another.

Concept spaces are traditionally visualized using a concept map diagram, a
downward-branching, hierarchical tree structure, which, in mathematical terms, can
be represented as a directed acyclic graph, a generalization of a tree structure, where
certain sub-trees can be shared by different parts of the tree.

Concept maps have got the double advantage of visually representing an information
map and linking it to useful material contained in a database. Learners have a referring
map to which they can come back to review previous steps, and, mostly, learn how to
organize information so “it makes sense” for them. Thus, the main purpose of concept
mapping is the representation of visual layouts that clarify concepts and not the pro-
duction of general maps that only represent at a very high level the relations among
them.

Related Works. In the literature different solutions based on traditional concept maps
have been proposed [8], and suite very well small collections of information. However,
they are inadequate to capture and visualize a very large amount of information. Some
work has been done towards this direction with the proposal of more innovative tree
visualization techniques which, on the other hand, are not well suited to represent con-
cept maps: for example Shneiderman’s Treemaps [22] and Kleiberg’s Botanical trees
[9] cannot easily differentiate between relationship types; other models (e. g. [5], based
on hyperbolic geometry, or [23], based on S-nodes) are not able to dynamically switch
from a view to another one. It is often not possible to view the entire concept space
on-screen without zooming out so far that the concept and relationship labels are no
longer readable. Similarly, the large number of relationships improve the difficulty of
understanding the structure of the concept space.

In particular, in the e-learning field, there are many reasons to define opportune struc-
ture models for storing and visualizing concept maps:

– They allow the system to be adaptive: current approaches and tools (see WebCT,
Moodle, etc.) neither support a comprehensive analysis of users’ needs, demands
and opportunities, nor they support a semantic analysis of texts, thus they are not
adaptive.

– They provide interoperability between different adaptive systems: this feature be-
comes not only desirable but also necessary, as it enables the re-use of previously
created material without the cost of recreating it from scratch [6].

– They simplify the authoring process, in which the user/learner may assume the role
of an author (see, e.g., Wikis and Wiki farms).

For all these reasons, in our opinion, it is important to propose new models which better
suite the requested requirements. We will thus focus our attention on an innovative
structure, proposed in [21], the zz-structure, that constitutes the main part of a ZigZag
system [20].
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Previous work in this direction has shown how flexible this structure is, and how
it can be specialized in different fields. It has been used for the modeling, e.g., of an
information manager for mobile phones (zz-phones) [18], of the London underground
train lines and stations of bioinformatics workspaces [19], of data grid systems [10], of
virtual museum tours [12], of an authoring system for electronic music (Archimedes)
[13]. This structure has also been used in Web-based courses [4] in order to establish
attribute-based connections among Web documents retrieved by authors using search
engines.

Starting from [21] and the other previously mentioned works many informal descrip-
tions of this structure have been provided, and some preliminary formal description has
been proposed in [16]. However, in our opinion, a formal and complete description of
the structure may be very useful in simplifying the comprehension of the model. Nelson
itself writes: “The ZigZag system is very hard to explain, especially since it resembles
nothing else in the computer field that we know of, except perhaps a spreadsheet cut
into strips and glued into loops ”.

Contributions of this Work. The general goal of this work is to propose a formal
structure for representing and visualizing a concept space. This model is based both on
zz-structures and on graph theory.

Our application field is Web-based education, in which learners and authors (teach-
ers) have to access a wide quantity of continuously updated educational sources. The
learning process of learners, and the course creation/modification/organization process
of authors, can be greatly simplified by providing them tools to:

1. identify the collection of “interesting” documents, for example applying semantic
filtering algorithms [2], or proximity metrics on the search engine results [4];

2. store the found collection of documents in adequate structures, that are able to
organize and visualize concept spaces;

3. create personalized adaptive paths and views for learners.

These three topics are the guidelines of our current research. In this paper, we focus our
attention only on point 2. We assume that an author has a collection of available docu-
ments on a given topic that have to be organized in concept maps, suitable for different
learners. E.g., some users could be could be doing research on a specific research area,
others could be preparing a degree thesis, and so on. Thus, authors need adequate tools
to organize documents in a concept space, and to create semantic interconnections and
personalized maps.

We will show how identifying and defining in an analytic way the graph theoretical
structure of zz-structures can both provide interesting insights to educational hyperme-
dia designers (facilitating a deeper understanding of which model might best support
the representation and interaction aims of their systems), and to learners (offering them
support for Web orientation and navigation).

Summarizing, the novel contributions of this work are:

– a formal analytic graph-based description of zz-structures. Particular attention has
been devoted to the formalization of two views (H and I views), present into all
ZigZag implementations;
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– different extensions of the concept of H and I views from a number 2 towards a
number n > 2 of dimensions;

– a new concept map model for e-learning environments, based on our model.

The paper is organized as follows: in Section 2, we introduce the reader to zz-structures
and we present some basic graph theory definitions; in Section 3, we propose our for-
mal definition of zz-structures, and we use these structures as a reference model for
representing concept maps. Finally, in Section 4 we first introduce the definition of
the standard H and I views, and then we extend this definition to the non-standard
n-dimensions views (with n > 2). Conclusion and future works conclude the paper.

2 Zz-Structures and Graph Theory

This section is introduced for consistency. If the reader has a background on the ZigZag
model and on basic graph theory, can skip it.

2.1 An Introduction to Zz-Structures

Zz-structures [21] introduce a new, graph-centric system of conventions for data and
computing. A zz-structure can be thought of as a space filled with cells. Each cell may
have a content (such as integers, text, images, audio, etc.), and it is called atomic if it
contains only one unit of data of one type [19], or it is called referential if it represents
a package of different cells. There are also special cells, called positional, that do not
have content and thus have a positional or topographical function.

Cells are connected together with links of the same color into linear sequences called
dimensions. A single series of cells connected in the same dimension is called rank,
i.e., a rank is in a particular dimension. Moreover, a dimension may contain many dif-
ferent ranks. The starting and an ending cell of a rank are called, headcell and tailcell,
respectively, and the direction from the starting (ending) to the ending (starting) cell
is called posward (respectively, negward). For any dimension, a cell can only have
one connection in the posward direction, and one in the negward direction. This en-
sures that all paths are non-branching, and thus embodies the simplest possible mecha-
nism for traversing links. Dimensions are used to project different structures: ordinary
lists are viewed in one dimension; spreadsheets and hierarchical directories in many
dimensions.

The interesting part is how to view these structures, i.e., there are many different
ways to arrange them, choosing different dimensions and different structures in a di-
mension. A raster is a way of selecting the cells from a structure; a view is a way of
placing the cells on a screen. Generic views are designed to be used in a big variety of
cases and usually show only few dimensions or few steps in each dimension. Among
them the most common are the two-dimensions rectangular views: the cells are placed,
using different rasters, on a Cartesian plane where the dimensions increase going down
and to the right. Obviously some cells will not fit in these two dimensions and will have
to be omitted. The simplest raster is the row and column raster, i.e., two rasters which
are the same but rotated of 90 degrees from each other. A cell is chosen and placed
at the center of the plane (cursor centric view). The chosen cell, called focus, may be
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changed by moving the cursor horizontally and vertically. In a row view I, a rank is
chosen and placed vertically. Then the ranks related to the cells in the vertical rank are
placed horizontally. Vice versa, in the column view H, a rank is chosen and placed hori-
zontally and the related ranks are placed vertically. All the cells are denoted by different
numbers. Note that in a view the same cell may appear in different positions as it may
represent the intersection of different dimensions.

2.2 Basic Graph Theory Definitions

In the following we introduce some standard graph theory notation (see also [15]).
A graph G is a pair G = (V,E), where V is a finite non-empty set of elements called
vertices and E is a finite set of distinct unordered pairs {u,v} of distinct elements of V
called edges.

A multigraph is a triple MG = (V,E, f ) where V is a finite non-empty set of vertices,
E is the set of edges, and f : E →{{u,v} | u,v ∈V,u �= v} is a surjective function.

An edge-colored multigraph is a triple ECMG = (MG,C,c) where: MG = (V,E, f )
is a multigraph, C is a set of colors, c : E →C is an assignment of colors to edges of the
multigraph.

In a multigraph MG = (V,E, f ), edges e1,e2 ∈ E are called multiple or parallel iff
f (e1) = f (e2). Thus, a graph as a particular multigraph without parallel edges.

Given an edge e = {u,v} ∈ E , we say that e is incident to u and v; moreover u and v
are neighboring vertices. Given a vertex x ∈ V , we denote with deg(x) its degree, i.e.,
the number of edges incident to x, and with dmax the maximum degree of the graph, i.e.,
dmax = maxz∈V{deg(z)}. In an edge-colored (multi)graph ECMG, where ck ∈ C, we
define degk(x) the number of edges of color ck incident to vertex x. A vertex of degree
0 is called isolated, a vertex of degree 1 is called pendant.

A path P={v1,v2,. . .,vs} is a sequence of neighboring vertices of G, i.e., {vi,vi+1}∈
E , 1 ≤ i ≤ s− 1. A graph G = (V,E) is connected if: ∀x,y ∈ V , ∃ a path P = {x =
v1,v2, . . . ,vs = y}, with {vk,vk+1}∈E , 1≤ k≤ s−1. Two vertices x and y in a connected
graph are at distance d if the shortest path connecting them is composed of exactly d
edges.

Finally, a m× n mesh is a graph Mm,n = (V,E) with vi, j ∈ V , 0 ≤ i ≤ m− 1, 0 ≤
j ≤ n− 1, and E contains exactly the edges (vi, j,vi, j+1), j �= n− 1, and (vi, j,vi+1, j),
i �= m−1.

3 The Formal Model

In this section, we formalize the model presented in [21] in terms of graph theory. In
the rest of this paper we describe formal definitions through a simple example in the
e-learning field: an author has a collection of different material (e.g., books, articles,
etc.) that first wants to link through different semantic paths and then wants to merge
into a unique concept space. Books that have been published by the same publisher,
or books on a related topic, or books that share one author, are examples of semantic
paths, which automatically generate concept maps.
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3.1 Zz-Structures

A zz-structure can be viewed as a multigraph where edges are colored, with the re-
striction that every vertex has at most two incident edges of the same color. Differently
from [16], but as mentioned in [10,17], we consider undirected graphs, i.e., edges may
be traversed in both directions. A zz-structure is formally defined as follows.

Definition 1. (Zz-structure). A zz-structure is an edge-colored multigraph S = (MG,
C,c), where MG = (V,E, f ), and ∀x ∈V, ∀k = 1,2, ..., |C|, degk(x) = 0,1,2. Each ver-
tex of a zz-structure is called zz-cell and each edge zz-link. The set of isolated vertices
is V0 = {x ∈V : deg(x) = 0}.

An example of a zz-structure is given in Fig. 1. The structure is a graph, where vertices
v1, . . . ,v14 represent different books, and edges of the same kind represent the same
semantic connection. In particular, in this example, thick edges connect a sequence of
books published by the same publisher (e.g., Elsevier), dotted edges group books that
have at least an author in common, finally, normal lines link books on the same topic
(e.g., hypermedia, algorithms, etc.).

v12

v7

v10 v11

v13 v14

v8 v9

v1 v2 v3 v4 v5 6v

Fig. 1. A zz-structure where thick, normal and dotted lines represent three different colors

3.2 Dimensions

An alternative way of viewing a zz-structure is a union of subgraphs, each of which
contains edges of a unique color.

Proposition 1. Consider a set of colors C = {c1,c2, ...,c|C|} and a family of indirect

edge-colored graphs{D1,D2, ...,D|C|}, where Dk = (V,Ek, f ,{ck},c), with k = 1, ..., |C|,
is a graph such that: 1) Ek �= Ø; 2) ∀x ∈V, degk(x) = 0,1,2.

Then, S =
⋃|C|

k=1 Dk is a zz-structure.

Definition 2. (Dimension). Given a zz-structure S =
⋃|C|

k=1 Dk, then each graph Dk,
k = 1, . . . , |C|, is a distinct dimension of S.

From Fig. 1 we can extrapolate three dimensions, one for each different color (i.e.,
one for each different semantic connection). As shown in Fig. 2, we associate thick
lines to dimension Dbook, dotted lines to dimension Dauthor, and normal lines to di-
mension Dtopic. Each dimension can be composed of isolated vertices (e.g., vertices
v6,v9,v12 in dimension Dauthor), of distinct paths (e.g., the three paths {v8,v2,v3,v1,v5},
{v4,v10,v13} and {v7,v11,v14} in dimension Dauthor), and of distinct cycles (e.g., the
unique cycle {v1,v3,v6,v4,v9,v12,v8,v1} in dimension Dtopic).
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Fig. 2. The three dimensions

3.3 Ranks

Definition 3. (Rank). Consider a dimension Dk = (V, Ek, f ,{ck}, c), k = 1, . . . , |C| of

a zz-structure S = ∪|C|
k=1Dk. Then, each of the lk connected components of Dk is called a

rank.

Thus, each rank Rk
i = (V k

i ,Ek
i , f ,{ck},c), i = 1, . . . , lk, is an indirect, connected, edge-

colored graph such that: 1) V k
i ⊆V ; 2) Ek

i ⊆Ek; 3) ∀x∈V k
i , 1≤ degk(x)≤ 2. A ringrank

is a rank Rk
i , where ∀x ∈V k

i , degk(x) = 2.
Note that the number lk of ranks differs in each dimension Dk, e.g. in Fig. 2, dimen-

sion Dauthor has three ranks ({v8,v2,v3,v1,v5}, {v4,v10,v13} and {v7,v11,v14}), and di-
mension Dbook has a unique rank ({v1,v2,v3,v4,v5,v6,v7}). A ringrank is, e.g., the cycle
{v1,v3,v6,v4,v9,v12,v8,v1} of dimension Dtopic.

Definition 4. (Parallel ranks). Given a zz-structure S = ∪|C|
k=1Dk, m ranks Rk

j = (V k
j ,

Ek
j , f ,{ck},c), ( j = 1,2, . . . ,m, 2 ≤ m ≤ lk) are parallel ranks on the same dimension

Dk, k ∈ {1, . . . , |C|} iff V k
j ⊆V, Ek

j ⊆ Ek, ∀ j = 1,2, . . . ,m, and ∩m
j=1V k

j = /0.

In Fig. 2 the three ranks of dimension Dauthor are parallel.

3.4 Cells and Their Orientation

A vertex has local orientation on a rank if each of its (1 or 2) incident edges has assigned
a distinct label (1 or -1). More formally (see also [14]):

Definition 5. (Local orientation). Consider a rank Rk
i = (V k

i ,Ek
i , f ,{ck},c) of a zz-

structure S = ∪|C|
k=1Dk. Then, ∃ a function gi

x : Ek
i → {−1,1}, such that, ∀x ∈ V k

i , if
∃y,z ∈ V k

i : {x,y}, {x,z} ∈ Ek
i , then gi

x({x,y}) �= gi
x({x,z}). Thus, we say that each

vertex x ∈V k
i has a local orientation in Rk

i .

Definition 6. (Posward and negward directions). Given an edge {a,b} ∈ Ek
i , we say

that {a,b} is in a posward direction from a in Rk
i , and that b is its posward cell iff

gi
a({a,b}) = 1, else {a,b} is in a negward direction and a is its negward cell. Moreover,

a path in rank Rk
i follows a posward (negward) direction if it is composed of a sequence

of edges of value 1 (respectively, -1).

For simplicity, given a rank Rk
i , the notation . . .x−2x−1xx+1x+2 . . . , where x−1 represents

the negward cell of x and x+1 the posward cell, describes the path composed by a
sequence of x’s negward cells, by the vertex x and by a sequence of x’s posward cells,
Thus, x−i (x+i) is a cell at distance i in the negward (posward) direction, and x0 = x.
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Definition 7. (Headcell and tailcell). Given a rank Rk
i = (V k

i ,Ek
i , f ,{ck},c), a cell x is

the headcell of Rk
i iff ∃ its posward cell x+1 and � ∃ its negward cell x−1. Analogously, a

cell x is the tailcell of Rk
i iff ∃ its negward cell x−1 and � ∃ its posward cell x+1.

4 Views

We now formalize the standard notion of H and I views in two dimensions, and we
then propose a new definition of H and I-views in n dimensions. We also show some
interesting applications of these new higher dimensional views.

In the following, x ∈ Ra
(x) denotes the rank Ra

(x) related to vertex x of color ca.

Two Dimensions Views. Standard two dimensional views may be considered H and I
views.

Definition 8. (H-view). Given a zz-structure S = ∪|C|
k=1Dk, where Dk = ∪lk

i=1(R
k
i ∪V k

0 ),
and where Rk

i = (V k
i ,Ek

i , f ,{ck}, c), the H-view of size l = 2m + 1 and of focus x ∈
V = ∪lk

i=0V k
i , on main vertical dimension Da and secondary horizontal dimension Db

(a,b ∈ {1, ..., lk}), is defined as a tree whose embedding in the plane is a partially
connected colored l× l mesh in which:

– the central node, in position ((m+ 1),(m+ 1)), is the focus x;
– the horizontal central path (the m + 1-th row) from left to right, focused in vertex

x ∈ Rb
(x) is: x−g . . .x−1xx+1 . . . x+p where xs ∈ Rb

(x), for s = −g, . . . ,+p (g, p ≤ m).
– for each cell xs, s = −g, . . . ,+p, the related vertical path, from top to bottom, is:

(xs)−gs . . . (xs)−1xs(xs)+1 . . . (xs)+ps , where (xs)t ∈ Ra
(xs), for t = −gs, . . . ,+ps (gs,

ps ≤ m).

Intuitively, the H-view extracts ranks along the two chosen dimensions. Note that, the
name H-view comes from the fact that the columns remind the vertical bars in a capital
letter H. Observe also that the cell x−g (in the m + 1-th row) is the headcell of Rb

(x) if

g < m and the cell x+p (in the same row) is the tailcell of Rb
(x) if p < m. Analogously,

the cell x−gs is the headcell of Ra
(xs) if gs < m and the cell x+ps is the tailcell of Ra

(xs)
if ps < m. Intuitively, the view is composed of l × l cells unless some of the displayed
ranks have their headcell or tailcell very close (less than m steps) to the chosen focus.

As an example consider Fig. 3 left that refers to the zz-structure of Fig. 1. The main
vertical dimension is Dauthor and the secondary horizontal dimension is Dbook. The view
has size l = 2m+1 = 5, the focus is v3, the horizontal central path is v−2

3 v−1
3 v3v+1

3 v+2
3 =

{v1,v2,v3,v4,v5} (g, p = 2). The vertical path related to v−1
3 = v2 is (v−1

3 )−1(v−1
3 )(v−1

3 )+1

(v−1
3 )+2= {v8,v2,v3,v1} (gs = 1 and ps = 2), that is (v−1

3 )−1 = v8 is the headcell of the
rank as gs = 1 < m = 2.

Analogously to the H-view we can define the I-view.

Definition 9. (I-view). Given a zz-structure S = ∪|C|
k=1Dk, where Dk = ∪lk

i=1(R
k
i ∪V k

0 ),
and where Rk

i = (V k
i , Ek

i , f ,{ck}, c), the I-view of size l = 2m + 1 and of focus x ∈
V = ∪lk

i=0V k
i on main horizontal dimension Da and secondary vertical dimension Db

(a,b ∈ {1, ..., lk}), is defined as a partially connected colored l × l mesh in which:
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Fig. 3. H-view and I-view, related to Fig. 1.

– the central node, in position ((m+ 1),(m+ 1)) is the focus x;
– the vertical central path (the m+1-th column) from top to bottom, focused in vertex

x ∈ Rb
(x) is: x−u . . .x−1xx+1 . . .x+r where xs ∈ Rb

(x), for s = −u, . . . ,+r (u,r ≤ m).
– for each cell xs, s = −u, . . . ,+r, the related horizontal path, from left to right, is:

(xs)−us . . . (xs)−1xs(xs)+1 . . . (xs)+rs , where (xs)t ∈ Ra
(xs), for t =−us, . . . ,+rs (us,rs ≤

m).

Note that, the name I-view comes from the fact that the rows remind the horizontal
serif in a capital letter I. Observe also that the cell x−u (in the m + 1-th column) is the
headcell of Rb

(x) if u < m and the x+r (in the same column) is the tailcell of Rb
(x) if

r < m. Analogously, the cell x−us is the headcell of Ra
(xs) if us < m and the x+rs is the

tailcell of Ra
(xs) if rs < m.

As example consider Fig. 3 right. The main horizontal dimension is Dbook and the
secondary vertical dimension is Dauthor. The view has size l = 2m + 1 = 5, the focus
is v3, the vertical central path is v−2

3 v−1
3 v3v+1

3 v+2
3 = {v8,v2,v3,v1,v5} (u,r = 2). The

horizontal path related to v−1
3 = v2 is (v−1

3 )−1 . . . (v−1
3 )+2 = {v1,v2,v3,v4} (i.e., r = 2),

whereas the horizontal path related to v+1
3 = v1 is {v1,v2, v3} and v1 is the headcell.

Finally, the horizontal path related to v+2
3 = v5 is {v3,v4,v5,v6,v7}.

n-Dimensions Views. We can now extend the known definition of H and I views to
a number n > 2 of dimensions. Intuitively, we will build n− 1 different H-views (re-
spectively, I-views), centered in the same focus, with a fixed main dimension and a
secondary dimension chosen among the other n−1 dimensions. Formally:

Definition 10. (n-dimensions H-view). Given a zz-structure S = ∪|C|
k=1Dk, where Dk =

∪lk
i=1(R

k
i ∪V k

0 ), and where Rk
i = (V k

i ,Ek
i , f ,{ck},c), the n-dimensions H-view of size

l = 2m + 1 and of focus s x ∈ V = ∪lk
i=0V k

i , on dimensions D1,D2, . . . ,Dn is composed
of n− 1 rectangular H-views, of main dimension D1 and secondary dimensions Di,
i = 2, . . . ,n, all centered in the same focus x.

Analogously, we have the following:

Definition 11. (n-dimensions I-view). Given a zz-structure S = ∪|C|
k=1Dk, where Dk =

∪lk
i=1(R

k
i ∪V k

0 ), and where Rk
i = (V k

i ,Ek
i , f ,{ck},c), the n-dimensions I-view of size l =
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Fig. 4. Two secondary dimensions cross the focus v3

2m+1 and of focus x∈V =∪lk
i=0V k

i , on dimensions D1,D2, . . . , Dn is composed of n−1
rectangular I-views of main dimension D1, and secondary dimensions Di, i = 2, . . . ,n,
all centered in the same focus x.

In Fig. 3, we can distinguish only two dimensions (Dbook and Dauthor).
To display a 3-dimensions H-view we can add a new dimension (let it be Dtopic). This

new H-view has main dimension Dtopic, and secondary dimensions Dbook and Dauthor.
To construct this view we start from Fig. 1 using v3 as focus, and we consider the two
central paths (Fig. 4 left), related to the two secondary dimensions Dbook and Dauthor.

The same visualization is shown in Fig. 4 right under a different perspective.
Finally, in Fig. 5 we obtain the 3-dimensions H-view where the vertical paths (on the

main dimension Dtopic) are added.
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Fig. 5. An example of a 3-dimensions H-view

We can now extend this example to the n-dimensions case. In Fig. 6, we show a
5-dimensions view, considering four secondary dimensions. In our example, we have
added other two dimensions (Dpublisher location and Dpublication year), representing the lo-
cation of the publisher and the year of publication of the article. This new view has
focus v3, size l = 2m+ 1 = 5 and main dimension Dpublication year.

3-Dimensions Extended Views. In the 3-dimensions case, we can extend the previous
definition of a 3-dimensions H (or I) view. Intuitively, we build a standard 2-dimensions
H (or I) view and, starting from each of the related cells as focus, we display also the
ranks in the third dimension. Formally:

Definition 12. (3-dimensions extended H-view). Consider a zz-structure S =∪|C|
k=1Dk,

where Dk = ∪lk
i=1(R

k
i ∪V k

0 ), and where Rk
i = (V k

i ,Ek
i , f ,{ck},c). The 3-dimensions ex-

tended H-view of size l = 2m+1 and of focus x∈V =∪lk
i=0V k

i , on dimensions D1,D2,D3,
is composed as follows:
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– the central path (the m + 1-th row) from left to right, focused in vertex x ∈ R3
(x):

x−g . . .x . . .x+p, where xs ∈ R3
(x), for s = −g, . . . ,+p, g, p ≤ m and g + p + 1 = l′;

– l′ rectangular H-views of same size l and of focuses respectively x−g, . . . ,x, . . . ,x+p,
on main dimension D1 and secondary dimension D2.

Analogously we can define a 3-dimensions extended I-view.

Definition 13. (3-dimensions extended I-view). Consider a zz-structure S = ∪|C|
k=1Dk,

where Dk = ∪lk
i=1(R

k
i ∪V k

0 ), and where Rk
i = (V k

i ,Ek
i , f ,{ck},c). The 3-dimensions ex-

tended I-view of size l = 2m+1 and of focus x∈V =∪lk
i=0V k

i , on dimensions D1,D2,D3,
is composed as follows:

– the central path (the m+1-th column) from top to bottom, focused in vertex x∈R3
(x):

x−u . . .x . . .x+r, where xs ∈ R3
(x), for s = −u, . . . ,+r, u,r ≤ m and u + r + 1 = l′′;

– l′′ rectangular I-views of same size l and of focuses respectively x−u, . . . ,x, . . . ,x+r,
on main dimension D1 and secondary dimension D2.

As example, we start from Fig. 4 and we consider the related 2-dimensions H-view of
size 5 and of focus v3, on main dimension Dbook and secondary dimension Dauthor. We
obtain the H-view shown in Fig. 7.

Now, we change perspective and, for each cell of this view, we visualize the related
ranks in dimension Dtopic (see Fig. 8).

Star Views. A star view visualizes information related to a focus vertex and a set of
n chosen dimensions. We propose a formal definition for two typologies of star views:
the star view and the m-extended star view.
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Fig. 7. Standard 2-dimensions H-view
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Definition 14 (Star view). Given a zz-structure S =
⋃|C|

k=1 Dk, where Dk =
⋃lk

i=1 Rk
i ∪

V k
0 , and where Rk

i = (V k
i ,Ek

i , f ,{ck},c), the star view of focus x ∈ V =
⋃lk

i=0V k
i and

dimensions D1,D2, . . . ,Dn is a star graph n+1-star on central vertex x and
neighborhood N(x) = {y ∈V : y = x+1,x+1 ∈ Ri

(x), i ∈ {1, . . . , |C|}}.

In order to extend the number of documents directly accessible from a view, we intro-
duce the definition of m-extended star view; it is based on a star view, but, for each
vertex y in the neighborhood N(x), adds the set of the p (p ≤ m) posward cells related
to the given dimensions.

Definition 15 (m-extended star view). Given a zz-structure S =
⋃|C|

k=1 Dk, where Dk =⋃lk
i=1 Rk

i ∪V k
0 , and where Rk

i = (V k
i ,Ek

i , f ,{ck},c), the m-extended star view is a star

view of focus x ∈ V =
⋃lk

i=0 V k
i , dimensions D1,D2, . . . ,Dn, and extension constituted,

∀y ∈ N(x) and ∀i ∈ {1, . . . , |C|}, by the paths (y+1, . . . ,y+p) ⊆ Ri
(x) (p ≤ m).

A schematic example of 5-extended star view is shown in Fig. 9. In this case, the central
node v3 represents a person, and the view shows the connections along seven dimen-
sions (Dtopic, Dauthor, Dbook, Dpublication year, Dpublisher location, . . . ).

5 Conclusions

In this paper we have presented a formal model for the representation and the use of
concepts maps in the area of Web-based education. This work is part of a larger project;
current advances include:
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– automatic semantic filtering methodologies;
– an extension of this model towards an open, distributed and concurrent agent based

architecture;
– adaptive navigation and presentation for learners;
– authoring facilities for web-based courses.
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