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Preface 

It was an honor and a privilege to chair the 24th IFIP International Information Secu-
rity Conference (SEC 2009), a 24-year-old event that has become a tradition for in-
formation security professionals around the world. SEC 2009 was organized by the 
Technical Committee 11 (TC-11) of IFIP, and took place in Pafos, Cyprus, during  
May 18–20, 2009.  

It is an indication of good fortune for a Chair to serve a conference that takes place  
in a country with the natural beauty of Cyprus, an island where the hospitality and friend-
liness of the people have been going together, hand-in-hand, with its long history. 

This volume contains the papers selected for presentation at SEC 2009. In response 
to the call for papers, 176 papers were submitted to the conference. All of them were 
evaluated on the basis of their novelty and technical quality, and reviewed by at least 
two members of the conference Program Committee.  

Of the papers submitted, 39 were selected for presentation at the conference; the 
acceptance rate was as low as 22%, thus making the conference a highly competitive 
forum. 

It is the commitment of several people that makes international conferences possi-
ble. That also holds true for SEC 2009. The list of people who volunteered their time 
and energy to help is really long.  

We would like to express our sincere appreciation to the members of the Program 
Committee, to the external reviewers, and to the authors who trusted their work in our 
hands. Many thanks go, also, to all conference attendees. 

We thank our distinguished keynote speakers, namely, Bart Preneel (Katholieke Univer-
siteit Leuven) and Christos Ellinides (European Commission/DIGIT) for accepting our 
invitation and for honoring the conference with their presence and their inspired talks.  

Last, but by no means least, we thank the local organizers and hosts, first among 
them being Philippos Peleties and Panikos Masouras, who took care of every detail, so 
that SEC 2009 would be a successful and memorable event.  

Finally, let us express a short personal note. We would like to thank all TC-11 mem-
bers for giving us the opportunity to serve the SEC 2009 in a PC Chair’s capacity.  

It was the first time such an opportunity was given to Javier Lopez, the national 
representative of Spain. It was the third time (SEC 1996/Samos, SEC 2003/Athens, 
SEC 2009/Pafos) this opportunity was given to Dimitris Gritzalis, the national repre-
sentative of Greece, who has, thus, already become a kind of …dinosaur in the long 
history of the SEC conferences. 

 
 Dimitris Gritzalis  
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XII Table of Contents

How to Bootstrap Security for Ad-Hoc Network: Revisited . . . . . . . . . . . . 119
Wook Shin, Carl A. Gunter, Shinsaku Kiyomoto,
Kazuhide Fukushima, and Toshiaki Tanaka

Steganalysis of Hydan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
Jorge Blasco, Julio C. Hernandez-Castro, Juan M.E. Tapiador,
Arturo Ribagorda, and Miguel A. Orellana-Quiros

Trusted Computing

On the Impossibility of Detecting Virtual Machine Monitors . . . . . . . . . . . 143
Shay Gueron and Jean-Pierre Seifert

Implementation of a Trusted Ticket System . . . . . . . . . . . . . . . . . . . . . . . . . 152
Andreas Leicher, Nicolai Kuntze, and Andreas U. Schmidt

Security Policies

A Policy Based Approach for the Management of Web Browser
Resources to Prevent Anonymity Attacks in Tor . . . . . . . . . . . . . . . . . . . . . 164

Guillermo Navarro-Arribas and Joaquin Garcia-Alfaro

A Policy Language for Modelling Recommendations . . . . . . . . . . . . . . . . . . 176
Anas Abou El Kalam and Philippe Balbiani

Validation, Verification, Evaluation

On the Security Validation of Integrated Security Solutions . . . . . . . . . . . . 190
Andreas Fuchs, Sigrid Gürgens, and Carsten Rudolph

Verification of Security Policy Enforcement in Enterprise Systems . . . . . . 202
Puneet Gupta and Scott D. Stoller

Optimization of the Controlled Evaluation of Closed Relational
Queries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214

Joachim Biskup, Jan-Hendrik Lochner, and Sebastian Sonntag

Privacy Protection - Security Assessment

Collaborative Privacy – A Community-Based Privacy Infrastructure . . . . 226
Jan Kolter, Thomas Kernchen, and Günther Pernul

Security and Privacy Improvements for the Belgian eID Technology . . . . 237
Pieter Verhaeghe, Jorn Lapon, Bart De Decker,
Vincent Naessens, and Kristof Verslype



Table of Contents XIII

A Structured Security Assessment Methodology for Manufacturers of
Critical Infrastructure Components . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248

Thomas Brandstetter, Konstantin Knorr, and Ute Rosenbaum

Role Mining and Content Protection

Mining Stable Roles in RBAC . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 259
Alessandro Colantonio, Roberto Di Pietro, Alberto Ocello, and
Nino Vincenzo Verde

Privacy-Preserving Content-Based Publish/Subscribe Networks . . . . . . . . 270
Abdullatif Shikfa, Melek Önen, and Refik Molva
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Flexible and Transparent User Authentication
for Mobile Devices

Nathan Clarke, Sevasti Karatzouni, and Steven Furnell

Centre for Information Security & Network Research, University of Plymouth,
Plymouth, PL4 8AA, United Kingdom

info@cisnr.org
http://www.cisnr.org

Abstract. The mobile device has become a ubiquitous technology that is capa-
ble of supporting an increasingly large array of services, applications and infor-
mation. Given their increasing importance, it is imperative to ensure that such
devices are not misused or abused. Unfortunately, a key enabling control to pre-
vent this, user authentication, has not kept up with the advances in device tech-
nology. This paper presents the outcomes of a 2 year study that proposes the
use of transparent and continuous biometric authentication of the user: providing
more comprehensive identity verification; minimizing user inconvenience; and
providing security throughout the period of use. A Non-Intrusive and Continuous
Authentication (NICA) system is described that maintains a continuous measure
of confidence in the identity of the user, removing access to sensitive services
and information with low confidence levels and providing automatic access with
higher confidence levels. An evaluation of the framework is undertaken from an
end-user perspective via a trial involving 27 participants. Whilst the findings raise
concerns over education, privacy and intrusiveness, overall 92% of users felt the
system offered a more secure environment when compared to existing forms of
authentication.

1 Introduction

Recent years have witnessed a considerable increase in the power and capabilities of
mobile devices, with the users of today’s smartphones and PDAs having access to a far
richer range of features and functionality than they enjoyed a few years ago. Although
offering a number of clear benefits, this transition poses serious security considerations
for mobile users. With the ability to access and store a wide variety of more sensitive
information, the need to ensure this information is not misused or abused is imperative.
Whereas the replacement cost arising from loss or theft might previously have been the
principal risk associated with mobile devices, unauthorized access to its data could now
be a far more significant problem (introducing threats ranging from personal identity
theft through to serious corporate loss and increasingly liability).

Given the changing nature of the mobile device and network, it is necessary to con-
sider whether the current authentication on mobile handsets is capable of providing the
level of security that is necessary to meet the changing requirements. Even with in-
creasingly large amounts of literature suggesting that secret-knowledge techniques are

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 1–12, 2009.
c© IFIP International Federation for Information Processing 2009
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ineffective [5,8], the Personal Identification Number (PIN) is still the most widely used
approach on mobile devices. The increasing requirement for protection is evidenced by
a survey of 230 business professionals, which found that 81% considered the informa-
tion on their PDA was either somewhat or extremely valuable. As a result, 70% were
interested in having a security system for their PDA [10].

Looking beyond secret-knowledge, two other forms of authentication are available,
namely tokens and biometrics. However, only the latter are able to realistically provide
more secure mechanisms for user authentication. Tokens rarely authenticate the user,
but rather authenticate the presence of the token; with the assumption being the legiti-
mate user is in possession of the token. Moreover, its application within a mobile device
context would require a user to remember both the device and token or more commonly
simply leave the token in situ within the device (e.g. the use of the SIM card). How-
ever, given the evolving nature of mobile devices, simply replacing one authentication
mechanism with another is arguably not sufficient. Rather, only through an analysis of
the requirements can an effective solution be proposed.

This paper presents the results from a two-year study investigating and
proposing a new user authentication approach for mobile devices. The paper begins
by presenting the research undertaken to develop and understand the requirements in
order to derive the objectives of the system. Section 3 then broadly describes the pro-
posed framework; in particular, focusing upon the key processes that enable security
and usability. Section 4 presents the end-user trial of the system, with the final section
describing the conclusions and future work.

2 Analysis of Stakeholder Requirements

In order to establish an understanding of stakeholder requirements, a qualitative and
quantitative research methodology was undertaken. Stakeholders were largely divided
into two groups: end-users of mobile devices and managers of mobile devices/networks
(e.g. network operators, system administrators). It was determined that the end-user
group, representing the principle stakeholder group, it would be assessed both quan-
titatively through a survey and qualitatively through a focus-group. It was felt, due to
the specialist nature of the other group of stakeholders and getting sufficient access to
them, a qualitative focus-group based methodology would be most appropriate. To this
end, two activities were undertaken:

1. A survey of end-user attitudes and opinions towards current and future forms of
user authentication technologies. A total of 297 participants took part in the survey
and complete published results can be found in [1].

2. A focus group activity involving all stakeholders. A total of 12 participants took
part and a series of questions were put forward regarding current authentication and
the security requirements of current and future services. In order to maximise the
usefulness of the focus group, this activity was devised based upon the analysis and
findings of the survey. Detailed information on the focus group and its outcomes
can be found in [6].
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In summary, the survey found that 34% of the 297 respondents did not use any PIN
security. In addition, even for those respondents who did use the PIN at switch-on only,
85% would leave their handset on for more than 10 hours a day, thereby undermining
any security the PIN might provide. Interestingly, however, it would appear that users
do have an appreciation of security, with 85% of respondents in favour of additional
security for their device.

Within the focus group these findings were not so evident, with the end-user group
finding it difficult to understand why such protection was required. Whilst this was
somewhat expected given current usage (with most end-users simply using their de-
vice for telephony or texting); the few enterprise-level users of devices (using advanced
features such as email and corporate network access) that participated in the focus
group understood and agreed with the need for better protection. Moreover, once the
possible future uses of the mobile devices were explained to end-users (for instance
micro-payments and accessing back accounts), they also understood the need for better
security. From the other stakeholder groups, it became evident that existing controls
were not sufficient, with system administrators particularly concerned regarding the
increasing integration of mobile devices within their organisations network and the ef-
fective control and management of them.

When taking the feedback into consideration and reflecting upon all the other re-
quirements, such as: varying hardware configurations and processing capabilities of
mobile devices; network versus device centric operation; an enormous end-user popu-
lation of approximately 2.7 billion [7]; privacy of end-user data (particular biometric
based); it became evident that a flexible authentication scheme would be preferable.
As no single authentication technique would be suitable for all situations it would
be far more appropriate to provide a suite of authentication techniques within an ap-
propriate framework that could provide an overall authentication approach for mobile
devices.

From the analysis of stakeholder requirements, it is envisaged that a successful au-
thentication mechanism for mobile devices must address a number of requirements:

• to increase the authentication security beyond secret-knowledge based approaches;
• to provide transparent authentication of the user (within limits) to remove the in-

convenience factor from authentication;
• to provide continuous or periodic authentication of the user, so that the confidence

in the identity of the user can be maintained throughout the life of the device;
• to link security to service provision, so that for instance the risk associated with

sending a text message and accessing a bank account can be understood and be
incorporated with the decision making process;
• to provide an architecture that would function (to one extent or another) across

the complete range of mobile devices, taking into account the differing hardware
configurations, processing capabilities and network connectivity.

From these requirements a Non-Intrusive and Continuous Authentication
(NICA) system was devised.
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3 Non-Intrusive and Continuous Authentication (NICA) for
Mobile Devices

NICA operates by utilising a combination of secret knowledge and biometric techniques
within a flexible framework. The framework operates by initially establishing a baseline
level of security, using secret knowledge approaches, which progressively increases as
the user interacts with their device and biometric samples are captured. Although user
authentication will begin rather intrusively (e.g. when the device is switched on for the
first time), with the user having to re-authenticate periodically, the system will quickly
adapt, and as it does so the reliance upon secret knowledge techniques is replaced by
a reliance upon biometrics – where the user will be continuously and non-intrusively
authenticated. The result is a highly modular framework that can utilise a wide-range
of standardised biometrics, and which is able to take advantage of the different hard-
ware configurations of mobile devices – where a combination of cameras, microphones,
keypads etc can be found.

3.1 Proposed Framework

Architecturally this system could take many forms, but it is proposed that a
number of key components would be required, such as an ability to capture and au-
thenticate biometric samples, an intelligent controller, administrative capabilities and
storage of the biometric profiles and authentication algorithms. Although principally
conceived around a client-server topology, the system also has the flexibility of operat-
ing in an autonomous mode to ensure security is maintained even during periods with
limited or no network connectivity. Figure 1 outlines the functional components of the
architecture.

The client-side includes all of the components illustrated in figure 1 and the server-
side architecture includes all but the input and output components (the Data Collec-
tion engine, Security Status and Intrusion Interface). The implementation of the ar-
chitecture will differ depending upon the context that a device is being used within.
For instance, in a standalone implementation the device has no use for the Commu-
nications Engine – as no network exists to which it can connect. Meanwhile, in a
client-server topology the components required will vary depending upon the process-
ing split between the server and client. There are numerous reasons why a network
administrator may wish to split the processing and control of NICA differently, such
as network bandwidth and availability, centralised storage and processing of the bio-
metric templates, and memory requirements of the mobile device. For example, in or-
der to minimise network traffic, the network administrator may require the host de-
vice to authenticate user samples locally, or conversely, the administrator may wish
the device to only perform pre-processing of input samples and allow the server to
perform the authentication, thus removing the majority of the computational overhead
from the device, but still reducing the sample size before transmitting across the
network.
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Fig. 1. NICA Architecture

3.2 Security and Usability Processes

The principal objective of the system is to maintain the level of security required com-
mensurate with the services being provided by the device and to achieve this in a
user friendly and convenient fashion. To this end, two key processes operate to ensure
this:

•Authentication Confidence Level •Alert Level

The Authentication Confidence Level (AuCL) process assists in ensuring security
through maintaining a continuous level of confidence in the identity of the user. It is a
sliding numerical value between -5 and +5 (these values are merely suggestions rather
than definitive values), with -5 indicating low security, 0 a normal ‘device switch-on’
level, and +5 indicating a high security level. The confidence level is modified depend-
ing upon the result of authentication requests and the time that has elapsed between
them. The magnitude to which the AuCL is modified is dependent upon the authenti-
cation technique – recognising that a difference exists between strong biometrics such
as face and fingerprints and weaker biometrics such as keystroke analysis. A protection
mechanism also exists to ensure a user utilising a weaker biometric is unable to achieve
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high levels of confidence. This confidence level is then associated with the services and
information the device is capable of providing, so that a user who already has sufficient
confidence to access a service is automatically provided access. However, should a user
request access to a service for which they currently do not have sufficient confidence
for, a subsequent intrusive authentication request will be made.

The Alert Level is the second of the key security processes working at the core of
this framework. Its purpose is to ensure continuous identity verification of the user in
a transparent and therefore convenient fashion. There are six levels (depicted in table
1) with the level of authentication security being increased until the device is locked
(requiring an administrative password or PUK code from a cellular network provider).
The number of stages was determined by a compromise between requiring a good level
of user convenience and better security. Through mixing transparent and intrusive au-
thentication requests into a single algorithm it is intended that the majority of authorised
users will only experience the transparent stages of the algorithm. The intrusive stages
of the algorithm are required to ensure the validity of the user by utilising the stronger
authentication tools before finally locking the device from use.

The Alert Level algorithm is inherently biased toward the authorised user, as they
are given three non-intrusive chances to authenticate correctly, with two subsequent
additional intrusive chances. This enables the system to minimise inconvenience from
the authorised user perspective. However, due to the trade-off between the error rates,
this has a detrimental effect on the false acceptance rate, increasing the probability of
wrongfully accepting an impostor every time an authentication request is sent. With this
in mind, for an impostor to be locked out of the device they must have their authenti-
cation request rejected a maximum of 5 consecutive times. However, this is where the
companion process, the AuCL, has a significant role. The probability of an impostor
continually being accepted by the framework becomes very small as the number of au-
thentication requests increase. This would indicate that the impostor will be identified
correctly more often than not (even if not consecutively as required by the Alert Level),
reducing the AuCL value to a level where the majority if not all of the services and file
access permissions have been removed – essentially locking the device from any prac-
tical use. In a practical situation, it is likely an impostor will be able to undertake tasks
with a low risk, such as, a telephone call or sending a text message, for a short period
of time before the system locks down. However, all of the key sensitive and expensive
services will be locked out of use. By permitting this limited misuse of the device , it is
possible to achieve a much higher level of user convenience at minimal expense to the
security.

3.3 NICA Prototype

A proof-of-concept prototype was developed in order to assess the effectiveness of the
proposed framework. The prototype, based upon the client-server model, comprised of
four software systems:

1. Authentication Manager – providing the entire server-side operational functional-
ity, including, biometric profiling, authentication and data synchronization.

2. Administrative Console – containing all the administrative and system settings, and
providing a visualisation of active devices and their operational status.
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Table 1. Escalation of the alert level

Alert Level NICA Authentication action
1 Perform transparent authentication using the most recent data in input cache.
2 Perform transparent authentication using remaining data in input cache.
3 Perform transparent authentication using the next available user input.
4 Issue an intrusive authentication request using a high-confidence method.
5 Issue a further intrusive authentication request using a high-confidence method.
6 Successive authentication failure invokes a system lock.

3. Client-Side Interface – providing the simulated mobile handset functionality, data
capture and intrusion control.

4. Databases – an SQL server containing all the server-side databases.

The hardware utilised for the prototype included a Samsung Q45 that acted as the
Authentication Manager, Console Manager and contained the databases. The nature of
these components meant they could be deployed in separate systems. The clients were
deployed on a Sony Vaio UX1 and HP Mini-Note 2133 running Microsoft Vista and XP
platforms respectively. Whilst these client devices are classed as mobile devices, they
do not represent the traditional mobile handset that the framework was devised for. The
decision to utilise these platforms over mobile handsets was largely due to development
constraints within the timeframe of the funded project, as mobile platform development
would have had to been undertaken using unmanaged code in C++, rather than rapid
prototyping languages such as Visual Basic.

Having undertaken a thorough examination of biometric technologies and the com-
mercial products that were available, it was determined that few suitable commercial
biometric solutions existed for integration within NICA. The principal reason for this
was the lack of available Software Development Kits (SDKs), with vendors preferring
to design bespoke solutions for customers rather than license their biometric solutions
for development. The project therefore identified some facial and voice verification al-
gorithms developed in MatLab and sought to modify these for use within NICA [9].
These were accompanied by keystroke analysis algorithms previously created by the
authors [2]. It was considered that these biometric approaches would provide the ap-
propriate variety of transparent and intrusive authentication required for the proof-of-
concept.

4 End-User Trial of NICA

In order to evaluate the approach, a user trial was conducted that ultimately involved 27
participants. The trial activity was split to two phases:

• Enrolment Phase: The participants used the prototype to provide face, voice and
keystroke biometric samples that would be subsequently used to create their bio-
metric profiles and also define two cognitive questions. A simple to use and intuitive
interface was used to capture the samples. 8 samples for face, 9 for voice and 15
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for each cognitive response they gave (which they were asked to provide 2) from
which keystroke information was extracted. The enrolment process took no more
that 15 minutes per person and at the end the participants were asked to complete
the first questionnaire that looked to assess their experience.
• Usability Phase: Each participant was asked to follow a series of steps that would

force an interaction with the device while the authentication prototype was running
on the background. This would enable for biometric samples to be captured trans-
parently as well as force access to services set to be of high security in order to
test the operation of the alert level algorithm and the authentication mechanism in
general. In order to ensure that the participants would have something to do during
the ‘usability’ phase of the trial, and to ensure that contexts would occur in which
different aspects of the prototype could be utilised, each user was asked to work
through a given set of tasks such as using Instant Messenger, Microsoft Word, Mi-
crosoft Excel and an Internet Browser. The length of this phase varies as each user
took different periods of time to interact with the device and complete the tasks.
The average time of this phase was 45 minutes and on average over 60 biometric
samples were captured from each participant during the usability phase of the trial.
After completion of the scenario, the user was asked to fill in a questionnaire as-
sessing their experience and the system. After that, the participants were asked to
play the role of an impostor on the same device using the profile of another person
and through using the same steps see how quickly the system would recognise that
they were not the legitimate users.

The results from the evaluation overall demonstrated a positive opinion of the au-
thentication system, with 92% of the users considering that it offered a more secure en-
vironment in comparison to traditional forms of authentication. The participants were
also asked to evaluate how convenient the system was in a scale of 1 to 5, the results of
which appear in figure 2. Although the responses were mixed, a slight skew towards the
system being convenient exists on average. It is worth noting that through observation
of the evaluation, participants’ opinions were affected by the delays that occurred on the
system while trying to manage all the processing. These occurred in some cases where
applications might have been initialising concurrently and thus giving extra overhead to
the system with NICA running in the background. This was a function of the prototype
and a real system would not have such significant delays.

Furthermore the above views were also affected by the transparency of the system
which was not always ideal. The lack of robust biometric algorithms caused a lot of
transparent authentication requests to fail, prompting some of the users to experience
more intrusive requests that they would normally get. Unfortunately the biometric tech-
niques being utilised were largely developed in-house due to a lack of availability of
commercial algorithms. In order to mitigate the errors a manual trimming of the thresh-
old was taking place during the experiment in order not to allow the lack of accuracy
from the biometric algorithms to affect the performance of the actual system. Never-
theless, what also happened in the experiment was that the scenario included access to
a number of protected services in a small amount of time causing even more intrusive
requests to occur but not necessarily having the chance to build the required confidence
in the user while authenticating them transparently. Unfortunately, it was not possible



Flexible and Transparent User Authentication for Mobile Devices 9

Fig. 2. Perceived convenience of the NICA prototype

to have the participants use the system for a prolonged period of days, so therefore
the experimental study had to artificially include a number of steps to fully evaluate
the prototype. It is likely this artificial environment resulted in a more negative atti-
tude towards the system than what would have occurred in practice. The responses
of the participants with regards to the transparency of the system are illustrated in
figure 3.

With regard to the individual techniques that were utilised, there was a slight pref-
erence towards voice verification and keystroke analysis. From verbal feedback from
participants there was a strong preference to techniques that did not require much ex-
plicit user interaction and were not very time consuming. As such, cognitive responses
as an intrusive means of authentication were not very popular. The same occurred with
face recognition as the algorithm utilised in the prototype required more time than other
techniques to perform the authentication and the user also had to keep facing the cam-
era until a sample was captured. At the same time voice verification (in its intrusive
form) appeared to be more preferable as the user only had to repeat a small phrase with
a subsequent quick response from the NICA server. Although many of the above were
affected by the robustness of the algorithms utilised it still provides an insight that users
prefer to have a higher level of security with the least overhead in their interaction.
Usability and convenience were stronger preferences than security.

Regardless of the aforementioned problems regarding the convenience of the system,
the majority of the users (70%) registered a preference to the use of transparent and con-
tinuous authentication as a protection mechanism. Although many of the participants
suggested that the requests were too frequent the idea of being constantly protected and

Fig. 3. Perceived intrusiveness of the new authentication system
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specifically having extra security for highly sensitive information was very appealing to
them. As such, 81% of the users said that they would use such system in practice as they
would feel more protected than using traditional means of authentication. Although the
remaining 19% stated they would not use it, their justification was that although they
believed the system would offer higher security they do not perceive that their current
use of their mobile device actually required a higher level of protection as they do not
store or access personal information. This was actually an opinion that had arisen on
a number of occasions during discussions with stakeholders. A body of users exist for
which the mobile device is only (and will remain only) a telephony-based device. They
have no desire to use it for any other purpose and as such do not perceive the need for
additional security.

When the evaluation came to the participants acting as impostors it must be noted
that although a number of users were not very positive when acting as the authorised
user, their opinion became more positive when they saw the performance of the system
reacting to an impostor. When the participants were asked whether the system managed
to detect them and locked them out in a timely manner, 81% said yes. When the users
where asked on how secure the system was their answers were very positive with 86%
leaning to being secure or very secure.

5 Conclusions and Further Work

The research has resulted in the development of an operational proof-of-concept proto-
type, which is not dependent upon specific hardware and is functional across Windows
XP and Vista platforms. It is able to operate in both client-server and standalone modes,
and has successfully integrated three biometric techniques.

The evaluation of NICA clearly demonstrates the strengths and weaknesses of the
proposed system. It is evident from the findings that such a transparent and continuous
system has real merit and a large proportion of the participants felt it would provide the
additional security they desire for their mobile devices. Unfortunately, with almost half
of the world’s population having a mobile device, it is difficult to establish an approach
that satisfies all users. NICA has specifically considered this and developed a flexible
approach that can utilise a variety of biometric and other authentication techniques and
through a series of operational settings that can vary the level of security both trans-
parent and intrusive being provided. Through this flexibility it is hoped the majority of
users will be able to find a suitable mixture of settings and techniques they prefer and
desire.

Whilst the prototype and subsequent evaluation has illustrated a number of key find-
ings, it is important to highlight that if the system was operating within specification (i.e.
the performance of the biometric techniques was good and the operational performance
of the server was managed rather than everything operating for a single server) the
nature of the transparency would mean few users would ever experience intrusive au-
thentication. During the evaluation, however, the framework was configured to perform
authentication on a more frequent basis than normal in order to ensure that sufficient
judgments were made during the trial session. This was done in order to ensure that
participants would see the full extent of the system in operation, but the consequence
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was that they also encountered more intrusive authentication requests than would nor-
mally be expected. In some trial sessions, these requests were too frequent and time
consuming, and participants therefore formed a more negative impression of the proto-
type.

The study has accomplished its overall aims of developing a next generation user
authentication system. It has taken into account stakeholder considerations of usability,
flexibility and convenience and provided a system that can improve the level of secu-
rity in a continuous and transparent fashion – moving beyond traditional point-of-entry
authentication. Whilst the prototype has a number of operational shortcomings, it is not
anticipated that any of these would actually prevent a NICA-type approach from being
operationally viable in the future. The project has also identified a host of additional
avenues that require further consideration and research. In particular future work will
focus upon three aspects:

1. Transparency of biometric techniques – Developing biometric approaches that will
not only operate in point-of-entry mode but in a transparent fashion with varying
environmental factors.

2. Privacy of biometric samples – the importance of this data is paramount and large
adoption of any biometric system will only occur when such issues can be resolved
to the satisfaction of all stakeholders.

3. Developing a risk assessment and management strategy for mobile devices. Given
the wide-stakeholder group, varying responsibilities from general users to network
operators and system administrators, it is imperative that an approach is designed
so that the level of risk associated with a particular service request can be better
understood and therefore protected.

The authors have already begun to consider the issue of transparency with respect
to facial recognition, signature recognition and keystroke analysis [2,3,4] and will con-
tinue to address other key biometric approaches.

Acknowledgement. This research was support by a two year grant from the Eduserv
Foundation.
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Abstract. We present and analyze a design of an filtering system to block
email phishing messages, combining reputation, authentication and classifica-
tion mechanisms. We present simple economical model and analysis, showing
sufficient conditions on the precision of the content-classifier, to make phishing
unprofitable.

1 Introduction

Phishing is a common social-engineering attack on computer users, causing significant
losses to individuals and society. In a phishing attack, Phil, the ‘phisherman’, sends
email (or other message) to Vic, the victim (user). The email lures Vic into exposing
herself to further attacks. Phishing is based on deception; Vic is led to believe that the
email is from a trustworthy source, such as her bank, e.g. VIC-Bank.com. In a typical
attack, Vic follows a hyperlink in the message, which causes her browser to open a
spoofed website, e.g. a clone of the login page of VIC-Bank.com. If Vic does not detect
that the site is spoofed, she may enter her credential, thereby allowing Phil control over
Vic’s account.

Phishing emails are one of the most harmful categories of spam. There are many
products, services and proposals to allow mail servers and readers to block phishing
(and spam) emails. Many of these mechanisms fall into the following three classes:

Reputation mechanisms, e.g. blacklists: These systems map the identity of the sender,
to some measure of his reputation as a mail sender. The simplest reputation sys-
tems, which are also most common, are blacklists (and whitelists), which simply
list known phisherman/spammers (or, respectively, trustworthy senders known not
be phishermen/spammers). More elaborate reputation systems may return a mea-
sure of the reputation of the sender. Notice that many blacklists are not sufficiently
reliable, and may suffer from many false positives. It is often advisable for organi-
zations to use two blacklists, a ‘short’ blacklist (often maintained locally), where
false positives are very rare,and a ‘long’ blacklist, which contains many more sus-
pected senders (and more false positives). Most blacklists use the IP address of the
sending mail server as the identifier, allowing for highly efficient lookups (using
DNS).

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 13–24, 2009.
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Authentication mechanisms: These mechanisms authenticate the identity of the sender,
or of the sending domain. There are several authentication mechanisms for email,
mostly based on the security of routing and DNS, and/or on cryptographic authen-
tication such as using digital signatures. We discuss the predominant mechanisms:
SPF [14] and SenderID (SIDF) [11], based on security of routing and DNS, and
DKIM [2,10], based on security of digital signatures.

Content classifiers: These mechanisms classify emails based on their contents, typi-
cally to suspect email (spam or phishing) vs. ‘good’ email (sometimes referred to
as ‘ham’).

Many email systems, employ some combination of reputation, authentication and
classification mechanisms. A high-level design of an email filtering system is shown in
Figure 1. In this design, we use four steps: step two is sender authentication, step four is
classification, and steps one and three (either 3a or 3b) use reputation (a ‘short’ blacklist
in step one, a domain-name sender reputation lookup in step 3a, or a ‘long’ blacklist in
step 3b). We next give a brief description of these steps; for more details on this design,
see Section 2.

In the first step, we confirm that the sending mail server is not listed in a blacklist
of servers suspected of frequently sending spam/phishing emails. This step is very ef-
ficient, esp. since blacklists are usually kept as DNS records, and hence retrieved and
cached efficiently. Unfortunately, most phishing messages are sent from legitimate do-
mains, see e.g. [5]. Hence, often the sender of the phishing email will not have bad
reputation (e.g. not be in the blacklist), and will only be detected by the following
steps.

In the second step, we authenticate the sender identity (name), if an appropriate au-
thentication mechanism is available. Such authentication mechanisms include validat-
ing a digital signature (e.g. using DKIM) and/or checking that the sending server is
listed in a ‘email sending policy’ DNS record controlled by the sender (e.g. using SPF
or SIDF). If no authentication data is available, we cannot identify the sender (by name),
and proceed using only the IP address of the sending server (in step 3b). If authentica-
tion data exists but the validation fails, then we reject the email, and optionally add the
sending server’s IP address to the ‘short blacklist’ (so future emails from this server are
blocked immediately and efficiently by the IP-based ‘short’ blacklist, in step 1).

If the authentication validates correctly the identity of the sender and/or of the send-
ing mail server, then we use this identity (or identities) in step 3a, to check the rep-
utation of the sender. In this case, we can block the email if the sender is a known
spammer/phishermen, or display it if the sender is known to be trustworthy.

If the email is not authenticated at all, then we may check if the sender (or sending
mail server) is listed in the ‘long’ blacklist (step 3b). The ‘long’ blacklist is applied only
for unauthenticated senders, since it is less reliable than other mechanisms (contains
many false positives). In addition, the ‘long’ blacklist is often located as a remote server,
therefore querying it involves delay and overhead. If the sender appears in the ‘long’
blacklist then the email is blocked; optionally, the sender is also added to the ‘short’
blacklist, for improved efficiency of additional messages from that sender.
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Fig. 1. High level design of an email filtering system, using four steps. Steps 1 and 3 use reputation
(by blacklist of IP addresses, and by a reputation database for senders). Step 2 authenticates the
sender, and step 4 classify the email (based on its contents).

If the sender is not authenticated, yet not blacklisted, or authenticated by without
sufficient (positive or negative) reputation, then we must invoke the last and most
computationally-consuming step (4): content-based classification. The content classi-
fication system determines whether the email is good (to display) or bad (to block, and
possibly to log). Notice that content classification systems are both computationally
expensive and never fully reliable, therefore it makes sense to apply them only if the
more efficient authentication and reputation mechanisms failed to produce a conclusive
determination. The classification system may also use results from the previous mech-
anisms; in particular, often it may consider the (inconclusive) reputation as part of its
input.

Finally, once the mail reader displays the email to the user, then the user makes
the final determination: to trust the email or to suspect it (in which case, the user may
simply discard it, or may report this, e.g. to a blacklist. The user’s decision may be
(partially) based on sender identifiers presented by the mail reader, e.g. the sender’s
address, usually from the FROM email message header [12]; these email identifiers
may be authenticated, e.g. with Sender-ID and/or DKIM. However, practical experi-
ence, as well as usability experiments [4], show that users often trust phishing email
based on its contents, even when it has the wrong ‘from’ address, especially when us-
ing similar characters, e.g. accts@VIC-Bank.com vs. accts@VlC-Bank.com (it may
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indeed be difficult to see, that the second address uses (lower case) l instead of (upper
case) I).

Combinations of reputation, authentication and classification mechanisms, similar to
the design outlined above, are often deployed by email systems, to block phishing and
other spam emails; see also [9]. In this paper, we describe and analyze the details of
this design. We also explain the relevant adversary models, with brief background on
relevant Internet protocols (IP, DNS and SMTP).

Furthermore, we present a simple modeling of the economics of phishing. Our anal-
ysis shows sufficient conditions under which a phishing-defense system following the
design in Figure 1, can ensure that phishing is not profitable. These conditions are de-
rived under reasonable simplifying assumptions.

Our analysis is especially meaningful for the design of the content classification
mechanisms. First, the conditions we identify for making phishing unprofitable, imply
required level of precision for content classification. Second, the analysis shows that
it may suffice to ensure that phishing messages are either classified (as ‘suspect’), or
simply suspected (or ignored) by the user.

This motivates us to recommend that sensitive senders, e.g. banks, use email authen-
tication mechanisms (e.g. DKIM and SPF), and in addition adopt a standard form for
their emails, allowing easy classification of emails with similar form and ensuring that
users will suspect (and ignore) emails which claim to be from the bank but have dif-
ferent form. When senders use this combination of authentication and easy-to-classify
form, the content classifier can identify emails which use the bank form; any such email
which is not properly authenticated, is probably phishing email. Such high-precision de-
tection of phishing emails allows the use of automated means to detect and punish the
phishermen, making phishing less lucrative or unprofitable. Details within.

Email authentication is a central element in our phishing-detection design, as shown
in Figure 1. Currently, there are several proposals for email authentication. We describe
and evaluate the three predominant proposals: the Sender Policy Framework (SPF) [14],
the Domain-Keys Identified Mail (DKIM) design [2,10] and the Sender-ID Framework
(SDIF) [11]. We make several recommendation as to best method to use (and combine)
these mechanisms, and explain their security properties, clearing up some possible mis-
conceptions and unjustified expectations.

To summarize, we believe this paper has the following contributions. First, we
present a detailed design combining authentication, reputation and classification mech-
anisms, to filter phishing and spam messages; our design includes some new insights,
such as improving the classification by identifying emails which may appear to the user
to come from specific senders. Second, we present economic analysis, showing suffi-
cient conditions for phishing to be unprofitable. Third, we present and compare the three
predominant email authentication mechanisms (SPF, Sender-ID and DKIM), describ-
ing their correct usage and limitations, and map them to the corresponding adversary
models.

2 Design of an Integrated Email Filtering System

In this section, we present and discuss a high-level design for an email filtering system,
incorporating reputation, authentication and classification mechanisms. As illustrated
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in Figure 1, the design incorporates four steps; these steps are denoted by the rectangles
with gray background, numbered 1-4. Notice that not all recipients will use exactly
these steps or exactly this order of steps.

In the first step, the filter looks up a blacklist containing IP addresses suspected to be
in use, or to be available for use, by phishermen and spammers. Such lookup is very ef-
ficient, in particular since it is usually done by an DNS query, and the results are cached.
The IP address to be used here should be of the last untrusted MTA which sent (relayed)
the message; if this IP address appears in the blacklist, the message is blocked. This step
can be skipped if it was already performed by some trusted MTA along the route (after
which the mail passed only via trusted agents), e.g. by the incoming border MTA of
the recipient’s organization or ISP. Some recipients may also block email when the IP
address used by sending MTAs has not been used in the (reasonably recent but not imme-
diate) past to send email. This can block many ‘bad’ servers (albeit also few legitimate
but new servers), since these newly-used addresses may not yet appear in blacklists, yet
much of the spam and phishing email arrive from such ‘new’ IP addresses [5].

In the second step, the filter tries to authenticate the sender, using IP-based authenti-
cation (e.g. SPF) and/or cryptographic authentication (e.g. DKIM). If the authentication
fails, i.e. the email is signed but the signature is invalid (for DKIM) or the SPF record
last untrusted MTA which sent (relayed) the message, then the email is blocked. If au-
thentication is successful, namely the email sender or sending domain is authenticated,
then this identity is passed to the next step, to check the reputation of the sender (or
sending domain). If there is no authentication data, then we skip the next step (can-
not check reputation for unidentified senders) and move to the following step (content
classification).

The third step is reached only if the sender of the email, or the sending domain,
was successfully authenticated in the previous step. In this case, we can now consult
reputation database, using the identity of the sender (or sending domain) as keys. If the
reputation data for this sender is conclusive, we block the email (for a suspected sender)
or display it to the user (for a trusted sender). If there is no conclusive reputation data
for this sender, we pass whatever reputation data we obtained to the next and final step
of content classification.

The fourth (and last) step is content-based classification, based on heuristic rules, ma-
chine learning and/or other approaches. Unfortunately, all content classification mech-
anisms are both computationally intensive, as well as not fully reliable. Therefore, we
execute this step only when all previous steps failed to provide an conclusive decision;
furthermore, at this step, we may use the outputs of the previous steps, such sender iden-
tity (if identified) and reputation (if some, non-conclusive, reputation data was found).
We make additional recommendations about this step below.

Identification of phishing email is challenging, since phishing messages are designed
to mimic legitimate messages from a specific, trusted sender (e.g. VIC-Bank.com), in
order to trick Vic into believing the message came from VIC-Bank.com. This may
make classification of messages to phishing vs. non-phishing more challenging, com-
pared to classification of ‘regular’ spam messages.

In spite of this challenge, classifiers have been shown to achieve good precision in
identifying phishing messages, over collections containing typical phishing messages
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[6,3,1], using features which are often unnoticed by (human) victims, e.g. hyperlinks to
suspect websites in the email. In existing email filtering systems, there is usually a ‘clas-
sification engine’ which applies heuristic or machine learning rules, to classify directly
to undesirable (spam/phishing) vs. legitimate (‘ham’). Alternatively, the classification
engine may output a ‘grade’, which is combined with ‘grades’ from the reputation steps,
to determine if to accept or block the email.

However, it is hard to predict whether automated classifiers would be able to main-
tain such good precision in the long run, after being widely adopted, since at that
point phishermen are likely to try to adapt their messages to try to avoid detection (via
phishing-related features). This motivates our different, possibly complementing, ap-
proach, namely to use classifiers to identify PhishOrReal emails, i.e. messages which
appear to come from VIC-Bank.com (regardless of whether they really come from
VIC-Bank.com, or are phishing). Since phishermen try to mislead Vic into believing
their phishing email is really from VIC-Bank.com, the identification of PhishOrReal
emails should be easier, than classifying emails as phishing. Furthermore, it should not
be too difficult to generate and collect a large corpus of PhishOrReal messages, to use
to train, test and/or fine-tune the classifying engine.

Therefore, we suggest to use a ‘classification engine’ (using heuristics, machine
learning, etc.), to classify incoming emails to three groups: messages directly identi-
fied as spam or phishing; PhishOrReal messages; and other messages. Since our design
invokes the classification engine only at step 4, and, assuming VIC-Bank.com emails
are properly authenticated, then they were already been identified and displayed (in
step 3). Therefore, email classified as PhishOrReal at step four, is almost certain to be
phishing email, and can be blocked. Furthermore, since this identification is automated
and with high confidence, the system can respond to it in ways that will penalize the
phishermen, e.g. alert blacklists and other reputation mechanism, or traceback and pun-
ish the phisherman; we later model this by a relatively high cost c f to the phishermen
from such ‘step 4 blocking’. This simple design for the classification phase is illustrated
in Figure 2.

Notice that trustworthy senders, e.g. VIC-Bank.com, often use distinctive visual
identification such as company name, trademarks, and logos; we refer to such visual
identifiers as the bank’s letterhead. We believe that users can be educated to look for
the bank’s letterhead and to suspect emails containing variants of it; when users suspect
the email, we can try to detect this (possibly by user signaling, e.g. ‘spam’ button), and
then penalize the phisherman; however we expect the penalty (cost) cu to the attacker
due to a user suspecting the email, to be much smaller than the cost c f when the email
is filtered by the classifier (step 4), i.e. cu << c f .

To avoid detection by the user, thereby losing cu as well as any potential gain from
phishing message, the phishermen will have to try to clone VIC-Bank.com’s letter-
head in phishing messages, which will make it easier to classify these messages as
PhishOrReal emails. This places the phishermen in a dilemma: if he sends messages
that are more likely to mislead the user, then these messages are also more likely to
be PhishOrReal-classified; and on the other hand, messages that are less likely to be
PhishOrReal-classified, are also less likely to mislead the user. In addition, the phish-
erman will be wary of using ‘evasion techniques’ designed to avoid classification as
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Fig. 2. Design of the classifier phase, using arbitrary classifying engine

PhishOrReal, since the classifier may detect these technique and directly classify the
email as ‘phishing’.

We model this trade-off by assuming that the attacker can select the probability of the
message being PhishOrReal-classified, p f , and the probability of the user ignoring the
message, pu, but only as long as their sum is below some threshold x, i.e. pu + p f ≤ x.
Notice that this dilemma holds only if the phishermen are not able to send messages
that pass the authentication (otherwise, these messages will be delivered even if they
are PhishOrReal-classified).

It is desirable to evaluate the ability of users to detect phishing emails when a
company uses (different types of) letterheads. Furthermore, it would be interesting to
evaluate the ability of phishermen to create letterheads, that users will consider as le-
gitimate email from VIC-Bank.com, yet would not be classified as PhishOrReal (or
as spam/phishing) by the content classifier. Such evaluation is challenging and requires
careful, long-term usability studies, to ensure reliable results and to maintain ethical
standards, and is therefore beyond the scope of this paper; see e.g. [8,13,7]. Notice that
there may be significant impact to the design and consistency of using the letterhead, on
the ability of the classifiers and the users to detect PhishOrReal and suspect emails, and
on the ability of the phishermen to trick both classifier (to consider message as ‘other’
- neither phish not PhishOrReal) and user (to consider the message as valid message
from bank). For example, intuitively, we may expect an advantage to simple textual
letterheads, compared to more elaborate letterheads involving graphics and (dynamic)
HTML; of course, this intuition should be validated experimentally.

3 Analysis of Effectiveness

In this section we present a simple economical model, and use it to analyze the effec-
tiveness of an email anti-phishing filtering system. Our analysis focuses on the design
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we presented in the previous section (and in Figure 1), but it is applicable to many
practical email filtering systems. The goal of our analysis is to identify sufficient con-
ditions, under which the phishermen is likely to lose more, in average, per phishing
message (due to costs due to detection), than the average profit he hopes to make from
the message (due to profits when it succeeds in reaching and misleading the user). Our
analysis is focused on the utility for the phishermen; we do not consider the expected
utility to the user, which is mostly impacted by the false positives and false negative
ratios, and the costs associated with the filtering mechanism.

Figure 3 illustrates the processing upon receipt of a phishing message by the filtering
system. The filter first applies the authentication and repudiation mechanisms, which
filter out messages from reputable, known senders such as VIC-Bank.com, as well as
messages from known spammers and phishermen. The probability of filtering in these
steps appear unrelated to the probability of filtering by the classifier and of trust by
the user, and related to expenses for the phisherman (e.g. to use many IP addresses).
Therefore, for simplicity, we ignore this probability, i.e. our analysis is for a phishing
email that is not filtered by the authentication and reputation mechanisms (steps 1-3).

Phishing email is often classified as ‘phishing’ or PhishOrReal in both cases, it
is ‘suspected’ and therefore blocked, and since this is automated, high-confidence de-
tection, this result in significant penalty (cost) c f to the adversary. We assume that the
phisherman can determine the probability of classification as ‘phishing’ or PhishOrReal
by the classifier, by appropriate selection of the contents of the email. Namely, we as-
sume that the classifier suspects the email with probability p f , controlled by the phish-
ermen.

Email which is not suspected by the filter, is displayed to the user Vic. With proba-
bility pu, the user will suspect the phishing email. In this case, the user may report this
phishing email, or the system may detect that the email is phishing by user’s reaction
to it; this may impact the phishermen, e.g. by reduction of reputation (or entering the
phisherman’s IP address to a blacklist). We denote the amortized cost to the phisherman
due to each time the user suspects the email, by cu. We expect cu to be non-negligible,
yet much smaller than the penalty due to the (higher-confidence, automated) detection
by the classifier, i.e. cu << c f .

The phisherman may try to find and send messages that minimize pu and p f , and in
fact, finding a message that minimizes only one of the two is usually easy. However, the
challenge to the phisherman is to minimize both pu and p f . We model this constraint of
the adversary, by assuming that the phisherman can only find messages s.t. pu + p f ≥ x,
where x is some bound on the ability to minimize both probabilities. Clearly 0 < x < 2;
and based on typical detection rates in usability testing and on typical precision of
classifiers, it seems reasonable to expect that typically 0.5 < x < 1.5. Since we assumed
that x is fixed, the attacker can only select pu (and then use p f = x− pu).

The attacker gains only if the email is displayed to the user, which then does not
suspect it. This happens with probability (1− p f )(1− pu). Let g denote the amortized
gain to the phisherman from each such successfully displayed phishing email.

While a more detailed analysis can be done, we will show that two simple condi-
tions, s.t. if one of them holds, phishing is not profitable. Specifically, the two sufficient
conditions are:
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Fig. 3. Processing an incoming phishing email. We assume phishing email never authenticates
successfully (as legitimate bank email). With probability p f , it is detected as ‘Phish’ by the
classifier, with cost c f to the phisherman. Otherwise, it is displayed to Vic. With probability pu,
Vic suspects the email (and either ignores it or reports it), with average cost cu to the phisherman.
With probability 1− pu, Vic trusts the email, with average gain g to the phisherman.

(
g≤ c f −2cu

) ∧ (g <
cu · x
1− x

)
∧ (x < 1) (1)(

g≤ c f −2cu
) ∧ (x≥ 1) (2)

We believe that these conditions are reasonable. In particular, the common condition of
g ≤ c f − 2cu should hold, provided there is rapid, decisive response to confirmed de-
tection of phishing emails (increasing c f ), together with the use of web-based phishing
and other defenses, which can reduce significantly the amortized gain g to the phisher-
man from a displayed phishing message. In particular, x ≥ 1 seems a reasonable goal
for content classification systems.

Theorem 1 (Sufficient conditions for phishing to be unprofitable). The maximal
amortized utility of the phisherman U∗g,cu,c f ,x for a phishing message received by the
process in Figure 3 is non-positive, if c f > cu, and at least one of the two conditions 1,
2 above hold.
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Proof: The phisherman’s amortized utility for a message received, U , is the following
function of the ‘fixed’ parameters g,cu,c f ,x and of the user detection probability pu

(0≤ pu ≤min(1,x)):

Ug,cu,c f ,x(pu) = −p f · c f +(1− p f )(−pu · cu +(1− pu)g)
= (pu− x) · c f +(1− x + pu)(−pu · cu +(1− pu)g)

Which gives:

Ug,cu,c f ,x(pu) =−(g + cu)p2
u+
(
c f +(x−1)cu+x ·g) · pu+(1−x)g−x · c f (3)

Let p̂u = argmaxpu

(
Ug,cu,c f ,x(pu)

)
, i.e. the value of pu bringing phisherman’s utility

U to maximum, ignoring the restriction 0≤ pu ≤min(1,x). Since the utility in Eq. 3 is
simply a parabola, p̂u is given easily as:

p̂u =
c f − cu

2(g + cu)
+

x
2

(4)

Since in both conditions 1 and 2 holds g≤ c f −2cu, we have:

p̂u ≥ 1
2

+
x
2
≥min{x,1} (5)

Let p∗u = argmax0≤pu≤min(1,x)

(
Ug,cu,c f ,x(pu)

)
, i.e. the value of pu bringing phisher-

man’s utility U to maximum, considering the restriction 0≤ pu ≤min(1,x). The maxi-

mal utility for the phisherman is U∗g,cu,c f ,x = max0≤pu≤min(1,x)

(
Ug,cu,c f ,x(pu)

)
,

i.e. U∗g,cu,c f ,x = Ug,cu,c f ,x(p∗u). We next analyze the following cases:

1. 1 ≤ x and 1 ≤ p̂u, i.e. g ≤ c f−cu
2−x − cu. In this case, p∗u = 1, hence trivially phisher-

man’s utility for message received is negative.
2. x ≤ 1 and x ≤ p̂u. Since x ≤ 1, condition 2 definitely does not hold; hence we can

assume that condition 1 holds, and in particular that g≤ cu·x
1−x .

3. p̂u < 0. In this case, p∗u = 0. This happens if and only if c f ≤ cu(1− x)− xg. How-
ever, this contradicts our assumption that c f > cu. Therefore, this case never holds.

4. Otherwise, i.e. 0 ≤ p̂u ≤ min{1,x}. In this case, p∗u = p̂u. However, from Eq. 5, it
follows that this case cannot hold (if either condition 1 or condition 2 hold).

It remains to analyze case 2, i.e. x≤ 1 and x ≤ p̂u. Since p̂u = c f−cu

2(g+cu)
+ x

2 ≥ x, we

have c f ≥ cu(1 + x)+ g · x, or equivalently g≤ c f−cu
x − cu.

Since the parabola is monotonously increasing, the phisherman uses p∗u = x, and his
utility is at most:

U∗g,cu,c f ,x = Ug,cu,c f ,x(x)

= −(g + cu)x2 +
(
c f +(x−1)cu + x ·g) · x +(1− x)g− x · c f

= (1− x)g− x · cu
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However, since we know that condition 1 holds here, and in particular that g≤ cu·x
1−x , we

see that the utility cannot be positive, i.e. also in this case phishing is not profitable. ��

Acknowledgement. Many thanks to Jim Fenton and Nathaniel (Nathan) Borenstein for
their extremely detailed and helpful feedback, and to Ahmad Jbara, who participated in
early discussions about this research. Thanks also to Haya Shulman for her assistance.

This work was supported by Israeli Science Foundation grant ISF 1014/07.

References

1. Abu-Nimeh, S., Nappa, D., Wang, X., Nair, S.: A comparison of machine learning tech-
niques for phishing detection. In: Cranor, L.F. (ed.) Proceedings of the Anti-Phishing Work-
ing Groups 2nd Annual eCrime Researchers Summit 2007, Pittsburgh, Pennsylvania, USA.
ACM International Conference Proceeding Series, vol. 269, pp. 60–69. ACM, New York
(2007),
http://doi.acm.org/10.1145/1299015.1299021

2. Allman, E., Callas, J., Delany, M., Libbey, M., Fenton, J., Thomas, M.: DomainKeys Identi-
fied Mail (DKIM) signatures. Internet Request for Comment RFC 4871, Internet Engineering
Task Force (2007), http://tools.ietf.org/html/4871

3. del Castillo, M.D., Iglesias, Á., Serrano, J.I.: An integrated approach to filtering phishing
E-mails. In: Moreno Dı́az, R., Pichler, F., Quesada Arencibia, A. (eds.) EUROCAST 2007.
LNCS, vol. 4739, pp. 321–328. Springer, Heidelberg (2007),
http://dx.doi.org/10.1007/978-3-540-75867-9_41

4. Dhamija, R., Tygar, D., Hearst, M.: Why phishing works. In: Proceedings of the Conference
on Human Factors in Computing Systems (CHI 2006), Montreal, Quebec, Canada, pp. 581–
590 (2006)

5. Duan, Z., Gopalan, K., Yuan, X.: Behavioral characteristics of spammers and their network
reachability properties. In: Proc. of the International Conference on Communications (ICC),
Glasgow, UK (June 2007)

6. Fette, I., Sadeh, N.M., Tomasic, A.: In: Williamson, C.L., Zurko, M.E., Patel-Schneider, P.F.,
Shenoy, P.J. (eds.) Proceedings of the 16th International Conference on World Wide Web,
WWW 2007, Banff, Alberta, Canada, May 8-12, pp. 649–656. ACM, New York (2007),
http://doi.acm.org/10.1145/1242572.1242660

7. Herzberg, A., Jbara, A.: Security and identification indicators for browsers against spoofing
and phishing attacks. IEEE Transactions on Internet Technology (2008)

8. Jakobsson, M., Ratkiewicz, J.: Designing ethical phishing experiments: a study of (rot13)
ronl query features. In: WWW 2006: Proceedings of the 15th international conference on
World Wide Web, pp. 513–522. ACM Press, New York (2006),
http://doi.acm.org/10.1145/1135777.1135853

9. Leiba, B., Borenstein, N.S.: A multifaceted approach to spam reduction. In: CEAS 2004 -
First Conference on Email and Anti-Spam (2004)

10. Lieba, B., Fenton, J.: DomainKeys Identified Mail (DKIM): Using digital signatures for do-
main verification. In: CEAS 2007: The Third Conference on Email and Anti-Spam (2007)

11. Lyon, J., Wong, M.W.: Sender ID: Authenticating E-mail. Internet Request for Comment
RFC 4406, Internet Engineering Task Force (2006)

http://doi.acm.org/10.1145/1299015.1299021
http://tools.ietf.org/html/4871
http://dx.doi.org/10.1007/978-3-540-75867-9_41
http://doi.acm.org/10.1145/1242572.1242660
http://doi.acm.org/10.1145/1135777.1135853


24 A. Herzberg

12. Resnick, P.: Internet message format. Request for comments 2822 (2001)
13. Sheng, S., Magnien, B., Kumaraguru, P., Acquisti, A., Cranor, L.F., Hong, J.I., Nunge, E.:

Anti-phishing phil: the design and evaluation of a game that teaches people not to fall for
phish. In: Cranor, L.F. (ed.) Proceedings of the 3rd Symposium on Usable Privacy and Se-
curity, SOUPS, Pittsburgh, Pennsylvania, USA. ACM International Conference Proceeding
Series, vol. 229, pp. 88–99. ACM, New York (2007),
http://doi.acm.org/10.1145/1280680.1280692

14. Wong, M., Schlitt, W.: Sender Policy Framework (SPF) for authorizing use of domains in E-
mail, version 1. Internet Request for Comment RFC 4871, Internet Engineering Task Force
(2006), http://tools.ietf.org/html/4408

http://doi.acm.org/10.1145/1280680.1280692
http://tools.ietf.org/html/4408


Audio CAPTCHA for SIP-Based VoIP

Yannis Soupionis, George Tountas, and Dimitris Gritzalis

Information Security and Critical Infrastructure Protection Research Group
Dept. of Informatics, Athens University of Economics & Business, Greece

jsoup@aueb.gr, gtountas@aueb.gr, dgrit@aueb.gr

Abstract. Voice over IP (VoIP) introduces new ways of communication, while
utilizing existing data networks to provide inexpensive voice communications
worldwide as a promising alternative to the traditional PSTN telephony. SPam
over Internet Telephony (SPIT) is one potential source of future annoyance in
VoIP. A common way to launch a SPIT attack is the use of an automated pro-
cedure (bot), which generates calls and produces audio advertisements. In this
paper, our goal is to design appropriate CAPTCHA to fight such bots. We fo-
cus on and develop audio CAPTCHA, as the audio format is more suitable for
VoIP environments and we implement it in a SIP-based VoIP environment. Fur-
thermore, we suggest and evaluate the specific attributes that audio CAPTCHA
should incorporate in order to be effective, and test it against an open source bot
implementation.

1 Introduction

A serious obstacle when trying to prevent Spam over Internet Telephony (SPIT) is iden-
tifying VoIP communications which originate from software robots (bots). Alan Tur-
ing’s Turing Test” paper [1] discusses the special case of a human tester who attempts
to distinguish humans from artificial intelligence (AI) computer programs. The research
interest in this subject has spurred a number of proposals for CAPTCHA (Completely
Automated Public Tests to tell Computers and Humans Apart) [2,3,4,5]. Commercial
examples include major stakeholders in the field, such as Google and MSN, which
require CAPTCHA (visual or audio), in order to provide services to users. However,
more advanced computer programs can break a number of CAPTCHA that have been
proposed to date.

In this paper, we develop an audio CAPTCHA suitable for use in VoIP infrastruc-
tures, which are based on the Session Initiation Protocol (SIP). We first illustrate some
of the SIP-based SPIT characteristics and present background work. We then explain
how a CAPTCHA can be utilized in a VoIP infrastructure. In section 3, we propose
a classification of the characteristics/attributes of audio CAPTCHA. In section 4 we
briefly introduce a bot that is currently publicly available and will be used for testing
purposes. We also present an example of how this bot solves CAPTCHA. In section 5
we implement a new audio CAPTCHA, which is based on the attributes shown in sec-
tion 3. Finally, we present the results of the tests performed to order to evaluate its
performance.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 25–38, 2009.
c© IFIP International Federation for Information Processing 2009
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2 Background

SPIT constitutes a new, emerging type of threat in VoIP environments. It illustrates sev-
eral similarities to email spam. Both spammers and spitters use the Internet to target a
group of users to initiate bulk and unsolicited messages and calls, respectively. Com-
pared to traditional telephony, IP telephony provides a more effective channel, since
messages are sent in bulk, and at a low cost. Marketers can use spam-bots to harvest
VoIP addresses. Furthermore, since call-route tracing over IP is more difficult, the po-
tential for fraud is considerably greater.

A method that is widely used to uphold automated SPAM attacks is CAPTCHA. The
same technique can be used in order to mitigate SPIT. Each time a callee receives a call
from an unknown caller, an automated reverse Turing test would be triggered, which
the spit-bot needs to solve in order to complete its attack. Integrating such a technique
into a VoIP infrastructure raises two issues. Firstly, the CAPTCHA module should be
combined with other anti-SPIT controls, i.e. not every call should pass through the
CAPTCHA challenge, since each audio CAPTCHA requires considerable computa-
tional resources. A simultaneous triggering of numerous CAPTCHA challenges may
eventually lead to denial of service. Challenges would also cause annoyance to users, if
they had to solve one for every single call they make. Moreover, the CAPTCHA needs
to be designed in a friendly way to humans and also remain solvable by them.

2.1 CAPTCHA

A CAPTCHA challenge is a test that most humans should be able to pass, but cur-
rent computer programs should not. Such a test is often based on hard, open AI prob-
lems, e.g. automatic recognition of distorted text, or of human speech against a noisy
background. Differing from the original Turing test, CAPTCHA challenges are auto-
matically generated and graded by a computer. Since only humans are able to return a
sensible response, an automated Turing test embedded in the above protocol can ver-
ify whether there is a human or a bot behind the challenged computer. Although the
original Turing test was designed as a measure of progress for AI, CAPTCHA is a
human-nature-authentication mechanism. In this paper, we focus on audio CAPTCHA.
These were initially created to enable people that are visually impaired to register or
make use of a service that requires solving of a CAPTCHA. Nowadays, an audio
CAPTCHA would also be useful to defend against automated audio VoIP messages,
as visual CAPTCHA are hard to apply in VoIP environments due to the limitations
of end-user devices (e.g. IP phones). If an adequate CAPTCHA is used, it should
be hard for a spit-bot to respond correctly and, thus, manage to initiate a call. Au-
dio CAPTCHA also seem attractive, as text-based CAPTCHA have been proven to be
breakable [7,8,9,10,11]. We validate our results with user tests and with a bot that was
configured in order to solve difficult audio CAPTCHA. The proposed CAPTCHA must
be: (a). Easy for humans to solve, (b). Easy for a tester machine to generate and grade,
(c). Hard for a software bot to solve.
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Fig. 1. A generic CAPTCHA development process

The first requirement implies that user studies are necessary in order to evaluate
the effectiveness of CAPTCHA. The latter ones imply that a test with a new property
is required: the test must be easy to generate, but intractable to pass without special
knowledge available to humans and not computers. Audio recognition seems to fit in
the category. Humans can easily identify words in a noisy environment, but this is not
true for computers. Specification-wise, CAPTCHA do not need to be 100% effective
at identifying software bots. A design goal for a CAPTCHA could be to prevent bots
from having a success rate greater than 0.01% [6]. Since CAPTCHA use increases the
cost of a software robot, the CAPTCHA can still be effective, as long as this increased
cost remains higher than the cost of using a human. In order to develop a new audio
CAPTCHA, we followed an iterative approach: (a) we selected a set of attributes ap-
propriate for audio CAPTCHA, (b) we developed a CAPTCHA that is based on these
attributes, and (c) we evaluated the CAPTCHA by calculating the success rates of a bot
and a number of users until the results were satisfying and the attributes did not require
further adjustment (see Fig 1).

3 CAPTCHA Attributes

High success rates by users is a key factor in deciding whether the CAPTCHA is effec-
tive or not. This is particularly important in the case of audio CAPTCHA, as it does not
only refer to VoIP callers, but also to visually impaired users of a VoIP service. Equally
important is the success rate of a bot, which should be kept to a minimum. Both factors
depend on several attributes, which we classified into four categories (Fig. 2): (a). vo-
cabulary, (b). background noise, (c). time, and (d). audio production.

Vocabulary attributes: CAPTCHA can vary based on the vocabulary used, by the
following attributes:

1. Adequate data field: A data field (called alphabet) is used as a pool for selecting
the characters to be included in an audio CAPTCHA. For the development of our
CAPTCHA we used an alphabet of ten one-digit numbers, i.e. 0,,9. Such a choice
allows the use of the DTMF method for answering the audio CAPTCHA. Other
examples of audio CAPTCHA that use only digits are the MSN and the Google
ones. A limited alphabet may make an audio method quite vulnerable to attacks.
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Therefore, in order to make the CAPTCHA solution harder for a bot, a means that
we adopted, is to use a number of different human speakers for each digit of the
alphabet.

2. Spoken characters variation: Another drawback is the use of a fixed number of
characters. Having a non variable number of characters in combination with a lim-
ited alphabet can make a CAPTCHA particularly vulnerable to attacks. For exam-
ple, if only 3-digit CAPTCA are used and a bot can successfully recognize 2 of the
digits, then it would easily reach 10% success.

3. Language requirements: Another important factor is the mother tongue of the users,
as it plays a major role in achieving a high success rate by human users. This is
particularly important in the case of audio methods, where there is a greater dif-
ficulty in identifying spoken characters when the mother tongue differs from that
of the user. As a result, the language used should meet the scope of the specific
CAPTCA application. As a good practice, the spoken characters should be few. The
CAPTCHA we proposed can be adjusted for non English users, as the CAPTCHA
are created dynamically and different characters can be added easily.

Background noise attributes: The background noise is another important attribute of
an audio CAPTCHA, as it increases the difficulty for an automated procedure to solve
it [12]. The main noise attributes are the following:

1. Noise patterns: The noise, which can be added during the production of a voice
message, can make CAPTCHA particularly resistant to attacks by automated bots.
Application of background noise requires a great variety of such noises to be avail-
able. These noises should be rotated in an erratic manner. In our proposal, instead
of developing a repository with noises, we chose to proceed with a dynamic pro-
duction of noises, which are distorted in a random manner. The way various noises
are produced should prevent the easy elimination of them by automated programs
that use learning techniques. An example of an audio CAPTCHA which is vulner-
able to attacks, because of the static nature of the added noise is the MSN audio
CAPTCHA (violated by the J. van der Vorms bot, success rate of 75%) [13]. The
Google audio CAPTCHA, with a noise production different than the MSN and with
different announcers for each character, appears to be harder for the same bot (33%)
[13]. In any case, the final version of the audio message, resulting from the com-
bined use of different distortion techniques and added noise, should be such that
the majority of users can recognize it as easily as possible.

2. Sound distortion techniques: Sound distortion techniques may prevent an auto-
mated program to isolate the spoken characters from a voice message correctly.
One needs to select the scale in which a distortion method will be applied to the
spoken characters, the background noise added, or both. The deformation can last
for the entire duration of the voice message, or it can be applied only when char-
acters are announced, or even appear at random time intervals. In our CAPTCHA
the distortion is applied between the characters, as there appears to be no effective
method for evaluating how people understand digits with distortion.
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Time attributes: During the production of an audio snapshot, a set of variables should
be defined. These variables refer to the length of the audio message, which depends
on: (a). the number of characters spoken, (b). the characters chosen, and (c). the time
required for each character to be announced, which depends on the announcer of each
character. The beginning and the end of each character spoken should also be defined.
This depends on the duration of each character, as well as to the duration of the pause
between the spoken characters, which could vary for each CAPTCHA. If the above
time parameters follow specific patterns, then the resistance of the audio CAPTCHA
to an automated program will decrease. In our CAPTCHA, we tried to eliminate such
time-related patterns.

Audio production attributes: An audio CAPTCHA production procedure should be
automated. An acceptable human interference refers only to the adjustment of various
thresholds.

1. Automated production process: The automation of the CAPTCHA production pro-
cess is a desirable but hard to achieve property. The various elements that compose
an audio CAPTCHA, such as the number of characters of a message, the different
announcers of each character, the different background sound, the timing and the
distortion of the message, make the process time-costly and demanding of hard-
ware resources. Our choice is to produce audio CAPTCHA periodically in order:
(a) not to produce them in real-time, and (b) not to produce identical snapshots for
extended time periods.

2. Audio CAPTCHA reappearance: An audio CAPTCHA should reappear rarely. In
any case, especially with short alphabets, every CAPTCHA is expected to reappear
after a while. Due to the attributes of the voice messages (e.g., technical distortion,
added noise, language, speakers, etc.), as well as to the context of the user (e.g.,
noisy environment, etc.), a voice message may not be identified by the user on the
first attempt. Therefore, a second chance may be given. In this case, a different
CAPTCHA should be used.

Fig. 2. Audio CAPTCHA attributes
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4 CAPTCHA Bot

Frequency and energy pick detection bots
There are various methods/tools to recognize the words spoken in an audio file, such
as the HTK toolkit [16] and the Sphinx [17]. These methods are demanding in hard-
ware and time resources, because they use combinations of speech recognition methods.
Moreover, they do not focus on how quick they reach a result but on how correct the
result is. Therefore, we selected a bot category which employs frequency and energy
peak detection methods and can be used to solve audio CAPTCHA for the following
reasons:

• Such bots have been proven effective: Demonstrative (though perhaps not thorough
enough) tests of such bots against popular audio CAPTCHA implementations have
been successful [13,14,15] (e.g., SPIT prevention infrastructures, registrations for
visually impaired people, etc.)
• Such bots are easy to implement: Frequency and energy peak detection bots are

comparatively easy to implement using open-source software.
• Such bots require limited time to solve a CAPTCHA: Fast CAPTCHA solving is

required because most services leave a small time frame for their users to solve the
tests (5-15 sec), especially if VoIP services are considered. The CAPTCHA solving
bot must analyze and reform the solution to the desired form (SIP message, DTMF,
etc.), in a limited time frame.
• Such bots occupy a small amount of system recourses: An automated spam attack

is selected when its cost is lower than employing humans. Also, a spitter performs
multiple attacks simultaneously (e.g. the goal is to initiate SIP calls or messages
in parallel). Thus, a bot must be inexpensive in terms of system recourses, which
will allow the spammer/spitter to run several instances of the bot at the same time.
Regarding time constraints, frequency and energy peak detection processes are less
demanding than other approaches, which use different methods such as Hidden
Markov Models (HMM) [16].

On the other hand, there are drawbacks when using these bots, mainly due to the fact
that they require a training session. In this session a human identifies a number of se-
lected CAPTCHA. The human recognizes the announced characters and records them
in a file, from which the bot receives the data to solve the CAPTCHA. The set of train-
ing audio CAPTCHA might be extensive if the CAPTCHA data field (alphabet) is long.
However, in the VoIP domain, the available alphabet is relatively small as it contains
only digits (0-9), which increases the applicability of the mechanism.

The bot used
For the purpose of this paper we used the bot developed by J. van der Vorm [13]. This
bot uses frequency analysis and energy peak detection, in order to segment and solve an
audio CAPTCHA. The bot works as follows: it first reads the audio file. It skips as many
starting bytes as the user has predefined (to avoid the starting bells that many services
have, e.g. Google). Then, the samples are treated with a hamming window defined by
the user. Each block is transformed into the frequency domain using Discrete Fourier



Audio CAPTCHA for SIP-Based VoIP 31

Transformation. Then, the frequencies are put in a predefined number of bins (the bins
are not equally wide, the higher the frequency, the larger the band). After that, the bot
looks at the highest frequency bin. Every block that has more energy in a window than
the predefined threshold energy is considered a peak (see Fig. 3). These peaks are used
to segment the audio file in the different spoken digits. Then the bot looks for a number
of windows around the peaks and prints all the frequency bins. This is the profile of the
digit. The profiles of the digits are then compared with the ones in the training file, and
the closest match is chosen as a possible guess for each digit.

Fig. 3. Audio analysis of the bot

During the training session of the bot, the user gives as input to the bot an audio
CAPTCHA. Then, for each profile of the digit that the bot chooses, the user enters
which digit it actually was (this procedure can be automated if the user names the audio
files accordingly, i.e., if an audio CAPTCHA file includes the digits 3, 2 and 1, the file
name can be 321.wav). Obviously, the larger the number of audio CAPTCHA in the
training set is, the higher the success ratio of the bot would be.

Bot applicability to SIP-based VoIP
In order to implement the bot in a SIP-based VoIP environment and examine its applica-
bility, it was decided that the implementation procedure should consist of three stages.
The procedure and the exchanged SIP messages between the participating entities are
presented in Fig. 4.

Stage 0: It is dominated by the administrator of the callees domain (Domain2). When
the callees domain receives a SIP INVITE message, there are three possible distinct
outcomes: (a) forward the message to the caller, (b) reject the message, and (c) send a
CAPTCHA to the caller (UA1).

Stage 1: An audio CAPTCHA is sent (in the form of a 182 message) to the caller
(UA1). In the proposed implementation, the caller is replaced by a bot. It must record
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the audio CAPTCHA, reform it to an appropriate audio format (wav, 8000Hz, 16 bit),
and identify the announced digits. The procedure depends mainly on the time needed
to reform the message. Moreover, the particular bot needs approximately 0.10 sec to
identify a 3-digit CAPTCHA and 0.15 sec to identify a 4-digit one.

Stage 2: When the bot has generated an answer, it forms a SIP message by using SIPp
[14], which includes the DTMF answer. This answer is sent as a reply of the CAPTCHA
puzzle. If the caller does not receive a 200 OK message, a new CAPTCHA is sent and
the bot starts to record again (Stage 1).

Fig. 4. SIP message exchange for CAPTCHA

The procedure above should be completed within a specific time frame. This time
slot opens when the audio file is received by the caller and closes when the timeout of
the users input expires (defined by the service CAPTCHA provider). The duration of
the CAPTCHA playback does not affect the time frame because the waiting time for an
answer starts when the playback is complete. If an answer arrives before the timeout,
then it is validated by CAPTCHA service (and if it is correct the call is established),
otherwise the bot has another try. In our proposal, the bot is given 6 sec to respond to
the CAPTCHA, whereas the maximum number of attempts is set to three (3).

Table 1 illustrates the time required by the various stages in the proposed imple-
mentation. The selected bot is able to answer properly to CAPTCHA puzzle in much
less time than the proposed time frame. Since a CAPTCHA is desired to be easy for hu-
mans, we suggest that the time frame, in which the caller should answer the CAPTCHA
puzzle, should not be less than 3 sec. That is because many groups of users, such as
physically impaired or elderly people, may not be able to respond promptly.

5 Audio CAPTCHA Implementation

Selected Attributes
In order to develop an effective audio CAPTCHA, we decided upon the following at-
tributes:

Different announcers: The announcer of each and every digit is selected
randomly.
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Table 1. Stage duration

Stage Step Duration (sec)

1 Reform audio ∼1.00
Identify digits ∼ 0.15

2 Create SIPp message ∼0.40
Send SIPp message ∼0.00

Total (sec) ∼1.55

Random positioning of each digit in the CAPTCHA: The digits of the CAPTCHA are
physically distributed randomly in the available space.

Background noise of each digit: Background noise, randomly selected, is added to
each and every digit of the audio CAPTCHA. The audio noise files are segments
(from 1 to 3 seconds) of randomly selected music files and not auto-generated by
other methods (e.g. creation of white noise). We wanted to ensure that they will
be less annoying for the user to listen to. The automatic generation of background
and intermediate noises would require statistical analysis. Moreover, the volume
level of the noise is lower than the level of the digits so that they remain audible to
humans.

Loud noise between digits: Loud noise is introduced between the digits (the noise is
not very loud, to minimize the discomfort of the user).

Different duration and file size: Each audio CAPTCHA file has different duration and
different size.

Vocabulary:The vocabulary was limited to digits 0,,9, since the audio CAPTCHA was
designed for a SIP-based VoIP infrastructure, where DTMF signals need to be sent.

CAPTCHA development

The audio CAPTCHA development was carried out in five incremental Stages (Stage
1 to Stage 5), in terms of the number of attributes adopted. Each development stage
was tested and evaluated upon its efficiency according to the success rate of the bot
and the success rate of human users. The audio CAPTCHA produced in Stage 1 were
pronounced by one sole announcer without including additional features. Furthermore,
the first digit of every word started at the exact same point as the other ones, and the
time difference between each digit was equal. The waveforms of the resulting 3- and
4-digit CAPTCHA appear in Fig. 5(a) and 5(e). In such a simple audio CAPTCHA,
a bot can use a detection method, such as energy peak detection, and easily segment
and recognize the digits. An important factor in this process is the number of audio
CAPTCHA that were used during the training of the bot. If a small number was used,
then there is a high chance that not all digits are given as an input in the training
process; thus, the bot may have a low success rate. That is the case with the 4-digit
CAPTCHA (Fig. 5(e)). The random training sequence did not involve many instances
of some digits (such us 8 and 9), therefore, the bot resulted in a relatively low (69%)
success rate.
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(a) Stage 1 (3 digits). (b) Stage 2 (3 digits). (c) Stage 3 (3 digits). (d) Stage 5 (3 digits).

(e) Stage 1 (4 digits). (f) Stage 2 (4 digits). (g) Stage 3 (4 digits). (h) Stage 5 (4 digits).

Fig. 5. Audio files’ waveforms in implementation stages

During Stage 2, the audio CAPTCHA were produced by using 7 different announc-
ers. Each digit was pronounced by a randomly selected announcer. This modification
affected the success of the bot, but it mainly depended on the training set. When a larger
training set was provided in the case of 4-digit audio CAPTCHA, the bot was able to
maintain a relatively high success rate. However, when the same number of audio files,
as in the 3-digit CAPTCHA process, was provided, the success rate decreased slightly.
Moreover, we should mention that 4-digit CAPTCHA offer more digits to the train-
ing procedure. For example, if we use 100 3-digit CAPTCHA for training, we have 300
digits recorded, whereas with the same number of 4-digit CAPTCHA we get 400 digits.
Figs. 5(b) and 5(f) show the waveforms of the produced digits.

In Stage 3 background noise was added against each digit. This way we managed
to suppress the success rate of the bot, but it still remained relatively high (30% for
the 3-digit CAPTCHA and 55% for the 4-digit ones). Figs. 5(c) and 5(g) show the
waveforms of the produced digits with the background noise. The high success rate is
due to the ability of the bot to cut off the low energy sounds (i.e., the noise) by checking
above a certain threshold energy. The difference between the success of 3- and 4-digit
CAPTCHA is due to the difference in the training sets. In this case we allowed a training
of 50 audio CAPTCHA for the 3-digit ones and 150 for the 4-digit ones. As a result,
the available digits taking part in the training process were 150 and 600, respectively.

In Stage 4 we raised the volume of the background noise of each digit. Although
the bot success rate fell noticeably (10-15% success), the produced audio CAPTCHA
were too difficult to solve for humans, as the loud background noise made it hard for
the users to distinguish the digits spoken.

In Stage 5 we introduced loud noise between the digits (intermediate noise)
(Fig. 5(d), 5(h)). This resulted in the bot being unable to segment the audio file correctly.
This happened because there were more energy peaks than the digits spoken. The loud
intermediate noises were recognized as additional digits, because they produce high
energy peaks as well, when transformed with the Discrete Fourier Transformation. As
a consequence, the bot could not be trained, as it failed to recognize successfully any
digits.
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Fig. 6. Demonstration of a bot failing to solve a CAPTCHA

Stage 5 is described, in more detail in Fig. 6. When the bot transforms such an audio
into the frequency domain, the energy peaks that can be found are both digits and noise.
Therefore, the bot recognizes more digits than those which are actually included in the
file. One possible solution for the bot would be to raise or lower the threshold of the
energy. In that case (see Fig 6), the bot would still fail. If the threshold energy is very
high, then the bot would not recognize some of the digits in the CAPTCHA, while at
the same time it would recognize some intermediate noise as digits. On the other hand,
if the threshold energy is lowered, then the bot would recognize all digits, but at the
same time all intermediate noises would also be considered digits, as well. As a result,
the bot would assume that there were 12 or 15 digits in the CAPTCHA.

CAPTCHA testing
User and bot success rates are the main factors that form the decision of whether a
CAPTCHA is efficient or not. The corresponding success rates, regarding the CAPTCHA
we described in section 5.2, appear on Fig. 7. Each attribute added efficiency to the
CAPTCHA and directly affected the user and bot success rates.

The CAPTCHA developed in Stage 5 had an average user success rate of 83%, with
an average bot success rate less than 1%.1

CAPTCHA implementation
During the implementation of the proposed audio CAPTCHA, the audio files had the
following attributes:

1. They were created automatically; therefore they can be updated at random time-
periods, without human intervention. The overall process for creating a full set of
3-digit CAPTCHA took 8 sec, whereas for creating a full set of 4-digit CAPTCHA
it took 107 sec. Thus, the reproduction of the whole set of CAPTCHA does not

1 The users who were invited to solve the CAPTCHA (sample) were 22 in number and mainly
between 20-30 years old. Most of them were university students. All CAPTCHA were in
english, which was not the mother tongue of any of the participants (there was a requirment
for them to speak english).
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Fig. 7. Bot’s and users’ success rates

cause significant overhead to our VoIP infrastructure (the VoIP server was a 2GHz
Core2Duo, with 2GB RAM).

2. All constituting parts of the audio CAPTCHA, such as the digits and the noise, lay
in different folders. Moreover, each time a set of CAPTCHA is produced, the pro-
gram selects randomly each digit from a different announcer, as well as a random
background noise.

3. The noise between the digits is random and has different volume and energy.
4. The pronounced digits and the noise have random duration, which results in a ran-

dom duration of each audio CAPTCHA.

6 Conclusions, Limitations and Future Plans

CAPTCHA are expected to play a key role for preventing email spam and voice spam
(SPIT) in the near future. In order for them to be effective, they must be easy to solve
for humans, while at the same time very hard for bots to pass. The CAPTCHA we pro-
posed incorporated several attributes, such us different digit announcers, background
noise against each digit, noise between digits and all of them in a random1 and au-
tomated way. We produced audio CAPTCHA, which are regularly refreshed, with a
limited chance of creating the same instance of an audio CAPTCHA more than once.
The production of the CAPTCHA was done in five discrete stages. Each time the
CAPTCHA were tested both with a frequency and energy peak detection bot, as well
as by a number of users. The bot managed to achieve a high success rate during the
first four stages (up to 98%), but that rate dropped dramatically at the last one (less
than 2%).

Additionally, we determined an appropriate level of background noise of each digit,
in order for them to solvable by humans and difficult to break by bots. However, each
attribute alone is not enough for making CAPTCHA robust; it is the combination of
the features that make the CAPTCHA resistant. Needless to say, every CAPTCHA
is efficient, as long as there is a high rate of success for humans and a low one for
bots.

A limitation of the proposed CAPTCHA is that there has been no evaluation of its ef-
fectivenss and its attributes by audio/speech recognition tools, such as HTK which uses
Hidden Markov Model (HHM). Most audio recognition systems are based on identifing
conversations, where each word should have a connection with other words. However,
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an extensive research with an Automated Speech Recognition (ASR) system could sup-
port a more reliable evaluation of our implementation Also it would be interesting to
compare our CAPTCHA with other audio CAPTCHA implementations [18], that have
not been tested with the particular bot yet.

Another possible extension is to consider different populations of users and take into
consideration the specific requirements of each set. This could be done if a major SIP
provider can provide personalized services to its clients and, as a result, provide various
CAPTCHA types for each specific user.
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Abstract. Advanced mobile devices such as laptops and smartphones make con-
venient hiding places for surveillance spyware. They commonly have a micro-
phone and camera built-in, are increasingly network accessible, frequently within
close proximity of their users, and almost always lack mechanisms designed to
prevent unauthorized microphone or camera access.

In order to explore surveillance intrusion and detection methods, we present
a modernized version of a microphone hijacker for Windows and Mac OS X.
This attack can be executed as soon as the target connects to the Internet from
anywhere in the world without requiring interaction from victimized users. As the
attacker compromises additional machines they are organized into a botnet so the
attacker can maintain stealthy control of the systems and launch later surveillance
attacks.

We then present a mechanism to detect the threat on Windows, as well as
a novel method to deceive an attacker in order to permit traceback. As a result
of the detection mechanism we address a missing segment of resource control,
decreasing the complexity of privacy concerns as exploitable devices become
more pervasive.

1 Introduction

The capabilities of spyware have expanded as always-on Internet connections have
become increasingly frequent [11,30]. It’s not only data stored on the compromised
machine that is at risk. Variants of spyware that provide audio and video surveillance
through peripherals such as microphones and web-cams have been around for over ten
years. This may all sound like old news, but that is deceivingly wrong.

There are a few factors why well structured surveillance attacks are only a recently
growing concern and an increasingly unchecked threat reaching critical potential. Pri-
marily, consumers are realizing that a smartphone with an unlimited data plan is al-
most as vulnerable as a desktop on broadband at home [19]. Also laptops, which have
long had built-in microphones and Internet accessibility, are recently also being sold
with built-in web-cams. Protection is even more of a concern in the modern comput-
ing environment where new regulations are constantly driving up the accountability of
organizations for the loss of private data.

It is important to point out that we are not implying that surveillance spyware will be
as widespread as other malware. A microphone in every house with Internet access is of
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little use to the average attacker and surveillance attacks will probably involve specific
victims known to the attacker. This does not diminish how universal of a threat this is,
after all, potentially anyone is capable of gaining an unwanted stalker, jealous spouse,
or generally becoming the target of espionage [20].

The most plausible use of surveillance spyware across a set of devices is to provide
a roving bug. This is a term used for audio surveillance that follows a particular victim
regardless of which device they are using. If the attacker has compromised a victim’s
home computer, work laptop, and smartphone, then the attacker would have a greater
capacity to continuously monitor the victim.

To investigate feasible methods for surveillance threats, we have implemented a com-
plete remote attack and control package called the roving bugnet that approximates
observed distributed control systems. The bugnet consists of a scalable number of com-
promised devices called bugbots which can stream live microphone data to a remote at-
tacker either continuously or for a set time. To modernize older surveillance programs,
our prototype can automatically compromise a vulnerable Windows (95–Vista) or Mac
OS X laptop and stealthily seize control of its microphone without any action by the
victim as soon as the laptop connects to the Internet.

It appears that no existing malware defense provides a generic intrusion detection
mechanism against the bugbot attack. To resolve this we present a preliminary miti-
gation mechanism that is designed to be compatible with most Windows platforms. It
can detect a process that is actively using the microphone and allow the user to set ac-
cess controls. This mechanism includes a novel method to deceive a remote attacker
after detection by transparently replacing the microphone input with arbitrary and re-
alistic decoy audio. The process would trick the attacker into believing that the bug is
working, yet prevent any confidential information leakage and provide time to trace the
connection back to its source in order to discover the attacker.

The rest of this paper contains implementation and testing scenarios as well as de-
sign challenges and considerations. In section 2, we discuss the design and implemen-
tation of the bugnet surveillance system. A demonstration of the system is presented in
section 3. Then in section 4 we introduce the prototype detection and defense mecha-
nism as well as detail the experiments performed to test its effectiveness. We discuss
related work in section 5, and conclude in section 6 with the implications and open
work for this low-cost high-reward threat.

2 Roving Bugnet Design

In order to remotely monitor a target with a distributed surveillance system there needs
to be two functional components: one that accomplishes a microphone hijacking, and
another that maintains stealthy remote control of a compromised system. Both the out-
dated trojans BackOrifice and SubSeven provide remote access and microphone record-
ing plugins, but cannot stream live data. A modern trojan, Poison Ivy includes live
streaming, but requires the victim to be actively connected in order to start and stop the
microphone recording. Also, since these are all trojans, by definition they are designed
to require victim interaction to infect a vulnerable host.
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1 start data handling thread
2 open UDP server for UI
3 fill in WinAPI structures
4 WinAPI waveInOpen
5 WinAPI waveInAddBuffer
6 WinAPI waveInStart
7 while listen for control input
8 if input is stop recording
9 WinAPI waveInStop

10 cleanup and exit

(a) Control thread for main loop and receiv-
ing user control input.

1 if using file open output file
2 if using network create socket
3 while WinAPI GetMessage
4 if MM_WIM_DATA
5 if using network
6 send data to destination
7 if using file
8 write data to file
9 WinAPI waveInAddBuffer

(b) Data handling thread for receiving mes-
sages from the sound card driver.

Fig. 1. Code overview of each waveIn recording application thread

Fig. 2. Visualization of the bug program control flow. 1) Data handling thread waits for messages.
2) Control thread sets recording parameters and 3) initiates recording. 4) Sound card writes to
buffers and 5) sends a message when each is full so that 6) the bug can access the recorded data.
7) Control thread stops recording when finished.

In this section we will introduce an updated remote surveillance package that can
infect Internet connected hosts without victim interaction and provide persistent man-
agement access. The attacker can instruct hosts to turn on the bug at an arbitrary time or
at particular system conditions and record for either an indefinite or specified duration.
This roving bugnet design is presented in two layers: the prototype microphone surveil-
lance program in section 2.1; and, the remote management botnet in section 2.2. The
layered approach of this design allows a single generic cross-platform bot to employ
OS specific microphone recording executables. In fact, while this paper only details
Windows XP, we have already tested the versatility of this design by successfully im-
plementing bugbots on Mac OS X as well.

2.1 Bugbot: Microphone Access

To develop the bugbot program we used the Microsoft Platform SDK, a free Windows
application programming interface (WinAPI) that can be used for multimedia applica-
tion development. Of the WinAPI functions, the waveIn set was selected since it has



42 R. Farley and X. Wang

greater flexibility and the widest compatibility for Windows versions (from 95 to Vista)
and existing hardware.

Figures 1 and 2 illustrate how the program is divided into two threads. It is worth
noting that Mac OS X microphone recorders use this two thread approach as well. The
primary thread, figure 1(a), acts as a control and the secondary, figure 1(b), handles the
data returned from the sound card.

In figure 1(a) the control input handled at line 7 is from an UDP server. This allows
interactive remote control such as starting and stopping a recording. It also controls
switching between using a network socket for a live data feed, writing to a file for later
retrieval, or both. Line 3 sets a data structure which contains the recording parameters
for the raw data that will be returned from the sound card and is set by the call in line
4. Line 5 allows for a continuous stream of data by initializing a cyclical set of buffers.
Finally, the sound card is instructed to begin and end the recording through the functions
in lines 6 and 9 respectively.

When a buffer is filled by the sound card driver, a MM WIM DATA message is sent
to the bugbot process. The data handling thread, as seen in figure 1(b) loops at line
3 on a blocking function which waits for messages. MM WIM DATA messages contain
the recently filled buffer’s location in memory and the size of the data stored in the
buffer, allowing the process to access and output the data. Line 9 replenishes the cyclical
buffers initially set by line 5 of the control thread.

As an added advantage the program can detect if the network connection dies and
act appropriately. If the system call to send socket data fails, then a network acces-
sibility test is run. If that test fails, then the application will output to a file until the
network connection is restored. The attacker would wait for the machine to return onto
the network, and then transfer the file for local playback.

This is just one piece of the overall puzzle. While the bugbot program is fully func-
tional for microphone surveillance, it lacks a way to install itself on the victim’s host,
start itself to begin with, and easily manage multiple nodes. To accomplish a complete
distributed surveillance system there needs to be a remote access framework, such as
the method described in the next section.

2.2 Bugnet: Remote Control

An Internet Relay Chat (IRC) bot is a program or collection of scripts that acts on behalf
of an user client. The goals of IRC bots vary widely, such as automatically kicking
other users off or more nefarious things like spamming other IRC users. In this paper, a
free standing IRC bot is presented that monitors an IRC channel for commands from a
particular user and responds accordingly.

A botnet is a collection of bots, usually under the control of a botherder, or botmaster,
using a communication method, such as IRC, to execute actions in proxy on the bots
[23]. The overall structure resembles figure 3(a). Plausible purposes of botnets are click-
fraud, DoS attacks, and distributed processing. The general motivation of the botmaster
is to acquire as many machines as desired and maintain control for either resale or some
ulterior purpose [15].

While there are many preexisting IRC bots freely available online that could be
adapted for this threat, for simplicity and greater control we developed our own from
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Botmaster Vulnerable System

IRC Server

Bots

IRC Botnet

1 Attacker infects host

2 Host becomes 
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botnet

3 Bots log in

4 Botmaster sends 
commands to bots

5 Bots send collected data to botmaster

(a) Overview of an IRC Botnet. (b) An example of the botmaster interacting
with a bot.

Fig. 3. Botnet overview and sample control session

the ground up. The Windows version is written in C, and the OS X version is written in
Perl to support both PPC and Intel platforms.

Our IRC bot has a limited set of procedures relating to controlling who can give
the bot commands, obtaining the bot’s status, and running arbitrary commands on the
infected host at specified times. Only once a password and the botmaster’s username
are approved can the botmaster issue commands. For additional functionality, the IRC
bot accepts any file transfers from the botmaster username using the Direct Client to
Client (DCC) protocol and stores them into the working directory for later access. To
facilitate self installation, when first executed the bot copies its executable into a hidden
directory and establishes itself as a service to be started on each boot-up.

The following subset of the commands we have implemented on the bugbot rep-
resents a suggested minimum for bot development: <password>, authenticates nick
as the botmaster if the password is correct; bot.listen, start to accept commands;
bot.stats, report system status and details; bot.die, kill self; bot.[un]install,
run the install or uninstall routine manually; and, bot.[bg.]run.[at<time>.], ex-
ecute an arbitrary command, optionally in the background or at specified time.

Deciding on an infection vector to get the bot onto the target machine would need
to vary by specific target; it should be noted however, that with a properly configured
rootkit, the bot should remain undiscoverable on the victim’s system [38].

3 Threat Demonstration

One goal of this paper is to present a viable example of a roving bugnet by means of a
prototype demonstration. In this section we show each step of the entire life cycle of an
example attack that can be adapted for other platforms. First, in section 3.1 we describe
a method to remotely infect a Windows PC with an IRC bot. Second, in section 3.2 we
show how the bot gains control of the microphone by installing the recording program
and becomes the bugbot.
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3.1 Infection Vector

It is possible for the attacker to use a variety of methods to get the spyware onto a
victim’s machine. Since advanced infection methods are beyond the scope of this paper
we selected Metasploit’s command line interface and the upload and execute shellcode
as the payload. In order to use a familiar exploit, a default installation of Windows XP
SP1 is exploited using the MS06 040 vulnerability module. All an attacker needs to do
at this point is specify the bot executable as the local file that will be uploaded to the
target and executed on it.

Once the bugbot is installed, it will attempt to join the botnet. At this point an IRC
server is needed where the bot is programmed to look. The bot will then log in, join the
predetermined channel, and post a message showing that it is ready to accept commands
from the botmaster and that it can control the microphone.

3.2 Controlling the Microphone

After the bot has joined the IRC channel, the botmaster can interact with it using the
commands listed in section 2.2. A basic session would resemble figure 3(b). When the
attacker wishes to gain microphone control, the bug executable needs to be transfered
to the compromised machine. For this implementation the attacker transfers the file to
the victim using IRC DCC. Alternatively, it could be included in the original uploaded
installation routine or downloaded with TFTP or FTP, both of which are included in
default installs of Windows XP and Mac OS X.

With this level of remote control on each node within the bugnet, the attacker can now
easily execute the surveillance program and activate the bug on any of the compromised
systems. At a minimum, the attacker would need to specify how long to record as well
as file storage and network transmission options. In our implementation the attacker can
specify: the UDP server listening port number; how long to record for; whether to use
a file, network stream, or both; the output filename; and, the network broadcast stream
destination host IP address and port number. For run time controls, the attacker can send
commands to the bug program through its UDP server.

4 Detection and Mitigation

Limiting microphone access can be done either in hardware, such as with a physical kill
switch or cover, or in software like other resource controls such as application firewalls
that monitor network access. Physical switches would be a difficult after-market op-
tion, and unlike application firewalls which have large market acceptance there appears
to be no existing generic software based protection against microphone surveillance
attacks.

There are particular reasons why monitoring microphone access should be a low bur-
den to the user. First, unlike network access requests or prompts for privilege escalation
the average low-tech user is capable of understanding the purpose of the microphone
and when it should be turned on or off. Second, the frequency of microphone access
requests should be much lower than other resources making it easier to track which
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applications should be permitted. This also prevents illegitimate access requests from
hiding in a cluster of legitimate requests.

In this section we present a preliminary detection and mitigation mechanism for
threats similar to bugbot. Our application can can detect if a Windows process is actively
using the microphone and allow the user to set access controls similar to antivirus suites
and application firewalls based on API call monitoring. This type of specification based
intrusion detection [16] is accomplished by injecting target processes with a custom
dynamic-linked library (DLL) that sets wrappers, known as hooks, for Windows API
(WinAPI) calls.

When the monitored process calls a hooked function the injected DLL’s version of
the function is used instead. This then provides the DLL with transparent access to
all arguments and the ability to return arbitrary values. For this paper, we used a free
Microsoft Research package titled Detours [14] that provides tools and a simplified API
for coding wrapper DLLs.

In section 4.1 we detail how to completely deny suspect processes. While this pro-
vides a solution that protects the true audio, it reduces the chances of tracing the source
of the attack. In section 4.2 we present a solution to this problem by demonstrating how
the victim can deceive the attacker by providing a decoy sound. The final product is
tested section 4.3 where we present several scenarios and results.

4.1 Deploying the Protection Mechanism

As described in section 2.1, this demonstration uses the waveIn WinAPI and details
are in terms of those functions. It should be noted that if other WinAPI functions are
used, the same concept could be executed but with different functions detoured. In the
bug program there are two pertinent function calls that are candidates for hooking into.
A detour of waveInOpen would interfere with passing initialization data to the sound
card driver, but a more direct way to intervene would be to hook into waveInStart.
Once the DLL has detoured the bug’s call it has the option to prevent the bug process
from calling the true waveInStart function and return a failure value instead. This is
an optimal place to insert an allow-or-deny behavior since a denied bug would simply
fail to reach a state capable of gathering data.

Automating the decision of whether a process should be trusted or untrusted is a
difficult problem. A simple and reliable technique, as we have implemented, is for the
monitoring DLL to prompt the user to approve microphone requests on a case to case
basis. It is safe to assume that while allow or deny decisions for frequently requested re-
sources such as outbound network access can easily confuse untrained users, most know
when they are or are not using their microphone. However, since a denied bug would
be obvious to the attacker, a more effective response may be through misinformation,
as we present in the next section.

4.2 Deception by Decoy Audio

In cases where it is necessary to have an audit trail, or there is a desire to fully trace
an attack, it is advisable to create as much time between detecting an intrusion and the
remote attacker leaving the system. One way is to deceive the attacker by feeding the
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Fig. 4. Visualization of the bug program control flow using the deception method. Numbers refer
to same steps as figure 2. 1*, 2*, and 3* are 1, 2, and 3 after DLL interception. 5*) After the
DLL receives a “full buffer” message, it replaces the recording buffer with decoy audio and then
passes the message to the data handling thread.

bug application crafted data. This method maintains viability even if a future surveil-
lance program uses a yet undiscovered covert channel for exporting the data. This decoy
sound should be believable and unpredictable so as to remain undiscovered in the hopes
of buying enough time to permit a better trace to the source of the attack. For example,
randomized keyboard clacking or indiscernible background mumble would be good
candidates.

While the complete traceback of the remote attacker is still an open research prob-
lem, this technique is a building block toward such a goal. With properly crafted decoy
audio, such as timed silence between predictable sounds, it is possible to introduce dis-
tinguishable elements into the transmitted data stream. Similar traceback methods have
been used for other applications [33]. This could even hold in the case of compression or
encryption, as recent research [25,36] has illustrated strong correlations between such
streams and their original content.

To accomplish the deception method transparently, the Detours DLL should in-
ject the crafted audio by replacing filled buffers, that the sound card returns, before
the bug can read them. As illustrated in figure 4, if the DLL hooks into the WinAPI
GetMessage call (1), then it could intercept (1*) the message from sound card driver
(5) indicating a filled buffer. Inside of this message is a pointer to the buffer and the
size of the data stored in the buffer. If the DLL also detoured the waveInOpen call (2),
then it would know the format of the raw data in the buffer in order to match the decoy
audio with it. This avoids deciphering the bug application’s internal data structures and
formats for storing the data. At this point the DLL could swap (5*) the buffer for an
equal length snip from the decoy audio.

4.3 Test Scenarios

In order to observe the viability of injected DLLs that monitor processes for microphone
requests we implemented the defense as a single DLL. When the monitor catches a
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request it prompts the user to either allow, deny, or deceive, by means of decoy audio,
the process in question. In order to establish a reliable testing environment we ran two
instances of the bugbot program, one to represent the untrusted bugbot process and the
other to represent an arbitrary trusted processes.

We initially examined baseline tests with the bugbot and trusted application running
separately. When either was not monitored, or monitored but allowed by the user, it
had access to the true audio. When either was monitored and denied, or deceived, then
neither could access the microphone’s audio.

In the next tests we concurrently executed monitored instances of the applications
to demonstrate that a monitor in deception mode would not interfere with legitimate
recordings. We ran two sets of tests, in one the bugbot attempted to record before the
trusted application initialized the microphone and in the other the bugbot attempted
to record after. In both cases, when the user chose to deceive the bugbot our mitigation
technique transparently replaced the audio from the microphone with a specified record-
ing loop. As a result, the attacker heard the decoy sound while the trusted application
continued using the true microphone input.

5 Related Works

Malware detection has been an area of active research, and there are many methods
proposed to detect or mitigate malware [7,8,9,12,13,27,32,35]. StackGuard [6], Stack-
Ghost [10], RAD [4] and Windows vaccination [21] prevent stack based overflow by
protecting the return address from being modified by the malware. However, they are
not effective against other attack vectors such as heap based overflow [5].

Another method, packet vaccine [34], seeks to detect malware exploit packets by
randomizing address-like stings in the packet payloads. Similar to other randomization
based approaches [1,2,17,18,24], which protect applications and systems via random-
izing the instruction set or address layout, packet vaccine will cause the vulnerable
applications to crash when they are exploited by malware.

Taint analysis aims to detect illegal information flow by tracking the taint, and it
has been widely used for analyzing malware [3,22,26,28,29,31,37]. As pointed out by
Saxena et al. [26], taint tracking usually incurs high performance overhead. This makes
it difficult to be used for detecting malware in real-time.

To the best of our knowledge, no existing malware defense approach has been shown
to be effective in detecting the bugbot we have presented.

6 Conclusion

Remote surveillance is a significantly invasive threat, arguably even more so than iden-
tity theft. As it stands now, most vulnerable devices do not have the protection necessary
to distinctly address microphone or camera hijacks. As a growing number of mobile
devices with exploitable operation systems gain more reliable Internet access, this long
standing problem is reaching a critical potential.

The risk of surveillance attacks is increased on systems shared with untrusted users.
Since multiple users can open the microphone simultaneously, regardless of who is
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physically at the system, any user of a system can be compromised even if just one user
of that system is not protected. Imagine a spouse that exploits this weakness on purpose
to spy on his or her partner through a shared computer. This leads to questioning how
to properly handle the lack of control over shared resources as more people adopt true
multi-user environments.

To demonstrate the viability of a surveillance intrusion, we developed a modern in-
terpretation of a stealthy microphone hijack threat. The features of the bugnet closely
match in-the-wild exploits. It uses a botnet framework and is able to exploit a system as
soon as the target connects to the Internet.

We then investigated ways to mitigate the threat. Physical protection is an option,
such as a cover or on-off switch, but most devices do not have this built-in, leaving
software as the only answer for a vast majority of the vulnerable systems. Given the
infrequency of microphone access by the average user, adding a way to monitor and in-
teractively control recording access should be unobtrusive. As a solution we developed
a mitigation mechanism that can be broadly applied to detect and prevent surveillance
exploits. This methodology employs API hooks to monitor processes and uses extensi-
ble permissions testing to provide an allow-or-deny behavior.

To facilitate forensic analysis, our bugbot mitigation technique additionally involves
using a decoy audio loop that consists of well crafted believable noise, such as back-
ground keyboard clacking or indiscernible talking to retain the remote attacker’s net-
work connection while keeping the true audio recording confidential. The additional
time created could then be used to trace the source of the attacker’s connection, or at
minimum, gathering as much audit information as possible.

Currently most devices with network access and microphones, such as laptops and
smartphones, are vulnerable to this type of attack. Yet there is still no widely accepted
way for users to protect themselves. As awareness of this problem increases, the poten-
tial threat to privacy may lead consumers and businesses to lessen their dependence on
such devices.
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Abstract. Covert channels inside DNS allow evasion of networks which only
provide a restricted access to the Internet. By encapsulating data inside DNS
requests and replies exchanged with a server located outside the restricted net-
work, several existing implementations provide either an IP over DNS tunnel, or
a socket-like service (TCP over DNS). This paper contributes a detailed overview
of the challenges faced by the design of such tunnels, and describes the existing
implementations. Then, it introduces TUNS, our prototype of an IP over DNS
tunnel, focused on simplicity and protocol compliance. Comparison of TUNS
and the other implementations showed that this approach is successful: TUNS
works on all the networks we tested, and provides reasonable performance de-
spite its use of less efficient encapsulation techniques, especially when facing
degraded network conditions.

1 Introduction

Nowadays, more and more networks only allow limited access to the Internet (intranets
of companies, wireless networks in hotels, censored Internet access in some countries
...). As a result, many people have tried to leverage an unfiltered protocol to get a full
access to the Internet, by establishing a communication channel to another system on
the Internet. It has been shown that it is possible to hide data into IP and TCP head-
ers [12], but also using protocols such as ICMP [11], HTTP and HTTPS [8,13], or even
IPv6 [9], for example.

In this article, we focus on covert channels using DNS. The DNS protocol is inter-
esting for covert channels, because of its omnipresence: it is indeed difficult to provide
an Internet access without providing access to a DNS service (one case is however pos-
sible, with configurations providing Web access only and where DNS resolution can
then only be required on the HTTP proxy machine, but not on the end-clients). Further-
more, on networks where authentication or payment is required for users to get granted
an access to Internet (usually using a captive portal [10]), DNS servers cannot return
incorrect results until the user authenticates: if the DNS servers would return incorrect
results to the users, the users’ applications (web browser, for example) could cache the
wrong result, and re-use it after authentication, preventing the user from connecting to
some hosts even after authentication. As a result, networks that only allow Internet ac-
cess after authentication on a captive portal, like those found in airports or hotels, allow
full DNS access even before the user has logged in or paid the connection fee.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 51–62, 2009.
c© IFIP International Federation for Information Processing 2009
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Fig. 1. General principle of covert channels inside DNS

But encapsulating information in DNS packets raises a number of interesting chal-
lenges, since the DNS protocol entails a lot of restrictions. It restricts the size of packets
and DNS records, leading the existing implementations of DNS tunnels to make com-
promises between protocol compliance and performance, making most of them easily
detectable and then filtered. Those compromises are difficult to choose, because exper-
iments need to happen on a lot of real networks to confirm that a given choice doesn’t
break the tunnel on some networks.

In the remainder of this article, we present an overview of IP over DNS tunnels
(Section 2), and describe the existing implementations (Section 3). Then, we introduce
TUNS, our implementation of an IP over DNS tunnel (Section 4), and evaluate it to-
gether with the other existing implementations (Section 5).

2 Overview

Figure 1 describes the general principle of covert channels inside DNS tunnels. The
client is located in a network where communications to the outside world are going
through a firewall. To communicate with servers on the Internet, the client encapsulates
data in DNS queries related to the domain delegated to a rogue DNS server located
on the Internet. Those queries are sent to the local network’s DNS server (direct com-
munication to other DNS servers is usually firewalled), then travel through the ISP’s
DNS infrastructure, and finally reach the rogue DNS server. Once there, the rogue DNS
server decodes the data, and sends it to its target destination, as if it originated from the
rogue server itself.

The return path works in a similar way: since the data was sent from the rogue
DNS server, replies from target servers return back to the rogue server, which then
encapsulates the data in DNS replies sent back to the initial client. However, since
those DNS replies can only be sent in reply to DNS queries sent by the client, the client
must keep polling the server for data.

Since DNS queries and replies travel through the ISP’s DNS infrastructure, they
must not differ too much from normal DNS packets. If they are not RFC-compliant
or too easy to detect, they will be filtered. For example, data sent from the client to the
server is usually encoded in the name being queried, using Base32 (5 bits of information
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per character) or Base64 (6 bits per character) encodings. But DNS only allows 63
different characters ([a-z][A-Z][0-9]-), forcing implementations that choose to
use Base64 to add a non-compliant character to this set. Another problem is that Base64
is case-sensitive, while DNS allows servers to change the queries’ case (RFC 1035 [5],
section 2.3.3: When data enters the domain system, its original case should be preserved
whenever possible.).

To deal with those constraints, the existing implementations make various compro-
mises, which we describe in the following section.

3 Existing Implementations

There are several existing implementations of covert channels using DNS, which can
be divided into two categories:

• covert channels that provide an IP over DNS tunnel (that allow to transmit IP pack-
ets through the communication channel) ;
• covert channels that provide a single TCP-like communication channel, allowing

to establish an SSH connection (or any other kind of TCP connection) through it.

3.1 IP over DNS Tunnels

IP over DNS tunnels generally use a tun (level 3) or tap (level 2) device, allowing the
user to route packets to that interface. Their use is transparent for applications.

NSTX [3] is the older of such implementations. To encode data into queries, it uses
a non-compliant Base64 encoding (using "_" in addition to the 63 characters allowed
by the DNS RFC). Replies are encoded into TXT records.

Iodine [2] is a more recent project. It uses either Base32 or a non-compliant Base64
encoding to encode the data (chosen via a configuration option). Replies are sent us-
ing NULL records. NULL records are described in RFC 1035 [5] section 3.3.10 as
a container for any data, up to 65535 bytes long. It is used as a placeholder in some
experimental DNS extensions.

Additionally, Iodine uses EDNS0 [6], a DNS extension that allows to use DNS pack-
ets longer than the 512-byte limit initially chosen in RFC 1035.

Both NSTX and Iodine split IP packets into several DNS packets, send them sep-
arately, then reassemble the IP packets at the other endpoint (in a way similar to IP
fragmentation).

3.2 TCP over DNS Tunnels

The second category of tunnels only provides a single TCP connection. The user gener-
ally establishes an SSH connection, then uses SSH’s port forwarding and SOCKS proxy
features.

The main drawback of those solutions is that they must provide a reliable communi-
cation channel over an unreliable protocol, and thus deal with losses, retransmissions,
reordering and duplication of DNS packets.
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OzymanDNS [4] is the most known implementation. It uses Base32 to encode queries,
TXT records for replies, and the EDNS0 extension. During our tests, it proved unstable,
crashing frequently.

dns2tcp [1] is a more recent implementation. It uses TXT records, and a non-compliant
Base64 encoding (use of ’/’ in addition to the 63 characters allowed in DNS).

3.3 Conclusion

We tested those four implementations on a dozen of different DNS infrastructures (var-
ious french DSL providers, academic networks, public hotspots in hotels, airports, train
stations, ...). The four implementations we tested failed to work on a majority of net-
works. This was expected, since:

• NSTX and dns2tcp can be blocked by forbidding non-compliant names in queries
(both of them use DNS names with additional characters).
• All the implementations can be blocked by not serving queries for rarely used DNS

records (TXT, NULL) or extensions (EDNS0). This is not an option on most net-
works, because it would break existing protocols (TXT records are used by the
SPF anti-spam system, for example). But it is an acceptable option for commercial
hotspots, where the user is less likely to expect a complete access to all Internet
features.

4 TUNS

Since the four existing implementations failed to work on a majority of networks,
we wrote our own prototype, named TUNS. We aimed at using only standard and
widely used features of DNS, so TUNS’ packets would be harder to filter in fire-
walls.

TUNS is an IP over DNS tunnel, written in Ruby, and available under the GNU
GPL1. Contrary to other solutions, which use TXT or NULL records, rarely used for
legitimate reasons, TUNS only uses CNAME records. It encodes the IP packets using a
Base32 encoding (Figure 2). Unlike NSTX and Iodine, TUNS doesn’t split IP packets
into several smaller DNS packets: instead, the MTU of the tunnel’s interface is reduced
to a much smaller value (140 bytes by default), and the operating system is responsible
for splitting IP packets using IP fragmentation. This removes the need to implement a
state-machine to retransmit lost DNS packets, and increases the reliability of the tun-
nel in case of packet loss, but reduces the amount of useful information that can be
transmitted, since the IP headers are repeated in each DNS packet.

When there is data to transmit on the client side, they are immediately encapsulated
into a DNS query, and sent to the server. To receive data from the server, the client
polls it on a regular basis with short DNS queries. If the server has data that must be
sent to the client, it answers the client’s query immediately. If it doesn’t have data to
send to the client, it waits for a small amount of time before sending an empty reply.
If data to be transmitted arrives during this waiting delay, it is transmitted immediately.

1 TUNS can be downloaded from http://www-id.imag.fr/~nussbaum/tuns.php

http://www-id.imag.fr/~nussbaum/tuns.php
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The client sends a data packet to the server:

Domain Name System (query)
dIUAAAVAAABAAAQABJ5K4BKBVAHAKQNICBAAAOS5TD4ASKPSQIJEM7VABAAEASC.
MRTGQ2TMNY0.domain.tld: type CNAME, class IN

The client sends a short query that the server will use to send a reply:

Domain Name System (query)
r882.domain.tld: type CNAME, class IN

The server acknowledges the data that was sent. In its reply, it indicates the size of the server-side
queue (l4.domain.tld, so 4 packets), so the client can send more requests for data:

Domain Name System (response)
Queries
dIUAAAVAAABAAAQABJ5K4BKBVAHAKQNICBAAAOS5TD4ASKPSQIJEM7VABAAEASC.
MRTGQ2TMNY0.domain.tld: type CNAME, class IN

Answers
dIUA[..]0.domain.tld: type CNAME, class IN, cname l4.domain.tld

The server sends a reply containing data to the client:

Domain Name System (response)
Queries
r882.domain.tld: type CNAME, class IN

Answers
r882.domain.tld: type CNAME, class IN, cname dIUAAAVCWIUAAAQABH
VCY2DMO2HQ7EAQSEIZEEUTCOKBJFIVSYLJOF4YDC.MRTGQ2TMNY0.domain.tld

Later, to another request for data, the server replies that it doesn’t have any data to send:

Domain Name System (response)
Queries
r993.domain.tld: type CNAME, class IN

Answers
r993.domain.tld: type CNAME, class IN, cname dzero.domain.tld

Fig. 2. Content of DNS packets exchanged between a TUNS client and server, as seen with the
wireshark network analyzer. Some packets have been shortened for space reasons.

This allows to reduce latency in interactive communications (such as SSH sessions for
instance).

Another problem that is addressed in TUNS is the fact that DNS infrastructures
sometimes send duplicated queries (probably, in a selfish way, to increase their chances
to get a reply despite packet loss): a single query from a client can be duplicated by an
intermediate server, and the final server will receive that query twice. In that case, the
DNS server must return the same reply to both queries, otherwise an IP packet will be
lost. A cache was added in TUNS to allow that.

We tested TUNS on a wide range of networks (including those where we previously
tested the other implementations), and TUNS always worked properly.
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TUNS serverTUNS client emulator

Fig. 3. Experimental setup

5 Performance Evaluation

We evaluated the performance of NSTX 1.1 beta6, Iodine 0.4.1 and TUNS 0.9.2. To
be able to compare them using a wide range of network conditions, we used network
emulation (our experimental setup is described in figure 3). The experiments were per-
formed on 3 nodes of the Grid’5000 platform (quad-Opteron 2.2 GHz, 4 GB of RAM,
connected to Gigabit Ethernet). The nodes are running Linux 2.6.22 compiled for x86,
not x86-64, to allow network emulation to benefit from the support for high-frequency
timers, which didn’t exist for x86-64 in Linux 2.6.22. Emulation settings are applied
using the TC (Traffic Control) subsystem of Linux when the packets exit the emulator
node, both when travelling from the client to the server, and on their way back from
the server. Latency measurements were performed using ping, with one measurement
per second. Bandwidth measurements were done using iperf. For all experiments, the
network bandwidth was limited to 1 Mbps, to reproduce conditions found on slow wire-
less networks. This bandwidth limitation was confirmed to be realistic by measuring the
available bandwidth on a few wireless networks.

5.1 Influence of Latency

Our first set of experiments focus on determining how the various solutions react to
high-latency situations. Such situations are frequent with such tools, for example when
the client connects to a server located overseas. Figure 4 shows the perceived latency,
when the underlying network latency between the client and server ranges from 0 ms to
100 ms (so the maximum Round Trip Time is 200 ms). All solutions perform in similar
ways in that case, but TUNS and Iodine exhibit a small, constant overhead compared to
NSTX.

Figure 5 shows the measured upload bandwidth. Iodine gives the best results, while
NSTX is slower than Iodine, especially when the latency is relatively low. TUNS is
significantly slower than the other implementations. There are several reasons for this:

• TUNS uses Base32 encoding, while NSTX and Iodine use Base64, which is more
efficient, but not RFC-compliant.
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Fig. 4. Perceived latency using pings initiated on the client side. Vertical bars indicate the mini-
mum and maximum values over 20 measurements.
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Fig. 5. Upload bandwidth (client to server)

• NSTX and Iodine split IP packets, while TUNS relies on IP fragmentation. This
causes the IP headers to be encoded in each packet, leaving less space for the rest
of the data.
• NSTX and Iodine are written in C, while TUNS is written in Ruby. The use of

an interpreted scripting language clearly increases the processing overhead. After
discovering the performance problems of our implementation, we profiled TUNS
using Ruby’s profiler, and the Ruby DNS library we used proved to be a major
bottleneck. The development version of Ruby (Ruby 1.9) improves performance
slightly.
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Fig. 6. Perceived latency using pings initiated on the server side
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Fig. 7. Download bandwidth (server to client)

Figure 6 describes the tunnel latency using pings initiated from the server. It shows
the efficiency of the polling method used by the tunnel. While NSTX and TUNS provide
similar performance, Iodine’s performance is much lower. Further investigations show
that Iodine responds immediately to polling requests, even if it doesn’t have anything
to send. Instead, in that case, NSTX and TUNS wait for a while. If data to be sent
to the client arrives during that waiting period, it can then be sent immediately. This
optimization has a drawback: if the server takes too much time to reply, an intermediate
DNS server (part of the ISP’s infrastructure, for instance) might report a failure. In
TUNS, the duration which the server is allowed to wait is configurable from the client-
side, to adjust to different DNS infrastructures.
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Fig. 8. Measurements on a network emulating packet loss and reordering

As seen in figure 7, the download bandwidth (server to client) is similar to the upload
bandwidth (Figure 5). During all our bandwidth measurements, NSTX provided more
variable performance than TUNS and Iodine.

5.2 Influence of Degraded Network Conditions

After this first set of measurements, we focused on how the various implementations
would perform in degraded network conditions. We emulated a network with 5% of
packet loss (uniformly distributed), and latency varied of 10 ms around the value we
defined (following normal distribution), causing packets reordering.

Results (Figure 8) show that, while the latency is mostly unaffected, the bandwidth
is clearly penalized by such conditions. While TUNS was clearly the slowest imple-
mentation in perfect network conditions, it now outperforms NSTX.

This is very likely to be caused by the fact that Iodine and NSTX split the IP packets
into several DNS packets: when a DNS packet is lost, Iodine and NSTX must take
care of retransmitting it, or must discard the other DNS packets split from the same IP
packet, and wait for that IP packet to be retransmitted.
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6 Changing Tunnel Parameters

While TUNS makes a compromise with efficiency to be able to function properly on
more networks than the other implementations, there are cases where this compromise
is not necessary. It is interesting to be able to adjust the tunnel’s parameters, to match
what the network will tolerate. However, this configuration change must be done re-
motely, from the client-side: the user might lock himself out while trying different pa-
rameters if that’s not possible.

In TUNS, the client can send special DNS requests to change the configuration of
the server. Currently, the following parameters can be changed:

• MTU of the tunnel interface: some DNS infrastructure allow to send larger DNS
packets (more than 512 bytes). That allows to increase the length of the IP packets
going through the tunnel, thus increasing the efficiency of the tunnel.
• Delay during which the server can keep a request before answering it: as explained

in section 5.1, this affects the efficiency of the polling mechanism.

In the future, TUNS could be modified to allow other parameters to be changed as
well:

• Encoding used for queries and replies (allow to switch from Base32 to Base64 if
the network allows it);
• Type of requests used (switch from CNAME to TXT or NULL);
• Allow to enable EDNS0, and DNS queries over TCP.

7 Future Work

In addition to the change of other tunnel parameters, several other improvements could
be investigated for TUNS.

First, it would be interesting if TUNS could automatically adapt to a network: it
could infer the optimal polling frequency for a path, and detect which countermea-
sures/filtering a network does to choose the optimal settings for encoding.

To increase the bandwidth of the tunnel, focus should be put on increasing the
amount of useful data transferred in each DNS packet. Mechanisms like headers com-
pression [7] could be use to decrease the overhead of using short IP packets. However,
to be able to reduce the number of DNS packets, and not only the size of independent
DNS packets, such mechanisms should be used before IP fragmentation happens, so it
would have to be done in the kernel. A simple way to reach this goal could be to use
PPP, instead of simply encapsulating IP packets.

Working on the encoding scheme could also bring interesting results. While the orig-
inal DNS RFC doesn’t allow the "_" character, this character is used in several DNS
extensions (for example, it’s commonly used in DNS SRV records). During our ex-
periments, we encountered both networks that dropped queries containing the "_", and
networks that allowed queries containing "_" for all records (not only SRV). Allowing
Base64 using "_" as an option is a fairly conservative choice.
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Another option is to add an escape mechanism to do Base64 using only the 63 valid
characters. The problem with this is that it will cause the packet length to vary. In
our experiments with changing the tunnel’s MTU (which causes the DNS packets to
increase or decrease size), we discovered that many DNS infrastructures were very
strict on the packet length they allowed, which could cause some IP packets to never
be transmitted through the tunnel, causing some connections (e.g TCP connections) to
hang. A workaround could be to allow several escape mechanisms to co-exist and be
chosen on a per-packet basis: the implementation could then choose the escape scheme
that produces the shortest DNS packet, for each IP packet it tries to transmit.

8 Conclusion

The number of existing implementations proves it: the idea of using IP over DNS tun-
nels is not new. However, the number of existing implementations also shows that none
of the implementations bring a definitive answer to this problem, due to the number of
challenges that such tunnels need to overcome. This paper provides a detailed explo-
ration of those challenges.

Specifically, TUNS proposes interesting solutions to address those challenges. It fa-
vors a simple design, and stays within the boundaries fixed by the DNS protocol spec-
ification. This proved successful: TUNS is the only tunnel that worked on all the real
networks we could try. TUNS also achieves reasonable performance compared to the
other solutions, especially when facing bad network conditions, which are frequent with
wireless hotspots.

Finally, TUNS demonstrates that it is possible to achieve reasonable performance
without resorting to obscure DNS features or non-compliant behaviour. From a network
administrator point of view, it seems difficult to block TUNS without also blocking
legitimate traffic: the only solution left is to reduce the bandwidth of the covert channel
by using traffic shaping techniques (to rate-limit the DNS queries), thus making the
channel mostly useless.
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Abstract. This paper presents a technique to systematically discover insider at-
tacks in applications. An attack model where the insider is in the same address 
space as the process and can corrupt arbitrary data is assumed. A formal tech-
nique based on symbolic execution and model-checking is developed to compre-
hensively enumerate all possible insider attacks corresponding to a given attack 
goal. The main advantage of the technique is that it operates directly on the pro-
gram code in assembly language and no manual effort is necessary to translate 
the program into a formal model. We apply the technique to security-critical 
segments of the OpenSSH application. 

1   Introduction 

Insider threats have gained prominence as an emerging and important class of security 
threats [1, 2]. An insider is a person who is part of the organization and either steals 
secrets or subverts the working of the organization by exploiting hidden system flaws 
for malicious purposes. For example, a web browser may have a malicious plugin that 
overwrites the address bar with the address of a phishing website. Or a disgruntled 
programmer may plant a logical flaw in a banking application that allows an external 
user to fraudulently withdraw money. Both are examples of how a trusted insider can 
compromise an application and subvert it for malicious purposes.  

This paper considers application-level insider attacks. We define an application-
level insider attack as one in which a malicious insider attempts to overwrite one or 
more data items in the application, in order to achieve a specific attack goal. The 
overwriting may be carried out by exploiting existing vulnerabilities in the application 
(e.g. buffer overflows), by introducing logical flaws in the application code or through 
malicious third-party libraries. It is also possible (though not required) to launch  
insider attacks from a malicious operating system or higher-privileged process. Appli-
cation-level insider attacks are particularly insidious because, (1) by attacking the ap-
plication an insider can evade detection by mimicking its normal behavior (from the 
point of view of the system), and (2) to attack the application, it is enough for the in-
sider to have the same privilege as that of the application (assuming a flat address 
space where all modules have equal privileges), whereas attacking the network or op-
erating system may require super-user privileges. 

Before defending against insider attacks, we need a model for reasoning about in-
siders. Previous work has modeled insider attacks at the network and operating  
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system (OS) levels using higher-level formalisms such as attack graphs [3] and proc-
ess calculi [4]. However, modeling application-level insider attacks requires analysis 
of the application’s code as an insider has access to the application and can hence 
launch attacks on the application’s implementation. Higher-level models are too 
coarse grained to enable reasoning about attacks that can be launched at the applica-
tion code level. Further, higher-level models typically require application vulnerabili-
ties to be identified up-front in order to reason about insider attacks. 

This paper introduces a technique to formally model application-level insider at-
tacks on the application code (expressed in assembly language). The advantage of 
modeling at the assembly level is that the assembly code includes the program, librar-
ies, and any state added by the compiler (e.g. stack pointer and return addresses), and 
enables accurate reasoning about all software-based insider attacks. 

The proposed technique uses a combination of symbolic execution and model 
checking to systematically enumerate all possible insider attacks in a given applica-
tion corresponding to an attack goal. The technique can be automatically deployed on 
the application’s code and no formal specifications need to be provided other than ge-
neric specifications about the attacker’s end goal(s).  

The value of the analysis performed by the proposed technique is that it can expose 
non-intuitive cases of insider attacks that may be missed by manual code inspection. 
This is because the technique exhaustively considers corruptions of data items used in 
the application (under a given input), and enumerates all corruptions that lead to a 
successful attack (based on the specified attack goal). The results of the analysis can 
be used to guide the development of defense mechanisms (e.g. assertions). 

We have implemented the proposed technique as a tool, SymPLAID, which directly 
analyzes MIPS-based assembly code. The tool identifies for each attack, (1) The pro-
gram point at which the attack must be launched, (2) The data item that must be over-
written by the attacker, and (3) The value that must be used for overwriting the data 
item in order to carry out the attack. 

SymPLAID builds on our earlier tool, SymPLFIED [5], used to evaluate the effect 
of transient errors on the application. SymPLFIED groups individual errors into a sin-
gle abstract class (err), and considers the effect of the entire class of errors on the pro-
gram. This is because in the case of randomly occurring errors, we are more interested 
in the propagation of the error rather than the precise set of circumstances that caused 
the error. In contrast, security attacks are launched by an intelligent adversary and 
hence it is important to know precisely what values are corrupted by the attacker in or-
der to design efficient defense mechanisms against the attack(s). Therefore, Sym-
PLAID was built from the ground up to emphasize precision in terms of identifying the 
specific conditions for an attack. Thus, rather than abstracting the attacker’s behavior 
into a single class, the effect of each value corruption is considered individually, and its 
propagation is tracked in the program. The key contributions of the paper are: 

1. Introduces a formal model for reasoning about application-level insider attacks at 
the assembly-code level, 

2. Shows how application-level insiders may be able to subvert the execution of the 
application for malicious purposes, 

3. Describes a technique to automatically discover all possible insider attacks in an 
application using symbolic execution and model checking, 

4. Demonstrates the proposed techniques using a case-study drawn from the authen-
tication module of the OpenSSH application [6].  
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2   Insider Attack Model 

This section describes the attack model for insider attacks and an example scenario 
for an insider attack.  

2.1   Characterization of Insider 

Capabilities: The insider is a part of the application and has unfettered access to the 
program’s address space. This includes the ability to both read and write the pro-
gram’s memory and registers. However, we assume that the insider cannot modify the 
program’s code, which is reasonable since in most programs the code segment is 
marked read-only after the program is loaded.  An attacker may get into the applica-
tion (and become an insider) in one or more of the following ways: 

1. By a logical loophole in the application planted by a disgruntled or malicious 
programmer, 

2. Through a malicious (or buggy) third-party library loaded into the address space 
of the application,  

3. By exploiting known security loopholes such as buffer overflow attacks and 
planting the attack code,  

4. By overwriting the process’s registers or memory from another process (with 
higher privilege) or debugger, 

5. Through a security vulnerability in the operating system or virtual machine (if 
present) 

In each of the above scenarios, the insider can corrupt the values of either memory 
locations or registers while the application is executing. The first three scenarios only 
require the insider to have the same privileges as the applications, while the last two 
require higher privileges. 

Goal: The attacker’s goal is to subvert the application to perform malicious functions 
on behalf of the attacker. However, the attacker wants to elude detection or culpability 
(as far as possible), so the attacker’s code may not directly carry out the attack, but 
may instead overwrite elements of the program’s data or control in order to achieve 
the attacker’s aims. From an external perspective, it will appear as though the attack 
originated due to an application malfunction, and hence the attack code will not be 
blamed. Therefore, the attacker can execute code to overwrite crucial elements of the 
program’s data or control elements.  

It is assumed that the attacker does not want to crash the application, but wants to 
subvert its execution for some malicious purpose. The attack is typically launched only 
under a specific set of inputs to the program (known to the attacker), and the input se-
quence that launches the attack is indistinguishable from a legitimate input for the pro-
gram. Even if the insider is unable to launch the attack by himself/herself, he/she may 
have a colluding user who supplies the required inputs to launch the attack.  

2.2   Attack Scenario 

Figure 1 shows an example attack scenario where the insider has planted a “logic bomb” 
in the application which is triggered under a specific set of inputs. Normal users are 
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unlikely to accidentally supply the trigger sequence and will be able to use the applica-
tion without any problems. However, a colluding user knows about the time-bomb and 
supplies the trigger sequence as input. Perimeter based protection techniques such as 
firewalls will not notice anything unusual as the trigger sequence is indistinguishable 
from a regular input for all practical purposes. However, the input will trigger the time-
bomb in the application thereby launching the security attack on behalf of the insider.  

 

Fig. 1. Attack scenario of an insider attack 

2.3   Problem Definition 

The problem of attack generation from the insider’s point of view may be summed up 
as follows: “If the input sequence to trigger the attack is known (AND) the attacker’s 
code is executed at specific points in the program, what data items in the program 
should be corrupted and in what way to achieve the attack goal?” 

This paper develops a technique to automatically discover conditions for insider at-
tacks in an application given (i) the inputs to trigger the attack (e.g. a specific user-name 
as input), (ii) the attacker’s objective stated in terms of the final state of the application 
(e.g. to allow a particular user to log in with the wrong password) and (iii) the attacker’s 
capabilities in terms of the points from which the attack can be launched (e.g. within a 
specific function). The analysis identifies both the target data to be corrupted and what 
value it should be replaced with to achieve the attacker’s goal.  To facilitate the analysis, 
the following assumptions are made about the attacker by the technique. (1) Only one 
value can be corrupted, but the corrupted value can be any valid value. This assumption 
ensures that the footprint of the attack is kept small which makes it easier to evade detec-
tion (from a defense technique) and (2) Corruption is only allowed at fixed program 
points. This assumption reflects the fact that an insider may be able launch their attacks 
only at fixed program points – for example, where the untrusted library function is called. 

3   Example Code and Attacks 

This section considers an example code fragment to illustrate the attack scenario in 
Section 2.2.  The example is motivated by the OpenSSH program [6], but is not the 
actual code extract (we consider the real OpenSSH application in Section 5).  
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int authenticate(void* src, void* dst, void* temp, int len){ 
     1: readSystemPassword(temp); 
     2: strncpy(src, temp, len) 
     3: readUserPassword(temp); 
     4: strncpy(dst, temp, len); 
     5: if (! strncmp(dst, src, len) ) return 1; 
     return 0; 
}  

Fig. 2. Code of the authenticate function 

Figure 2 shows an example code fragment containing the authenticate function. 
The authenticate function reads the values of the system password and the user pass-
word into the tmp buffer. It copies the value of the system password into the src 
buffer and the value of the user password into the dst buffer. It then compares the val-
ues in the src and dst buffers and if they match, it returns the value 1 (authenticated). 
Otherwise it returns the value 0 (unauthenticated) to the caller. 

We take the attacker’s perspective in coming up with insider attacks on the code in 
Figure 2. The attacker’s goal is to allow a colluding user (who may be the same per-
son as the attacker) to be validated even if he/she has entered the wrong password. 
The following assumptions are made in this example, for simplicity of explanation: 

1. The attack can be invoked only within the body of the authenticate function.  
2. The attacker can overwrite the value of registers and local variables, but not glob-

al variables and heap buffers (due to practical limitations such as not knowing the 
exact address of global variables and dynamic memory objects).  

3. The attack points are immediately before the function calls within the authenti-
cate function, i.e., the arguments to any of the functions called by the authenti-
cate function may be overwritten prior to the function call.  

Table 1. Insider attacks on the authenticate function 

Pro-
gram 
Point 

Variable  to 
be corrupted 

Corrupted 
value of 
variable 

Comments/Explanation 

dst src buf The src buffer is compared with itself 
src dst buf The dst buffer is compared with itself 

src temp buf 
The dst buffer is compared with the temp buffer which 
contains the same string 

strncmp 
point 
(line 5) 

len <= 0  
The strncmp function terminates early and returns 0 (the 
strings are identical) 

temp src buf 
This copies the string in the src buffer to the dst buffer, 
thereby ensuring that the strings match 

strncpy 
point 
(line 4) dst 

srcBuf – 
strlen(buf) 

This writes a ‘\0’ character in the src buffer, effectively 
converting it to a empty string. The dst buffer is also 
empty as it is not initialized (assuming it is initially set to 
all zeroes), and hence the strings match. 

temp dst buf readUser
Pass-
word 
point 
(line 3) 

temp 

Any un-
used loca-
tion in 
memory  

The temp buffer originally contains the system password. 
Due to the attack, the value in the temp buffer is not re-
placed with the user password. Therefore, the system 
password is copied to the dst buffer, which matches the 
contents of  the src buffer i.e., the system password.  
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Table 1 shows the set of all possible attacks the attacker could launch in the above 
function. A particularly interesting attack found is presented in row 6 of Table 1, 
where the dst argument of the strncpy function was set to overlay the src string in 
memory. This replaces the first character of the src string with ‘\0’, effectively con-
verting it to a NULL string. The dst string also becomes NULL as the dst buffer is not 
filled by the strncpy function (we assume that it has initially been filled with all ze-
roes). The two strings will match when compared and the authenticate function will 
return ‘1’. This allows the colluding user to be authenticated.  

As Table 1 shows, discovering all possible insider attacks manually (by inspection) 
is cumbersome and non-trivial even for the modestly sized piece of code that is con-
sidered in Figure 2. Therefore, we have developed a tool, SymPLAID, to automati-
cally generate insider attacks scenarios. The attacks in Table 1 were discovered by 
SymPLAID. Although the tool works on assembly language programs, we have 
shown the program as C-language code in Figure 2 for simplicity. We have validated 
the attacks shown in Table 1 using the GNU debugger (gdb) to corrupt the values of 
chosen variables in the application on an AMD machine running the Linux operating 
system. All the attacks in Table 1 were found to be successful i.e. they led to the user 
being authenticated in spite of providing the wrong password. 

The attacks in Table 1 contain both “obvious attacks” as well as surprising corner 
cases. It can be argued that finding obvious attacks is not very useful as they are likely 
to be revealed by manual inspection of the code. However, the power of the proposed 
technique is that it can reveal all such attacks on the code, whereas a human operator 
may miss one or more attacks. This is especially important from the developer’s per-
spective, as all the security holes in the application need to be plugged before it can 
be claimed that the application is secure (as all the attacker needs to exploit is a single 
vulnerability). Moreover, the ability to discover corner-case attacks is the real benefit 
of using an automated approach.  

The attacks discovered by SymPLAID can be used to guide the development of de-
fense mechanisms. For example, for the attacks discovered in Table 1, we insert run-
time checks at the following points: 

1. Before the call to the strncmp function to ensure that the src and dst buffers of the 
strncmp function do not overlap with each other or with the temp buffer in terms 
of physical locations. This prevents attacks in rows 1 to 4 of Table 1. 

2. After the call to the readUserPassword function in line 3 to ensure that the temp 
buffer is non-empty. This prevents attacks in the rows 7 and 8 of Table 1.  

3. Before the call to the strncpy function to ensure that neither the temp buffer nor 
the dst  buffer overlap with the src buffer. This prevents attacks in the rows 5 and 
6 of Table 1. 

Figure 3 shows the code in Figure 2 with the checks inserted as assert  
statements. It is assumed that the checks are themselves immune to attack from an  
insider. 
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int authenticate(void* src, void* dst, void* temp, int len){ 
     1: readSystemPassword(temp); 
     2: strncpy(src, temp, len) 
     3: readuserPassword(temp);  
 assert( isNotEmpty(temp) );  assert( noOverlap(temp, src) and noOverlap(temp, dst) ) 
     4: strncpy(dst, temp, len); 
 assert( noOverlap(src, dst) and noOverlap(src, temp) ); assert( len > 0 ); 
     5: if (! strncmp(dst, src, len) ) return 1; 
     return 0; 
}  

Fig. 3. Code of authenticate function with assertions 

4   Technique and Tool 

This section describes the key techniques used in the automation and the design of a 
tool to automatically discover insider attacks in an application. 

4.1   Symbolic Execution Technique 

We represent an insider attack as a corruption of data values at specific points in the 
program’s execution i.e. attack points. The attack points are chosen by the program 
developer based on knowledge of where an insider can attack the application. For ex-
ample, all the places where the application calls an untrusted third-party library are at-
tack points as an insider can launch an attack from these points. In the worst-case, 
every instruction in the application can be an attack point.  

The program is executed with a known (concrete) input, and when one of the spe-
cified execution points is reached, a single variable1 is chosen from the set of all vari-
ables in the program and assigned a symbolic value (i.e. not a concrete value). The 
program’s execution is continued with the symbolic value for the chosen variable. All 
other variables in the program are unchanged. The above procedure is repeated ex-
haustively for each data value in the program at each of the specified attack points. 
This allows enumeration of all insider attacks on a given program. 

The key technique used to comprehensively enumerate insider attacks is symbolic 
execution-based model checking. This means that the program is executed with a 
combination of concrete values and symbolic values, and model-checking is used to 
“fill-in” the symbolic values as and when needed. Symbolic values are treated similar 
to concrete values in arithmetic and logical computations performed in the system. 
The main difference is in how branches and memory accesses based on expressions 
involving symbolic values are handled. When a memory access is performed with a 
symbolic expression as the address operand, the execution of the program is forked 
and the symbolic expression is equated to a different memory address in each fork. 
The value stored at the address is read or written in the corresponding fork and the 
program’s execution is continued. Once the symbolic value has been assigned to an 
address, all expressions involving the symbolic value in the state are concretized.  

                                                           
1 We use the generic term variable to refer to both registers and memory locations in the program.  
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Similarly, in the case of branches involving symbolic expressions, the program 
execution is forked at the branch point. The branch condition is added as a constraint 
to the first fork, while the negation of the condition is added as a constraint to the sec-
ond fork. For each program fork encountered above, the model checker checks 
whether (1) The fork is a viable one, based on the past constraints of the symbolic ex-
pressions, and (2) whether the fork leads to a desired outcome (of the attacker). If 
these two conditions are satisfied, the model checker will print the state of the pro-
gram corresponding to the fork i.e. attack state.   

As in most model-checking approaches, the number of states explored can be ex-
ponential in the size of the program and its address space. However, very few of the 
states explored by the model-checker will satisfy the attacker’s goal(s). Hence, the 
model-checker can prune branches of the search tree once it is clear that the branch 
will not lead to a state satisfying the goal. This is the key to the scalability of the ap-
proach, and underlies the importance of specifying an attack goal for the insider.  

4.2   SymPLAID Tool 

The symbolic execution technique described in the previous section has been imple-
mented in an automated tool – SymPLAID (Symbolic Program Level Attack Injection 
and Detection). This is based on our earlier tool, SymPLFIED, used to study the ef-
fect of transient errors on programs [5].  

SymPLAID accepts the following inputs: (1) an assembly language program along 
with libraries (if any), (2) a set of pre-defined inputs for the program, (3) a specifica-
tion of the desired goal of the attacker (expressed as a formula in first-order logic) and 
(4) a set of attack points in the application. It generates a comprehensive set of insider 
attacks that lead to the goal state. For each attack, SymPLAID generates both the lo-
cation (memory or register) to be corrupted as well as the value that must be written 
to the location by the attacker.  

SymPLAID directly parses and interprets assembly language programs written for 
a MIPS processor. The current implementation supports the entire range of MIPS in-
structions, including (1) arithmetic/logical instructions, (2) memory accesses (both 
aligned and unaligned) and (3) branches (both direct and indirect). However, it does 
not support system calls. The lack of system call support is compensated for by the 
provision of native support for input/output operations. Floating point operations are 
also not considered by SymPLAID. This is not a bottleneck as floating-point opera-
tions are typically not used by security-critical code in applications.  

SymPLAID is implemented using Maude, a high-performance language and  
system that supports specification and programming in rewriting logic [7]. Sym-
PLAID models the execution semantics of an assembly language program using  
both equations and rewriting rules. Equations are used to model the concrete seman-
tics of the machine, while rewriting rules are used for introducing non-determinism 
due to symbolic evaluation. SymPLAID maintains precise dependencies both in terms 
of arithmetic and logical constraints and solves the constraints without incurring false-
positives. This is the biggest difference between SymPLAID and SymPLFIED [5], 
which aggregates symbolic values into a single class and hence incurs false-positives. 
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5   Case Study: OpenSSH Authentication Module 

To evaluate the SymPLAID tool on a real application, we considered a reduced ver-
sion of the OpenSSH application [6] involving only the user-authentication part. This 
is because SymPLAID does not support all the features used in the complete SSH ap-
plication, e.g. system calls. We retain the core functions in the authentication part of 
OpenSSH with little or no modifications, and replace the more complex ones with 
stub versions – i.e. simplified functions that approximate the behavior of their original 
versions. We also replace the system calls with stubs. The reduced version, the au-
thentication module, consists of about 250 lines of C code and emulates the behavior 
of the SSH application starting from the point after the user enters his/her username 
and password to the point that he/she is authenticated or denied authentication by the 
system (we consider only password-based authentication).  

We ran SymPLAID on the authentication module after compiling it to MIPS as-
sembly using the gcc compiler. As before, the goal is to find insider attacks that will 
allow the user to be authenticated. It is assumed that the insider can overwrite the 
value of any register prior to executing any instruction within the authentication mod-
ule. The input to the authentication module is the username and password. The user-
name may or may not be a valid username in the system, and the password may or 
may not be correct. These lead to four possible categories of inputs.  

SymPLAID discovered attacks corresponding to the categories where an invalid 
username is supplied with a valid password (for the application) and where a valid 
user-name is supplied with an incorrect password. An example of an attack where the 
invalid username is supplied is considered. Due to space constraints, the other attacks 
are not described and may be found in the technical report [8].  

5.1   Example Attack: Invalid User-Name 

The authentication part of SSH works as follows: when the user enters his/her name, 
the program first checks the user-name against a list of users who are allowed to log 
into the system. If the user is allowed to log into the system, the user record is as-
signed to a data-structure called an authctxt and the user details are stored into the 
authctxt structure. If the name is not found on the list, the record is assigned to a spe-
cial data-structure in memory called as fake. fake is also an authctxt structure, except 
that it holds a dummy username and password. This ensures that there is no observ-
able difference in the time it takes to process legitimate and illegitimate users (which 
may enable attackers to learn if a username is valid by repeated attempts). 

In order to prevent potential attackers from logging on by providing this dummy 
password, the authctxt structure has an additional field called valid. This field is set to 
true only for legitimate authctxt records i.e. those for which the username is in the list 
of valid users for the system. The fake structure has the valid field set to false by de-
fault. In order for the authentication to succeed, the encrypted value of the user pass-
word must match the (encrypted) system password, and the valid flag of the authctxt 
record must be set to 1. Figure 4 shows the auth_password function that performs the 
above checks. The function first calls the sys_auth_passwd to check if the passwords 
match, and then checks if the valid flag is set in the authctxt record. Only if both con-
ditions are true will the function return 1 (authenticated) to its caller. 
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int sys_auth_passwd(Authctxt *authctxt, const char *password)  { 
1: struct passwd *pw = authctxt->pw; 
2: char *encrypted_password; 
3: char *pw_password = authctxt->valid ?  
4:                                     shadow_pw(pw) : pw->pw_passwd; 
5: if (strcmp(pw_password, "") == 0 &&  
6:                    strcmp(password, "") == 0) 
7:  return (1); 
8: encrypted_password = xcrypt(password, 
9:                            (pw_password[0] && pw_password[1]) ?                   
10:                                    pw_password : "xx"); 
11:    return (strcmp(encrypted_password, pw_password) == 0); 
} 
 
int auth_password(Authctxt *authctxt, const char *password) { 
12:                int permit_empty_passwd = 0; 
13: struct passwd * pw = authctxt->pw; 
14: int result, ok = authctxt->valid; 
15: if (*password == '\0' && permit_empty_passwd == 0) 
16:  return 0; 
17: result = sys_auth_passwd(authctxt, password); 
18: if (authctxt->force_pwchange) 
19:  disable_forwarding(); 
20: return (result && ok); 
} 

Fig. 4. SSH code fragment corresponding to the attack 

An insider can launch an attack by setting the valid flag to true for the fake authctxt 
structure. This will authenticate a user who enters an invalid user name, but enters the 
password stored in the fake structure. The password in the fake structure is a string that 
is hardcoded into the program. To mimic this attack, we supply an invalid user-name 
and a password that matches the fake (dummy) password. We expected SymPLAID to 
find the attack where the insider overwrites the valid flag of the fake structure. Sym-
PLAID found this attack, but it also found other interesting attacks.  

We consider an example of an attack found by SymPLAID. The attack occurs in 
the sys_auth_password function, at line 11 before the call to the strcmp function (in 
Figure 4). At this point, the insider corrupts the value of the stack pointer (stored in 
register $30 in the MIPS architecture) to point within the stack frame of the caller 
function, namely auth_password. When the strcmp function is called, it pushes the 
current frame pointer onto the stack, increments the stack pointer and sets its frame 
pointer to be equal to the value of the stack pointer (corrupted by the attacker).  

 

Fig. 5. Stack layout when strcmp() is called 
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Figure 5 shows the stack layout when the function is called (only the variables re-
levant to the attack are shown). The top-row of Figure 5 shows the frame-pointers of 
the functions on the stack due to the attack. Observe that the attack causes the stack 
frame of the strcmp function to overlap with that of the auth_password function. The 
strcmp function is invoked with the addresses of the encrypted_pasword and the 
pw_password buffers in registers $3 and $4 (function arguments are passed in regis-
ters on MIPS processors). The function copies the contents of these registers to loca-
tions within its stack frame at offsets of 4 and 8 respectively from its frame pointer. 
This overwrites the value of the local variable ok in the auth_password function with 
a non-zero value (since both buffers are at non-zero addresses). When the strcmp 
function returns, the value of $30 is restored to the frame pointer of sys_auth_passwd, 
which in turn returns to the auth_password function. The auth_password function 
checks if the result returned from sys_auth_password is non-zero and if the ok flag is 
non-zero. Both conditions are satisfied, so it returns the value 1 to its caller, and the 
user is authenticated successfully by the system. 

5.2   Performance Results 

The model-checking task is highly parallelizable and can be broken into independent 
sub-tasks, with each sub-task considering attacks in a different code region of the ap-
plication. The authentication module consists of about 500 assembly language instruc-
tions, and the task was broken up into 50 parallel sub-tasks each of which analyzes 10 
instructions in the program. We executed the sub-tasks on a parallel cluster consisting 
of dual-processor AMD Opteron nodes, each of which has 2 GB RAM. The maxi-
mum time allowed for each task was capped at 48 hours (2 days). 

The total time taken to execute all sub-tasks is at most 36 days. However, the task 
finished in less than 2 days due to the highly parallel nature of the search task.  While 
the running time seems high, it is not a concern as the goal is to discover all potential 
insider attacks (in a reasonable time) and to find protection mechanisms against them.  

6   Related Work 

Insider attacks have traditionally been modeled at the network level. Philips and 
Swiler [9] introduced the attack graph model to represent the set of all possible at-
tacks that can be launched in a network. Ammann et al. [10]  introduce a model-
checking based technique to automatically find attacks starting from a known goal 
state of the attacker.  Sheyner et al. generalize this technique to generate all possible 
attack paths, thereby generating the entire attack graph [11]. Chinchani et al. [3] pre-
sent a variant of attack graphs called key-challenge graphs to represent insider attacks, 
and use model-checking to generate all possible insider attacks in a network. 

Insider attacks have been modeled at the operating system level by Probst et al. [4]. 
In this model, applications are represented as sets of processes that can access sets of 
resources in the system. An insider is modeled as a malicious process in the system.  

Attack-graphs and process graphs are too coarse grained for representing applica-
tion-level attacks, and hence we directly analyze the application’s code. Further, we 
do not require the developer to provide a formal description of the system being ana-
lyzed, which can require significant effort. Since we analyze the application’s code 
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directly, we can model attacks both in the design and implementation of the applica-
tion. This is important as an insider typically has access to the application’s source 
code, and can launch low-level attacks on its implementation.  

Symbolic execution is a well-explored technique to find program errors [12]. Re-
cently, it has also been used to find security vulnerabilities in applications [13-16]. 
Symbolic techniques are typically concerned with generating application inputs to  
exploit known or unknown vulnerabilities. In contrast, our technique attempts to gen-
erate attacks under a given input, assuming that the attacker is already present in the 
application. Further, the attacks found using our technique do not require the applica-
tion to have an exploitable vulnerability (e.g. buffer overflows), but can be launched 
by a malicious insider in the system. 

Fault-injection is an experimental technique to assess the vulnerability of com-
puter systems to random events or faults [17]. Fault-injection has also been used to 
expose security vulnerabilities in applications. Fault-injection studies [18, 19] into 
commonly used cryptographic systems have shown that transient faults can weaken 
the guarantees provided by these systems. The main difference between these studies 
and ours is that our technique can be applied for any general security-critical system, 
and not just crypto-systems. Xu et al. [20] consider the effect of transient errors (sin-
gle-bit flips) in instructions on application security. Govindavajhala and Appel [21] 
explore the effects of transient errors on the security of the Java virtual machine, as-
suming the attacker can execute a specially crafted application. The main difference 
between these techniques and our technique is that we consider all possible attacks on 
the application, and are not restricted to injecting single bit-flips. Further, we do not 
require the attacker to execute specially crafted programs as assumed by [21].  

7   Conclusions 

This paper presented a novel approach to discover insider attacks in applications. An 
automated technique to find all possible insider attacks on application code is pre-
sented. The technique uses a combination of symbolic execution and model-checking 
to systematically enumerate insider attacks for a given goal of the attacker. We have 
implemented the technique in the SymPLAID tool, and demonstrate it using the code 
segments corresponding to the authentication part of the OpenSSH program. 
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Abstract. Custom JPEG quantization matrices are proposed to be used in the
context of compression within iris recognition. Superior matching results in terms
of average Hamming distance and improved ROC is found as compared to the use
of the default quantization table especially for low FAR. This leads to improved
user convenience in case high security is required.

1 Introduction

With the increasing usage of biometric systems the question arises naturally how to
store and handle the acquired sensor data. In this context, the compression of these data
may become imperative under certain circumstances due to the large amounts of data
involved. Among other possibilities (e.g. like template storage on IC cards), compres-
sion technology may be used in two stages of the processing chain in classical biometric
recognition:

1. Transmission of sample data after sensor data acquisition: In distributed bio-
metric systems, the data acquisition stage is often dislocated from the feature ex-
traction and matching stage (this is true for the enrollment phase as well as for
authentication). In such environments the sensor data have to be transferred via
a network link to the respective location, often over wireless channels with low
bandwidth and high latency. Therefore, a minimization of the amount of data to be
transferred is highly desirable, which is achieved by compressing the data before
transmission. An alternative solution would be to extract the features before trans-
mission and to transfer feature data only – in many cases, feature extraction is more
demanding as compared to compression which generates additional workload for
the often mobile and low power acquisition devices.

2. Storage of reference data: In most template databases (where the reference data
of the enrolled individuals is stored) only the extracted features required for the
matching step are stored as opposed to retaining the originally acquired sensor data.
However, in case the features should be replaced for some reason (e.g. when a su-
perior or license-free matching technique involving a different feature set becomes
available), having stored only extracted features implies the requirement for all le-
gitimate users for a re-enrollment, which can be expensive and is highly undesired
since user-acceptance of the entire biometric system will suffer. Storing the original
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sensor data in addition to the features required for the current matching technique
solves this problem. Of course, these data need to be stored in compressed (to save
storage space) and encrypted (to protect privacy) form.

Having found that compression of the raw sensor data can be advantageous in certain
applications, we have to identify techniques suited to accomplish this task in an optimal
manner. In order to maximize the benefit in terms of data reduction, lossy compression
techniques have to be applied. However, the distortions introduced by compression arti-
facts usually interfere with subsequent feature extraction and may degrade the matching
results. In particular, FRR or FNMR will increase (since features of the data of legit-
imate users are extracted less accurately from compressed data) which in turn affects
user convenience and general acceptance of the biometric system. In extreme cases,
even FAR or FMR might be affected.

In this work, we will focus on the lossy compression of iris images using the JPEG
standard. We discuss the use of custom quantization matrices in order to reflect the spe-
cific properties of iris imagery. Contrasting to the overwhelming majority of literature
and studies in the field of compressing biometric sample data, we will not rely on as-
sessing the resulting objective and subjective image quality after compression, but we
will apply a biometric iris recognition systems to the compressed sensor data to eval-
uate the effects of compression on recognition accuracy, in particular on the matching
results of legitimate and illegitimate users.

In Section 2, we will review and discuss the available literature on biometric sample
data compression with focus on iris data storage. Section 3 is the main part of this work
where we discuss properties of iris imagery and present several variants of custom JPEG
quantization matrices (designed in order to hopefully improve recognition accuracy).
In section 4 we first describe the employed iris recognition system and the data this
algorithm are applied to. Subsequently we discuss our experimental results with respect
to the observed improvements of recognition accuracy.

2 Iris Image Compression

Iris recognition is claimed to be the most secure biometric modality exhibiting practi-
cally 0% FAR and low FRR. An interesting fact is that the iris recognition market is
strongly dominated by Iridian Inc. based technology which is based on algorithms of J.
Daugman [2]. The certainly most relevant standard for compressing iris image data is
the recent ISO/IEC 19794-6 standard on Biometric Data Interchange Formats.

While the data formats specified by the ISO/IEC 19794 standard are fixed at present
state, their customized use tailored to a specific target modality and the correspond-
ing impact on recognition accuracy as compared to the default settings has not been
investigated. This is the scope of the current paper.

ISO/IEC 19794-6 allows iris image data to be stored in lossy manner in the JPEG and
JPEG2000 formats. Two types of iris image data are considered: rectilinear images (i.e.
images of the entire eye) and polar images (which are basically the result of iris detection
and segmentation), the latter much smaller in terms of storage requirement (e.g. 2kB vs.
25-30kB for rectilinear images). It is important to note that with this standardization it
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might become more attractive for companies to investigate alternatives to Iridian products
due to the available common data format iris recognition systems can rely on.

Only recently, first results and techniques are available on iris image compression
and its impact on recognition performance. Ives et al. [5,6] apply JPEG2000 up to a
compression rate of 20 to rectilinear image data (the CASIA database and a proprietary
image collection is used) and investigate the effects on FAR and FRR of a 1-D ver-
sion of the Daugman algorithm (the same system which is used in this study). Rakshit
and Monro [11] again use JPEG2000 to compress polar iris images up to a compres-
sion rate of 80 and study the impact on verification accuracy of three iris recognition
systems (including the Daugman algorithm, the CASIA database is used). Daugman
and Downing [3] apply JPEG and JPEG2000 to rectilinear image data (the NIST ICE
database is used) and remove image background (i.e. parts of the image not being part
of the eye like eye-lids are replaced by constant average gray) before compression is
applied. A more compact way of representing the Daugman IrisCode is discussed in
[12], however, these results refer to template compression and are only valid for the
techniques related to Iridian products. In previous work [9,7], we have compared five
general purpose compression algorithms (including JPEG and JPEG2000) with respect
to their impact on iris recognition accuracy of three different recognition schemes (the
CASIA database has been used). In accordance to [3] superior compression perfor-
mance of JPEG2000 over JPEG is found especially for low bitrates, however, for high
and medium quality JPEG is still an option to consider. So far, compression algorithms
have been applied to iris imagery with their respective standard settings.

In the subsequent study we apply JPEG as covered by ISO/IEC 19794-6 to rectilinear
iris images and propose to use custom quantization matrices adapted to properties of iris
imagery. Contrasting to the optimization of the JPEG quantization matrix with respect
to human perception as done for the development of the standard matrix, rate/distortion
criteria have also been used successfully for the design of this matrix (see e.g. [4]).
In [1] compression algorithms tuned for application in the pattern recognition context
are proposed, which are based on the modification of the standard compression algo-
rithms: this is done by emphasizing middle and high frequencies and discarding low
frequencies (the standard JPEG quantization matrix is rotated by 180 degrees). JPEG
quantization matrix optimization has already been considered in biometrics – [8] em-
ploy a rate/distortion criterion in the context of face recognition and achieve superior
recognition performance as compared to the standard matrix.

3 Custom JPEG Quantization

The JPEG still image compression standard [10] allows to use custom quantization
tables (Q-tables) in case image material with special properties is subject to compres-
sion. These tables are signalled in the header information. The default quantization
matrices have been designed with respect to psychovisual optimality employing large
scale experimentation involving a high number of test subjects. There are two reasons
which suggest to use different Q-tables as the default configuration: First, iris imagery
might have different properties as compared to common arbitrary images, and second,
a pleasant viewing experience as being the aim in designing the default tables, might
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not deliver optimal matching results in the context of biometric recognition (e.g. sharp
edges required for exact matching could appear appealing to human observers).

Therefore, as a first stage, we have investigated iris imagery in more detail. 8x8 pixel
blocks have been subjected to DCT transform and the resulting coefficients are averaged
for a large number of blocks (i.e. 2000, 525, and 44160 blocks for the three types of
imagery, respectively). As a first class of blocks, we have used arbitrary images and
blocks are extracted randomly. The second class of blocks is extracted iris texture taken
left and right of the pupil while the third class is taken from polar iris images generated
by the employed matching algorithm (see below). Fig. 1 displays the result of all three
classes where the DC and the largest AC coefficient are set to white, zero is set to black
and the remaining values are scaled in between (note that the logarithm is applied to the
magnitude of all coefficients before this scaling operation).

(a) arbitrary blocks (b) polar iris blocks (c) horizontal iris blocks

Fig. 1. Averaged 8x8 DCT blocks

The arbitrary blocks (Fig. 1.a) show the typical expected behaviour with decreas-
ing coefficient magnitude for increasing frequency and symmetry with respect to the
coordinate axes. Fig. 1.b reveals that in polar iris images there is more energy in the
higher frequencies in horizontal direction as compared to vertical direction. This is to
be expected since luminance fluctuations in iris texture are more pronounced in radial
direction as compared to perpendicular direction. Finally, Fig. 1.c confirms this expec-
tation showing more energy in the higher frequencies in vertical direction.

While we cannot exploit the direction bias of iris texture in compression since we
are dealing with rectangular iris images, we conjecture that the highest and medium

(a) Q-table 12 (b) Q-table 13 (c) Q-table 15 (d) Q-table 16

Fig. 2. JPEG Quantization tables
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frequencies might not be required for he matching stage due to the coarse quantization
used for template generation while at least medium frequencies are required for pleasant
viewing. Fig. 2 displays the Q-tables used in our experiments.

From left to right, an increasing amount of high frequencies is suppressed following
the zig-zag scan known from JPEG bitstream generation (by dividing the coefficients
by 255), coefficients not affected are quantized as defined in the default Q-table. For the
rightmost Q-table 16, only the 6 leading coefficients are quantized in the regular man-
ner, the rest is severely quantized. The rationale behind the selection of these matrices
is to investigate the importance of medium frequency information in iris recognition
(high frequency information is assumed to be not useful in any case).

4 Experimental Study

4.1 Setting and Methods

4.1.1 Iris Recognition System
The employed iris recognition system is Libor Masek’s Matlab implementation1 of a
1-D version of the Daugman iris recognition algorithm. First, this algorithm segments
the eye image into the iris and the remainder of the image. Iris image texture is mapped
to polar coordinates resulting in a rectangular patch which is denoted “polar image”.
After extracting the features if the iris (which are strongly quantized phase responses of
complex 1-D Gabor filters in this case), considering translation, rotations and disturbed
regions in the iris (a noise mask is generated), the algorithm outputs the similarity score
by giving the hamming distance between two extracted templates. The range of the
hamming distance reaches from zero (ideal matching of two iris images of the same
person) to 0.5 (ideal mismatch between two iris images of different persons).

4.1.2 Sample Data
For all our experiments we considered 320x280 pixel images with 8-bit grayscale infor-
mation per pixel from the CASIA2 1.0 iris image database. For rectilinear iris images,
we applied the experimental calculations on the images of 100 persons using 3 images
for each eye (i.e. 600 images). Note that it makes an important difference if compression
is applied to rectangular or polar iris images which has an important implication on the
performance of the entire system. Whereas in the case of compressing polar iris images
[11] only the iris texture information is affected, in the case of compressing rectangular
image data also the iris detection and determination of the noise mask is potentially
affected in addition to degrading texture information. Figure 3 shows an example of a
JPEG2000 compressed (compression rate 96) iris image of one person, together with
the extracted iris template data and the noise masks (template and noise mask have
been scaled in y-direction by a factor of 4 for proper display). The noise mask is hardly
affected by the compression, whereas in the two templates differences resulting from
compression artifacts are clearly observable.

1 http://www.csse.uwa.edu.au/˜pk/studentprojects/libor/
sourcecode.html

2 http://www.sinobiometrics.com

http://www.csse.uwa.edu.au/~{}pk/studentprojects/libor/sourcecode.html
http://www.csse.uwa.edu.au/~{}pk/studentprojects/libor/sourcecode.html
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Fig. 3. Comparison of uncompressed/compressed iris image and the corresponding iris templates
and noise masks

Compression can be used in various stages of the matching process. Either the stored
reference data may be in compressed form, or the sample data acquired for verification
may be compressed (e.g. for efficient transfer), or both. Therefore, we use two set-
tings in our experiments: either both images are compressed and matched against each
other or only one image is compressed in the matching stage. For investigating correct
matches (matches from legitimate users enrolled in the database), we rely on 12000
generated images (i.e. for each of the 100 persons, we have 3 images for each eye re-
sulting in 3! possible correct matches for each eye; for 200 eyes, this totals in 1200
images per compression rate; considering the 10 different compression rates we finally
result in 12000 overall images considered). This is only true in the scenario with only
1 compressed image, for 2 compressed images this number is half-ed due to symmetry
reasons. For investigating matches between different persons (imposter matches), far
more data is available of course.

4.2 Experimental Results

Figure 4.a shows the averaged rate distortion comparison of the different compression
algorithms applied to all iris images considered for three Q-tables. It is clearly displayed
that employment of the default Q-table results in the best PSNR across the entire range
of bitrates considered. Therefore, a corresponding matching behaviour (best results for
the default Q-table) could be expected in the context of iris recognition.

In the following, we investigate the impact of compression on the matching score (i.e.
obtained hamming distance (HD)). The interval of 0.26≤HD≤ 0.35 is discussed as the
border between match and mismatch in iris recognition [2] – based on recommendations
for the specific technique [5] used and results shown subsequently we suggest to choose
HD = 0.34 as decision criterion between match and mismatch.

Fig. 4.b shows the plot of the HD after applying the iris recognition algorithm to
both JPEG compressed iris images in the case of imposter matches (i.e. irises of differ-
ent persons / eyes are matched against each other). The x-axis shows the compression
rates, whereas the y-axis shows the averaged hamming distance. For reference, we have
included the average HD for the case of uncompressed images as horizontal dotted line
in light gray (labelled UC).
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(a) PSNR (b) HD (imposters)

Fig. 4. Impact of varying compression rate

For the case of imposters the HD remains above 0.46 across the whole range of com-
pression rates for all sensible compression rates. This means that JPEG compression
does not introduce any false positive matches on average no matter how severe com-
pression is applied. Of course, this does not exclude the possibility of the existence of
statistical outliers of course. There are no significant differences among the different Q-
tables since the fluctuations occur in a negligible range. The same behaviour is observed
in case only one image is compressed (not shown).

In the case of genuine users (see Fig. 5), the mean value of the HD in the uncom-
pressed case is approximately 0.31. First we consider the standard Q-table (labelled
STQ). For increasing compression rate the HD stays constant at approximately 0.305
until the compression rate exceeds 10 and increases subsequently. A further increase of
the compression rate leads to a steady increase of HD and crosses the suggested match-
ing threshold of 0.34 between compression rates 30 and 40. Note that the reported num-
bers refer to averaged HD values which implies the occurrence of a significant number
of false negative matches at this compression rate. In the case of both images being
compressed, HD is lower on average up to a compression rate of 20.

(a) one image compressed (b) both images compressed

Fig. 5. Impact of varying compression rate on HD of genuine users’ matches
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When comparing these results to those obtained with different Q-tables, we notice
that Q-tables 15 and 16 clearly improve on the results of STQ from compression rate
20 upwards where Q-table 16 does so in a more pronounced manner. For compression
rate 10 all other Q-tables improve slightly on STQ and for compression rate 5, Q-tables
12 and 13 are superior to STQ in terms of average HD. In the case of two images being
compressed, the observed behaviour is more significant but similar in principle.

These results indicate that PSNR is indeed NOT a good predictor for matching per-
formance with compressed iris images in terms of average Hamming distance. The
claim that compression up to a rate of 16 even improves the matching scores of not
compressed images [11] can be supported at least for the 2 compressed images case
and the STQ, for “better” Q-tables this is correct even up to compression rate 20 and
higher.

In order to consider the hidden statistical outliers in the comparisons and to use a
quantity often employed in the assessment of biometric system performance, we will
focus on the receiver operating characteristic (ROC) by computing and plotting the false
rejection rate (FRR) against the false acceptance rate (FAR) for different compression
rates:

FRR =
Number of (false) negative matches

Number of legitimate users’ matches
. (1)

FAR =
Number of (false) positive matches

Number of imposter matches
. (2)

Figs. 6 to 8 compare the ROC of different Q-tables for compression rates 5, 10, and
20 since it is not realistic to operate the iris recognition system at a higher compression
rate. Again, the two compressed image scenario is compared to the case where only one
image is compressed.

For compression rate 5, our proposed Q-tables are not really able to substantially
improve ROC. While for one compressed image (Fig. 6.b) only Q-table 15 improves
STQ slightly (and only starting from FRR > 0.08), significant improvements are seen
for Q-tables 15, 16, and 13 (Fig. 6.a). However, only Q-table 15 starts improving at a
reasonable low FRR > 0.04.

In the case of compression rate 10, the situation changes drastically. Again, Q-table
15 shows the most significant improvements. For two compressed images (Fig. 7.a), at
FAR 0.028, Q-table delivers a FRR of almost 0 whereas STQ exhibits an FRR of 0.15.
Also the other proposed Q-tables improve on STQ in the interesting lower FRR range.

In the case of only one compressed image we still find improvements, but far less
pronounced (Fig. 7.b): For an FAR of 0.041, again Q-table 15 gives FRR almost 0
whereas STQ is almost at FRR 0.9. Again, also Q-tables 13 and 16 improve on STQ.

Finally, when turning to compression rate 20 the situation is different (Fig. 8): now
Q-table 16 shows the most significant improvements in the two compressed images case
and shows behaviour similar to Q-table 15 also for one compressed image. The most
noticeable improvement is found in the latter case at a FAR of 0.035 where Q-table 15
exhibits FRR close to 0 and STQ has an FRR of 1.2.

There is one more interesting thing to note: at least for compression rate 20 it is en-
tirely clear that it is NOT advantageous to compress both images involved in matching–
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(a) 2 compressed images (b) 1 compressed image

Fig. 6. Compression rate 5

(a) 2 compressed images (b) 1 compressed image

Fig. 7. Compression rate 10

(a) 2 compressed images (b) 1 compressed image

Fig. 8. Compression rate 20

in terms of ROC, clearly the case of one compressed image is superior here. For com-
pression rates 5 and 10 the better choice highly depends on the target FAR/FRR and the
Q-table in use.
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5 Conclusion and Future Work

We have found that custom designed quantization tables in JPEG can improve matching
results in terms of average HD and ROC behaviour. This is especially true for compres-
sion rates of 10 and higher where improvements are seen especially for low FAR. In
this case, FRR can be limited much more effective as compared to the default quanti-
zation table. In addition to that we have found PSNR to be not at all suited to predict
the recognition performance in iris recognition systems. The advantage of compress-
ing both images involved in the matching process cannot be confirmed, in contrary,
evidence for the opposite is found for higher compression rates.

In future work we will consider additional alternative iris recognition algorithms in
order to identify possible interference between compression technique and iris recogni-
tion system. Furthermore we will employ optimization techniques (e.g. GAs) in order
to design even more customized quantization tables for this application scenario.
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Abstract. Codes with traceability properties are used in schemes where the iden-
tification of users that illegally redistribute content is required. For any code with
traceability properties, the Identifiable Parent Property (c-IPP) seems to be less
restrictive than the Traceability (c-TA) property. In this paper, we show that for
Reed-Solomon codes both properties are in many cases equivalent. More pre-
cisely, we show that for an [n,k,d] Reed-Solomon code, defined over a field that
contains the n− d roots of unity, both properties are equivalent. This answers
a question posted by Silverberg et al. in [10,11], for a large family of Reed-
Solomon codes.

1 Introduction

The concept of traitor tracing was coined in [5] as a method to discourage piracy. Traitor
tracing schemes are useful in scenarios where the distributed content may only be ac-
cessible to authorized users, like decrypting broadcast messages, software installation
and distribution of multimedia content.

This paper discusses the characteristics of the identifiable parent property (IPP) of
Reed-Solomon codes used in traitor tracing and fingerprinting schemes. However, be-
fore we get into technical matters, we give an intuitive overview. By doing this at the
beginning of the paper, we try to separate the concepts from where our work emanates
from the intrinsic mathematical development and also hopefully provide the reader an
extra motivation for going deep into our results.

The scenario we will deal with is the following one. A distributor D, that sells dig-
ital content, wishes to discourage illegal redistribution of its products. To this end, he
embeds a unique set of symbols to each copy of the content before it is delivered. This
makes each copy unique and therefore if a dishonest user illegally redistributes his copy,
he can be unambiguously identified by simply extracting the set of symbols.

A weakness to this scheme can be spotted by noting that a coalition of two or more
dishonest users can get together and by comparing their copies they perform a collusion
attack. This attack consists in detecting the positions in which their copies differ and
with this knowledge, they create a new copy that in every detected position contains a

� This work has been supported in part by the Spanish Research Council (CICYT) Project
TSI2005-07293-C02-01 (SECONNET), by CICYT Project TEC2006-04504, TEC2008-
06663-C03-0 P2PSEC and by CONSOLIDER CSD2007-00004 “ARES”, funded by the Span-
ish Ministry of Science and Education.
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symbol of one of the members of the coalition. This new copy is a pirate copy that tries
to disguise the identity of the guilty users and is the one they redistribute.

More precisely, the distributor assigns a codeword from a q-ary fingerprinting code
to each user. To embed the codeword into each users object, the object is first divided
into blocks. The distributor then picks a set of these blocks at random. This set of
blocks is kept secret and will be the same for all users. Then using a watermarking
algorithm a mark of the fingerprint codeword is embedded in each block. Note that a
given user will have one of the q versions of the block. The colluding traitors compare
their copies, detect the blocks where their copies differ and with this information at
hand, they construct a pirate copy where each block belongs to the corresponding block
of one of the traitors. Since each mark is embedded using a different random sequence,
and these sequences are unknown to the traitors, they cannot create a version of the
block that they do not have.

With the above scenario in mind, it is clear that the distributor D, has to embed sets
of symbols that are secure against collusion attacks. One way to obtain such sets is by
using codes with the Identifiable Parent Property (c-IPP).

1.1 Previous Work

Codes with the IPP were introduced in [8]. Informally, and using the traitor tracing sce-
nario described above, a code has the c-IPP property if given a pirate copy, all coalitions
of at most c traitors that can generate this pirate copy have a non-empty intersection.

The IPP has received considerable attention in the recent years, having been studied
by several authors [3,4,13,9,14,1,2,7].

A stronger property is the Traceability (c-TA) property. In this case given a pirate
copy, one of the traitors involved in its creation is the closest one in terms of the Ham-
ming metric.

In [12], sufficient conditions for a linear error correcting code to be a c-TA code are
given. Efficient algorithms for the identification of traitors in schemes using c-TA codes
are discussed in [10,11].

In [10,11] it is stated that tracing for TA codes is an O(N) process, with N the number
of users, whereas for IPP codes tracing is more expensive since it is an O(

(N
c

)
) process.

Since the TA property is stronger than the IPP, and tracing is far more expensive for the
IPP, it seems natural to expect that by relaxing the TA requirements one could still have
a code that, even though in no longer c-TA, still possesses IPP. However in [11] some
examples using truncated Reed-Solomon codes lead toward the opposite, that is, if a
Reed-Solomon code does not have the TA property then it does not have the IPP one
either.

1.2 Our Contribution

In this paper we answer a question posted by Silverberg et al. in [10,11]. The results
we present hopefully give way to a total understanding of the IPP property in Reed-
Solomon codes.
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In [12, Lemma 1.3] authors prove that a c-TA code is a c-IPP code. However as seen
before, the TA property is stronger than IPP, taking this into account Silverberg et al.
in [10,11] asked the following question:

Question 11 [11]: It is the case that all c-IPP Reed-Solomon codes are c-TA codes?
Below, and as a result of expressing the IPP in an algebraic manner, we give an affir-

mative answer to this question for a large family of Reed-Solomon codes. Surprisingly
enough, the answer is positive for codes defined over a field that contains the n−d roots
of unity. Note that our results imply that for this family of Reed-Solomon codes, failing
to be c-TA also involves failing to be c-IPP.

For a more precise statement of the Question 11 [11], see Section 2.1 below.

1.3 Organization of the Paper

The paper is organized as follows. In Section 2, we provide the necessary background
in coding theory, traceability and IPP. In Section 3 we start our discussion by defining
a set of polynomials that allow us to express the IPP algebraically. The main result
of the paper is presented in Section 4, and comes in the form of a theorem giving
the necessary and sufficient conditions for Reed-Solomon codes to be c-IPP codes. A
complete example to clarify our results is given in Section 5. We draw our conclusions
in Section 6.

2 Definitions and Previous Results

We define a code as a set of n-tuples of elements from a set of scalars. The set of scalars
is called the code alphabet. An n-tuple in the code is called a word and the elements of
the code are called code words. If the code alphabet is a finite field IFq, then a code C is
a linear code if it forms a vectorial subspace. The dimension of the code is defined as
the dimension of the vectorial subspace.

Let a,b ∈ IFn
q be two words, then the Hamming distance d(a,b) between a and b is

the number of positions where a and b differ. Let C be a code, the minimum distance of
C, d(C), is defined as the smallest distance between two different codewords.

A linear code with length n, dimension k and minimum distance d is denoted as a
[n,k,d]-code, or simply as an (n,d) code.

A well known class of linear codes are Reed-Solomon codes, that can be defined as
follows:

Let IFq[x] be the ring of polynomials defined over IFq. Consider the set of polyno-
mials of degree less than k, IFq[x]k ⊂ IFq[x]. Let γ be a primitive element of IFq, and
λ1, . . . ,λn ∈ IFq−{0}.
Definition 1. We define a generalized Reed-Solomon, RS[n,k]q, code as the vectorial
subspace of IFn

q determined by the vectors of the form

v = (λ1 f (γ1), . . . ,λn f (γq−1))

where f ∈ IFq[x]k. Note that n = q−1.
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2.1 Background and Previous Results on c-IPP Traceability Codes

Given a code C(n,d) defined over the finite field of q elements, IFq, where n denotes
the code length and d the minimum distance of the code, the set of descendants (false
fingerprint) of any subset T = {t1, . . . , tc} ⊆C, where ti = (ti

1, . . . , t
i
n), denoted desc(T ),

is defined as

desc(T ) =
{

y = (y1, . . . ,yn) ∈ IFn
q|yi ∈ {t j

i |t j ∈ T},1≤ i≤ n
}

.

Definition 2. A code C is a c-traceability code (denoted c-TA), for c > 0, if for all
subsets (coalitions) T ⊆C of at most c code words, if y ∈ desc(T ), then there exists a
t ∈ T such that d(y, t) < d(y,w) for all w ∈C−T.

Definition 3. A code C(n,d), defined over IFq, is a c-identifiable parent property code
(denoted c-IPP), c > 0, if for all y ∈ IFn

q and all the coalitions T ⊆C of at most c code
words, we have y �∈⋃T desc(T ) or ⋂

y∈desc(T )

T �= /0.

In [12, Lemma 1.3] it is shown that that a c-TA code is a c-IPP code. In [5][6][12,
Theorem 4.4] it is proved that any C(n,d) code with d > n− n/c2 is a c-TA code.
Moreover, if C(n,d) is a code defined over IFq, in [12, Lemma 1.6] authors show that if
|C|> c≥ q then C is not a c-IPP code.

Given a code C(n,d), authors in [11, Section IV], construct unordered sets from the
ordered sets that constitute the code as follows: to a codeword x = (x1, . . . ,xn) ∈C they
associate the set x′ = {(1,x1), . . . ,(n,xn)}. Then they define TA set systems (as opposed
to TA codes) in the natural way, with the noteworthy difference that a pirate unordered
set (unordered fingerprint) consist of n elements such that each element is a member of
some coalition member’s set. In [11, Theorem 7], authors prove that if C(n,d) is a Reed-
Solomon code with minimum distance d ≤ n−n/c2 then the set system corresponding
to C is not a c-TA system. Note that this result does not implies that d > n− n/c2 is a
necessary condition for RS codes to be c-TA.

Moreover in [11, Theorem 8] authors construct a family of truncated (n < q− 1)
RS[n,k]q codes that fail to be c-IPP if c2 > n/(n−d).

Then in [11, Question 11] the authors ask if it is always true that the c-IPP fails if
c2 > n/(n−d).

In this paper we give another partial positive answer of this question, showing that
there are other families of Reed-Solomon codes that fail to be c-IPP if c2 > n/(n−d).
Obviously this does not close the problem, but we think that it gives some hints that
may hopefully be useful in finding the final response.

3 The IPP Condition for Reed-Solomon Codes

In this section we set the ground for the discussion of our main results. Informally,
we define a set of polynomials (denoted hi j(x)), that help us construct an algebraic
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representation of the IPP. Using these polynomials, we set up a system of equations for
which the existence of a solution implies that the code is not c-IPP. In Section 4, we will
show how to solve this equation system for a large number of Reed-Solomon codes.

Let 0 < c1 ≤ c2 be two integer numbers. We say that a code C is not a (c1,c2)-IPP
code if there exist coalitions T1 of c1 code words and T2 of c2 codewords, such that

desc(T1)
⋂

desc(T2) �= /0 and T1

⋂
T2 = /0.

Obviously, from Definition 3 the code C is not c2-IPP.
Therefore, if a RS[n,k]q code fails to be (c1,c2)-IPP this means that there exist two

disjoint coalitions, with c1 and c2 distinct code words respectively, T1 =
{ f0(x), . . . , fc1−1(x)}, T2 = {g0(x), . . .gc2−1(x)} (where fi(x),g j(x) ∈ IFq[x]k, but with
an abuse of notation they also represent vectors of the form

fi = (λ1 fi(γ1), . . . ,λn fi(γn)),

with T1∩T2 = /0 and that can generate the same descendant (false fingerprint) y.
We can always assume that code word 0 is a code word of coalition T1, otherwise

consider coalitions T1− f0 = {f0− f0, . . . , fc1−1− f0} and T2− f0 = {g0− f0, . . . ,gc2−1−
f0}. Then it is not difficult to verify that (T1− f0)∩ (T2− f0) = /0 and they both can
generate the fingerprint y− f0. Thus, in what follows, we will assume that f0 = 0.

We define polynomials

hi j(x) � fi(x)−g j(x) = βi j

si j

∏
k=1

(x−α i j
k ) (1)

for i = 0, . . . ,c1−1 and j = 0, . . . ,c2−1.
The polynomials hi j(x) will be a key tool in all the subsequent work. In a sense, they

allow us to have an algebraic representation of the IPP .
Note that the polynomials hi j(x) have at most n− d = k− 1 roots, thus si j ≤ n− d,

otherwise two distinct code words in the code would agree in more than n− d coordi-
nates, and this is not possible.

We will make an extensive use of the following result:

Lemma 4. If a RS[n,k]q code fails to be (c1,c2)-IPP, (T1 and T2 can generate the same
descendant), then the set of roots of the set of polynomials {hi j(x)} is IFq−{0}. There-
fore, ∑i j si j ≥ n, xn−1|∏i j hi j(x) and c1c2(n−d)≥ n.

Proof. The proof is straight forward from the definition of the polynomials hi j(x) and
the definition of the (c1,c2)-IPP. ��
In the previous reasoning we have seen that we always can take f0(x) = 0, therefore

g j(x) = f0(x)−h0 j(x) =−β0 j

s0 j

∏
k=1

(x−α0 j
k ) j = 0, . . . ,c2−1

Since fi(x) = ∑n−d
k=0 f k

i xk for i = 1, . . . ,c1− 1 then we can write down the following
equation system(with an abuse of notation, because we are assuming that si j = n− d
for all i, j, that in fact is the worst case situation):
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f 0
i = βi j∏

(
−α i j

k

)
−β0 j∏

(
−α0 j

k

)
· · ·
f n−d−1
i = −βi j

(
∑α i j

k

)
+β0 j

(
∑α0 j

k

)
f n−d
i = βi j−β0 j

⎫⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎭

(2)

where i = 1, . . . ,c1−1 and j = 0, . . . ,c2−1.
Note that if this equation system has a solution then the associated Reed-Solomon is

not (c1,c2)-IPP.
When finding a solution for (2), we observe that the equation system has (c1 −

1)c2(n− d + 1) equations, and (c1 − 1)(n− d + 1) + c1c2 + n, degrees of freedom.
However, there is an important restriction due to Lemma 4, that is, the values of the
α i j

k (i = 0, . . . ,c1− 1 and j = 0, . . . ,c2− 1) must take distinct n values in IFq, and this

reduces the chance to find a solution. Note that if we assume that the values of α i j
k are

arbitrarily assigned then we only have (c1−1)(n−d + 1)+ c1c2 degrees of freedom.
Below, in Section 4, we will show how a solution can be found for a large family of

Reed-Solomon codes.
Before concluding this section, we review some trivial results on non IPP conditions.

Lemma 5. Here we consider [n,k,d] Reed-Solomon codes and assume that the code
length n is fixed.

1. For a fixed value d, if the code is not (c1,c2)− IPP then it is not (c′1,c
′
2)-IPP, for

any pair of values c′1 ≥ c1,c′2 ≥ c2.
2. If the code is not (c1,c2)− IPP for some value of d, then it is not (c1,c2)-IPP for

any value d′ ≤ d.

4 Main Result on IPP Reed-Solomon Codes

In this section we discuss the main result in this paper that gives an answer to the
question posed in [11] ([Question 11]) asking whether if it is always true that c-IPP
property fails if c2 > n/(n−d).

In Theorem 6 below, we show that in fact is true that c-IPP property fails if c2 >
n/(n−d), for all Reed-Solomon codes defined over a field that contains the n−d roots
of unity.

Intuitively, our strategy is as follows. From Lemma 4 and the subsequent reason-
ing, it is clear that, if for a given code the equation system (2) has a solution then the
code is not (c1,c2)-IPP. Since (2) has more equations (although may of the equations
might be redundant) than degrees of freedom it is necessary to invert this situation. We
accomplish this by finding a suitable set of polynomials hi j(x).

Theorem 6. Let RS[n,k]q be a Reed-Solomon code. Consider two integer numbers c1≤
c2. If c1c2 < n/(n− d) the code is (c1,c2)-IPP. Moreover, if n− d divides q− 1, then
the code is (c1,c2)-IPP if and only if c1c2 < n/(n−d).

Proof. The sufficient part it is already known, but we prove again it for completeness. If
we consider a coalition T1 of at most c1 code words that can produce a descendant (false
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fingerprint) y, we can ensure that one of the c1 code words in the coalition agrees with
y in at least n/c1 > (n−d)c2 of the coordinates. But any member v of any coalition T2

of at most c2 code words, with T2∩T1 = /0, can only agree with y in at most (n−d)c1

coordinates, otherwise v shall coincide in more than n−d coordinates with a code word
in T1, and this is not possible because of the definition of minimum distance of a code.
Thus the code words in coalition T2 can generate at most (n− d)c1c2 < n coordinates
of y, that is, they can not generate the descendant y.

For the necessary condition, in virtue of Lemma 5 we can assume that c1c2 =
�n/(n−d)�.

If n−d divides q−1, we have that the (n−d)-roots of the unity belong to IFq. Let
s = (q−1)/(n−d), then we can express the (n−d)-roots of the unity as αsk, where α
is a primitive element of IFq.

We define the polynomial

P(x) �
n−d

∏
k=1

(x−αks) = xn−d−1.

now we can express the polynomials hi j(x) as

hi j(x) � βi jP(α ic2+ jx) = βi jα(ic2+ j)(n−d)
n−d

∏
k=1

(
x−αks−ic2− j

)
=

= βi jα(ic2+ j)(n−d)xn−d−βi j,

for i = 0, . . . ,c1− 1, j = 0, . . .c2− 1, where c1c2 ≥ s. Clearly the αks−ic2− j’s take as
value all the elements in IFq−{0} for i = 0, . . . ,c1−1, j = 0, . . .c2−1 and k = 1, . . . ,n−
d.

Now, the equation system (2) can be re-expressed as

f 0
i =−βi j +β0 j

f n−d
i = βi jα(ic2+ j)(n−d)−β0 jα j(n−d)

}
(3)

To solve this system we first will take f n−d
i = 0 (in other words, we take the fi(x)

polynomials as constant). We have that

f n−d
i = 0
βi j = β0 jα−ic2(n−d) (4)

and by taking β0 j = 1, it follows that

β0 j = 1
f 0
i = −α−ic2(n−d) + 1

(5)

It is clear that (5) solves the equation system (2), and the theorem is proved. However,
before we finish the proof perhaps some observations are in order.

First note that if f 0
i = 0 for some i, then we would have more than a single zero poly-

nomial, however since we are assuming that c1c2 = �n/(n−d)� this can not happen.
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Also, note that the equation system (2) is simplified since the coefficients of degree
s �= 0,n−d of hi j(x) and of g j(x) = h0 j(x) are 0, and so the equations are of the form
“ f s

i equals 0”, for all j, and therefore are satisfied trivially by simply taking f s
i = 0.

Finally, observe that if α j(n−d) = −1 = αn/2 then 2c2 > �n/(n− d)�, thus c1 ≤ 1,
and c2 = �n/(n−d)�. But this directly implies that the code is not (c1,c2)-IPP. ��

5 Example

In this section we present an example of the above results.
We take a Reed-Solomon code over IF13 (q=13). We denote the elements of IF13 as

{0,1,2,3,4,5,6,7,8,9,10,11,12}. Since we wish to prove that if d < n− n
c2 then the

code is not c-IPP then we take the code with parameters [n = 12,k = 4,d = 9] and c = 2.
Note that n−d divides q−1 (IF13 contains the n−d = 3 roots of unity).

With the above reasoning in mind, we need to find polynomials f0(x), f1(x), g0(x),
g1(x) such that when grouped into two disjoint coalitions the corresponding code words
can generate the same descendant (false fingerprint). In other words, we wish to find
(disjoint) Coalition 1 { f0(x) = 0, f1(x)} and Coalition 2 {g0(x),g1(x)} such that their
corresponding code words {f0, f1} and {g0,g1} can generate the same exact descendant
(false fingerprint).

First of all, we define the hi j polynomials.

h00 = f0−g0 = β00(x−α00
1 )(x−α00

2 )(x−α00
3 )

h01 = f0−g1 = β01(x−α01
1 )(x−α01

2 )(x−α01
3 )

h10 = f1−g0 = β10(x−α10
1 )(x−α10

2 )(x−α10
3 )

h11 = f1−g1 = β11(x−α11
1 )(x−α11

2 )(x−α11
3 )

(6)

where the α i j
l take all of the non-zero values of IF13.

Taking into account that f0(x) = 0, we have that:

g0 = −h00 = −β00(x−α00
1 )(x−α00

2 )(x−α00
3 )

g1 = −h01 = −β01(x−α01
1 )(x−α01

2 )(x−α01
3 )

f1 = h10 + g0 = β10(x−α10
1 )(x−α10

2 )(x−α10
3 )

− β00(x−α00
1 )(x−α00

2 )(x−α00
3 )

f1 = h11 + g1 = β11(x−α11
1 )(x−α11

2 )(x−α11
3 )

− β01(x−α01
1 )(x−α01

2 )(x−α01
3 )

(7)

and since f1(x) = f 0
1 + f 1

1 x + f 2
1 x2 + f 3

1 x3 (because k− 1 = n− d = 3), it follows that
the system to be solved is

f 0
1 = −β10α10

1 α10
2 α10

3 +β00α00
1 α00

2 α00
3

f 1
1 = β10(α10

1 α10
2 +α10

1 α10
3 +α10

2 α10
3 )−β00(α00

1 α00
2 +α00

1 α00
3 +α00

2 α00
3 )

f 2
1 = −β10(α10

1 +α10
2 +α10

3 )+β00(α00
1 +α00

2 +α00
3 )

f 3
1 = β10−β00

f 0
1 = −β11α11

1 α11
2 α11

3 +β01α01
1 α01

2 α01
3

f 1
1 = β11(α11

1 α11
2 +α11

1 α11
3 +α11

2 α11
3 )−β01(α01

1 α01
2 +α01

1 α01
3 +α01

2 α01
3 )

f 2
1 = −β11(α11

1 +α11
2 +α11

3 )+β01(α01
1 +α01

2 +α01
3 )

f 3
1 = β11−β01

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

(8)
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Next, we define the hi j(x) polynomials as

hi j(x) = βi jα(ic+ j)(n−d)xn−d−βi j (9)

with i = {0,1}, j = {0,1} the integer value c = 2 and α = 2 a primitive element of IF13,
so

hi j(x) = βi j2(i2+ j)(n−d)xn−d−βi j (10)

Now by plugging (10) in (7), the equation system (8) becomes:

(i = 1, j = 0)
f 0
1 = −β10 +β00

f 3
1 = 26β10−β00

}
(11)

(i = 1, j = 1)
f 0
1 = −β11 +β01

f 3
1 = 29β11−23β01

}
(12)

We take for instance (11) (taking (12) leads to the same result). As seen in (4), we
have that:

f 0
3 = 0

now taking β00 = 1 and using (5), yields

(i = 1, j = 0)

f 3
1 = 0
β00 = 1
β10 = 12
f 0
1 = −12 + 1 = 2

⎫⎪⎪⎬
⎪⎪⎭ (13)

Therefore,
f0(x) = 0
f1(x) = 2

(14)

Using these values in (12):

(i = 1, j = 1)
2 = −β11 +β01

0 = 29β11−23β01

}
(15)

solving, we have that
β01 = 1 and β11 = 12 (16)

Which yields
h00(x) = x3−1 = x3 + 12
h01(x) = 23x3−1 = 8x3 + 12
h10(x) = 12 ·26x3−12 = x3 + 1
h11(x) = 12 ·29x3−12 = 8x3 + 1

(17)

Finally, using (7) we have
g0(x) = 12x3 + 1
g1(x) = 5x3 + 1

(18)

We have arrived at Coalition 1: f0(x) = 0, f1(x) = 2 and Coalition 2: g0(x) = 12x3 +
1,g1(x) = 5x3 + 1.
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Encoding these polynomials, we have that for Coalition 1:

f0 = (0,0,0,0,0,0,0,0,0,0,0,0)
f1 = (2,2,2,2,2,2,2,2,2,2,2,2)

and for Coalition 2:
g0 = (0,6,0,2,6,6,9,9,0,2,9,2)
g1 = (6,2,6,9,2,2,0,0,6,9,0,9)

It is clear that both coalitions can create the same descendant (false fingerprint):

(0,2,0,2,2,2,0,0,0,2,0,2)

6 Conclusions

In this paper we have discussed the IPP in Reed-Solomon codes. The goal of our work
was to answer a question by Silverberg et al. in [10,11] inquiring whether all c-IPP
Reed-Solomon codes are also c-TA codes. By expressing the IPP algebraically through
the definition of a suitable set of polynomials, we have shown that for a large family
of Reed-Solomon codes this is in fact true. That is, all [n,k,d] Reed-Solomon codes
defined over a field that contains the n− d roots of unity are IPP codes if and only if
they are also TA codes.

It is surprising that from our results it seems that the IPP characteristics of a Reed-
Solomon code lie solely in the field over which the code is defined. To devise the exact
extension of this dependence will be a subject of further research.
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Abstract. One way of achieving a more fine-grained access control is to link
an authentication level of assurance (LoA) derived from a requester’s authen-
tication instance to the authorisation decision made to the requester. To realise
this vision, there is a need for designing a LoA derivation model that supports
the use and quantification of multiple LoA-effecting attributes, and analyse their
composite effect on a given authentication instance. This paper reports the de-
sign of such a model, namely a generic LoA derivation model (GEA- LoADM).
GEA-LoADM takes into account of multiple authentication attributes along with
their relationships, abstracts the composite effect by the multiple attributes into
a generic value, authentication LoA, and provides algorithms for the run-time
derivation of LoA. The algorithms are tailored to reflect the relationships among
the attributes involved in an authentication instance. The model has a number
of valuable properties, including flexibility and extensibility; it can be applied
to different application contexts and support easy addition of new attributes and
removal of obsolete ones.

1 Introduction

In a virtual organisational (VO) environment, services and data are provided and shared
among organisations from different administrative domains and protected with dis-
similar security policies and mechanisms. These services and data (collectively called
resources hereafter) may have varying levels of sensitivity, thus requiring a more fine-
grained access control solution. One way of achieving this is to link an authentication
level of assurance (LoA) derived from a requester’s authentication instance to the au-
thorisation decision made to the requester.

Electronic authentication (e-authentication) is an electronic process by which a re-
mote user can be identified. Different authentication methods and processes provide dif-
ferent levels of assurance (LoA) in identifying a remote user. As defined by NIST [2],
LoA reflects the degree of confidence in an authentication process used to establish
the identity of an entity (an individual or a software component) to whom a creden-
tial was issued, and the degree of confidence that the entity using the credential is in-
deed the entity that the credential was issued to. In other words, LoA is an indicator
of the strength of an authentication process. It is influenced by all the factors directly
or indirectly associated to the process, including the method used for identity proofing,
the authentication protocol/method used by the underlying authentication service and
the environment under which the authentication is performed [2,10,13]. The extent to
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which an authentication event is coupled to an authorisation event should also be taken
into account when LoA is established.

In a VO, or a large-scale distributed resource sharing environment, resources are
likely to be more diversified and have varying levels of sensitivity. The existing ap-
proach to access control is a binary approach. A grant or deny authorisation decision is
made merely based upon the verification outcome of the requester’s identity credential.
It is well-known that identity verification cannot always produce a perfect and reliable
outcome. This approach to access control, disregarding the quality of authentication in
authorisation decision making, cannot satisfy the need for effective and cost-efficient
security provision in diversified resource sharing environments. To overcome this lim-
itation, there is a need for the design and development of an adaptive authentication
solution that allows the selection of different authentication methods with varying lev-
els of assurance as matched with resource sensitivity levels at run-time.

This paper describes the design of an authentication model, called the generic e-
authentication LoA derivation model (GEA-LoADM), to materialise our vision de-
picted above. The model supports the use and quantification of multiple LoA- effecting
attributes in an authentication instance and derives an aggregate LoA for the given set of
attributes at run-time. By grouping LoA attributes, analysing their mutual relationships
and the composite effect on an authentication outcome, the authentication model is ro-
bust and more flexible than the existing binary authentication model. The major novel
contributions of this paper include the identification and classification of LoA-effecting
attributes (i.e. authentication factors) used in various e-authentication scenarios, the
analysis of the mutual relationships and composite effect of these attributes, and the de-
sign of LoA derivation algorithms that derives an aggregate LoA for a given set of LoA
attributes along with their respective LoA contributions and the mutual relationships.

The rest of this paper is organised as follows. Section 2 discusses related works and
efforts on defining and using authentication assurance levels. Section 3 describes, in
detail, the design of GEA-LoADM, including its architecture and architectural compo-
nents. Section 4 presents aggregate authentication LoA derivation algorithms. Section 5
concludes the paper and outlines our future work.

2 Related Works

The concept of authentication LoA has been around since 2000 when the UK Office
of the e-Envoy (now the CabinetOffice e-Government Unit) first initiated the effort on
defining authentication LoA and on issuing guidance on using some specific types of
identification and authentication methods to achieve appropriate levels of assurance so
as to ensure that on-line government services are protected properly. This initial effort
was then followed up by the US Office of Management and Budget (OMB) that defined
e-Authentication guidance for federal agencies [10]. In this guidance, four authentica-
tion assurance levels, Levels 1 through to 4, are defined in terms of the consequences of
authentication errors and misuse of credentials. The lowest, Level 1, denotes little or no
confidence in the validity of an asserted identity, and the highest, Level 4, denotes very
high confidence in the asserted identity’s validity. While this OMB guidance specifies
criteria for determining the authentication assurance levels required for specific on-line
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services and transactions based upon the risks in each service and transaction category,
NIST (US National Institute of Standards and Technology) further defined technical
requirements for implementing these four assurance levels in its Special Publication
800-63 [2]. Similar efforts have also been made by the Japanese Government [6], the
Australian Government [1], and the Canadian Government [3] as part of their
e-government initiatives. These efforts either use, or adopt a similar specification as,
the OMB/NIST guidelines mentioned above.

It is worth emphasising that all the LoA guidelines and efforts discussed above are
centred on the user-to-system authentication use case scenarios. They do not consider
machine-to-machine nor software-to-software authentication scenarios. Nor do they
address the authentication of a person via a physical authentication mechanism, e.g.
location-based or biometrics based services. In addition, issues related to how LoA
may be fed into the authorisation process are also outside the scope of these efforts.
There is also a lack of solutions to link LoA to authorisation decision making at run-
time. Most of the existing authentication LoA efforts, such as the one recommended
by the OMB/NIST, uses an off-line approach to LoA compliance. With this approach,
LoA definitions are given as guidelines and the parties concerned are required to com-
ply with these guidelines by conducting a risk assessment of the underlying system,
mapping identified risks to an applicable assurance level, selecting appropriate authen-
tication methods and technologies based upon the technical guidelines, and validating
the implemented systems to make sure that it has achieved the required assurance level.
This off-line approach to authentication assurance level conformance may be adequate
for a static and homogeneous environment where resources and their sensitivity lev-
els are pre-defined prior to run-time and the services are provided by a single service
provider, such as the case in e- Government scenarios. This approach is certainly not
sufficient for Grid computing or large-scale distributed resource sharing environments
environments in which both service consumers and service providers are expected to be
diversified and dynamic in nature.

The first and the only effort so far (to the authors best knowledge) on linking au-
thentication LoA to authorisation decision making at run-time was made by the FAME-
PERMIS (Flexible Authentication Middleware Extensions to the PERMIS) project team
[www.fame-permis.org]. The project developed a software component that derives a
LoA value based upon a user’s authentication token presented to the authentication ser-
vice, and asserts the value to a role-based access control decision engine run at the
SP (Service Provider) side thus achieving LoA lined access control [9,15]. However,
the software is in a very basic form; it only implements the LoA definition versus to-
ken types as defined by the NIST guideline [2]. It does not consider the impacts of other
LoA- effecting factors such as authentication models and credentials used in Grid appli-
cations. Nor does it consider the composite effect by multiple LoA- effecting attributes.

Some works [4,5] on the estimation of trustworthiness of a user done in the ubiqui-
tous computing community may be relevant to our work described here. However, the
algorithms given are largely for the context of a ubiquitous computing environment.
For example, [4] proposes a model to calculate the trustworthiness of a user’s perva-
sive device, and [5] describes a parameterised authentication model for calculating the
authentication reliability of authentication sensors in a sensor based networks. Both of
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these works are centred at a broad level of trust in a ubiquitous environment, whereas
our work focuses on identifying authentication attributes in large-scale and dynamic
distributed resource sharing environments such as Data Grids, analysing and quanti-
fying the composite effect of these attributes on user identification and authentication
assurance level and linking it to authorisation decision making at run-time. In our prob-
lem context, the design issues of flexibility and extensibility are more acute.

3 GEA-LoADM Model

3.1 Architecture Overview

As shown in Figure 1, the GEA-LoADM model has a number of architectural com-
ponents, which can largely be classified into the following groups, an off-line com-
ponent, a real-time component and a global LoA- effecting attributes policy database
(GLoA-APDB). The output of the model is consumed by a replying party (i.e. a service
provider) that can be a shibboleth attribute authority [14], or an authorisation decision
engine.

The off-line component, called a Global LoA-effecting Attributes Policy Manager
(GLoA-APM), is responsible for identifying LoA-effecting attributes and calculating
the weightings among additive attributes. It comprises two further functional mod-
ules, the Global LoA-effecting Attributes Hierarchical Structure (GLoA-AHS), and
the Global LoA-effecting Attributes Weightings Allocation Module (GLoA-AWAM).
GLoA-AHS is responsible for identifying all the LoA-effecting attributes in a given au-
thentication context/environment, constructing a hierarchical LoA-effecting attributes
structure (such as the one shown in Figure 2), and categorising the attributes into dif-
ferent groups and levels based on their mutual relationships. These tasks are expected
to be undertaken manually by an authentication administrator or access policy deci-
sion maker based on their security policies and access control requirements. GLoA-
AWAM is responsible for calculating LoA weightings for additive attributes (additive
LoA attributes refer to those LoA attributes that are in an elevating relationship, i.e. the
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Fig. 1. GEA-LoADM architecture



102 L. Yao and N. Zhang

aggregated LoA value measuring the composite effect of a set of additive LoA attributes
on authentication assurance level is not lower than any of the individual component
LoA values in the attribute set). The weightings, along with other related information,
including the attributes hierarchical structure, the indicators of the relationships among
different attributes, component LoA values are all stored in GLoA-APDB. The working
mechanisms of, and the methodology used in the design of these functional modules are
detailed in Sections 3.2.

The real-time component has two functional modules, a LoA-effecting Attributes
Collection Module (LoA-ACM), and an Authentication LoA Derivation Module
(ALoA- DM). The LoA-ACM module first receives a notification of the set of con-
tributing LoA-effecting attributes involved in an authentication event/instance from au-
thentication services. It then fetches the component LoA values corresponding to each
of the attributes in the attribute set, along with their respective weightings, from GLoA-
APDB. Next, LoA-ACM sends the contributing attributes names along with their rela-
tionships, component LoA values and weightings to ALoA-DM. Once these parameter
values are obtained, ALoA-DM calculates an aggregated LoA using a LoA derivation
algorithm corresponding to the settings of this authentication instance. The design de-
tails of LoA-ACM and ALoA-DM are described in section 3.4 and 3.5, and the LoA
derivation algorithms are discussed in section 4.

GLoA-APDB is a database storing all the LoA-effecting attributes identified by
GLoA-AHS, their relationships, component LoA values and additive LoA attributes
weightings. The technical details of this module is described in section 3.3. In the fol-
lowing subsections, we further describe the designs of the architectural components and
how they interact with one another.

3.2 Global LoA-Effecting Attributes Policy Manager (GLoA-APM)

GLoA-APM has two functional modules, each performing some well defined tasks.
The first module, GLoA-AHS, identifies and classifies LoA effecting attributes and
organises them into a hierarchical structure based upon their mutual relationships. The
second module, GLoA-AWAM, provides the algorithms that can systematically and
scientifically assess and calculate the weightings of additive LoA-effecting attributes
for a given authentication model.

Performing these tasks requires a thorough analysis and evaluation of the under-
lying authentication context/environment and access control policies, which can be a
time-consuming process. Therefore, GLoA-APM is also termed as an offline compo-
nent, meaning that its functional tasks should be performed prior to the execution of
authentication procedures.

3.2.1 Global LoA-Effecting Attributes Hierarchical Structure (GLoA-AHS)
As mentioned, the GLoA-AHS module is responsible for:

• managing (i.e. adding, deleting and classifying) LoA-effecting attributes;
• assigning component (or attribute) LoA values to each of the attributes; and
• constructing the attributes into a hierarchical structure based on their mutual rela-

tionships.
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Fig. 2. An exemplar GLoA-AHS structure

The first two tasks are authentication context dependent. They are also dependent on
access policies that are, in turn, influenced by factors such as asset values and the un-
derlying risks in the access environment. We have examined and extended the attributes
identified by NIST [2] and OASIS [13], and produced a generic set of LoA-effecting at-
tributes. In addition, we have examined the mutual relationships among these attributes
and organised them into a hierarchical structure, as shown in Figure 2. From the fig-
ure, it can be seen that the structure highlight the mutual relationship among the group
of attributes located at the same level. This structured approach to LoA-effecting at-
tributes’ identification, classification, and organisation is an essential step towards the
determination of their respective weightings on, and the derivation of, the overall con-
fidence level for an authentication instance, in a scientific manner. This structure has a
number of additional merits. For example, it is flexible and extensible. Any emerging
LoA-effecting attributes can be easily added into the structure, and any obsolete ones
can be removed from it without affecting other levels in the hierarchy. Also, once con-
structed, a GLoA-AHS instance for a given authentication setting will only need to be
revised when there is any change in the authentication attributes at any level.

3.2.2 LoA-Effecting Attributes Weighting Allocation Module (LoA-AWAM)
When calculating an aggregate LoA for a group of attributes that are in an additive re-
lationship, their respective weightings should be determined first. The GLoA-AWAM
module uses AHP pair-wise comparison technique [11] to calculate the relative weight-
ings of the attributes. For a group of n additive attributes in the same level, X = x1,
x2,...,xn, at a given level in a GLoA-AHS structure, the LoA-AWAM module works as
follows [12,7]:

1. Based on the fundamental scale (developed by [11], and is used to represent the
intensity of importance among the attributes), the decision maker inputs the com-
parison values ai j=xi/x j; i,j⊆ [1...n], where xi and x j are the ith and jth attributes in
the set, and the algorithm constructs matrix:

A = (ai j)n×n =

⎛
⎜⎜⎝

a11 a12 ... a1n

a21 a22 ... a2n

... ... ... ...
an1 an2 ... ann

⎞
⎟⎟⎠ .
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2. Compute the principle eigenvalue λmax and the corresponding eigenvector W =
[w1,w2, ...,wn].

3. Check for consistency.
4. If matrix A is consistent or acceptably consistent, the algorithm derives the nor-

malised eigenvector W’=[w′1,w
′
2, ...,w

′
n] from W, and W’ is the normalised weight

for the set of attributes X.
5. Repeat steps (1)-(4) above for every attribute groups located at additive levels in

the GLoA-AHS hierarchy.

3.3 Global LoA-Effecting Attributes Policy Database (GLoA-APDB)

GLoA-APDB is a database containing three tables, storing, respectively, the GLoA-
AHS data structure, the LoA-effecting attributes along with their component LoA
values and weightings (for additive attributes), and aggregate LoA values and the cor-
responding information in the case of successful LoA derivation for an authentication
event. The table for storing the GLoA-AHS data is called the Hierarchy Table. The
second table, called the Attribute Table, stores AttributeNames, ComponentLoAValues,
Weightings and RelationshipTypes of the LoA effecting attributes. These two tables
store all the information required by the GLoA-APM module. The third table is named
as the Aggregated LoA Table and it is for logging LoA information related to authen-
tication events. That is, if an authentication event is successful, the Table stores the
aggregated LoA value calculated for the event along with the corresponding contribut-
ing LoA-effecting attributes.

3.4 LoA-Effecting Attributes Collection Module (LoA-ACM)

The LoA-ACM module performs three tasks. Firstly, it interacts with all the authentica-
tion services involved in an authentication event to identify contributing LoA-effecting
attributes. Secondly, it queries GLoA-APDB to obtain the component LoA values and
weightings of the attributes. Thirdly, it sends all the data fetched from GLoA-APDB to
ALoA-DM that then derives the aggregated authentication LoA value for the event.

3.5 Authentication LoA Derivation Module (ALoA-DM)

ALoA-DM receives a set of LoA-effecting attributes along with their component LoA
values and weightings for an authentication event from LoA-ACM and derives an ag-
gregated authentication LoA value for the event. The derivation is done by using either
of the two algorithms detailed in Section 4. Once the aggregated LoA value is calcu-
lated, the LoA-effecting attributes along with the aggregated LoA value will be stored
in GLoA-APDB for auditing purposes and for future references. Optionally, these data
may be stored in a third party attribute directory or an attribute authority for consump-
tions by other relying parties. For example, the data may be sent to the attribute authority
in the Shibboleth system for attribute assertion [14,15], or to the attribute authority for
creating and assigning an attribute certificate.
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4 Estimating the Composite Effect of Multiple LoA-Effecting
Attributes

4.1 The Method Overview

As discussed in section 3, for any given authentication system, there will be a set of
multiple LoA-effecting attributes, and the attributes can be organised into a GLoA-AHS
structure. Using the structure, we can estimate the composite effect (i.e. aggregated
LoA) of these attributes. This is done in a bottom-up manner. Assuming that there
are m levels (levels 1, ..., m) in the structure. From the bottom level m, based upon the
relationship (the weakest link, or the additive) of the attributes at the level, an aggregated
LoA derivation algorithm (corresponding to the relationship) is used to calculate the
aggregated LoA for this level. This aggregated LoA value is then used as the component
LoA of the connected attribute at the level immediately above, i.e. Level (m-1). This
process continues until the top level, i.e. Level 1, of the structure is reached, and the
aggregated LoA value at Level 1 is the overall confidence level, i.e. the aggregated
LoA, for the entire authentication event.

Obviously, for different relationships among multiple attributes, different LoA
derivation algorithms should be used. The following two subsections discuss the weak-
est link relationship algorithm and additive relationship algorithm respectively.

4.2 The ALoAWL Algorithm

The ALoAWL (Aggregated LoA for the Weakest Link relationship) algorithm discussed
in this section is designed for estimating an aggregated LoA value given a set of at-
tributes that are in the weakest link relationship. Assume that there is a group of
attributes {a1,a2, ...,an} at level k and their respective component LoA values are
{LoAa1,LoAa2, ...,LoAan}, and that these attributes are in the weakest link relationship.
The composite effect of these attributes on the authentication assurance level should be
the lowest component LoA value in the set. Mathematically, this can be expressed as:

ALOA(W L,level−k) = min(LoAa1,LoAa2, ...,LoAan); , (1)

where min is the minimum function, and ALOA(W L,level−k) is the aggregated LoA value
for level k with attributes in the weakest link relationship.

From this discussion, it can be seen that the derivation of an aggregated LoA value for
a group of attributes that are in the weakest link relationship only requires the attributes
component LoA values.

4.3 The ALoAAD Algorithm

The design of the ALoAAD (Aggregated LoA for the additive relationship) algorithm
that is required for estimating an aggregated LoA value given a set of attributes that are
in an additive relationship is not as straightforward as the case for ALoAWL. A scien-
tific method that can take into account of the attributes’ component LoA values as well
as their respective weightings is required. Subjective Logic [8], defined to mathemati-
cally describe and quantify subjective beliefs, consists of a belief model named opinion
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model and set of operations for combining opinions. It can be used to define various
operations for processing multiple opinions such as conjunction, disjunction, negation,
consensus, recommendation and ordering. The ALoAAD algorithm employs the subjec-
tive logic opinion (SLO) model and its consensus operation to derive the aggregated
LoA [8].

Using the SLO model, each of the additive attributes is transformed into an ’opin-
ion’ in the opinion model. For example, an attribute x’s opinion about the aggregated
authentication assurance level can be expressed as,

πx
p = b + d + u = 1,b,d,u⊆ [0,1] (2)

Where π is the opinion function, p is the proposition which π has opinion to (in this
case, p refers to the aggregated LoA), x is the attribute, and b, d, and u represent belief,
disbelief and uncertainty, respectively.

We now need to determine the values for tuple < b,d,u >. Belief b refers to the level
of trust in attribute x’s opinion. It is set to a value in the range [0,1], where 0 stands for
no certainty and 1 stands for absolute certainty. The level of trust in an authentication
outcome (i.e. the meaning of b) obviously has a similar meaning as the component LoA
(which refers to the level of confidence in an authentication outcome). However, as LoA
values are scoped between 1 to 4, and b in the subjective logic uses a scale from 0 to 1,
we need a transform method to transform LoA values from the scale of [1, 4] to values
in the scale of [0, 1]. This scale transformation is done using the following mapping,
b(0.25) = LoAx(1), b(0.5) = LoAx(2), b(0.75) = LoAx(3), and b(1) = LoAx(4).

Disbelief d refers to the level of accuracy in attribute x’s opinion. It is usually used
to measure the accuracy of some hardware-based authentication attributes such as the
case in biometric authentication and hardware sensor- based authentication [5]. Un-
like hardware-based authentication attributes, credential-based authentication attributes
only have belief and uncertainty values, but not accuracy value. This is because, for cre-
dential based authentication, if the authentication outcome is successful, then the level
of accuracy is taken as 100% (i.e. d = 0).

Based upon these considerations, for credential-based authentication attributes, we
can define the opinion for attribute x as follows:

πx
p = {b + d + u}=

⎧⎨
⎩

b = LoAx

d = 0
u = 1−LoAx

The opinion definitions for cases where disbelief is not zero, such as the case of
sensor or location based authentication method, will be addressed in our future work.
Once the opinions of all the attributes involved are defined, we can calculate a combined
opinion by using the consensus operation defined in [8].

This consensus operation assumes that the contributions (i.e. the weightings) by each
opinion are the same. However, for different authentication events and in different ac-
cess environments, the weightings of different additive LoA- effecting attributes are
likely to be different, and these differences may influence the final LoA derivation result
significantly. For example, consider the case where a smartcard authentication attribute
with a component LoA value 3, and an IP authentication attribute with a component
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LoA value 1, are both used in an authentication event. If the ratio of their authentication
impact/weighting is (1:1), then the calculated combined opinion will be {b=0.77, d=0,
u=0.33}. However, if the ratio is (3:1), then the combined opinion will be different and
b is expected to be higher than 0.77. Therefore, there is a need for a method to integrate
the influence of various weightings into the algorithm. We do this by integrating the
weighting of an attribute into its component LoA. The following describes this method.

Assume that wi is the weighting, LoAi is the original component LoA value, and
LoAai is the adjusted LoA value, of attribute ai. In other words, the effect of ai’s weight-
ing on the final aggregated LoA is embedded into the adjusted component LoA value of
attribute ai, LoAai. It is worth noting that the sum of the weightings by all the attributes
is always 1. Assume there are n attributes, if we take that the assumed contributions
(or assumed weightings) by each of the attributes are always the same, and that each
such weighting equals to 1/n, then the adjusted weighting for attribute ai will be the
difference between the real weighting, wi, and the assumed weighting, 1/n. That is, the
adjusted component LoA value for attribute ai is

LoAai = LoAi× (1 +(wi−1/n)) (3)

By integrating attributes’ weightings into their respective component LoA values,
the adjusted component LoA values can capture the effects of the attributes on the
overall authentication assurance level of an authentication event in a more accurate
manner. Then the consensus operation mentioned earlier can be used to derive the final
aggregated LoA value.

5 Conclusion and Future Work

This paper has discussed the concept of authentication level of assurance and the po-
tential benefits in using it to achieve more fine grained access control. However, owing
to the number, the variety and the complexity of the attributes concerned, quantifying
their composite effect and deriving an aggregate assurance level given multiple authen-
tication attributes for an authentication event is a very challenging research issue.

The paper has made some novel contributions in addressing this research issue by
proposing a framework, by which an authentication assurance level as influenced by
multiple attributes can be systematically estimated. This framework includes a Global
LoA-effecting Attributes Hierarchical Structure (GLoA-AHS) by which a large number
of LoA- effecting attributes can be organised into a hierarchical structure with distinc-
tive mutual relationships. Two aggregated LoA derivation algorithms are designed to
accommodate the identified relationships. With the use of these algorithms, along with
the GLoA-AHS structure and additional architectural component, the framework is able
to automatically derive a composite LoA value given a set of LoA-effecting attributes.
The major advantage of this model is its ability to accommodate a complex set of at-
tributes, and to provide a quantitative measure for authentication assurance levels in the
face of the complex attributes. Our ongoing work includes prototyping and evaluating
the framework, and extending it to accommodate more complex Grid authentication
scenarios. The consequent data privacy protection is another research issue and how to
safely employ users authentication information without misuse will be included in our
future work.
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Abstract. Governments and public administrations produce documents – laws, 
orders, permits, notifications, etc. With the transition from traditional paper-
based administration to eGovernment that we have seen in the last decade, au-
thentic electronic documents gain importance. Electronic signatures promise to 
be a tool of choice. However, given the choice of access channels – electronic 
or conventional – public administrations offer, eDocuments will have to co-
exist with traditional paper documents for several years, if not for decades. In 
this paper we discuss the Austrian practical experience gained with eSignatures 
and eDocuments in eGovernment.  

1   Introduction 

Electronic government (eGovernment) is increasingly supplementing or even replac-
ing traditional means of carrying out public administration. 7 x 24 availability,  
efficiency, accessibility, reduced red tape, better services for citizens and businesses, 
reduced costs, or accessibility are the promises. These promises are made for citizen 
to administration (C2A), business to administration (B2A), and intra-government (ad-
ministration to administration A2A) communication. Cross-border eGovernment 
bridging different legislations increasingly gets on the agenda: In the EU policy initia-
tives such as within eEurope2005 [1] i2010 [2] showed impact and EU Member 
States–in addition to their existing national eGovernment programs–committed them-
selves to improve their services towards such cross-border services. 

Austria has introduced electronic signature in eGovernment early, such as for offi-
cial notifications or in 2003 even for official promulgation of laws [3]. The achieve-
ments made in Austria have been confirmed by an annual eGovernment benchmark 
carried out by the European Commission [4] reporting for Austria 100% online-
availability of the twenty services that have been benchmarked. 

In such an environment where sensitive personal data are processed or where mis-
use of data may severely impact citizens’ or businesses’ rights, information security 
and privacy is a clear must. Research has shown that privacy is among the main con-
cerns in eGovernment, such as shown by an Oxford Internet Institute (et al.) research 
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that has included lack of trust and inadequate security and privacy safeguards in seven 
key barriers to eGovernment [5]. Citizens need to have certainty that their data is well 
protected. Public administrations need certainty that they are dealing with the citizen 
or the business claiming to have filed an application. Both citizens/businesses and 
public administrations need assurance that data are authentic. Last not least, the pro-
bative value of eDocuments as evidence in court proceedings needs to be ensured.  

A number of technologies and tools are needed and are employed to support in-
formation security in eGovernment. In this paper we limit our-selves to the role of 
electronic signatures in eGovernment, i.e. to data-origin authentication. We refer to 
qualified electronic signatures as electronic signatures that yield legal equivalence to 
manual ones, i.e. “satisfy the legal requirements of a signature in relation to data in 
electronic form in the same manner as a handwritten signature satisfies those re-
quirements in relation to paper-based data”. This legal definition has been taken from 
in the EU Signature Directive [6]. The national implementations are domestic signa-
ture laws such as the Austrian Signature Act [7]. 

The technologies backing electronic signatures exist for a while, i.e. digital signa-
ture and public key infrastructure (PKI). While these technologies are widely de-
ployed in commodity products such as email clients, or document viewers, deploying 
the technologies in eGovernment for nationwide or cross-border use may lead to some 
additional requirements.  

We discuss such requirements, roads followed, solutions developed, and practical 
experiences in the Austrian case in the remainder of this paper: In section 2 chal-
lenges to eDocuments in eGovernment are discussed. While some of the challenges 
are found in other environments such as in the private sector, others may be consid-
ered specific to the public sector. An example of such specific situations are fairly 
long transition periods from paper to electronic processes that are caused due to the 
many actors on national, regional, and local level. In section 3 we discuss electronic 
signatures created by citizens, i.e. signing applications. While this seems to be easy at 
first sight, the relatively low frequency of a few government contacts per year asks for 
open solutions that search for synergies with private sector applications in order to in-
crease take up and to make infrastructure investments economic. We continue in sec-
tion 3 with discussing electronic signatures created by public administrations. The 
problem addressed here is that co-existence of conventional paper-based documents 
and electronic documents shall not lead to a duplication of infrastructure. This shall 
serve as an outlook how the experience made in Austria may serve as best practice. 
Finally, conclusions are given. 

2   Challenges to eDocuments in eGovernment 

Documents are the fundamental vehicles of public administration – we are used to 
show birth certificates as birth date confirmation and legal presence documents, we 
fill forms to apply for a driver license; we receive building permits from the authority, 
or show a proof of citizenship when applying for a passport.  

Taking a birth certificate as an example, basic characteristics are that the document 
is needed for many years and it is used in many different processes with a variety of 
different authorities. Assume that birth certificates are issued as electronic documents 
where an electronic signature ensures authenticity: We than can state two desired 
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properties: (1) From a government’s perspective, the signed eDocument should also 
be usable by authorities or in processes that are not yet online and not yet electronic. 
Thus, paper copies should be possible so that the citizen can print the electronic birth 
certificate and use it as an attachment to a conventional, paper-based application. This 
of course raises the question of how authenticity of the printed document can be en-
sured and how one can verify that the document has been created by an authority. (2) 
The second requirement stems from a citizen’s perspective: If an official document is 
delivered electronically the citizen may not want to be burdened with keeping a reli-
able electronic archive for decades – think e.g. of the birth certificate example. Even 
though today computers are found in almost any household, life-situations may 
change or computers may break which shall not render essential official documents 
inaccessible. Again printing important documents on paper may be seen as a proven 
durable backup media.  

The considerations made so far lead to the requirement that when migrating to of-
ficial eDocuments printouts should remain a genuine representation. Authenticity of 
eDocuments should be ensured in a way that tolerates media breaks. To state a more 
stringent requirement, printouts of official eDocuments shall have legal probative 
value and the assumption of genuineness should apply to printed eDocuments – two 
requirements that have been included in the Austrian eGovernment Act [8]. We will 
describe in section 4 how this has been implemented technically in Austrian eGov-
ernment based on electronic signatures. 

3   Citizens’ Signatures – The Mass-Deployment Challenge 

An initiative to employ smartcards to facilitate citizens’ access to public services has 
been launched in an Austrian Cabinet Council in 2000. In early stages of this citizen 
card project it became obvious, that two major challenges need to be solved [9]: 

• The relatively low frequency of citizen contacts with public administrations asks 
for solutions that are not limited to the public sector, but search for synergies with 
the private sector. This applies to both government-issued citizen cards used in pri-
vate sector applications needing adequate security levels (e.g. Internet banking) 
and enabling the private sector to issue own tokens (e.g. bank cards) as citizen 
cards that can be used as official electronic identities (eID) in eGovernment.  

• Applications usually need to be signed by the applicant. Qualified electronic signa-
tures give the legal basis to sign electronic forms [6] [7]. eGovernment user inter-
faces of choice – Web browsers – however give no standardized vendor-independent 
and platform-independent way to sign forms. Integration of smartcards is usually 
limited to client authentication using SSL/TLS [10]. 

To address these challenges, Austria has chosen to develop an open specification 
“Security Layer” between the Web browser and the citizen card [11]. The interface is 
based on the hypertext transport protocol (HTTP) and thus is accessible via any Web 
browser using standardized methods. The implementation of the interface is a mid-
dleware called “citizen card environment”. Aside de-coupling the citizen card from 
the browser, the middleware integrates the different tokens, as various smartcards can 
be used. The concepts, the identity management model, and the security architecture 
of the citizen card are described in detail in [12]. 
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The process of signing electronic data using the middleware bases on a simple 
XML based request-response protocol. To sign a document, an XML command “Cre-
ateXMLSignatureRequest” selecting the key pair and certificate for a qualified signa-
ture is sent by the application to the middleware. The data to be signed is referred by a 
so called “DataObjectInfo”-element. The result is an XMLDSIG signature [13] which 
is returned by the middleware as corresponding “CreateXMLSignatureResponse”. Us-
ing complex requests the data to be signed can be almost arbitrary XML data, can in-
clude transformations, or can contain supplements. As an alternative signature format 
cryptographic message syntax (CMS) [14] is supported. 

4   Administrations’ Signatures – The Media-Break Challenge 

In this section we discuss electronic signatures created by public authorities, such as 
on official notifications. We refer to such signatures as “official signatures”. We first 
describe the underlying concepts and then give two case studies of actual implementa-
tions in sub-sections 4.1 and 4.2.  

With reference to the challenges for authentic eDocuments that have been discussed 
in section 2, the two underlying objectives to be addressed by official signatures are:  

• Verifiability that the signer was a public authority or a public official  
• Authenticity robust against media-breaks 

To meet the goal of identifying a public authority an attribute to the signature cer-
tificate has been specified. An object identifier (OID) has been defined as an exten-
sion to the X.509 certificate and has been registered as “Austrian eGovernment OID”. 
Using OIDs to define attributes in certificates is a common approach in PKI [15]. It 
however requires that verification software interprets the OID and informs the relying 
party. For a domestic administration that e.g. receives an eDocument containing an 
official signature it is an easy task to identify the official signature, as the national 
OID is known. For citizens or foreign administrations the problem arises that standard 
signature verification software can verify the signature, but usually is not aware of an 
Austrian eGovernment OID. The problem however turns out minor as the eGovern-
ment Act [8] asks the authority (i.e. the signer) to provide a link to information on 
how to validate an eDocument it issues. This is usually a validation service that does 
the signature validation and makes an attestation that the document has been issued by 
the authority based on the eGovernment OID.  

The tricky problem is how the media breaks can be overcome. The chosen solution 
was to apply an electronic signature to the (electronic) document and to construct the 
eDocument in a way that all information needed to validate the electronic signature is 
visible on the document – thus printable and also visible on the printout. We define 
the following conditions:  

1. Relevant information needs to be text based. The limitation is however minor for 
official documents that usually are text documents (for official signatures including 
images and other binary data, see the binary mode in section 4.2)  

2. Text information that can lead to ambiguity on printouts, such as different hy-
phens, multiple blank spaces or tabs, or diacritics, need to be normalized to an un-
mistakable representation 
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3. All elements in the electronic signature are appended as visible text elements to the 
document as a visible signature block 

XMLDSIG [13] has been chosen as signature format being a text-based format 
meeting condition (1) above. A normalization algorithm has been specified to meet 
(2). Figure 1 illustrates a signature block (3).  

 

Fig. 1. Visual signature block over this paper  

The signature block shown in figure 1 is a qualified electronic signature over this 
contribution to SEC2009 that you are currently reading. It is created in a “text-mode” 
using the PDF official signature tools described in sub-section 4.2. The electronic sig-
nature can be verified using the verification link either based on the electronic file (if 
available) or based on the typed text if just the printout is available (admittedly, the 
length of the paper makes typing without allowing a single typo troublesome. Com-
pare however to the little amount of relevant data on your birth certificate which eas-
ily can be typed).  

The signature block needed to validate the signature contains the following  
elements:  

• A logo: The logo has no security value, but is used to allow citizens to visually 
identify an authority’s official signature.  

• The signature value: That is the cryptographic result of the XMLDSIG [13] signa-
ture in base-64 encoding.  

• Signatory is the person who signed the document. Either the distinguished name 
(DN) taken from the signature certificate is shown or a friendly name that can be 
freely chosen.  

• Date-Time/UTC: The time when the signature has been created in coordinated uni-
versal time. 

• Issuer-Certificate and Serial-No.: The issuer-field and the certificate serial number 
uniquely identify the certificate and, for qualified certificates or other sufficiently 
reliable CAs, the signatory. Provided that certificates are published in a directory 
service (e.g. LDAP [16]), the certificate can be retrieved using this data. This 
eliminates the need to include all certificate content in the signature block.  

• Method refers to the text extraction, normalization and representation method used. 
This also identifies the form used. The form can be a single text block, or arbitrary 
complex XML structures. An example of official signatures used with complex 
forms is given in section 4.1. 
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• Parameter: Additional parameters used in the XMLDSIG signature-creation proc-
ess are encoded in this string.  

• Verification is a reference to the signature validation service that can be used to 
verify the document. In the example in figure 1 the URL of such a service provided 
by the official citizen card web page is given.  

Validating the electronic signature using the electronic version of the eDocument 
has no difference with conventional XMLDSIG signature validation, as all data in-
cluding the signature certificate is given in the eDocument. When reconstructing and 
verifying authenticity a few preparatory steps are needed: Let’s assume that the rely-
ing party has used optical character recognition (OCR) to convert the printout to a 
text-stream. The next step is to carry out a text analysis to identify the signature 
block(s) that can be at arbitrary positions in the text stream. The next step is to iden-
tify the method, i.e. which document format has been used to convert XML. The 
XML form is retrieved and filled with the text from the OCR-stream. Finally, the cer-
tificate is retrieved from the CA’s directory service. The result is an XMLDSIG struc-
ture and the signature can be verified.  

The considerations made so far on official signatures are independent from the 
document format. Tools have been developed to sign raw text, complex XML struc-
tures, portable document format (PDF) documents, OpenOffice documents, or Micro-
soft Office Word 2007 documents. Taking two examples from this list, the following 
sub-sections describe how official signatures are used with XML data and PDF. 

4.1   Case Study: XML Plus Stylesheet 

The first case study of signed eDocuments is structured XML data. Having read the 
validation process from printouts described above, the reader might have wondered 
whether this actually will work in practice, such as typing long text from paper with 
conversion errors that still are frequent with OCR systems. Any mistyped character 
would render the electronic signature invalid and may be hard to find. Two aspects 
are however to be considered: On the one hand, reconstruction from paper is the 
scarce case – usually validation is done using the electronic version as an attachment 
to an application and even with paper the assumption of genuineness is challenged 
just in doubt. On the other hand, most official documents (forms) are highly regular 
and have just a few dynamic elements such as a reference number, the citizen’s name, 
or a date as variable elements. Significant portions are static – permits or other con-
tent is often made of known text blocks with little variables. This allows to provide a 
Web-form that gives the look-and-feel of the paper-document. By filling a few dy-
namic elements the electronic original is reconstructed.  

To give an example of how verifying authenticity of printed official signatures is 
used in practice, we use the criminal record certificate showing convictions of the ap-
plicant. Such certificates are frequently used, as in public procurement a fresh crimi-
nal record is to be provided by the bidder. In the majority of cases the certificate 
shows no convictions. Thus, a limited amount of data is dynamic. Figure 2 below is 
the Web form to validate a printed criminal record certificate. It requests for entering 
few data only. 
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Fig. 2. Reconstruction-form for signature validation from printouts  

4.2   Case Study: Official Signatures and PDF 

PDF is a desirable document format for official signatures, as it is frequently used and 
PCs are often shipped with PDF readers as pre-installed standard software. Even 
though PDF has electronic signature features since its version 1.6 [17], the official 
signature requirement to allow for reconstruction from the printout could not be ful-
filled. Thus, separate tools have been developed in Austria. Two signature-modes are 
supported:  

• A binary mode where the PDF document is considered a binary stream that is 
signed. That allows signing arbitrary data including images, but bit-identical recon-
struction from printouts is not possible.  

• A text mode where the raw visible text is signed. This mode does not include im-
ages or other binary data into the signed data, but allows for validating the signa-
ture from printouts [8].  

Binary signatures on PDF documents are similar to PDF signatures defined in [17]. 
The main difference is that a visible signature block with data shown in figure 1 is 
created – which gives additional information compared to PDF signatures as known 
from Acrobat® products.  
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Lorem ipsum 
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Fig. 3. Text mode signature-creation for PDF documents 
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Fig. 4. Signature validation from the electronic document (a) or a printout (b) 
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We therefore focus on text mode signatures that allow validation from printouts. 
The tools carry out four steps during signature-creation, as illustrated in figure 3: (1) 
First the raw visible text is extracted from the PDF document as UTF-8 encoded 
stream. Formatting is ignored. A critical issue is that the text extraction needs to ex-
actly represent the reading order “top left to bottom right”. This is needed for recon-
structing the text from printouts in the same order. It turned out that most PDF tools 
perform well on extracting from standard text documents, but depending on the PDF 
creation tools used for the document to be signed tables, headers, footers, and foot-
notes can result in reading order errors. (2) The second step is a normalization step to 
eliminate ambiguous characters or text representations on printouts. The normaliza-
tion specification defines how to handle characters that can be mistaken with similar 
characters, such as similar hyphens, dashes, or diacritics. Moreover multiple spaces 
and tabs need to be eliminated. (3) The third step is to sign the normalized text. 
XMLDSIG [13] is used. (4) Finally, the signature block as shown in figure 1 is cre-
ated and fed back into to PDF document. 

If using the validation link in the signature block and the PDF version of the paper, 
signature validation follows five successive steps, as illustrated in figure 4: (1) the 
original text together with the text of the signature block is extracted and converted to 
a UTF-8 stream. This is either done by (a) uploading the electronic version and em-
ploying PDF text extraction tools or (b) by reading the printout and manually typing 
the text, using OCR tools, respectively. (2) The signature block – or signature blocks 
in case of multiple signatures – is separated. As the signature-block is well defined, 
that is done by rather simple text analysis. (3) The certificate issuer and the certificate 
serial number are taken from the signature block to identify the CA and the certificate. 
In case the certificate is not embedded into the electronic PDF, it is retrieved from the 
CA’s directory service. (4) The text is normalized using the same algorithm as during 
signature creation. The methods used are identified by the method field in the signa-
ture block (cf. figure 1). (5) Conventional signature validation is done. 

A set of tools has been developed to allow for creating and validating such text 
mode or binary mode PDF signatures using either the citizen card or server-based sig-
nature-creation devices for high volume operations. Among the most convenient ones 
is a plug-in for Acrobat® Standard or Acrobat® Professional. The signatory uses the 
plug-in to position the signature block using the mouse within the PDF document. 

5   Conclusions 

The paper has introduced Austrian electronic signature initiatives in eGovernment. 
Austria has started in 2001 with a comprehensive eGovernment program where elec-
tronic signatures play an important role as a security tool. Electronic signatures are 
however no end in itself, but the means to achieve authenticity with electronic docu-
ments. Thus, the main topic of the paper is how to achieve authentic eDocuments us-
ing electronic signatures as the vehicle to provide genuineness.  

eDocuments can either be created by the citizen such as filling a form, or can be is-
sued by the public authority as the electronic substitute of paper documents. On the 
former – applications of the citizens – the paper has briefly described the Austrian 
citizen card concept as the citizen’s tool to electronically sign forms. On the latter – 
official documents created by an authority – the paper has described the concept of 
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official signatures. Official signatures are electronic signatures created in a way that 
the relying party can verify that an eDocument origins from a public authority. A spe-
cific feature developed by Austria is that official signatures are robust against media 
breaks. That is that an electronic signature created using the concepts discussed can 
be validated even if printed on paper. This facilitates the introduction of eGovernment 
as the media preference or capabilities of the final receiver of a document – either the 
citizen or an authority receiving the document as an attachment – no longer deter-
mines on which media a document is issued. 
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Abstract. There are various network-enabled and embedded computers deployed
around us. Although we can get enormous conveniences by connecting them to-
gether, it is difficult to securely associate them in an ad-hoc manner. The difficul-
ties originate from authentication and key distribution problems among devices
that are strangers to each other. In this paper, we review the existing ways of initi-
ating secure communication for ad-hoc network devices, and propose another so-
lution. Exploiting Pairing-based cryptography and the notion of location-limited
channel, the proposed solution bootstraps security conveniently and efficiently.
Further, it supports ownership enforcement and key-escrow.

1 Introduction

The number of computer-embedded intelligent devices deployed around us keeps in-
creasing as the technology evolves. The devices are sometimes network-enabled to give
even more benefits. Although the advantages can be augmented when a user can con-
nect the devices together on demand, it is being obstructed by security and privacy
threats. The communications over the intelligent and networked devices (called as “em-
bedded devices” or just “devices”, hereinafter) can be protected cryptographically, but
bootstrapping security is not easy.

Security bootstrapping that includes key generation/distribution and authentication
tends to impose configuration burdens upon users. For example, users need to follow
a series of instruction steps for WPA2-PSK (WiFi Protected Access 2, Pre-shared key)
configuration, even though the pre-shared key mode is the simplest option for using
WPA. Establishing security among devices becomes more complicated in an ad-hoc
network since there is no trusted entity always available online.

In this paper, we look over the related existing technologies and propose a rather
intuitive and useful way of bootstrapping security for networked devices. Taking ad-
vantage of Pairing-based cryptography and the notion of location-limited channel, the
proposed method provides an easy, secure, and efficient way of creating private commu-
nication channels over devices. A user does not have to follow intricate commands, but
just brings a special device close to other devices to create a secure channel. Besides,
users can acquire privileged ownership and key escrow support on their own channels.
Only a channel owner can manage membership of the owned channel and reveal any
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secret over the channel. Our method also can be applied to other forms of networks
(e.g., home Wi-Fi networks), not only to ad-hoc networks.

2 Background

Stajano and Anderson[26] addressed security bootstrapping difficulties in an ad-hoc
network, which are caused by the absence of an online trusted entity. To tackle the
problem, the authors suggested using a side channel approach, instead of relying on
public key infrastructures that require online servers to confirm the validity of signed
certificates, or traditional symmetric key-based ticket solutions[21,15,23] that need a
ticket granting server.

In their scheme, devices exchange authentication information via an out-of-band
channel, and then authenticate each other online based on the exchanged information.

Balfanz et al.[6] extended the idea by Stajano and Anderson and clarified the no-
tion of preauthentication information that is exchanged in location-limited side chan-
nel. They listed the characteristics of the side channel as demonstrative identification,
authenticity, and secrecy. The communication media of the side channel need to have
special physical characteristics (e.g., a very short communication range and directed
propagation) so that users visually identify to whom they are talking. In another study
[4], the authors demonstrated an alternative peer authentication using an IrDA imple-
mented location limited channel. When a user brings a computer to a wireless access
point (AP), the two devices exchange pre-authentication information via IrDA ports,
and then contact each other over an 802.11 network to execute further handshake proto-
cols. Mccune et al.[19] used two dimensional (2D) barcodes and camera phones. In this
study, a camera phone is used to authenticate devices. A device displays 2D barcodes
that contain authentication digests of the device, and then a camera phone reads the bar-
codes and authenticates the device online based on the digest. A variety of out-of-band
communication mediums[12,17,18] have been proposed to deliver secret information
as well, such as sound, gestures, and laser lights.

Although the above approaches have utilized diverse communication mediums, there
is still room for improvement in the usability and security aspects. Some require a user
to bring a device to the other device, but it is not very practical when devices are heavy
and physically apart from each other. Some require a user to perform delicate tasks. In
the laser light approach, a user must hold the light emitter stably to complete the infor-
mation transmission, but it can be difficult for seniors, especially persons experiencing
hand tremors. Some need special equipment. The 2D barcode scheme requires a device
to have a display screen, which could increase costs for a small device like a finger
oximeter. Instead of having a display, a device can have printed barcodes on its surface,
but the printed information could be missing or replaced by something else. Audio and
gesture signals can be observed by an attacker, so it is not useful in public places (e.g.,
an airport or a station).

Cryptographic techniques in previous efforts need to be reconsidered as well. Con-
ventional public key cryptography (e.g., RSA) could impose a high computational load
and power demand for small devices. Symmetric key schemes impose key management
overhead as the number of devices increases, and threaten the security of others by
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exposing shared secrets if one of devices were compromised or if a malicious device
were accidentally connected.

Additionally, users need administrative authority to give or deprive membership on
the secure channel they create over multiple devices. Private devices would allow only
authorized users to have the authority. Public devices may be open to anyone for channel
creation, but each channel should be distinguished and managed by its creator. The
enforcement of ownership is useful when devices are invited into an administrative
domain (e.g., a home, hospital, or company network). The owner or administrator of the
domain would allow invited devices to use and interact with other network resources
for a limited period. Channel owners should also be able to investigate communication
history and decrypt messages on owned channels. The key escrow is useful for auditing
and tracing anomalies in institutions and enterprises. Such ownership representation
and key escrow need to be supported cryptographically but have not been considered
adequately in previous approaches.

Although it is not a necessary requirement of the security bootstrapping in general,
we try to support protected broadcast. Sometimes, one-way and non-critical notifica-
tions need be broadcast to participants on a channel. For example, in a home automation
environment, a sensor on the main door could wake up all devices in a room from sleep
mode when the master entered.

3 Requirements and Our Approaches

We try to provide an easy method of bootstrapping security, so that anyone can securely
create and manage private communication channels over embedded devices. Some em-
bedded system applications are designed for even non-computer literate seniors[16].
After reviewing the existing technologies in ad-hoc security bootstrapping, we can list
the requirements that our system has to meet: 1) user-friendly way of establishing secu-
rity, 2) ownership representation and key escrow support, 3) low overheadperformance,
power, and key management, and 4) protected unicast and broadcast.

In order to compose a solution addressing the purpose, we take the following ap-
proaches to exploit existing technologies.

How to intermediate: A USB flash drive is often used as a mediator of security estab-
lishment between Wi-Fi network devices, by delivering certificates or pre-shared keys.
This kind of small mediator is rather handy for exchanging secret information between
devices than direct contact of devices (cf. the IrDA approach[4]). Moreover, the inter-
mediary could provide a user-friendly UI, store the configuration of created channels,
and substantiate user ownership. It can also deliver security policies as the notion of
“universal controller”[26], but policy enforcement is not the concern of this paper. For
convenience, we call the intermediary AID (authentication intermediary device), here-
inafter.

Communication media: Although a variety of communication mediums could be
utilized to implement a location limited channel, a few wireless solutions seem to be
plausible considering usability. RF is one possible medium. Bluetooth, a popular RF
technology, could be employed, but it has a long working range where we cannot iden-
tify hidden participants. Some RFID techniques can be empowered within a short range,
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like within a few centimeters. However, RFID tags only return stored information or
static series of information. Some have achieved selective responses to unauthorized
reading of RFID tags, but the tags can be duplicated. Moreover, the tags are not highly
programmable and do not have sufficient computational power yet for our purpose.

A high-speed infrared solution like Giga-IR[2] could be useful. It uses a directed
wave, so devices need to be aligned along the line-of-sight, although usability would be
improved with accessories helping alignment (e.g., docks or clips). The virtue of this
technology is it provides secure and high-speed transmission at low cost (the module
costs about 20 cents).

Recent efforts in very short range wireless communications are also noticeable.
Transfer Jet[3] is a promising technology. Although based on omni-directional elec-
tromagnetic waves, its working range is only 3 centimeters, which is fairly shorter than
that of general Near Field Communication, so that a user can identify all participants to
the established communication. This helps to fulfill the authenticity and demonstrative
identity. We expect our scheme to be embodied in very short-range wireless commu-
nication, but it is not tied to a specific medium. Any wireless communication is ap-
plicable if it has a short working range sufficient for users to identify communication
participants.

Cryptography: On the one hand, we want to take advantage of asymmetric key-based
cryptography (e.g., key management and signing and non-repudiation functionalities).
On the other hand, we cannot impose the burdens of computation and high demand of
power upon the devices. Envisioning a small embedded device in a personal network,
it is reasonable to have hardware constraints similar to the typical wireless sensor net-
works (WSN), that is, 8-bit microprocessors with several hundred kilobytes of RAM
and ROM.

Additionally, we need to support privileged administration of the created communi-
cation channels, which means only the channel owner can administrate security parame-
ters and channel membership. Moreover, key escrow needs to be supported so that users
can decrypt all messages and investigate stored information over their own channels as
needed. We also need to protect messages that are transferred between two devices and
protect messages that are broadcast to all devices of a channel.

Pairing-based cryptography (or PBC) is very suitable for our purpose. Although it
is not as light as Elliptic Curve Cryptography, PBC imposes very little performance
and power overheads comparing to RSA[14,27]. Moreover, it allow us to provide such
useful functionalities with practical security as key escrow, ownership enforcement, and
message unicast and broadcast.

4 System Description

Although the functions of AID can be implemented on top of a variety of handheld
devices, a cell phone might be the most plausible device for AID embodiment because
cell phones are widely deployed and empowered to perform cryptographic computa-
tions. An overview of creating a secure channel in our system can be depicted with a
simple example scenario; a user found a public photo printer in a library and wants to
print pictures stored in a digital camera. The user chooses a menu on her cell phone,
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and then brings the phone close to the photo printer and the digital camera one after
the other. As a result, the two devices will share a paired secret, so that the user can
send the pictures to the printer safely.

4.1 Identifiers

Based on the properties of PBC, two devices in our system will have mutually shared
secrets derived from the IDs of the devices. There could be some consideration on how
to generate and distribute IDs. Some identity-based encryption (IBE) applications use
self-explanatory identifiers that can be uniquely inferred from some known properties
of devices, such as the address or the network topology where the devices reside. There-
fore, when a device wants to communicate, the former can easily acquire contact or the
identifier of the latter if the former has one of either sets of information.

However, we do not use inferable identifiers since devices can have multiple IDs.
The number of IDs for a device depends on how many channels associated with the
device. IDs are generated and distributed by an AID, and there are two possible ways
of ID generation: 1) The AID generates a set of IDs in advance for a given number
of initial participants, and 2) generates an ID as the occasion demands. We use both
methods. When a user generates a channel, the first is used, and when a new member is
joining over the initial number of members, the second is used.

When a device wants to securely communicate with the other device, the former
has to figure out how to make contact and what the ID is of the latter. On the other
hand, the property of PBC builds a shared secret between pairs of IDs, even though
the ID owners have not yet met. Authentication includes discovering the relationship
between the contact and the ID of the peer, based on the shared secret. Contrary to the
typical IBE applications, IDs are not inferable in our system. Therefore, devices acquire
the information from an AID, otherwise they have to resolve it by themselves. These
processes are discussed in Sect. 4.3.

4.2 Pairing Based Cryptography

The PBC bases on pairings that map a pair of elliptic curve points to an element of the
multiplicative group of the finite field1. Bilinear pairings are special type of pairings de-
fined as follows; G is an abelian group written in additive notation with identity element
0, and GT is a cyclic group of order q written in multiplicative notation with identity
element 1. We carefully select an elliptic curve E(Fq), and construct a Non-Interactive
Key Distribution Scheme (NIKDS) as Boneh[7] and Sakai[24] proposed, by obtaining
a map ê that is derived from a Tate or Weil pairing on an elliptic curve, ê : G×G→GT ,
which satisfies the following properties:

• Bilinearity: ∀P,P′,Q,Q′ ∈ G we have ê(P + P′,Q) = ê(P,Q)ê(P′,Q) and ê(P,Q +
Q′) = ê(P,Q)ê(P,Q′).
• Non-degeneracy: ê(P,P) �= 1.

1 The descriptions of the pairings refer to articles in Galbraith and Pattersons’ book[25] (Chapter
IX and X, respectively), and an introduction of Menezes[20]. Details can be found in the
references.
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• Symmetry: ∀P,Q ∈ G, ê(P,Q) = ê(Q,P).
• Computability: ê can be efficiently computed.
• Security: it is hard to compute the bilinear Diffie-Hellman problem and the decision-

bilinear Diffie-Hellman problem.

The parameters 〈G,GT , ê〉 are along with a cryptographic hash function, φ : {0,1}∗ →
G, that map arbitrary length binary strings onto elements of G.

When a channel c is created, an AID selects a channel secret CSc ∈ Zr
∗. The AID

can get a public/private key pair of device i by computing Pubi
c = φ(IDi) and Privi

c =
[CSc]Pubi

c, respectively. The AID should implement the following functions:

• PROC INIT CHN: when a user requests to create a secure channel c, the AID gen-
erates the following initial security parameters with a given number of initial par-
ticipants n:
1) CSc, φ c for the channel c
2) IDi

c for the participating devices (i = 1...n), IDM
c for the AID, IDN

c for the
channel network. IDM

c and IDN
c are used to derive the key pair of the AID and

broadcast, respectively.
3) private keys of devices, Privi

c = [CSc]φ(IDi
c). Note that, φ(IDi

c) is the public
key of i. The AID can optionally give the calculated public keys to devices to re-
duce the computational burden.
4) a public/private key pair of the AID, (PubM

c, PrivM
c).

5) a public/private key pair of the channel network, (PubN
c, PrivN

c).
• MSG CHN CNFRM: when the user brings the AID to device i, the AID asks if the

channel (c, PubM
c) is already created on i.

• PROC STORE CHN: if the channel c has not been created yet on i, the AID sends
IDi

c and other security parameters (cf. MSG DVC PRMTR). The AID may store
the contact of the device (e.g., address) for an administrative purposes.
• MSG DVC PRMTR: the AID sends (IDi

c, Privi
c, {ID j

c}, φ c, IDM
c, IDN

c, PrivN
c)

(where i �= j) to i.

An embedded device needs to implement the following functions:

• PROC CHN CNFRM: receiving MSG CHN CNFRM, a device checks whether a
channel c is created with the name of PubM

c, and returns yes or no confirmation.
• MSG CHN CNFRM ACK: answers with the contact information.
• PROC DVC PRMTR: Receiving MSG DVC PRMTR, the device stores the secu-

rity parameters.

After the AID distributes security parameters to devices, two devices will share a
pairwise secret Ki, j as ê(Privi

c, Pub j
c) = ê(Pubi

c, Pub j
c)CSc

= ê(Priv j
c, Pubi

c) by the
bilinearity and the symmetry.

4.3 Session Key Establishments

A device could be in the following status according to whether it knows the contact or
the ID of its communication peer: Stat1: the device recognizes the other and knows how
to initiate contact, but does not know the ID of the other yet, Stat2: the device knows the
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peer’s ID, but does not know how to initiate contact, or Stat3: the device knows both of
these pieces of information. The session key establishment can be processed differently
depending on the states of the devices2:

• Handshake1: it is the session key establishment between a device A in Stat3, and
the other device B in any other state. Since A knows the ID and the address of B, A
can sends a session key establishment request to B using the shared secret between
them. A session key is derived as the below handshake case 1 below shows. An
intruder cannot impersonate A nor B without knowing one of their private keys.
• Handshake2: the session key establishment between a device A in Stat2, and the

other device B in Stat2 or Stat1. Although A knows B’s ID, A has to resolve B’s
address. It is same as the Handshake1, except that the first message is broadcast to
every device on the channel. Despite every device receiving the message, only B
can acknowledge correctly.

Handshake1 (Handshake2):
1. A→ B (ALL): c, IDA

c, nA, H[c, ê(PrivA
c, PubB

c), nA, 0]
2. B→ A : nB, H[c, ê(PrivA

c, PubB
c), nA + 1, nB, 1]

(Key established as H[c, ê(PrivB
c, PubA

c), nA + 2, nB + 1])

• Handshake3: the session key establishment between two devices that are in Stat1.
The devices need to exchange their ID and authenticate each other based on the
shared information. Balfanz et al.[5] proposed a handshake protocol using pairing-
based cryptography. We use a simplified version of the protocol. See the operation
Mode3 below.

Handshake3:
1. A→ B : c, IDA

c, nA

2. B→ A : IDB
c, nB, H[c, ê(PrivB

c, PubA
c), nA + 1, nB, 2]

3. A→ B : H[c, ê(PrivA
c, PubB

c), nA + 1, nB + 1, 3]
(Key established as H[c, ê(PrivB

c, PubA
c), nA + 2, nB + 2])

Devices can negotiate a session key with slightly fewer messages and steps in the
case of Handshake1. Hence, in order to maximize the number of nodes in Stat3, we
assume that an AID generates and distributes IDs in the following accumulative way:

1. Create a channel: a user creates a channel with k initial participants. The AID gener-
ates k number of IDs and private keysalong with other channel security parameters.
2. Distribute security parameters: when the AID touches a new device, an unassigned ID
is associated with the contact (e.g., address) of the device. Therefore, on n(≤ k)th touch,
the AID can pass n−1 associations to the new member. At this moment, everyone has
k IDs, so that Stat2 is always guaranteed with whomever they want to communicate.
Also, nth one is in Stat3 to n−1 old members.

2 a) H[x] is the hashed value of x, {x}K is an encrypted message x with a key K, and nA is a
nonce generated by A. b) session key expiration is not represented and addressed in handshake
protocols. The negotiation of session key expiration can be done after the entities confirm
mutual secret, according to security policy of each device.
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3. Over the initial number: the number of members could grow over the expected k.
Assume that l members joined and exceeded k, then the total number of members are
t = (k + l). When mth member joins (k < m < t), the member is in Stat3 to m− 1 old
members by receiving the accumulated associations, whereas the old members are in
Stat1 to this since the member’s ID is newly created. Also, the mth member is in Stat1
to t−m members who joined after.

Two other ways of ID distribution could be Method1: do not generate the initial set
of IDs, but hand over the accumulated association to a new member, and Method2:
do not generate the initial IDs nor pass the accumulated information. In the Method2,
every device is in Stat1 to everyone. In the Method1, every mth joined member is in
Stat1 to (t−m) members who joined later (where t is the total number of members). If
the proposed method is used in this paper, mth member is in Stat1 to (t−m) only when
m > k, since k members are guaranteed to be in Stat2 with each other. Considering the
complete possible combinations of communication initialization, t(t− 1) connections
might be initialized by devices in Stat1 to the other with Method2,∑t

i=1 t− i = t(t−1)/2
in Stat1 with Method1, and kl +∑l−1

i=1 i = {t(t−1)− k(k−1)}/2 (, where l = t− k) in
Stat1 with the accumulative way.

4.4 Broadcast in a Channel

Although novel approaches of pairing-based group key agreement protocols have been
proposed[7,11,10], they do not provide sufficient security under certain conditions and
impose even more of a performance burden on senders than receivers[9]. The asymmet-
ric overhead can be exploited by an inside attacker for denial of service attacks.

We just take a very simple approach of using the pair of channel network keys PrivN
c

and PubN
c. A can send a message using ê(PrivA

c, PubN
c), then others decrypt the

message using ê(PubA
c, PrivN

c). Since only channel participants have PrivN
c, outsiders

cannot send or receive a broadcast message correctly. In this way, the computational
burdens of sender and receiver are not very different. Consequently, an inside attacker
needs to pay as much power and computation costs as the victims.

5 Analysis

The security of Handshake1 and Handshake2 is based on the shared secret between A
and B, which again depends on the security of PBC. In Handshake3, devices exchange
the ID and other information to authenticate each other, and an insider intruder might be
able to intervene in the communication. In this section, we try to check if a middleman
can acquire a session key while two other devices execute the Handshake3 protocol.
We model the protocol using Coloured Petri Nets (CP-Nets)[13] which has known to
compactly model concurrent behaviors by allowing the net elements to have value, type,
and supporting functional expressions.

The Fig.1(A) and (B) show the behaviors of A and B in Handshake3 protocol. The
two entities communicate via three types of messages that draw from the first to third
messages of the Handshake3. When A issues an initial message (MSG JOIN in the
graphs) to establish a session key using a channel number, own ID, and nonce, the mes-
sage will be passed to B so that B can return a message (MSG TEST EC) based on their
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Fig. 1. The behavior of A (A) and B (B)

Fig. 2. The behavior of Intruder (C) and the top level diagram (D)

shared secret. A validates the digested message in the returned message, and confirm
the message attaching a new digest(MSG TEST EC ACK). Finally, they agree upon on
a same session key. While the fourth message transmission of the protocol is omitted in
the graphs to reduce the state space, we can confirm the agreement investigating tokens
in the place, SharedPeer.
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Additionally, we introduce an intruder to the model. The Fig.2(C) delineates the
behavior of an intruder. As an insider, the intruder has the same security parameters as
A and B except the private keys, takes messages, decomposes the messages into parts,
constructs new messages using the collections, and puts the synthesized messages into
the communication. The Fig.2(D) shows a top level diagram where A, B, and Intruder
interact. The intruder aims at agreed session keys between A and B. If the intruder
succeeded a token is placed on the ForgedVRF. Also, the ForgedEC place stores shared
secrets that the intruder have forged and collected.

CP-Nets provides an automatic analysis tool, CPNTools[1]. As a result of state space
analysis and token game simulation in our model, we received the only one dead tran-
sition commonSK and 0-bound with ForgedVRF (See Fig.2(D)), which means there is
no session key exposed to the intruder. The intruder had tokens on ‘ForgedEC’, but only
legal shared secrets between the intruder and B.

6 An Application: Zigbee Protocol

Zigbee[28] is a set of specification built upon IEEE 802.15.4 for wireless communica-
tions in a low-cost and low-power environment, which has similar target applications to
this paper. The security service specification of Zigbee is based on Advanced Encryp-
tion Standard (AES). Communications among Zigbee devices are protected by link keys
and network keys which are 128 bit keys for secure unicast and broadcast. The keys are
obtained by pre-installation and key-transport. The link key is also established using
a master key. The security between devices depends on how they initialize and install
those keys. A special device that has a trust center role distributes keys and manages
network and configuration.

There are some efforts to introduce public key cryptography to Zigbee security seek-
ing for advantages in key management and additional functionalities such as signing and
non-repudiation. Moreover, Nguyen and Rong[22] proposed using ID-based encryption
for setting up the master key and the link key. In their system, a device provides its self-
explanatory identifier to the trust center, then the trust center authenticates the device
and gives the private key for the device.

Similarly, our system can be applied to Zigbee by establishing the three types of keys
as follows:

1. The master key corresponds to the shared secret among devices. An AID can act as
an offline trust center or domain controller, but the role can be delegated to an online
entity by passing over security parameters if it is needed.
2. The link keys can be established via handshakes.
3. The network key corresponds to the broadcast key which the AID provides.

The expected advantages of using AID are support for multiple channels on top of
Zigbee protocol, broadcast, and user-friendly interface, which are not included in the
previous IBE scheme.

7 Discussions

The PBC has several advantages: it does not require an online trusted authority
and imposes less overhead than the conventional public key cryptography. However,
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application of PBC is restricted because initial security parameters need to be gener-
ated by a trusted public key generator (PKG) and to be securely transplanted to devices.
WSN applications overcome the restriction by having a base station perform the role of
PKG and deliver the security parameters to sensor nodes before the nodes are deployed.
Similarly in our system, the AID acts as the trusted entity and deliver security param-
eters using the out-of-band channel. Moreover, it enforces user ownership and support
key escrow. Since security parameters of a channel are generated and distributed by an
AID, only the user who has the AID can add or remove a channel member. After a chan-
nel is created, the channel participants also can authenticate the owner online relying
on the public/private key pair of the AID.

We addressed ways to generate and distribute identifiers to save communication over-
head. With an expected number of participating members k, we may expect reduce
communication overhead by eliminating the O(k2) possible handshake overhead. The
benefit increases as k moves closer to the total number of actual participants t (See
Sect 4.3).

When users connect their private devices together, they may need to decide which
AID they will use. It depends on participants’ security policy that who will create and
own a secure channel. For example, if a user wants to use her own electronic reminder
when she is in a hospital, she may need to ask a nurse to connect the reminder to the
hospital network. It is different from the example scenario of Sect. 4. Security policy
negotiation needs to be investigated further for connecting devices that have different
security policy.

Since the AID functionalities are expected to be embodied with a handheld and user-
friendly device like a cellphone or portable game player, other fancy techniques could
be combined as well as a simple PIN-based protection. For example, such biometrics
as gesture, voice, fingerprint, and finger vein recognition could be merged to attract
users and expand usability. A user can cast “Abracadabra” and draw a spell mark in the
air before creating a secure channel. We cannot guarantee that these technologies will
strengthen security, but we presume a successful design.

The security of our system depends not only on the property of PBC, but also on the
location limited channel. Communication media should be carefully chosen to avoid
eavesdropping threats[8]. Key revocation and broadcast issues of PBC need to be con-
sidered further as well. In our scheme, an inside attacker can send a broadcast message
impersonating another (e.g., use PubA

c and PrivN
c to pose as A). We assume that broad-

cast messages are used to deliver non-critical notifications. Also, we assume the key
revocation and membership changes are done by a user manually, expecting network
size is manageable by the user.

8 Conclusions

We proposed a way of creating secure communication channels over ad-hoc network de-
vices using an easy-to-use intermediary. We employed several concepts and technologies
to mobile networks and wireless sensor networks, such as pairing-based cryptography,
the notion of location limited channel, and the very short range wireless communication
media.
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We described and specified the steps of security bootstrapping. We also demonstrated
the security of the proposed protocols using a model checking approach equipped with
an automatic analysis tool.

Owing to the property of pairng-based cryptography, users can acquire security with
low overhead and enforce their ownership over secure communication channels that
are dynamically created over networked devices. Users can create multiple channels for
their own purposes. Channel owners are identified using security parameters, and they
can reveal any secret on their private channels as needed. Since the security parameters
are generated and managed by a handheld device, users can create the security channels
on-the-fly in an ad-hoc environment.

Our approach can be generally applied to any network where dynamic secure channel
creation and ownership representation are required, such as home networks, medical
sensor networks, and so on. As an example, we showed how our method could be
applied to the Zigbee security service.

As our further study, we are going to implement the scheme using a cell phone and
a high speed IrDA[2]. Key revocation and broadcast will be reinforced later.
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Abstract. Hydan is a steganographic tool which can be used to hide any kind of
information inside executable files. In this work, we present an efficient distin-
guisher for it: We have developed a system that is able to detect executable files
with embedded information through Hydan. Our system uses statistical analysis
of instruction set distribution to distinguish between files with no hidden informa-
tion and files that have been modified with Hydan. We have tested our algorithm
against a mix of clean and stego-executable files. The proposed distinguisher is
able to tell apart these files with a 0 ratio of false positives and negatives, thus
detecting all files with hidden information through Hydan.

1 Introduction

Steganography is the art and science that tries to hide the existence of messages [4]. The
objectives of steganography are not the same that those of cryptography, which main
aim is to conceal the message contents by performing different transformations so only
authorized persons can read it. At first, one may think that cryptography is enough to
ensure the security of the communications between two parties, but there are scenarios
where the knowledge of the existence of a communication between two parties may be
critical. These scenarios all have something in common with that described by Simmons
and known as the Prisoners problem [12]. In this, two prisoners (Alice and Bob) want to
plot an escape plan. As they are not in the same cell they must communicate through a
warden (Willie). If Willie ever suspects that Alice and Bob are planning to escape or are
engaging in any kind of secret communication he will put them into isolation cells. In
this scenario, Alice and Bob can not simply use cryptography because Willie will rec-
ognize encrypted messages and infer they are communicating secretly, so he will stop
this channel. Alice and Bob should hide their messages into seemingly innocuous ones,
so Willie will not notice the covert communication. Additionally, Willie can behave in
different ways: If Willie just checks the messages and forwards them to its recipient,
then Willie is a passive warden. On the other hand, if Willie has high suspicions of
Alice and Bob planning an escape, but he does not have a proof, it is possible that he
will modify slightly the message contents trying to perturb any hidden information. In
this case, Willie is an active warden. Both possible scenarios must be considered when
designing stego-systems, so the quality of a stego-system can be measured (in addittion
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to other properties) by means of the difficulty to detect its content and the possibility
that hidden information is not lost even if the stego-object suffers some modifications.

The first documented use of steganography [5] was made by Demaratus, who wanted
to warn the Greeks about a Persian invasion leaded by Xerxes. Demaratus sent a mes-
sage written on a wooden table covered by wax, so it could pass all the guard controls
and arrive to Sparta.

Since those days, steganography has developed as a science, and many different ap-
proaches have been used to cover contents of any kind [9]. Image Steganography [4] is
one of the most used techniques. Covering contents into images can be done in many
different ways. Most simple techniques hide information on the least significant bits
(LSB) of each pixel. Other techniques use image compression algorithms. For exam-
ple, the JPEG image compression algorithm is based on the parameters of the discrete
cosine transform (DCT). Using different parameters in the DCT calculation allows hid-
ing information in the image file. Another widely used cover are digital audio files.
Audio steganography also includes techniques such as LSB (similar to image LSB
steganography).

Changing the last significant bit on each audio sample produces slight modifications
on audio files that can not generally be distinguished by humans, specially if the redun-
dancy ratio is high. Audio steganography can be performed also in compressed audio
files like MP3s. Some tools like MP3Stego [10] can hide information during the inner
loop step, by modifying the DCT values. Much more steganographic techniques can
be found in the literature such as subliminal channels [12], SMS [11], TCP/IP [6] and
games [3].

All security requirements for cryptographic systems are usually (or should be) ap-
plied to steganographic systems. This means that the security of a steganographic algo-
rithm should not rely itself on the secrecy of the algorithm, which should be public, but
on the knowledge of the key. In steganography, it should not be possible to distinguish
a clean object from a stego-object if the key is unknown. In this work, we prove that
it is possible to distinguish a clean executable file from a stego-object created through
Hydan without the possession of the key. The remainder of this document is structured
as follows. Section 2 introduces previous work done in executable files steganography.
Section 3 describes the basics of Hydan and how it works. Section 4 shows the steganal-
ysis performed on Hydan and the resulting distinguisher. This section also performs a
discussion on possible ways to overcome the steganalysis presented. Section 6 presents
the gathered conclusions and possible lines of future work.

2 Previous Work

Hydan [2] is the first documented tool and scheme that uses directly executable files as
a cover. During years, other techniques have been used to insert hidden information into
source files, but for copyright protection purposes only. These involve access to source
code, where programmers insert copyright marks and integrity checks right inside their
code. Information inserted in this way can be used to prove the integrity and authorship
of the program [13]. Outside Hydan, other authors [1] have later described different
techniques to introduce information in executable files. Authors describe four different



134 J. Blasco et al.

techniques. Instruction Selection replaces some of the instructions in the executable
file for others with the same functionality. Register Allocation encodes embedded in-
formation in changes on the registers used by some instructions. Instruction Scheduling
changes the order of non-dependant instructions. Finally, Code Layout uses the order
of big blocks.

Authors have implemented all the proposed techniques in a more advanced tool
called Stilo. A steganalysis of Stilo is proposed in the same paper based on a concept
named Code Transformation Signature, which is defined as the set of characteristics
that can be used to detect the presence of hidden information into Stilo executable files.
Authors describe the Code Transformation Signatures for Stilo and propose a group of
countermeasures to avoid them. Authors also mention Hydan, but they do not perform
any steganalysis nor reveal the corresponding Code Transformation Signatures for Hy-
dan. Apart from this work, no other techniques have been proposed to hide information
on executable files. In this paper we describe the main properties (its Code Transfor-
mation Signatures) that can be used to detect executable-files with hidden information
through Hydan. Based on those properties, a very efficient distinguisher is proposed.

3 Hydan

Hydan is a steganographic tool which covers messages in executable files. It does not
change the functionality of the executable neither the size of it. A detailed description
on how Hydan works can be found on [2].

Hydan uses the “redundancy” on the instructions sets of executable files to introduce
hidden information. Specifically, Hydan uses the concept of functionality-equivalent
instructions. A set of functionality-equivalent instructions is a group of instructions in
which any instruction of the group can be replaced for other without loss of function-
ality. For example, to add a certain amount to a specific register it is possible to use
add, r1, 8 or , equivalently, use sub, r1, -8. In this case, the add instruction could en-
code the bit value 0, and the sub instruction may encode the bit value 1. Depending on
the size of the functionality-equivalent instructions sets it is possible to encode more
than one bit with one instruction. A set of four functionality-equivalent instructions
would allow codifying 2 bits (00, 01, 10 and 11). Generally, with a set of n equiva-
lent instructions it would be possible to encode �log2(n)� bits. Table 1 describes the
functionality-equivalent instructions groups and number of instructions in each of the
groups for the x86 set, which is the most common and the one used by Hydan.

Embedding process of Hydan is done in two steps. First step encrypts the message
to be hidden using AES or Blowfish with the password given by the user. In the second
step, the encrypted message is embedded into the executable file. Specifically, Hydan
works as follows: Once the message has been encrypted, Hydan searches for possible
places to introduce information. Then, Hydan generates a random number seeded with
the password entered by the user. This number is used to select which of the selected
places of the executable file will be used to hide the information. With this mechanism,
the password will be needed to recover the data and different passwords will lead to
different placements of the embedded information. Recovery process first extracts the
encrypted message from the executable file. Then, the message is decrypted using the
provided password.
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Table 1. Groups of functionality-equivalent instructions used in Hydan

Group Inst. Group Inst. Group Inst.

toac8 5 toac32 5 rrcmp8 2
rrcmp32 2 toasxc8 7 toasxc32 6
addsub8 2 addsub8-2 2 addsub32-1 2
addsub32-2 2 addsub32-3 2 xorsub8 4
xorsub32 4 add8 2 add32 2
adc8 2 adc32 2 and8 2
cmp8 2 cmp32 2 mov8 2
mov32 2 or8 2 or32 2
sbb8 2 sbb32 2 sub8 2
sub32 2 xor8 2 xor32 2
and32 2

With Hydan, it is possible to embed (on average) 1 bit of information per 110 bits
of executable code. In fact, it is possible to embed different ratios of information, but
El-Khalil proposed the specified one as the better trade-off between security and capac-
ity [2].

Hydan changes perceptibly the content of the executable files with hidden informa-
tion. Therefore, if these changes lead to a specific signature, it is possible to build a
system that is able to distinguish a Hydan executable file from any other executable file.
This signature may show in many different ways. Next section discusses the possible
methods to detect a Hydan modified executable and proposes a very efficient distin-
guisher to detect a Hydan covert-channel.

4 Steganalysis of Hydan

Changes introduced by Hydan into assembler code can modify different properties of
the original executable file. Hydan does not change the size of the stego-object, but it
changes the code itself. If the original program is available it will be possible to check
through integrity checks (CRCs [8], hash functions [7], etc.) if the executable file has
been modified, but these are not proof of embedded information. Other properties such
as execution time, flag activation and copyright marks checks, can prove that executable
code has been modified, but will not be proof of embedded information.

Most compilers often produce similar sets of instructions. Thus, if a compiler has
to select between two instructions with the same functionality it will usually select the
same instruction. This property of most compilers allows building a profile of clean
applications based on the probability distribution of instructions inside clean programs.
Changes made by Hydan may lead to another probability distribution of instructions.
If these changes can be profiled and generalized, it would be possible to detect if an
executable file has hidden information. Steganalysis performed on this paper is based
on this approach.

We have built a distinguisher that is able to detect executable files with embed-
ded information through Hydan. To construct this distinguisher, first we have built a
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statistical model of clean executable files. Then, we have performed different conceal-
ment operations in a variety of executable files. We have analyzed the main differences
between the set of clean executables and the set of Hydan modified executables. In this
paper, we also describe possible countermeasures and the maximum capacity of Hydan
steganographic files to overcome this steganalysis.

4.1 Statistical Analysis of Clean Executable Files

The distinguisher proposed is based on the presence of unusual sets of instructions
on executable files. We have performed a statistical analysis of a set of 1261 clean
executable files retrieved from /usr/bin and /usr/sbin of an Ubuntu x86 distribution.
Figure 1 shows the frequency distribution of the functionality-equivalent instructions
sets for our set of files. This distribution tells the probability that a random instruction
belongs to a functionality-equivalent instruction set. Depending on this distribution,
the bandwidth of the covert channel offered by an executable may differ a lot. The
bigger is the proportion of instructions belonging to a big set of functionality-equivalent
instructions, the bigger will be the information Hydan is able to hide.

Our analysis has shown that all the functionality-equivalent sets of instructions are
present in our test files. Nevertheless, most of the instructions found on the analyzed
files belong to a small group of functionality-equivalent instructions sets. Therefore,
the capacity of the covert channel depends on the capacity of these commonly used
sets (Fig. 1). In order to build our statistical model, we have analyzed distribution of
instructions inside each of the most frequent functionality-equivalent instructions sets.

One of the most used functionality-equivalent instructions sets is toac32. This set
includes five different instructions. Thus, it can encode �log2(5)� = �2.32� = 2 bits.
Frequency distribution of instructions inside the set is shown in Fig. 2.

Fig. 1. Frequency distribution of functionality-equivalent instructions sets



Steganalysis of Hydan 137

0

10

20

30

40

50

60

70

80

90

100

test r/m 32, r32 or r/m 32, r32 or r32, r/m32 and r/m32, r32 and r32, r/m32

F
re

qu
en

cy
 in

 %

Instructions

Fig. 2. Frequency distribution of instructions on toac32 set

Results obtained in the frequency analysis of this instruction set have been gathered
in Table 2.

Table 2. Frequency distribution of instructions on toac32 set

Instruction Frequency

test r/m32, r32 100.0%
or r/m32, r32 0.0%
or r32, r/m32 0.0%
and r/m32, r32 0.0%
and r32, r/m32 0.0%

In all analyzed files, only one instruction of this set was used. In this case, a variation
of the distribution of instructions within this set would be detected easily.

For each of the remaining sets of equivalent functions, we have computed the fre-
quency distribution of its instructions based on our set of executable files, as in the
toac32 set. Once we have constructed a frequency distribution model for each of the
sets, we have also computed the proportion of instructions per set in each of the exe-
cutable files. Each of the proportions computed for each file and functionality-equivalent
instructions set has been compared using a chi-square statistic (χ2) against the frequency
distribution of that functionality-equivalent instructions set calculated for all the files.
For each of the functionality-equivalent instructions sets we have calculated the average
χ2 statistic (Equation 1).

Averageset j =
n

∑
i=0

χ2
f ilei

n
(1)
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Fig. 3. Average chi-square statistic for each of the functionality-equivalent instructions sets

Fig. 4. Chi-square statistics for each of the equivalent instructions sets in apt-get

Where set j is a functionality-equivalent instructions set, and f ilei is the ith file on our
set of files. Figure 3 shows the average χ2 for all the functionality-equivalent instruc-
tions sets. For most of the equivalent instructions sets, the distribution of its instruc-
tions has remained constant in all the executable files. Thus, its averaged chi-square
is 0. Functionality-equivalent instructions sets with higher average value indicate that
the frequency distribution of that sets has more variability between executable files.
Figure 3 shows how six of the functionality-equivalent instructions sets suffer lots of
variability on the distribution of its instructions depending on the executable file.
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Differences introduced by Hydan will change the frequency distribution of instruc-
tions inside each of the functionality-equivalent instructions sets. Comparing the new
instruction distributions obtained against the reference distributions for each of the
functionality-equivalent instructions sets will allow to determine if information has
been embedded into the executable file.

This can be easily seen through an example. Figure 4 represents the differences,
in terms of a χ2 statistic, on the frequency distribution of each functionality-equivalent
instruction set of the apt-get executable file with no embedded information. Differences
obtained are consistent with the average shown on Fig.3.

Inserting information into this executable file will modify the frequency distribution
of instructions inside some of the sets of equivalent instructions. Figure 5 represents
differences, in terms of a χ2 statistic, on the distribution of instructions inside each of
the equivalent instructions sets of the apt-get executable with embedded information.

Frequency distribution of instructions inside the highly variable functionality equiv-
alent instruction sets has also offered high chi-square values, as in the reference (Fig. 3)
and clean file comparison (Fig. 4). Nevertheless, distributions of some functionality-
equivalent instructions sets have changed and its chi-square has increased comparing it
with the reference comparison (Fig. 3) and the previous chi-square value (Fig. 4), which
was 0.

The same procedure has been performed with all the executable files, obtaining for
each set a model of the frequency distribution of that set. This has allowed us to estab-
lish which distributions of instructions inside functionality-equivalent instruction sets
remain constant between different clean executable files.

These results have been used to build our distinguisher which is explained in the next
section.
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5 Distinguisher Design

The proposed distinguisher measures the changes on the distribution of instructions in-
side a selection of functionality-equivalent instructions sets. These measures have been
made in terms of a χ2 statistic against the reference distribution for each of the se-
lected functionality-equivalent instructions sets. Functionality-equivalent instructions
sets with high variability of instruction distribution between clean files have not been
selected in the calculations of our distinguisher value. High variability may elevate
the result offered by the distinguisher, marking some clean files as stego-objects. Our
distinguisher only uses the functionality-equivalent instructions sets which its average
chi-square value is 0, as calculated in 1. Therefore, 8 sets of functionality-equivalent in-
structions are not used: toac8, rrcmp32, addsub8, addsub8-2, addsub32-1, addsub32-2,
addsub32-3 and xorsub8. Mathematically, the value obtained with our distinguisher is
expressed as follows:

D( f ile) =
n

∑
i=0

χ2
instruction seti (2)

Where n is the number of sets of functionality-equivalent instructions whose average
chi-square value is 0. To obtain the threshold of our distinguisher we have calculated
all the results the distinguisher offers from three set files: a set of clean files, a set of
files with embedded information using a 40 % of its capacity and a set of files with
embedded information using an 80 % of its capacity. We have calculated the mean and
standard deviation of values obtained by the distinguisher for the three sets. Results
obtained are shown in Table 3.

Table 3. Distinguisher results for different sets of executable files

Distinguisher Clean Hidden at 40% Hidden at 80%

Mean 0.000604 151.254608 299.039886
Standard Deviation 0.024571 12.298561 17.292770

We have selected the threshold of our distinguisher as the addition of the mean and
the standard deviation of the clean files set. When a file offers a value above the expected
mean and typical deviation it is marked as a stego-object. Threshold of our distinguisher
is described be as follows.

T = Meanclean + T.Deviationclean = 0.000604 + 0.24571 = 0.025175 (3)

5.1 Results

With the selected threshold we have performed a test over three sets of files, each having
1063 files. The first set of files is a selection of clean files from the Ubuntu 8.10 x86
distribution. Second set of files is the set of clean files with embedded information up
to 40% of the capacity of each file. Last set is composed by the first set of files with
embedded information up to an 80% of the capacity of each file. Distinguisher values
obtained for each of the files are shown in Fig. 6.



Steganalysis of Hydan 141

0,00001

0,0001

0,001

0,01

0,1

1

10

100

1000

1 26 51 76 10
1

12
6

15
1

17
6

20
1

22
6

25
1

27
6

30
1

32
6

35
1

37
6

40
1

42
6

45
1

47
6

50
1

52
6

55
1

57
6

60
1

62
6

65
1

67
6

70
1

72
6

75
1

77
6

80
1

82
6

85
1

87
6

90
1

92
6

95
1

97
6

10
01

10
26

10
51

D
is

ti
n

g
u

is
h

er
 v

al
u

e 
(l

o
g

ar
it

h
m

ic
 s

ca
le

)

File i

no hidden information

40% hidden information

80% hidden information

Fig. 6. Distinguisher results for sets of executable files

Values obtained by our distinguisher for the clean files are separated from the ones
offered by files with embedded information. Some results offered by embedded infor-
mation files are low, but higher than the values returned by any of the clean files. In fact,
our distinguisher has classified all the executables correctly (Table 4).

Table 4. Distinguisher classification results for different sets of executable files

Expected clean executables Expected embedded exec.

Predicted clean executables 1063 0
Predicted embedded exec. 0 2126

In order to produce executable files that are not detected by our tool some changes
should be done to Hydan. Our analysis have shown that replacement of functionality-
equivalent instructions is not secure if the frequency distribution of instructions inside
a functionality-equivalent instruction set is constant. A first approach to secure Hydan
would be to use only the functionality-equivalent instruction sets not used by our dis-
tinguisher. This would reduce the capacity of hidden information up to a 35% of the
original capacity. Stego-files generated this way would not be detected by the distin-
guiser, producing false negatives.
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6 Conclusions and Future Work

Steganalysis techniques are needed in order to ensure and improve the security of stego-
systems in the same way cryptanalysis is needed to foster the security of cryptography
techniques. With this work, we have developed a distinguisher that is able to recognize
executable files with hidden information through Hydan. To create our distinguisher
we have built a statistical model of clean executable files. In our tests, the proposed
distinguisher classified correctly all executable files in different proportions of conceal-
ment (0%, 40% and 80%). We have also described how to overcome this steganalysis.
Research on steganography of executable files is not extensive at the moment, but im-
provements to secure Hydan and other related steganographic tools [1] could only be
achieved through extensive research in the field. We have advanced in this direction,
and plan to further advance by refining the steganalytic methods proposed in [1] against
Stilo.
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Abstract. Virtualization based upon Virtual Machines is a central building block
of Trusted Computing, and it is believed to offer isolation and confinement of
privileged instructions among other security benefits. However, it is not neces-
sarily bullet-proof — some recent publications have shown that Virtual Machine
technology could potentially allow the installation of undetectable malware root
kits. As a result, it was suggested that such virtualization attacks could be mit-
igated by checking if a threatened system runs in a virtualized or in a native
environment. This naturally raises the following problem: Can a program deter-
mine whether it is running in a virtualized environment, or in a native machine
environment? We prove here that, under a classical VM model, this problem is
not decidable. Further, although our result seems to be quite theoretic, we also
show that it has practical implications on related virtualization problems.

1 Introduction

The concept of Virtual Machines (VM) has been closely coupled with Trusted Com-
puting from its early days, cf. [20,2,31,4,36,40,43]. Clearly, isolation through a robust
Virtual Machine Monitor implementation provides a very powerful security ingredient.
This concept has already been extensively used for security reasons in past computer
generations cf. [25,26,36]. Furthermore, recent mass-market oriented Trusted Comput-
ing efforts (driven by the Trusted Computing Group (TCG) [44,34]) also capitalize on
this excellent domain isolation concept provided by Virtual Machines, cf. [1,6,10,23].

Along with the TCG efforts, a vibrant academic research community has addressed
to solve numerous computer security problems through Virtualization. We mention here
only a small sample from the many publications on this topic. The early influential
works of [17,18] offer a broad view of various security applications enabled by the
concept of Virtualization, such as Digital Rights Management (RDM) systems and the
Rootkit installation problem. An excellent overview is given by [28].

However, even more recently, some interesting publications [39,27,46] have shown
how the VM technology could be misused for allowing the installation of undetectable
Rootkits. Finally, [19] described even a simple and convincing method for circumvent-
ing DRM schemes along the idea of misusing the Virtualization concept. To mitigate
such “virtualization attacks”, it is obvious to simply check whether or not a threatened
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application runs in a virtualized environment. Consequently, the following theoretical
problem arises very naturally:

Can a program distinguish whether it is running in a virtualized environment or in
a native machine environment?

This problem and its derivatives are the focus of our paper. We formally prove that,
under a classical VM model, it is impossible to design an algorithm that would allow a
program to determine whether it is running in a virtualized environment or in a native
machine environment. Note that it makes no sense at all to ask the question of detecting
“virtualization” for a specific fixed Virtual Machine Monitor and a specific fixed native
machine.

Although our results seem theoretical at first sight, they bear practical security ram-
ifications as pointed out by Microsoft and Intel. Our results especially show that Bill
Gates’ requirement, cf. [15], that “Microsoft must be careful that the VM does not
become a security weakness through which an attacker could insert a VM under the op-
erating system, negating Windows security protections” is a fundamental key issue. In
light of our results it seems quite reasonable that Microsoft recommended in its public
analysis of these rootkit issues, cf. [32], some strongly protected default settings for the
Enabling/Disabling of the new hardware Virtualization extensions offered by AMD and
Intel. Also Pat Gelsinger from Intel explained that there are gaps to be plugged around
virtual security. “As virtual machine migrations become popular, they become vulnera-
ble,” he said, warning that a ”whole new set” of attacks will emerge focused on VMs,
cf. [38].

One may argue, cf. [5,12,14,13,11,16,18,21,37], that there may always be ways to
discover whether or not the execution is taking place in a virtualized environment, and
that these methods are not considered in our purely theoretical impossibility result that
is offered here.

However, later in this paper we will explain why we expect that for security reasons,
the reality would converge to our ideal model of virtualization. This assumed conver-
gence of ideal virtualization is also nicely explained in [14], describing it there as a
VMM detection arms race. And recent concerns, cf. [8], about the “Risk of Virtualiza-
tion” fit very well into Microsoft’s and Intel’s concerns.

We also want to mention here that the appearance of our impossibility results is quite
similar to the early theoretical work of Cohen on Computer Virus Detection, cf. [7]. It
tackles a real-world computer security problem within a theoretical model, and derives
an impossibility result which looks at first sight simple and not very relevant from the
practical point of view. Nevertheless, it is the definitive and undisputable answer from
the theory of computation aspect and confirms the VMM detection arms race of [14]
which describe that there is a chance that VMMs eventually and successfully evade
detection.

The paper is organized as follows. Section 2 gives a high-level introduction to the
concepts Virtual Machine, Virtual Machine Monitor and even Virtualization, and de-
velops the tools that allow a formalized proof of our main Theorem. This Theorem
along with some important implications is presented in Section 3. In Section 4 we dis-
cuss the relevance of our theoretical result to the proposed heuristic methods to detect
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Virtualization environments. Finally, Section 5 presents our conclusions and further di-
rections of interesting research topics.

2 Definitions and Preliminaries

In this paper, we follow the classical formalism of Popek and Goldberg [37] to define
the concepts of Virtualization, Virtual Machine, and Virtual Machine Monitor, and will
use the following definitions.

Definition 1. A Virtual Machine Monitor (VMM) is any control program that satisfies
the three properties: efficiency, resource control, and equivalence.

Definition 2. The functional environment that any program experiences when running
with a VMM present is called a Virtual Machine (VM). The VM consists of the original
machine and the VMM.

Intuitively, a VM is an efficient, isolated duplicate of the real machine. A VMM is a
piece of software that

1. Provides an environment for other programs, which is essentially identical to the
environment provided by the original machine. Programs that run in this environ-
ment show, at most, a minor decrease in their running speed.

2. Has complete control of the system’s resources. Here, “essentially identical” im-
plies that only minor exceptions in the availability of system resources and only
minor timing differences are tolerated.

Under this view, a classical Operating System that provides quasi-parallel execution
of different processes is not considered as a VMM. “Efficient” requires that a statisti-
cally significant part of the machine’s instructions are executed directly on the original
machine, with no VMM intervention. Under this view, emulators and software inter-
preters are also not considered as a VMM. “Complete control” implies that programs

Fig. 1. The Virtual Machine map
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running under a VMM control cannot gain system resources that were not explicitly
assigned to them. However, on the other hand, under certain circumstances, a VMM
itself can regain control of resources that have been already allocated.

The equivalence property can be defined in terms of a homomorphism on the possible
machine states. To this end, we partition the set C of all possible states of the native
machine into C = Cr ∪ Cv where Cv contains the states for which the VMM is present
in memory, and Cr consists of the remaining states. Each instruction i in the native
machine can be viewed as a unitary operator i : sj �→ sk operating on C. Similarly, each
sequence i1 ◦ · · · ◦ in(s1) = en(s1) = s2 of n successive instructions can be viewed as
an unitary operator operating on C. Let the set of all sequences of instructions having a
finite length be I. We define a Virtual Machine map (VM map) f : Cr → Cv as a one-
one homomorphism with respect to all of the operators ei in I. That is (see Figure 1), for
any state si ∈ Cr and any instruction sequence ei, there exists an instruction sequence
e′i such that f(ei(si))) = e′i(f(si)). We also require that f is one-one (i.e., it has a left
inverse) and that for each ei there is a way to find the appropriate e′i and to execute it.
We can now define “equivalence” and “essentially identical” as follows:

Definition 3. LetM be a real machine and V a virtual machine defined via the Virtual
Machine map f : Cr → Cv . Let s1 be any starting state leading to a halting state s2 of
the real machineM, where f(s1) = s′1. Suppose thet the starting state s′1 leads to a
halting state s′2 in V . The corresponding VMM is said to have the equivalence property,
if f(s2) = s′2.

As mentioned above, the equivalence property [37] allows for two possible minor ex-
ceptions in timing and resource availability.

Timing
Due to occasional intervention of the control program, certain instructions of an ex-
ecuted program may take longer than expected. Thus, one cannot make assumptions
about exact execution times. In our model, we first ignore such timing differences, and
later comment on how this assumption could be ensured in certain hardware-supported
virtualization environments.

Resources Availability
Note that, resources-wise, an actually constructed VM can be smaller than the real
mother machine (a smaller version of the real machine, but logically still the same
hardware). Thus, we require the equivalence to be guaranteed between the artificially
smaller VM and the smaller version of the real machine

3 The Main Theorem

Unlike [12,14,13] we do not try check if another remotely-connected machine is a vir-
tual machine or a native machine. The problem that we tackle here is whether some
algorithm can distinguish between a native and a virtualized environment during its
run-time, while it is running on this potentially “hostile” environment (about which it
has to decide). In other words, the distinguishing algorithm cannot use any “trusted”
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or reliable external help like an oracle. For this environment, we prove the following
result.

Theorem 1. There exists no algorithm that can decide, for every real machine and for
every VMM, whether it is running under control of a VMM or on a real machine without
a VMM present.

Proof. Consider real machines virtualizable along the above definitions from [37]. As-
sume by contradiction that there exists an algorithm A which for every real machineM
and for every virtual machine V given by its virtual machine map f : Cr → Cv satisfies
the following:

• When A is executed on a real machine M, it leads M to a halting state
sno VMM present.
• When A is executed on a virtual machine V controlled by its corresponding VMM,

it results in a halting state s′VMM present of V .
• f(sno VMM present) = s′VMM present with s′VMM present �= sno VMM present, to have a unique

distinction between the two cases.

Now, fix one real machineM and one virtual machine V for this fixed real machine.
We define a new machine M̂, state-wise, to be identical to V , where the VMM is hidden
inside its finite state control thus being invisible for programs running on M̂. Intuitively,
M̂ can be viewed as the process of moving the effects of the VMM (and especially the
VMM program itself) directly into the finite state control of M̂. This process can be
seen as realizing V “directly in hardware” where the effects of the VMM and its control
behaviour are still present in M̂, but now without explicitly having the VMM present
in memory any more.

By our assumption, algorithm A works for all real machines, i.e., in particular also
on M̂. Since M̂ is defined to follow, state-wise, the actions of V , the execution of A on
M̂ must lead M̂ into the halting state

s′VMM present. (1)

However, on the other hand, executing A on M̂ is essentially equivalent to follow-
ing the steps of the machine M without having the corresponding VMM present in
memory. Thus, algorithm A executed on M̂ must end in the halting state

sno VMM present. (2)

The contradiction between the halting states (1) and (2) for executing A on M̂ shows
that no universal distinguishing algorithm can exist. �

3.1 Remark

Although the above proof looks simple or almost trivial, we would like to mention
that the core of the above proof implicitly rests upon the ideas of the so called S-m-n
Theorem and the Recursion Theorem of Kleene, (cf. [24]), which are among the two
deepest theorems in the “Theory of Computing”. However, following the advice from
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one of the most respected theoretical computer science theorist, cf. [22], that “the very
simple facts and the basic approaches are the ones that have most impact,” we chose
a simple and basic approach for our proof and explicitly avoided the former two heavy
approaches.

3.2 Consequences of the Main Theorem

Here, we address the more practical question of constructing an algorithm for detecting
a Virtualization attack when a specific machine and an arbitrary VMM for that machine
are given. The following corollary states the result.

Corollary 1. Suppose that a specific machineM and an arbitrary VMM for that ma-
chine are given. There exists no algorithm that is able to determine whether it is running
onM under control of a VMM or onM without a VMM present in memory.

Proof. First, we have to assume here that the given machine M is indeed virtualiz-
able. We follow the proof of Theorem 1 for the given machine M, constructing the
new machine M̂ for an arbitrary but fixed virtual machine map f . By definition of the
equivalence property (which of course holds for the map f ) we get that M̂ and M
are functionally equivalent. Thus, we are not changing the fixed and specific machine
functionality implied byM. Thus, when considering M̂ orM we still have the same
fixed machine “functionality”, we can simply follow the above proof and conclude the
corollary. �

4 Practical Detection of Virtualization

We comment here on the relation between our theoretical impossibility result and
the common perception that in practice, there might be always methods to discover
whether execution is happening in a virtualized or in a native environment (e.g.,
[5,12,14,13,11,16,18,21,37]). In this context, Lauradoux [30] suggested that a so called
“hard-clock” and the cache timing behavior of the machine could be used for detecting
whether an execution environment is virtualized or not. Similar artifacts of the underly-
ing CPU microarchitecture were also subsequently used in [12,14,13]. Also, we would
like to stress that the distinguishing algorithms of [12,14,13] rely on an external “trusted
clock” which is not part of our model. Thus, their practical “remote detection” scenario
doesn’t compare at all with our classical detection problem which allows no external
help. Indeed, [14] agree that this “trusted clock” is easy to circumvent by a malicious
VMM by just disabling or masking the TCP timestamps, thus leaving the distinguisher
in the dark. Moreover, [14] also briefly discuss getting rid off their “trusted external
clock” but conclude that this an open and difficult question.

Timing artifacts which presumably provide a VMM detection mechanism, rely on
the possibility to precisely measure the execution time, a task which is known to be a
technical challenge for a full and secure virtualization (cf. [41,42]). Particularly, such
precise timing is based on the non-privileged Read Time Stamp Counter (RDTSC for
the x86 architecture) instruction being a critical instructions.
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The recent Intel initiative to provide full secure Virtualization support using the IA-
32 architecture (cf. [45]) followed the path outlined in [41]. Here, all instructions are
classified as either critical or non-critical instructions, where the functionality of the
critical instructions (including RDTSC) is “somehow” confined to a VMM level class,
so the VMM itself has the freedom to decide how to handle the functionality of those
critical instructions. The emerging problem in this case is that a VMM could give the
programs running under its control the “precise timing illusion” of a real machine,
by simply subtracting the extra cycles spent inside the VMM, from the Time Stamp
Counter. Thus, as pointed out in [14], having the possibility to let the VMM directly
control sensitive machine instructions like RDTSC complicates heuristic VMM detec-
tion algorithms relying on the discovery of timing artifacts, cf. [39,46].

5 Conclusions

We showed here that under the classical VM model, it is impossible to design an al-
gorithm that would allow a program to decide whether it is running in a virtualized
environment or in a native machine environment. We also proved here a stronger and
more practical impossibility result. This result states that is even for specific and fixed
machine type impossible to design an VMM detection algorithm.

This theoretical result has also practical implications. Noting Lampson [29] and
some recent publications [3,33,35] that illustrate the security threats of indirect informa-
tion leaks caused by imperfect isolation, we expect that closing all potential information
leaks (including timing) would become a necessary requirement for future hardware vir-
tualization technologies like [45]. Thus, we expect the reality converging (for security
reasons) in the future to our ideal model of virtualization. On the other side, closing
these holes may pose a serious challenge for heuristic virtualization detection mecha-
nisms, cf. [5,11,30]. This confirms again the hypothesis of [14] that there is an VMM
detection arms race which might result in that VMMs eventually and successfully evade
detection.

As assumed by [15] and [38] this conflict hints that hardware-assisted Virtualization
could become a double-edge sword, especially when considering the recent VM attacks
from [39,27,46] and [19]. Thus, similarly to the topic considered in [9], the following
new research vector naturally arises: What kind of cryptographic protection against
the VM adversary can we achieve by new constructions, if we have to assume running
under the control of a potentially malicious VMM which has full control of what we are
doing?
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Abstract. Trusted Computing is a security technology which enables the
establishment of trust between multiple parties. Previous work showed
that Trusted Computing technology can be used to build tickets, a core
concept of Identity Management Systems. Relying solely on the Trusted
Platform Module we will demonstrate how this technology can be used in
the context of Kerberos for an implementation variant of Identity
Management.

1 Introduction

Trusted Computing (TC) as defined by the Trusted Computing Group (TCG)
is usually seen as a protection technology centred on single devices. Yet, viewed
as a platform-neutral security infrastructure, TC offers ways to establish trust
between entities that are otherwise separated by technical boundaries, e.g., dif-
ferent access technologies and access control structures. Not surprisingly, some
concepts of TC are rather similar to Identity management (IDM) and federation.

In previous work we have presented a concept for how to use TC within ticket
systems such as Kerberos [1], and have also shown that identity federation be-
tween different provider domains can be supported by TC [9]. The present paper
reports on the progress in this field, in particular a concrete realisation and inte-
gration in an existing authentication system, namely Kerberos. The combination
of attestation of a client system’s trustworthiness with user authentication and
authorisation is a key issue. We show that this combination is efficient in a generic
demonstration environment for TC-based applications. Part of this work is done
within the EU FP7 project NanoDataCenters as a base for trust in distributed
environments.

Section 2 provides some essential background on TC technology. Section 3
describes the demonstration environment we put together building on and com-
bining available open source projects. Section 4 details the concepts for a TC-
enabled ticket system architecture and describes the most important use cases,
while Section 5 sketches the concrete integration into the Kerberos framework.
We conclude with Section 6.
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2 Trusted Computing Essentials

The idea of building security into open, connected systems by using computing
platforms enhanced by security-relevant functionality in protected places has a
long history, rooted in the study by the Rand Corporation [13].

The TCG is the main industrial effort to standardise TC technology. Trust
as defined by the TCG means that an entity always behaves in the expected
manner for the intended purpose. The trust anchor, called Trusted Platform
Module (TPM), offers various functions related to security. Each TPM is bound
to a certain environment and together they form a trusted platform (TP) from
which the TPM cannot be removed.

To prove trustworthiness of a TP to an external party, or verifier, processes
called (remote) attestation and according protocols have been envisaged. They
transport measurement values and data necessary to retrace the system state
from them, so called measurement logs, to the verifier. The data is uniquely and
verifiable bound to a particular platform, e.g. by a digital signature. Remote
attestation can be supported by a PKI structure for instance to protect a plat-
form owner’s privacy by revealing the platform identity only to a trusted third
party. The following technical details are taken from [17]. More can also be found
in [14].

For the TPM to issue an assertion about the system state, two attestation pro-
tocols are available. As the uniqueness of every TPM leads to privacy concerns,
they provide pseudonymity, resp., anonymity. Both protocols rest on Attestation
Identity Keys (AIKs) which are placeholders for the EK. An AIK is a 1024 bit
RSA key whose private portion is sealed inside the TPM. The simpler protocol
Remote Attestation (RA) offers pseudonymity employing a trusted third party,
the Privacy CA (PCA), which issues a credential stating that the respective
AIK is generated by a sound TPM within a valid platform. The system state
is measured by a reporting process with the TPM as central reporting author-
ity receiving measurement values and calculating a unique representation of the
state using hash values. For this, the TPM has several Platform Configuration
Registers (PCR). Beginning with the system boot each component reports a
measurement value, e.g., a hash value over the BIOS, to the TPM and stores it
in a log file. During RA the communication partner acting as verifier receives
this log file and the corresponding PCR value. The verifier can then decide if
the device is in a configuration which is trustworthy from his perspective. Apart
from RA, the TCG has defined Direct Anonymous Attestation. This involved
protocol is based on a zero knowledge proof but due to certain constraints of the
hardware it is not implemented in current TPMs.

AIKs are crucial for applications since they can not only be used, according
to TCG standards, to attest the origin and authenticity of a trust measurement,
but also to authenticate other keys and data generated by the TPM. Before an
AIK can testify the authenticity of any data, a PCA has to issue a credential for
it. This credential together with the AIK can therefore be used as an identity for
this platform. Using the AIK as a signing key for arbitrary data is not directly
possible but we have shown elsewhere how to circumvent this limitation [14,12].



154 A. Leicher, N. Kuntze, and A.U. Schmidt

3 Trusted Demonstration Environment

In order to develop and test various ideas and concepts of TC, we set up a
Trusted Demonstration Environment. The goal was to design a system in which
it is possible, without the need of a physical TPM, to access all desired TPM
functions. In order to emulate a TPM in software, we used the TPM emulator
from [5]. To simulate a complete system we decided to build upon Virtualisa-
tion. Therefore we established a connection between the emulated TPM and
QEMU [3], thus enabling virtual machines to execute TPM applications and
commands.

The TPM emulator enables to access and review the internal operations in
the TPM, which made it a very powerful tool for analysis, testing and debugging.
The emulator consists of three parts: an implementation of the TPM Device
Driver Library (TDDL), a kernel module (tpmd_dev) and the TPM emulator
daemon. As specified by the TCG, TDDL provides a convenient way to access
the TPM from applications. By substituting this library, applications that use
the TDDL are forced to use the TPM emulator instead of a hardware TPM. For
those applications and libraries that access the TPM directly, the kernel module
tpmd_dev simulates a hardware TPM by forwarding all messages directly to
the TPM emulator daemon, which is the main component of the emulator. The
tpmd listens on a Unix socket and waits for incoming commands. At current,
most of the commands specified by the TCG are supported by the emulator.
The installation of the TPM emulator is quite straightforward, compiling from
source version 0.5.1. To prevent that QEMU gets disconnected from the emulator
before the guest OS is up, as long as no TPM commands are issued during the
boot process, we decided to change TPM_COMMAND_TIMEOUT in tpmd.c
to a higher value (3000, default: 30).

To establish the connection between the tpmd and QEMU to gain a virtu-
alised client environment we used a patch from [4]. We modified the patch to
work with the current QEMU source version 0.9.1 [2]. The patch allows QEMU
to connect to the Unix socket created by tpmd via command line option, and
registers a new IO port inside QEMU and forwards all commands to the socket
and thus to the TPM emulator.

We set up a virtual machine in QEMU using a standard debian distribution
(etch). To communicate with the TPM the kernel (version 2.6.24-3) was recom-
piled, adding the IMA patch from IBM [6]. We configured the kernel to support
TPMs In addition we enabled IMA.

IMA stands for Integrated Measurement Architecture and enables measure-
ment and logging of every file that the kernel loads. Measurement is done
in two steps: before execution, the SHA-1 hash of every file and library is
measured and written to PCR 10 of the TPM using ”extend” as in equa-
tion 1. Additionally the measured file and its SHA-1 hash gets logged in the
/sys/kernel/security/ima/ascii_runtime_measurements file.

PCR10 = SHA-1 (PCR10||SHA-1 (file)) (1)
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As a main concept of authenticated boot, measurement through IMA allows for
a later attestation to a remote system. It should be noted that every file gets
measured only once, upon first execution. While the measurement list contains all
files that executed since the system boot, it is not a list of the current running
configuration of the system. Thus IMA cannot implement an actual run-time
measurement. Using emulation of both, the TPM and the machine connecting to
it, enabled us to set up on a single host multiple clients each of them with its own
TPM. Integrated in this framework is QEMU’s capability to connect the clients
to a virtual network and thus enabling a complete client/server infrastructure.

In order to access the TPM inside the client, we developed several applications
in Java, based on the framework TPM/J from [7] implementing a client-server
infrastructure. Around various little tools for creating and storing keys for later
use, we implemented the complete process of Remote Attestation. In particular
our environment can create an arbitrary number of AIKs and, by connecting to
our PCA, realised as a single module written in Java, we can certify our AIKs.

The process of AIK certification is shown in figure 1. First, the client creates
a new AIK using the TPM_MakeIdentity command. This creates the key and
the TPM_IDENTITY_CONTENTS structure which contains the public AIK.
This structure is then signed with the AIK and sent to the PCA together with
the public EK and its certificate.

Our realisation of the PCA creates a random nonce and encrypts both, the
public AIK and the nonce with the EK. The client then has to load the AIK into
the TPM, decrypt the nonce using TPM_ActivateIdentity, and finally checks if
the decrypted public AIK corresponds to the loaded AIK. Then the decrypted
random nonce is sent back to the PCA. This is used as a handshake operation
— extending the TCG’s specification of this protocol — to ensure that the PCA
communicates with the TPM that generated the AIK. The corresponding secu-
rity weakness in the TCG’s specified protocol was noted in [8], and we followed
the solution proposed there. The handshake operation generates a reliable link
between the EK (stored in the TPM) and the AIK. Omitting the handshake
poses several risks. If an attacker can get hold of a public EK and the creden-
tials, he can request PCA credentials for arbitrary RSA keys. These keys are not
necessarily bound to the TPM and can be created without a TPM. Thus, one
can imagine DoS attacks on the PCA. If a policy enables the PCA to issue only
a limited amount of certificates for a certain TPM, or users are charged for the
issuance of the certificates, this leads to further attacks. Note that the attacker
will not be able to decrypt the credentials for the given AIK, as they can only
be decrypted by the private EK which will not leave the TPM.

The PCA then verifies the correctness of the EK certificate and validates
the AIK signature on the TPM_IDENTITY_CONTENTS. After generating
the AIK certificate cert(AIK,PCAcert), the PCA encrypts it using a symmetric
key K. To ensure that only the requesting client can access the certificate, the
key K, together with the hash of the public AIK is encrypted with the public
EK in the TPM_EK_BLOB structure. The encrypted certificate and the en-
crypted TPM_EK_BLOB are then sent back to the client. The client’s TPM can
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Fig. 1. Flow of the AIK certification protocol

Fig. 2. Flow of the RA protocol

decrypt the symmetric key K using the TPM_ActivateIdentity command and
can thus decrypt the cert(AIK,PCAcert) which is stored for further use. With
these certified AIKs it is possible to connect to our Remote Attestation (RA)
server. The client sends the IMA measurement list together with the current
value of PCR 10 signed with the AIK to the server. The RA server then checks
if the AIK certificate is valid and issued by a trusted PCA. The RA server
validates the measurement list in the following way: first, every entry in the
measurement list is checked if it is contained in a database of known hash-values
for programs defined as trusted. If the client executes a program that is con-
sidered untrusted, the hash will not be found in the database or in case of a
virus/malware modifying a trusted program, the hash will be different. In this
case, the client is considered untrusted and the attestation fails. If the hash value
matches the known (trusted) value, a virtual PCR is extended as described in
equation 1. After examining all entries in the measurement list, the RA server
checks if the virtual PCR matches the submitted value from client’s TPM. This
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procedure ensures that the submitted measurement list has not been tampered
with. The client receives a certificate from the RA server with a timestamp. This
certificate can then be used in a following connection to a service provider. The
RA process is shown in figure 2. In the current demonstration environment we
are not yet able to access the TPM emulator through the QEMU BIOS, pre-
venting a measurement of the boot process. A patched version of the boot loader
GRUB [10] exists and is installed in the client. As soon as a working patch for
the QEMU BIOS exists, we will be able to establish a chain of trust starting at
boot time of the virtual machine.

4 Usage Concepts

Our goal is to integrate the TC concepts in an IDM Environment. IDM is
concerned with the management of user credentials and the means by which
users use them to access different (online) services. A real life person’s identity
is formed of all attributes that belong to the individual such as name, address,
hobbies, banking accounts. The identity can be split into partial identities which
consist only of a subset of information, e.g. a drivers license contains name,
date of birth, a picture and the type of vehicle a person is entitled to drive,
whereas a credit card account contains name, account number and a list of
last purchases. Internet usage increases the number of identities, represented by,
e.g., different accounts for mail, online-shops, auctions and so on. Every identity
contains different types of information about the subject.

One goal is the establishment of trust domains where participants can trust
each other. In traditional scenarios trust is based on the fact that the partici-
pants know each other, e.g., because they belong to the same company. As the
customer-business relation shifts from physical to electronic means it is neces-
sary to develop and establish new ways of trust relationships between enterprises
and their customers.

In general, IDM covers several aspects: (i) Trust is linked to a set of identity
credentials, allowing an individual to be part of a trust domain. (ii) Anonymity
and pseudonymity play an important role in IDM. The level of identity needed
for a relationship in a trusted domain has to be considered. (iii) Authentication
is needed to prove that a claimed identity really belongs to the agent. Examples
are passwords, biometric devices or smartcards. (iv) Authorisation describes
the process of either granting or denying access to a certain service or resource.
(v) Integrity ensures that a message cannot be changed once it has been sent.
(vi) Non-repudiation means the evidence for the existence of a certain message
can be provided.

Several use cases of IDM can be imagined and are currently being widely
promoted. In most web based services, the user needs to sign in for an account
in order to access the service. This implies the need for an account management
on behalf of the service provider. In an IDM scenario, the provider only has to
care about authorisation and has to establish a trust relationship to an identity
provider. The client only has to retrieve a ticket incorporating his identity from
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the identity provider. He then uses the obtained ticket and presents it to the
provider without the need of an additional registration. This lowers entry barriers
for users that want to access the service.

In existing IDM solutions one security concern is the phishing of the login
information needed to sign up with the identity provider. Once this information
gets stolen, all login information to services will be exposed. With our solution,
the tickets will be build on the client’s hardware TPM. As the tickets get bound
to the user’s device, an interception of login information is rendered useless. In
addition, the spread of different, somehow loosely linked partial information leads
to certain risks. As users tend to use same login information when registering
with different services, gathering and linking informations contained in different
identities can lead to a complete profile of an individual. This poses huge pri-
vacy concerns potentially enables further attacks such as identity theft where
an attacker obtains enough key pieces of personal information to impersonate
someone else [15].

We take an approach of trust, such that by transmitting authentication data,
an agent enters the domain of trust of a principal. Within authentication, the
trustworthiness of the agent can be attested, thus making a statement about
the agent’s identity and its state. The token used for authentication and attes-
tation is called credential. In existing IDM solutions such as Kerberos, these
credentials are embodied in (software) tickets. Using TC concepts we will build
trust credentials that rely on the agent’s TPM. By the means of mutual agree-
ments trust can be established across different domains. In such an architecture
every domain consists of (at least one) identity provider and multiple service
providers. An acquired ticket can only be used inside the particular domain. In
order to enable ticket usage across multiple domains, either cross certification
(one CA signing the public key of the other CA) or a spanning CA can be used.
This leads to a high technical overhead if many domains are involved. With the
approach of using TC architecture we are be able to establish trust between
different domains.

We build our trusted ticket system upon the identities embodied in the AIKs
certified by a PCA. The tickets are generated locally on the user’s device and
the process of ticket acquisition and redemption is bound to the user’s hard-
ware TPM chip. The tickets are only be usable from the user’s device, and thus
prevent attacks that rely on copying the ticket (e.g. phishing). We establish an
access control scheme allowing the user to access multiple services by maintain-
ing non-repudiation (by the chain of trust), accountability (by the PCA) and
pseudonymity (by the separation of duties), see [12,11].

As described in [14] we create the trusted tickets using an indirection. We
use the notation cert(entity, certificate) for the credential of the certified
entity. It is the union of the entity signed with the certificate’s private key and
the public key certificatepub. The credential is verified by checking the signature.

First, the AIK representing a certain identity is certified by a PCA,
yielding the AIK certificate cert(AIK,PCAcert). As AIKs cannot be used
to sign arbitrary data, we create a new RSA key pair in the TPM using
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Fig. 3. Creation of the Certified Signing Key (CSK)

the TPM_CMK_CreateKey command. The resulting key pair is loaded
into the TPM via the TPM_LoadKey command and then certified by the
TPM_CertifyKey command. Using this indirection we are able to create for
each AIK a certified key. This so called certified signing key (CSK) can then
be used to sign arbitrary data. In order to access a service, a service request
R is signed with the CSK and cert(R,CSK) is obtained. The service request
R, together with cert(R,CSK), cert(CSK,AIK) and cert(AIK,PCAcert) build the
credential chain which is transferred to the Service Provider. This data embod-
ies the ticket. By verifying the chain an authorisation decision can be made and
access to the service can be granted. The process of CSK generation is detailed
in [14] and sketched in Figure 3.

5 Trusted Tickets in Kerberos

This section exhibits how the CSKs can be generated in a Kerberos IDM envi-
ronment and how the obtained tickets can be integrated into Kerberos.

The Kerberos authentication consists of three phases. First, the client re-
quests a ticket granting ticket (TGT) from the Authentication Server (AS). The
AS sends the TGT together with an encrypted session key back to the client.
Only the client can decrypt the session key with his password. In the next phase,
the client uses the TGT to request a service ticket (ST) from the Ticket Granting
Server (TGS). The response contains the ST together with a second session key
encrypted with the first session key. Finally the client uses the ST to access an
application server providing the service. The whole process is shown in Figure 4.

The Kerberos protocol provides the authorization-data field which can be used
to embed authorisation information into a Kerberos ticket. Referring to [16, p.
57], the usage of the authorization-data field is optional. We take advantage of
this field and use it to include the information needed to build the trusted ticket.
The type of this field is set to AD-IF-RELEVANT, so that servers, that don’t
understand the embedded information will be able to ignore the included data.

In our design, the AS takes the PCA functionality of signing and thus cer-
tifying AIKs. Therefore the client initiates the session by sending the request
including authorisation data, the public part of the AIK, the EKC and the
cert(AIK,EK) to the AS. By including the cert(AIK,EK) the client states that
the AIK has been generated by the TPM hardware the EKC belongs to. The
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Fig. 4. Flow of the Kerberos protocol

Fig. 5. Protocol of a TC enabled Kerberos Infrastructure

AS then checks the authorisation data provided by the client. By verifying the
EKC, the AS verifies that the TPM is implemented by a trustworthy (at least
known) manufacturer. Further, by checking the cert(AIK,EK) it can be veri-
fied that the AIK belongs to that single TPM. Upon success, the AS issues
a certificate cert(AIK,AScert), binding the AIK to the respective identity. The
certificate is encapsulated in the authorization data field of the TGT. When the
client receives the TGT, he can extract the cert(AIK,AScert) from the ticket. By
using the AIK certificate, the client is able to create a CSK belonging to this
AIK by using the process described in Section 4.

When the client wants to access a certain service, he requests an ST. The client
signs the request message R with the CSK and can thus build the credential chain
cert(R,CSK), cert(CSK,AIK), cert(AIK,AScert). This credential chain is called
TC-Ticket (TCT). Verifying the TCT means to check if the chain resolves to a
trustworthy issuer (which is in our case the AS). In order to make a statement
about the platform configuration, the client retrieves the IMA measurement list
and a TPM quote of the PCR-10, signed with the AIK. The client then sends
the service request R, the TCT, the IMA list and the quote enclosed in the TGT
to the Ticket Granting Server.

Upon receipt, the TGS first verifies the TGT. If it is issued by a trustworthy
AS, the TGS verifies the TCT. Therefore policies for authorisation and agree-
ments on trust have to be established between AS and TGS in advance. Then
the TGS will go on with the process of remote attestation as detailed in 3. The
TGS can then create the certificate cert(TCT,TGScert), stating that the TCT
comes from a valid client in a trustworthy state. Note that the certificate has to
be equipped with a timestamp, making it valid only for a short period of time.
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Otherwise, the system state could change in a significant way. In order to ren-
der eavesdropping useless, the TGS will encrypt the certificate with the public
part of the CSK via the Tspi_Data_Bind Operation. Only the client that is in
possession of the CSK (and the TPM it was created with) can then decrypt the
certificate via the Tspi_Data_Unbind method.

In the case of a successful verification, the TGS issues the ST in which the
encrypted cert(TCT,TGScert) is included. The TGS can resolve the credential
chain to a single AIK that is certified by the AS. This allows for anonymity of
the person using the TGS, as the identity is only known by and revealed to the
AS. Only AS is able to de-anonymise users as the platform credentials provide
the necessary information. In case of misbehaving users, AS could reveal the
personal identity to the TGS.

After decrypting the received certificate from the TGS, the client is able to
use the obtained ST together with its own created TCT and the newly received
cert(TCT,TGScert) to access a service. The service provider has to verify if (i)
the ST is issued by a trustworthy TGS, (ii) the TCT resolves to a trustworthy
issuer and (iii) the cert(TCT,TGScert) belongs to the TCT and comes from a
trustworthy TGS. The service is then provided to the client.

Note that the cert(TCT,TGScert) contains the signed service request as well
as a timestamp. This also allows for protection against double spending of the
ticket. The service provider therefore has to keep track of redeemed tickets. As
they do not contain any data about the personal identity of the client, only a
limited amount of information can be gathered. The client is able to generate a
new AIK for every identity he wants to use.

6 Conclusions

We have shown how to integrate the concept of trusted tickets in the Kerberos
protocol as an existing IDM solution. The complete process, from authentication
over ticket generation to ticket redemption at the service provider is shown. A
proof of concept integration into the Kerberos protocol is given. By integrating
PCA functionality into the Kerberos AS and remote attestation done by the
TGS, we are able to issue tickets bound to the client platform. By the sepa-
ration between AS and TGS we showed how pseudonymity for the client can
be achieved. In some scenarios it might be required to charge the client for ac-
cessing a certain service. As mentioned in [14], an additional charging for the
use of certain services could easily be implemented by extending the protocol
on the part of the AS and TGS entities. Upon issuing a ST for a certain ser-
vice, the TGS then requests a charging for this ticket at the AS. The AS in
turn can then initiate the charging for this ticket at a third party charging ser-
vice. Upon charging, the charging provider must be able to identify the user
by credit card account or similar means. Data protection laws can prevent the
charging provider from disclosing identity related information. While this offers
a protection for several identity based attacks, such as profiling, identity theft,
phishing attacks, TC-based tickets additionally enable a binding of the tickets
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to the client’s hardware. This is an important key in providing security against
eavesdropping. The tickets are completely built on the TPM’s basic functions.
As in other TC applications like Digital Rights Management (DRM), the usage
of a certain service is bound to the TPM. If the client’s TPM fails, the tickets
are no longer be valid. Thus there is no (financial) loss on the side of the service
provider. In contrary to DRM where protected content is rendered unprotected
and can cause monetary loss to the owner.

Our concept allows to implement multiple service access using one identity
(AIK) to retrieve multiple STs. Every instance in the protocol is able to verify
the chain of trust upwards to a trustworthy issuer. This concept maintains non-
repudiation throughout the whole protocol. In order to enable usage of the tickets
in different identity domains there have to be agreements on trust between the
service providers and the respective AS and TGS servers. In this usage scenario,
protection against multiple spending has to be implemented. Further usage of
TC concepts could include an adaption of the attestation protocol which allows
service providers to report their status to the clients. Such usage could prevent
malicious service providers from stealing customer data, further increasing the
security of online transactions.
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Abstract. Web browsers are becoming the universal interface to reach applica-
tions and services related with these systems. Different browsing contexts may
be required in order to reach them, e.g., use of VPN tunnels, corporate prox-
ies, anonymisers, etc. By browsing context we mean how the user browsers the
Web, including mainly the concrete configuration of its browser. When the con-
text of the browser changes, its security requirements also change. In this work,
we present the use of authorisation policies to automatise the process of control-
ling the resources of a Web browser when its context changes. The objective of
our proposal is oriented towards easing the adaptation to the security require-
ments of the new context and enforce them in the browser without the need for
user intervention. We present a concrete application of our work as a plug-in for
the adaption of security requirements in Mozilla/Firefox browser when a context
of anonymous navigation through the Tor network is enabled.

1 Introduction

The Web is increasingly becoming a universal interface for the development of all kinds
of applications: from traditional electronic banking and electronic mail, to text proces-
sors or even elaborated social networks. As the Web is evolving, the surrounding and
supporting technologies are becoming more complex. This is specially relevant in appli-
cations that enable the interaction with the Web from the client side: the Web browsers.
The current complexity of the Web has a direct impact on the security of such ap-
plications and more precisely in the treatment of its resources. Attacks against Web
browsers can compromise the security and privacy of its users. This can have serious
consequences given the pervasive presence of this piece of software in, for instance,
important critical systems in industries such as health care, banking, government ad-
ministration, and so on. Let us mention, for instance, the case of H.D. Moore, the lead
developer of the Metasploit Project [12]. One of his projects is based on the exploita-
tion of browser misconfiguration, such as permission of Java and JavaScript code when
browsing anonymously through the The second generation Onion Router (Tor) network
[5], with the objective of catching digital pirates and child pornographers [9]. Even if we
agree in the legitimacy of these techniques for the discovery of criminals, these same
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techniques can lead to violations of fair users. For instance, similar techniques were
used by Dan Egerstad in November 2007 [10], for capturing sensible information from
legitimate Tor users. As a result of these experiments, several government, embassy,
NGO, and other corporate user accounts and passwords were reported and disclosed.

We are currently working on the implementation of a contextual XACML [7] policy
manager for Web browsers. The main objective of our work is to be able to automatise
the management of resources associated with the browser in a dynamic and flexible
way. The use and enforcement of different security contexts will also help in adapt-
ing the browsers to the security needs of the working environment of a given user.
Such an automatism aims to lead to an error-free process in which non-expert users
are protected about security and privacy weaknesses due to browser misconfiguration.
We present in this article a concrete application of our proposal to adapt the browser
security requirements when an anonymous navigation context is in use. By browsing
context we mean how the user browsers the Web, including mainly the concrete con-
figuration of its browser. We also describe in this work the current development of our
proposal as a plug-in for the Mozilla/Firefox family of Web browsers. We consider that
our approach must be seen as a design recommendation for future applications dealing
with the Web paradigm.

2 Overview of the Proposal and Plan of the Paper

The article is organised as follows. In this Sec. 2 we introduce the XACML language,
and the development of our proposal as a plug-in for Mozilla/Firefox browsers. In Sec. 3
we show a concrete application of our proposal to adapt the security requirements of
Mozilla/Firefox to anonymous Web browsing through the Tor project infrastructure. We
conclude the article in Sec. 4.

2.1 XACML

XACML (eXtensible Access Control Markup Language) is an XML based standard
language [7], which provides the ability to specify both the access control policy and
the request/response messages.

In XACML, an access control policy presents an specific format, having as the main
element the rule. Each rule has an associated target, which determines to what (or who)
the rule is applied, an effect, which is normally permit or deny, and a condition. If
the condition is evaluated in a favourable manner, the result of the evaluation of the
rule is the one determined by its effect. One or more rules are associated to a policy,
which also can specify a target and obligations. Such obligations specify actions to be
performed by the policy verifier when the policy is applied [16] (normally, these actions
will be performed by a Policy Enforcement Point, e.g., a web browser enforcement
agent). Finally, one or more policies are included in a policy set which can also have an
associated target and obligations.

In XACML, the combination of the results of evaluating the rules included in the
same policy and the evaluation of the policies included in the same policy set, is given
by the combining algorithms. Such algorithms are not only used for the combination of
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rules and policies, but also for conflict resolution, because they are used when more than
one rule or policy is applicable to the same target. There is a set of standard algorithms
applied both to the combination of rules and the combination of policies. Among them,
we remark the following ones:

– deny-overrides: an evaluation with deny effect takes precedence over the rest.
– permit-overrides: an evaluation with permit effect takes precedence over the rest.

In our case, in a very summarised way, by using XACML, we can specify the tradi-
tional tuple ‘subject-resource-action’ adapted to our concrete problem and context. That
is, specify if a given script (subject) is allowed or not to access and/or modify (action)
a given browser resource (object). In Sec. 3.3 we show with more detail how are the
policies of our proposal defined.

2.2 The Plug-In for Mozilla/Firefox of Our Proposal

The specific implementation of our authorisation proposal, from now on XAPO (XAcml
Policy Officer), is based on the Mozilla development framework for the implementation
of browser extensions (plug-ins) in the Mozilla/Firefox Web browser. The development
of XAPO is mainly based on Java, JavaScript, and XUL (XML User Interface Lan-
guage) [6]. The plug-in is executed in the browser through the chrome interface used by
the Mozilla applications [11]. From this interface, XAPO, as any other code executed in
chrome mode, can perform the actions required by our proposal such as access to con-
figuration options, storage and reading preferences, or activate and deactivate browser
components (i.e Java, JavaScript, or Shockwave/Flash, etc.). This is done through the
XPCOM interface of the Mozilla/Firefox browser. This option is only available in ver-
sion 3 of the browser. For the implementation of the XACML components we have used
SunXACML [18], an open source implementation of the XACML standard in Java. Such
implementation, is executed inside XAPO by making use of the LiveConnect interface
provided by Mozilla. The installation of all the set of components of XAPO is done
with a single xpi package. The current version of XAPO is available under demand. In
the following section we present the use of XAPO to adapt the security requirements of
the Mozilla/Firefox browser when an anonymous browsing context is activated.

3 Preventing Attacks on a Context of Anonymous Browsing

We present in this section a specific application of our proposal. It allows us to adapt
the security requirements of a browser when a context of anonymity is enabled on it.
Our example scenario is based on the anonymous infrastructure of the Tor project. We
introduce in the following subsection some characteristics of Tor, as well as the specific
attack which is going to be addressed by our proposal.

3.1 The Anonymity Infrastructure of Tor

Several anonymity designs have been proposed in the literature with the objective of
hiding senders identities for privacy purposes. From simple proxies to complex systems,
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anonymity networks can offer either strong anonymity for high latency services (e.g.,
email and Usenet messages) or weak anonymity for low-latency services (e.g., Web
browsing). The most widely-used of the latter solutions is based on anonymous mixes
and onion routing [15]. It is distributed as a free software implementation known as The
second generation Onion Router (Tor) [5]. It can be installed as an end-user application
on a wide range of operating systems to redirect the traffic of low-latency services with
a very acceptable overhead.

The Tor objective is the protection of the anonymity of a sender as well as the con-
tents of its messages. To do so, it transforms cryptographically those messages and
mixes them via a circuit of routers. Through this circuit, routers transport the origi-
nal message in an unpredictable way. The content of each message is moreover re-
encrypted within each router with the objective of achieving anonymous communica-
tion even if a set of routers are compromised by an attacker. As soon as a router receives
a new message, it decrypts its corresponding encryption layer with its private key to ob-
tain the following hop and the encryption key of the following router in the path. This
path is initially defined at the beginning of the process. Only the entity that creates the
circuit — and which remains at the sender’s side during all the process — knows the
complete path to deliver a given message. The last router of the path, the exit node,
decrypts the last layer and delivers an unencrypted version of the message to its target.

The maturity of the project and its low impact to the performance of on-line ser-
vices make the infrastructure of Tor a promising solution to anonymously browse on
Internet. To obtain this low impact over the performance of the services tunnelled by
Tor, it relies on a very pragmatic threat model. Such a model assumes that adversaries
can compromise some fraction of the onion routers in the network. If so, adversaries
can not only observe but also manipulate some fraction of the network traffic of Tor.
A first implication of this assumption is that the exit node has a complete view of the
sender’s messages. Therefore, without other countermeasures, it could perform a Man-
in-the-Middle attack to forge answers. As a result, a malicious onion router acting as
the exit router could try to redirect the client to malicious services or to perform denial
of service. A second implication of the threat model of Tor is the possibility of suffer-
ing traffic analysis attacks with the objective of tracing back the sender’s origin or to
degrade Tor’s anonymity. Several traffic analysis attacks against Tor have been reported
in the literature, such as [2,13,19].

A third problem raises when the configuration of a browser is not handled properly.
Beyond the proper installation and configuration of the software downloaded from the
Tor project, some aspects of the browser must be adapted. Anonymous browsing with
Tor requires not only different habits, but also reconfiguration of some resources. It is
necessary to disable, for example, the execution of JavaScript and Java code, as well as
plug-ins like Flash, ActiveX, etc. The use of cookies associated with previous visited
sites, on the other hand, must also be taken into account. It might be relatively simple
for an attacker to manipulate these components in order to obtain the identity or loca-
tion of the user (e.g., by obtaining a public IP address associated with the user). We
show in the following subsection a practical example that shows how to obtain the IP
address of a browser configured to browse through the Tor network. The attack exploits
a misconfigured browser that allows the execution of Java code.
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3.2 Bypassing Tor via Attacks Targeting Web Browsers

In order to browse through the network of Tor, users should first configure their browsers
to redirect its requests and responses via an HTTP proxy, such as Privoxy [14]. In fact,
not only HTTP traffic must be redirected by the proxy. Any other traffic, such as DNS
requests and responses, must be redirected. Privoxy and Tor allow these later redirec-
tions through the use of the SOCKS protocol [8]. There are many other resources on the
browser that could leak information if they are not redirected by the proxy. The large
amount of options on current browsers leads to an error prone process. The activation
and execution of code by plug-ins, such as Flash, Java, ActiveX, etc., increases the dy-
namism of Web services, but also increases the number of potential targets to exploit.
If these resources are not properly managed, an attacker can get control of them and
violate user’s anonymity via covered channels.

In [1], Abbott et al. describe the use of this kind of attacks, executed within Web
browsers, in order to bypass the anonymity of Tor. Forcing the user to visit a specific
Web site, e.g., using social engineering, phishing, or Man-in-the-Middle attacks, a ma-
licious code embedded within the pages of such service opens a secret channel between
the user and the attacker’s Web domain. Later, performing an analysis of the traffic
exchanged with each victim, the attacker collects and stores data related with the re-
sources of each browser (e.g., IP addresses, operating system, browser characteristics,
etc.). It is important to note that the collection of this information is not indeed an attack
against Tor’s infrastructure (cf. Fig. 1). The attack relies on the exploitation of tools and
browser runtime components. More specifically, the attack is exploiting browser mis-
configuration to bypass its proxy settings.

In [4], Christensen et al. extend this previous attack in order to compromise the
identity of Tor users without the necessity of controlling end services (i.e., the visited
Web service). The attacker only needs to control exit nodes of Tor. From these nodes,
and modifying HTTP traffic, the attacker can successfully execute a Man-in-the-Middle
attack to reveal user and hidden service identities. The modification of HTTP traffic
aims at marking the traffic. For example, the use of HTML elements of type iframe, can
allow the attacker to include unique references leading to malicious Web sites, as well
as to associate a specific cookie to collect user data. This reference can force the browser
to download malicious code, such as Java or Flash code. If the plug-in that is required
by such code is enabled, the code can manage to steal user information and direct the
output towards the attacker. Similarly to the attack shown in Fig. 1, the attacker can
post-process the information in order to perform an analysis of traffic trying to reveal

Fig. 1. Example of a Web attack to bypass the anonymity of Tor
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the identity and activities of the set of victim users. Abbot et al. show in [1] how this
and other similar attacks can be extended in order to increase the chance of discovery
of Tor users and hidden services.

3.3 Using XAPO and XACML Policies to Prevent the Attack

To prevent attacks against the anonymity provided by Tor as the one described in
Sec. 3.2, we use a concrete type of policy, which allows not only to prevent such attacks
but also to introduce enough flexibility and fine-grained specification to be adapted to
several contexts and degrees of anonymity.

The XACML policy used is divided in two specific policies. On one hand there is
a general policy, which explicitly determines the browser resources that have to be
protected: Java, JavaScript, . . . and on the other hand there is a whitelist-like policy that
provides a fine-grained control of the trusted domains for which the activation and/or
access to concrete resources is allowed.

The first policy is the generic-tor-policy. It is composed of a policy element contain-
ing a rule for each browser resource to be protected. The effect of such rules is always
deny, indicating that such resource cannot be accessed when the policy is enforced (c.f.
Fig. 2).

Generic-tor-policy

Target

Subject:
any-subject

Action:
any-action

Resource:
any-resource

Rule-1 Rule-n

Resource:
browser-resource-n

Effect:
deny

Effect:
deny

Resource:
browser-resource-1

Fig. 2. Generic-tor-policy

The main purpose of the generic-tor-policy is to globally avoid problems such as the
one described in Sec. 3.2. To that end, the access to all sensitive resources is explicitly
denied when Tor is in use. Some important resources that need to be protected are 1:

– Browser plug-ins such as: Java, Flash, ActiveX, RealPlayer, Quicktime, Adobe
PDF, . . . . One can specify in the policy plug-ins one by one or use the special re-
source all-plugins. With this last reference, XAPO looks all the plug-ins currently
installed in the browsers and turns them off.

– Cookies: it is important to protect the access to cookies, which could have been
created previously to the activation of the Tor navigation.

As it can be appreciated, this policy is very restrictive and can limit the functionality
of the applications accessed by the user. In order to improve the user experience, we
consider it important to provide a whitelist-like policy to allow the definition of trusted
domains, which are allowed to access some browser resources. This avoids the common
scenario where a user is using two different browsers, one with Tor activated and with

1 The policy may include other needed resources a part from plug-ins and cookies.
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Whitelist-Tor-policy-1

Target

Subject:
trusted domain 1

Rule-1

Resource:
browser-resource-1

Effect:
permit

Action:
action-1

Rule-n

Resource:
browser-resource-r

Effect:
permit

Action:
action-r

Whitelist-Tor-policy-2

Target

Subject:
trusted domain 2

Rule-1

Resource:
browser-resource-1

Effect:
permit

Action:
action-1

Rule-n

Resource:
browser-resource-s

Effect:
permit

Action:
action-s

Whitelist-Tor-policy-m

Target

Subject:
trusted domain m

Rule-1

Resource:
browser-resource-1

Effect:
permit

Action:
action-1

Rule-n

Resource:
browser-resource-t

Effect:
permit

Action:
action-t

Fig. 3. Tor whitelist policy

a minimal functionality and another one without Tor and with a compete or extended
functionality. That is, the user can determine some trusted applications and allow them
to access given resources without giving up the anonymity measures provided by Tor
and XAPO in the other domains.

The tor-whitelist-policy defines the domains which are allowed to access concrete
browser resources. For each trusted domain, there is an specific policy, which has rules
to describe which actions are allowed over which resources. The effect of these rules
is permit and it will have preference over the evaluation of the generic-tor-policy (c.f.
Fig. 3). Through XAPO, the user can choose the trusted domains and enable all the
desired browser options and resources for them. This changes are stored in the cor-
responding whitelist policy and will take effect for the successive executions of the
browser.

Both the generic policy and the whitelist policy are combined in an XACML policy
set by the permit-overrides policy combining algorithm (c.f. Sec. 2.1). This makes the
whitelist policy to take precedence over the generic one. Or in other words, the whitelist
policy expresses exceptions of the generic policy.

3.4 Example of XAPO Policies for Tor

In this section we will show a simple example of XAPO policies for Tor in order to
ensure an additional enforcement level and to prevent attacks against the anonymity of
users even when they are browsing with Tor enabled. The description of the policies has
been simplified to improve its legibility. At the same time, the example is quite simple,
but it shows clearly and concisely, the way these policies work.

In the following listing (Listing 1) we show an example of a generic-tor-policy. The
policy includes three rules: java-plugin, javascript-plugin, cookies. The first one makes
XAPO to disable the Java plug-in, the second ones disables the JavaScript interpreter,
and the third one prevents the reading of cookies for all domains.

Following the example, the user may want to activate the JavaScript interpreter
and the Java plug-in but just for a concrete trusted email Web application (mail.
trusted.domain.org), which is accessed through HTTPS. Instead of having to
change or disable the Tor generic policy or initiate a new session without Tor, the user
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Listing 1. Generic policy for Tor

Listing 2. Tor-whitelist policy for the domain trusted.domain.org



172 G. Navarro-Arribas and J. Garcia-Alfaro

can include a whitelist policy to make XAPO allow the execution of JavaScript code
from the trusted domain. The following listing (Listing 2) shows a policy to apply the
corresponding domain with two rules, one to activate the Java plug-in and another for
JavaScript.

Finally, in the following listing we show another whitelist policy (Listing 3), which
tells XAPO to enable JavaScript only for the domain trusted-bank.org.

Listing 3. Tor-whitelist policy for the domain trusted-bank.org

As it can be seen, the policy allows the activation of the JavaScript interpreter for the
concrete domain through the corresponding rule.

The three policies we have seen in the example, are combined in a policy set. A
simplified example of such policy set can be seen in the following listing (Listing 4).

Listing 4. Policy set example for Tor

To conclude this section, we show with the practical example presented in Figs. 4(a)
and 4(b), the way the activation of XAPO prevents the attacks seen in Sec. 3.2. The
browser used is the Mozilla/Firefox 3 Beta 1, configured with XAPO and the Torbut-
ton extension [17] (used for the automatic configuration of Privoxy in the browsing
preferences of Mozilla/Firefox). As it has already been discussed, the elevated number
of configuration options present in a Mozilla/Firefox browser make it possible, with-
out the proper measures, to third parties to violate the anonymous channels provided
by Tor and retrieve without problems the identity of the browser. The attack shown
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(a) Torbutton enabled and XAPO disabled.

(b) Torbutton and XAPO enabled.

Fig. 4. (a): Example of an attack to bypass the configuration of Privoxy in a Mozilla/Firefox
browser with the Torbutton extension enabled and the XAPO extension disabled. The attack opens
an addition channel between the execution environment of the browser and the attacker and,
through this channel, it extracts the information associated with the browser; (b): Prevention of
the attack by enabling the XAPO extension.

exploits the use of a Java code executed from JavaScript in order to open a socket
through LiveConnect. This code makes an HTTP request to the server hosting the web
page (http://ha.ckers.org/weird/tor.cgi). Given that the request does
not go through the nodes of the Tor network, after a simple analysis of the received
request, and automatically, the attacker of the visited web site gets to know and shows
in the screen information associated to the user, such as the IP address. Fig. 4(b) shows
how the activation of XAPO and thus the protections of resources associated with the
XAPO policies, prevents the creation of the channel between the attacker and the victim
browser.

4 Conclusions

In this article we have presented a proposal to apply security policies in a Web browser.
More precisely, we have presented a Mozilla/Firefox extension, which allows the use
of policies expressed in the XACML standard language to protect the resources of the
browser. Furthermore, we have shown how this extension, named XAPO, can be used
to enhance the anonymity of the users as a complement to the network infrastructure of
the Tor project.

Tor suffers some security problems, since there are already known attacks, which can
violate the anonymity of its users. By using a malicious code based on, for example Java
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or Flash animations, an attacker can set up a direct connection with Web servers under
its control and the browser, jeopardising the anonymity of the user. Although the attack
is actually exploiting the tools and the external environment of the Tor network, there
are attacks in the literature (see, for instance, [1]) showing how to extend this and other
similar attacks with the aim of augmenting the probabilities of an attacker to violate the
anonymity of the users and services hided behind the network of the Tor project.

Our proposal allows to prevent such attacks by defining an enhanced security policy
oriented to Tor, which guarantees to the user a better protection of his identity and sen-
sitive information. To that end, the policy allows the definition of the browser resources
that have to be protected as an additional measure to the protection already provided by
Tor. Such policy is flexible enough to be adapted to all the browsing habits of the user.
For example, while it provides a complete protection, it also allows the definition of a
whitelist of trusted domains, which are allowed to use some given resources, improving
the browsing experience of the user

Currently, the prototype of the proposal is being developed as an extension of the
Mozilla/Firefox browser, but we are working on the development of equivalent exten-
sion for other browser such as Safari, or Internet Explorer. The use of an standard lan-
guage such as XACML, allows to easily reuse and interchange the policies between
different browsers.
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Abstract. While current and emergent applications become more and more
complex, most of existing security policies and models only consider a yes/no
response to the access requests. Consequently, modelling, formalizing and imple-
menting permissions, obligations and prohibitions do not cover the richness of all
the possible scenarios. In fact, several applications have access rules with the rec-
ommendation access modality. In this paper we focus on the problem of formaliz-
ing security policies with recommendation needs. The aim is to provide a generic
domain-independent formal system for modelling not only permissions, prohibi-
tions and obligations, but also recommendations. In this respect, we present our
logic-based language, the semantics, the truth conditions, our axiomatic as well
as inference rules. We also give a representative use case with our specification
of recommendation requirements. Finally, we explain how our logical framework
could be used to query the security policy and to check its consistency.

1 Problem Statement

Authorization aims at allowing legitimate actions: it forbids non-authorized users to
carry out actions and forbids internal users to carry out non-authorized actions. Basi-
cally, in order to define authorized actions, we should establish a security policy. The
Common Criteria define an “organizational security policy” as: a set of security rules,
procedures, or guidelines imposed by an actual or hypothetical organization in the op-
erational environment [1]. Such an organizational security policy usually relies on an
access control policy [2]. The latter is generally specified through: (1) the security ob-
jectives that must be satisfied, e.g., “classified information must remain secret”; and (2)
the rules expressing how the system may evolve in a secure way, e.g., “the owner of an
information is allowed to grant a read access right on the information to other users”.
An access control model is often used to rigorously specify and reason on the access
control policy (e.g., to verify its consistency).

Unfortunately, while security models play an important role in any system, most
researches on this topic are based on limited concepts, and do not capture all the richness
of current and emergent applications. In particular, most of traditional policies are static
and only make yes/no decisions in response to user requests.

Recently, several works was intended to model obligations [3] [4] [5] [6]. However,
up to our knowledge, there is no existing work on recommendations, while this no-
tion became extremely important in real applications. If we take health care systems
as an example, most of the current regulations are in fact recommendations or guide-
lines: recommendations of the General Assembly of United Nations [7], Recommenda-
tions of the Council of Europe [8] [9], Guidelines of the European Parliament [10], etc.
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c© IFIP International Federation for Information Processing 2009
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Similarly, in the critical infrastructures area, organizations such as the European Coun-
cils [11], the International Risk Governance Council (IGRC) [12], the North Ameri-
can Electric Reliability Council (NERC), etc. state several recommendations to protect
these infrastructures (e.g., Electrical power grid) [13]. In these legislation and docu-
ments, we find rules such as: “it is recommended that ...”, “it is inadvisable that ...”.

However, while security policies should translate these recommendations to security
rules, there is no logical framework that helps to adequately formalize this task. Basi-
cally, when building systems, we need firstly to precisely specify the underlying require-
ments (e.g., recommendations); and secondly, we need axioms, methods and tools for
reasoning on these concepts. To date, these problems have not been really addressed.
Dealing whit these issues, this paper is organized as follow. In Section 2, we discuss
the security requirements already handled by classical security policies and models.
After that, Section 3 defines the new recommendation access control modality. Then,
Section 4 presents our new logical-based framework for modelling recommendations.
In particular, we will define our new Recommendation language (RL), the related se-
mantics, truth conditions and axiomatic. Then, Section 5 describes some ideas to query
the security policy and to verify its consistency / coherence. Finally, Section 6 draws
conclusions an perspectives.

2 Traditional Security Policies and Models

A security policy specifies, usually in a textual form, who has access to what, when and
in which conditions? Nevertheless, the security policy does not guarantee a secure and
correct functioning of the system. The security policy can indeed be badly designed or
intentionally / accidentally violated. Consequently, it is important to associate a model to
it; this kind of “precise statement” helps to: abstract the policy and handle its complexity;
represent the secure states of a system (i.e., states that satisfies the security objectives) as
well as the way in which the system may evolve (the possible executions of the system);
verify the coherence of the security policy and detect possible conflicting situations (e.g.,
situation where a certain user has the recommendation (or the permission) and the pro-
hibition to carry out a certain action on the same object); guarantee that all the security
objectives are covered by the security mechanisms implementing the policy; etc.

We can assert that, until now, it is not possible to explicitly specify recommendations
in existing access control models (e.g., discretionary “DAC” [14] [15], mandatory ac-
cess control “MAC” [16] and Role-based Access Control “RBAC” [17]). For instance,
the HRU model [15] represents with a matrix M(s, o) the actions that a subject s is
allowed to carry out on an object o. Similarly, in Role Based-Access Control (RBAC)
roles are assigned to users, permissions are assigned to roles and users acquire permis-
sions by playing roles [17].

Besides that, some works have addressed the notion of explicit prohibitions and
obligations. For example, in the OrBAC model [18], security rules have the form Ac-
cessModality (org; r; v; a; c); while AccessModality is a Permission, Obligation or a
Prohibition. This rule means: in the context c, organization org grants role r the permis-
sion or the obligation or the prohibition to perform activity a on view v.

In XACML [19], obligations are a set of operations that must be fulfilled in conjunc-
tion with an authorization decision (permit or deny).
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Bettini et al. distinguish between provisions and obligations [3]. Provisions are con-
ditions that need to be satisfied or actions that must be performed before a decision is
rendered, while obligations are actions that must be fulfilled by either the users or the
system after the decision.

Hilty et al. Define the OSL, an Obligation Specification Language that allows formu-
lating a wide range of usage control requirements [6]. They differentiate between usage
and obligational formulae. Usage is concerned with operations (e.g., processing, ren-
dering, execution, management, or distribution) on data that must be protected; while
obligational formulae are conditions on the usage of data, e.g., “delete document D
within 30 days”. An obligational formula becomes an obligation once a data consumer
is obliged to satisfy it, i.e., once the data consumer has received the data and committed
to the condition.

3 The Recommendation Access Modality

By modelling permissions, obligations and prohibitions, traditional access control poli-
cies and models control who can (permission), must (obligation) and cannot (prohi-
bition) access to data respectively. However, these access modalities do not deal with
situations where the system interact with the user by advising him (not obliging him)
to do something, and if the user does not follow this advise, he/she accepts the con-
sequences of his/her action. In this respect, it seems interesting to consider an access
modality that is stronger than permissions but not as restricting as obligations. This new
modality is actually a recommendation.

For example, the law [20] gives patients the right to access their medical files, but it
recommends that this access be done through the attending physician (because certain
notions in the medical file could be badly understood by the patient, while the physician
can understand and explain correctly the situation). The same law stipulates that if in
addition the patient is minor or suffers from psychological disorders, it is recommended
that he/she be accompanied with his/her tutor.

In fact, we see that this access is stronger than permissions (as the patient accepts
the consequences if he/she does not respect the recommendation) but not as restricting
as obligations (as he/she is not obliged to respect the recommendation, i.e., he/she can
access his/her medical file).

Let us take another example, the Council of Europe Recommendation No. R (97) 5
“on the Protection of Medical Data” [9]. This legislation recommends that medical data
shall be obtained from the data subject. It is not an obligation, as medical data can be
obtained from other sources in certain situations (e.g., in particular if the data subject
is not in a position to provide the required data). And in the same time, this access is
stronger than a permission, as the data subject could ask for explanation / justification if
the recommendation is not respected, and in certain situations he/she can contest before
the judge.

In the same sense, some organizations (e.g., the Computer Emergency Readiness
Team “CERT”, the World Wide Web Consortium “W3C”) and constructors (e.g.,
CISCO) regularly publish recommendations [21] [22] [23]. Moreover, in the Internet
field for example, the IETF associate the “Should” verb to a “recommendation require-
ment” in the specification of standard track documents [24]. More precisely, the RFC
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2119 states that: “must”, “required” or “shall” mean that the definition is an absolute
requirement of the specification; “must not” or “shall not” mean that the definition
is an absolute prohibition; “should” or the adjective “recommended” mean that there
may exist valid reasons in particular circumstances to ignore a particular item, but the
full implications must be understood and carefully weighed before choosing a different
course; “should not” or “not recommended” mean that there may exist valid reasons in
particular circumstances when the particular behavior is acceptable or even useful, but
the full implications should be understood and the case carefully weighed before im-
plementing any behavior described with this label. We can give several other examples,
but due to space limitation we can conclude that security policies in many applications
became more and more complex, and there is a great need to find mechanisms to handle
the concept of recommendation. This is a big challenge that has never been addressed.

In this paper, we believe that the recommendation notion is halfway between per-
missions and obligations (i.e., recommendations are stronger than permissions but not
as restricting as obligations); in the same way, inadvisabilities seem halfway between
prohibited and elective (cf. next Section) actions (i.e., inadvisabilities are weaker than
prohibitions but stronger than elective actions). The purpose of the two next sections is
to present a logical framework that provides a means of specifying and reasoning about
permissions, prohibitions, obligations, recommendations (e.g., should) and inadvisabil-
ities (e.g., should not ...) in a given universe of entities.

4 Modelling Recommendations

Roughly speaking, the choice of a formal language for specifying a security policy is
based, on one hand, on the expressive power of this language and, on the other hand, on
the requirements of the targeted applications. Moreover, in order to specify the security
policies that interest us in this paper, we need first to express norms, i.e. rules which
say what must be the case, must not be the case, may be the case or may not be the
case. Actually, this kind of notions (may, must, ...) was already addressed by several
logical models such as deontic logic. The latter can be seen as an extension of modal
logic that considers modal operators such as obligations, permissions and prohibitions.
Note that researches in deontic reasoning within a modal logic point of view has already
been done by several works such as by Aqvist [25] and Prior [26]. Moreover, within the
context of computer security, several authors like Bieber and Cuppens [27], Glasgow
et al. [28], Prakken and Sergot [29], etc. have used deontic logic.

In the rest of the following sub-sections, we progressively extend the modal logic in
order to model the notions of “recommendation” and “inadvisabilities”.

4.1 Syntax

Let PV be a countable set of propositional variables, with typical members denoted p,
q, etc. By means of the Boolean operators ¬ (“not . . .”) and ∨ (“. . . or . . .”) of classical
logic and the modal operator O (“it is obligatory that . . .”) of modal logic, we combine
these variables so as to build up the set of formulas of deontic logic given by the rule:

• φ ::= p | ¬φ | (φ ∨φ) |Oφ .
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We make use of the standard abbreviations for the other Boolean operators. We supple-
ment the language by the modal operators F, P, and E expressing “it is forbidden that
. . .”, “it is permitted that . . .”, and “it is elective that . . .”: Fφ = O¬φ , Pφ = ¬O¬φ ,
Eφ = ¬Oφ . Basically, the specific characteristic of a norm is the consistency of the
set of all obligations that make it up. This characteristic corresponds to the formula
¬(Oφ ∧O¬φ). Seeing that the “obligatory that” is the “forbidden that not” and the
“forbidden that” is the “obligatory that not”; this characteristic also corresponds to the
formulas ¬(Fφ ∧F¬φ) and ¬(Oφ ∧Fφ).

Furthermore, using the equivalences ¬O¬φ ↔ E¬φ and ¬F¬φ ↔ P¬φ , we can
deduce that Oφ → E¬φ and Fφ → P¬φ . The modal operators P (“it is permitted that
. . .”) and E (“it is elective that . . .”) keep up similar relations: the “permission that” is
the “elective that not” and the “elective that” is the “permission that not”. Hence, we
can deduce the following formulas Oφ → Pφ and Fφ → Eφ .

However, none of the previous modalities is able to directly capture the notion of
“recommendation”. Subsequently, we introduce the modal operator R (“it is recom-
mended that . . .”) and we use it to extend the previous set of deontic logic formulas. In
fact, let us now consider the set of formulas given by the rule:

• φ ::= p | ¬φ | (φ ∨φ) |Oφ |Rφ .

Let us take a simple example. If we assume that (Read, Bob, UserGuide) is a formula
expressing the fact that Bob read the user guide, in our language we can express formu-
las such as R(Read, Bob, UserGuide); meaning that: it is recommended that Bob read
the user guide.

Moreover, to be able to express rules / sentences such as “it is inadvisable that . . .”,
we supplement the language by the modal operator I: Iφ = R¬φ . E.g., the formula
I(Execute, Bob, OldVersion) means that executing the old version of the program is
inadvisable; i.e., it is recommended to not execute the old version.

In this respect, our new set of formulas allows us to give an account of the consistency
of a set of recommendations by means of the formula ¬(Rφ ∧R¬φ). In fact, seeing
that the “recommended that” is the “inadvisable that not” and the “inadvisable that”
is the “recommended that not”, this formula corresponds to the following formulas
¬(Iφ ∧I¬φ) and¬(Rφ ∧Iφ): it is not possible that something being both recommended
and inadvisable. The question that arises now is: what are the relations between the
“obligatory that”, the “recommended that” and the “permitted that” on one hand, and
the “forbidden that”, the “inadvisable that” and the “elective that” , on the other hand.
The semantics and the axiomatics of the two next subsections will allow us to show,
among others, that the formulas Oφ →Rφ , Rφ → Pφ , Fφ → Iφ and Iφ → Eφ express
indisputable obvious deontic facts.

4.2 Semantics

The most elementary model of obligations is composed of a non-empty set W of states
and a relation ℜ on W . Therefore, a deontic frame will be an ordered pair:

• F = (W,ℜ)
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where W is a nonempty set of states and ℜ is a binary relation on W called accessibility
relation: for all states x, the states y such that xℜy are those states in which all the
obligations in x are satisfied. For this reason, we may also consider that for all states x,
the set ℜ(x) = {y: xℜy} characterizes the set of all permissions in x.

Actually, the formulas of deontic logic are valued at states. The valuation of the
formula Oφ at state x depends on the valuation of φ at states y such that xℜy.

In this respect, a deontic model is an ordered triple:

• M = (W,ℜ,V )

where F = (W,ℜ) is a deontic frame and V is a valuation on W , i.e. a function assigning
to each state x in W a subset V (x) of the set PV of all propositional variables. V (x) can
thus be considered as the set of propositional variables that x verifies.

Subsequently, in the deontic model M , the function V can be extended to the func-
tion V̄ defined as follows:

• p ∈ V̄ (x) iff p ∈V (x); and ¬φ ∈ V̄ (x) iff φ �∈ V̄ (x);
• φ ∨ψ ∈ V̄ (x) iff φ ∈ V̄ (x) or ψ ∈ V̄ (x);
• Oφ ∈ V̄ (x) iff for all states y such that xℜy, φ ∈ V̄ (y).

Furthermore, according to the relationships between obligations, permissions, prohibi-
tions (cf. Section 4.1), it is a simple matter to check that:

• Fφ ∈ V̄ (x) iff for all states y such that xℜy, φ �∈ V̄ (y),
• Pφ ∈ V̄ (x) iff for some state y with xℜy, φ ∈ V̄ (y),
• Eφ ∈ V̄ (x) iff for some state y with xℜy, φ �∈ V̄ (y).

Fig. 1. A model with recommendations Fig. 2. Exemple of a large subset

In the model given in Fig. 1, p is obligatory at state x, whereas q and s are only
permitted.

Let us now define the notions of “satisfiability” and “validity” in our model. Let φ
be any formula. We say that φ is valid in the model M = (W,ℜ,V ) iff φ ∈ V̄ (x) for all
states x; whereas φ is said to be valid in the frame F = (W,ℜ) iff φ is valid in every
model M = (W,ℜ,V ) based on F .

Furthermore, we say that φ is satisfiable in M = (W,ℜ,V ) iff ¬φ is not valid in
M = (W,ℜ,V ); whereas φ is said to be satisfiable in frame F = (W,ℜ) iff φ is satis-
fiable in some model M = (W,ℜ,V ) based on F .
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Actually, the definitions of satisfiability and validity come from the semantics for
modal logic. Correspondence theory in modal logic teaches us the ways the validity of
the modal formulas ¬(Oφ ∧O¬φ), ¬(Fφ ∧F¬φ) and ¬(Oφ ∧Fφ) considered above is
related to the condition of seriality saying that for all states x, there exists a state y such
that xℜy. For this reason, in the sequel, we will always consider that frames are fitted
out with a serial relation.

Let us now focus on the modal operators O and P. The reader may easily verify that
in all models M = (W,ℜ,V ):

• Oφ ∈ V̄ (x) iffℜ(x)∩{y: φ ∈ V̄ (y)}=ℜ(x), i.e. {y: φ ∈ V̄ (y)} entirely coversℜ(x),
• Pφ ∈ V̄ (x) iff ℜ(x)∩{y: φ ∈ V̄ (y)} �= /0, i.e. {y: φ ∈ V̄ (y)} partially covers ℜ(x).

Seeing that we would like the formulas Oφ → Rφ and Rφ → Pφ to be valid, the inter-
pretation of the recommendation modal operator R in a model M = (W,ℜ,V ) should
actually be halfway between the interpretations of O and P (cf. Section 3), i.e. it should
correspond to the following interpretation:

• Rφ ∈ V̄ (x) iff {y: φ ∈ V̄ (y)} covers a large part of ℜ(x).

In this respect, the interpretation of I in M = (W,ℜ,V ) should correspond to Iφ ∈ V̄ (x)
iff {y: φ ∈ V̄ (y)} covers a small part of ℜ(x).

Note that the notions “entirely cover (obligations), partially cover (permissions)
and cover a large part (recommendations) perfectly reflect that recommendations are
stronger than permissions but not as restricting as obligations (cf. Section 3).

Following our reasoning, we consider that a frame for recommendation is an ordered
triple:

• F = (W,ℜ,N )

where (W,ℜ) is a deontic frame and N is a neighborhood function on W , i.e. a function
assigning to each state x in W a set N (x) of subsets of ℜ(x). For all states x, we will
think of N (x) as the set of large subsets of ℜ(x). Such large subsets will characterize
the set of all recommendations in x.

Now, with the recommendation notion, our model is an ordered 4-tuple:

• M = (W,ℜ,N ,V )

where F = (W,ℜ,N ) is a frame for recommendation and V is a valuation on W . In
this respect, the function V can be extended (in M ) to the function V̄ as follows:

• Rφ ∈ V̄ (x) iff ℜ(x)∩{y: φ ∈ V̄ (y)} ∈N (x).

For example, let us consider the model M = (W,ℜ,N ,V ) given in Fig. 2 and ob-
tained from Fig. 1 by defining N (x)={{y1,y2},{y2,y3},{y1,y3},{y1,y2,y3}}
(Fig. 2). As the subset {{y2,y3} is considered as a large surset of ℜ(x), {{y2,y2} ∈
N (x). Hence, q is recommended at state x. Note that q is not obligatory at x and that s
is not recommended at x.

The reader may easily verify that the validity of the modal formulas Oφ → Rφ ,
Rφ→Pφ considered above is related to the condition saying that for all states x,ℜ(x)∈
N (x) and /0 �∈N (x).
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Seeing that we would like the formulas Oφ → Rφ and Rφ → Pφ to be valid; in
the sequel, we always consider that frames of recommendation are fitted out with a
neighborhood function N such that for all states x, ℜ(x) ∈N (x) and /0 �∈N (x). Note
that in such frames, since Fφ = O¬φ , Eφ = P¬φ and Iφ = R¬φ , then the formulas
Fφ → Iφ and Iφ → Eφ are also valid.

4.3 Axiomatization/Completeness

The previous section presents the semantics of our specification and representation lan-
guage for obligations and recommendations. This is certainly a first step in building a
global and robust logical framework; but it remains not sufficient as we need a mean to
derive new informations and to reason (e.g. by verification) on our language. Moreover,
it seems necessary to give axioms and rules that define the relationships between the
different access modalities (obligations, recommendations and permissions). To achieve
these tasks and, thus, to complete our logical framework, we define in this section the
axiomatic system LR of our Logic of Recommendation. In addition to the classical ax-
ioms of propositional logic, we define the following axioms of LR:

• O(φ → ψ)→ (Oφ →Oψ),
• Oφ → Pφ ,
• O(φ ↔ ψ)→ (Rφ ↔ Rψ),
• Oφ →Rφ ,
• Rφ → Pφ .

The axiom O(φ → ψ)→ (Oφ → Oψ) is called axiom (K). It corresponds to the fact
that the modal operator O is interpreted in models by means of a binary relation.

The axiom Oφ → Pφ (axiom D) corresponds to the fact that in every frame F =
(W,ℜ,N ), ℜ is such that for all states x, there exists a state y such that xℜy.

Furthermore, the axiom O(φ ↔ ψ)→ (Rφ ↔ Rψ) is new and has never been con-
sidered before within the context of deontic logic. It corresponds to the fact that the
modal operator R is interpreted in models by means of a neighborhood function. This
axiom can be easily analysed as follows: if its antecedent O(φ ↔ψ) -which says that φ
and ψ are true in the same accessible words- is true, then the set of accessible φ -worlds
and the set of accessibleψ-worlds are equal. In this case, its conclusion Oφ→Oψ must
be true. Moreover, as for Oφ → Rφ and Rφ → Pφ , we have seen that these axioms are
related to the fact that in every frame F = (W,ℜ,N ), N is such that for all states x,
ℜ(x) ∈N (x) and /0 �∈N (x).

Besides that, in addition to the classical inference rules of propositional logic, the
inference rules of LR are: “from φ , infer Oφ”. It can be proved that all the formulas of
the following forms are derivable from the axioms and inference rules of LR:

• Oφ ∧Oψ →O(φ ∧ψ),
• Oφ ∧Rψ →R(φ ∧ψ),
• Oφ ∧Pψ → P(φ ∧ψ).

These formulas obviously correspond to our intuitive notions of obligations, recom-
mendations and permissions. The truth of the matter is that:
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Proposition 1. All formulas derivable from the axioms and inference rules of LR are
valid in all frames.

Proof. The proof can be done by induction on the length of the derivation of φ in LR
that if φ is derivable in LR then φ is valid in all frames.

Proposition 2. All formulas valid in all frames are derivable from the axioms and in-
ference rules of LR.

Proof. The proof is done by means of a canonical model construction. Let M =
(W,R,N ,V ) be the model defined as follows:

• W is the set of all maximal LR-consistent sets of formulas,
• R is the binary relation on W such that for all x,y in W , xRy iff {φ : Oφ ∈ x} ⊆ y,
• N is the neighborhood function such that for all x in W and for all subsets S of

R(x), S is in N (x) iff there exists a formula φ such that Rφ ∈ x and S = {y ∈W :
xRy and φ ∈ y},
• V is the valuation function such that for all x in W , V (x) = {p: p ∈ x}.

It can be proved that R is serial. Moreover, for all states x in W , R(x) ∈N (x) and
/0 �∈N (x). Using a proof by induction on the complexity of the formula φ , one can show
that for all states x ∈W , φ ∈ x iff φ ∈ V̄ (x). As a result, if φ is a formula not derivable
in LR, then ¬φ is LR-consistent and there is x ∈W such that ¬φ ∈ x. Therefore, φ �∈ x
and φ �∈ V̄ (x). It follows that φ is not valid in all frames.

Conversly, from the axioms and inference rules of LR, it is not possible to derive all the
formulas of the following form:

• Rφ ∧Rψ → R(φ ∧ψ),
• Rφ ∧Pψ → P(φ ∧ψ),
• Pφ ∧Pψ → P(φ ∧ψ).

The cases of the second formula and the third formula can be simply explained by
looking a the model given in Fig. 2 where, at state x, q is permitted/recommended,
¬q is permitted and q∧¬q is not permitted. The case of the first formula is different.
Although it is not derivable in LR, our intuition of the notion of recommendation could
lead us to consider it as an additional axiom. Let LR+ be the axiomatic system obtained
from LR by adding the following formulas as axioms:

• Rφ ∧Rψ → R(φ ∧ψ).

We will say that a frame F = (W,R,N ) is ∩-stable iff for all states x in W , the
set N (x) of all large subsets of R(x) is closed for the set-theoretical operation of
intersection. Remark that the frame given in Fig. 2 is not ∩-closed.

It can be proved that:

Proposition 3. All formulas derivable from the axioms and inference rules of LR+ are
valid in all ∩-stable frames.

Reciprocally, by means of the canonical model construction mentioned above, on can
show that:
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Proposition 4. All formulas valid in all ∩-stable frames are derivable from the axioms
and inference rules of LR+.

Let us go further in our extension of our recommendation language. We can prove that
from the axioms and the inference rules of LR+, it is not possible to derive all the
formulas of the following form:

• O(φ → ψ)→ (Rφ → Rψ),
• R(φ ∧ψ)→Rφ ∧Rψ .

Nevertheless, our intuition of recommendations lead us to accept such formulas:

• if φ implies ψ in all accessible, hence perfect, states, then one cannot recommend
φ without recommending ψ ,
• if φ and ψ are together recommended then they are separately recommended too.

This remark leads us to think that one should add to the axiomatic system LR+, all
formulas of the form O(φ → ψ)→ (Rφ → Rψ) and all formulas of the form R(φ ∧
ψ)→ Rφ ∧Rψ considered above, thus obtaining the axiomatic system LR++. We will
say that a ∩-stable frame F = (W,R,N ) is filtered iff for all states x in W , the set
N (x) of all large subsets of R(x) is closed upward, i.e.: for all subsets S,T of R(x), if
S is in N (x) and S ⊆ T then T is in N (x) too. It can be proved that

Proposition 5. All formulas derivable from the axioms and inference rules of LR++

are valid in all filtered frames.

Reciprocally, by means of the canonical model construction mentioned above, on can
show that

Proposition 6. All formulas valid in all filtered frames are derivable from the axioms
and inference rules of LR++.

5 Using Our Formalism

5.1 Specification of the Security Policy

The axiomatic system defined in the last section, coupled with classical logic axioms
could be used for several aims. In this section, two of the possible uses are explained:
(1) query a given policy in order to know which rules apply to a given situation; and (2)
Check the security policy consistency.

To achieve these tasks, it is first necessary to specify the operational rules, the secu-
rity policy, and the security objectives. Operational rules are described by means of the
propositional logic operators (non modal). For example, to specify that users play roles
in their organizations, we can introduce the play predicate between the constant sym-
bols: organizations, users and roles. An instance of this predicate could be for instance
Play(ToulouseUniversity, Bob, President).

Besides that, we suggest expressing security objectives by using modal operators.
For example, the R(Customer, Read, notice) security objective means that it is recom-
mended that customers read the notice. Finally, we propose expressing security rules
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using modal formula with at least a non-modal clause (e.g., f → Rq). It describes
the link between the permissions, prohibitions, obligations, or recommendations and
the state of the system. For example, the security rule: “‘if the patient is minor, it
is inadvisable that he/she read its medical file”’ can be specified by: Age(p) ≺ 18→
I(p,read,MedicalFile(p). In this rule we have considered that p is a variable of type
“‘patient”’; Age (resp. MedicalFile) is a function that returns the age (resp. the medical
file) of a certain patient).

5.2 Querying the Security Policy

Once we have specified the operational rules, the security policy, and the security ob-
jectives of the studied application, we can use our axiomatic to develop a tool which
enables a user to query the security policy. For instance, let us assume that security
administrator wants to know who is recommended to read a notice? This query is trans-
lated in the following logical formula: “∃n,Notice(n)∧R(x,Read,n)”.

Note that there are two ways to program this formula in logical-based languages such
as PROLOG. The first one lists the persons who are actually recommended to read a
notice; while the second method answers by a formula which corresponds to a sufficient
condition that satisfies the query. This second technique of query answering is called
intentional answer in [30].

5.3 Checking the Security Policy Consistency

Different techniques can be used to check the security policy consistency, in particular,
we can use:

• Axiom-based methods, called Frege-Hilbert methods. The idea is to derive new
rules by applying the inference rules to the set of axioms until demonstrating the
intended property. Note that it is difficult to mechanize this method since it is diffi-
cult to find the wanted property among all the possible deductions.
• Natural deduction methods: these techniques are closed to the reasoning used

by mathematicians to demonstrate their theorems. In this kind of calculus, every
derivation starts by some hypothesis and assumptions [31].

In our context, it is important to choose the method that (1) gives enough information
about the reasons of success or failure while demonstrating a certain security property,
(2) identifies the system state that is responsible (3) identifies some resident vulnerabil-
ities in the system or a certain weakness in the security policy specification. This will
greatly enhance the system security and rigorously help to refine the security objec-
tives. For these reasons, we suggest using a constructive verification technique such as
the “Tableau method” or its variant “Gentzen sequence calculus”. In order to prove a
certain formula φ , the main idea is to assume that ¬φ is true and to derive a contradic-
tion by successively splitting up ¬φ in each of its derived sub-formulas, until obtaining
a state satisfying a formula and its negation. Actually, in this method, we draw a graph
where the initial node contains an initial secure state (e.g., a state where certain security
objectives are true/satisfied). Then, we progressively apply some derivation rules (spe-
cific to this method). At each state we also apply one of the security rules (rules that



A Policy Language for Modelling Recommendations 187

specify how the system can, must or should evolve). The demonstration is ended when
attending a non-secure state (a state where a contradiction is detected).

The “Tableau method” can also be used to detect conflicting situations, e.g., if, from
a secure state, and by applying the security rules as well as the derivation rules, we
reach a state where a certain user has the permission/obligation/recommendation and
the prohibition to carry out a certain action on the same object); This problem comes
to draw our graph and to look for nodes where one of the following formulas are true:
Rp∧Fq or Pp∧Fq or Op∧Fq or Ip∧Fq or Ip∧Rq or Ip∧Oq.

6 Conclusion

Thanks to its ability to specify the concepts of obligation, permission and prohibition,
Deontic logic is an attractive candidate for expressing security policies. Actually, this
logic was first associated to epistemic logic and used by Glasgow and McEwen to
specify confidentiality policies [28]. Bieber and Cuppens used it to model the causal-
ity, non-interference and non-deducibility security property [27]. Furthermore, Deontic
logic was used in any kind of systems and applications such as databases [32]. We can
thus assert that Deontic logic is well adapted to capture several security properties and
modalities. However, none of the existing works have studied the recommendation and
inadvisable access modalities, while these concepts are unavoidable in many current
and emergent applications. Several regulations are in fact in the form of recommenda-
tions and directives, and these regulations should be reflected in security policies (in the
specification as well as in the implementation phases). Modeling recommendations is
thus a new challenge in the security policies and models field. In this paper, we have
proposed a logical framework that covers the richness of these legislations and applica-
tions. In particular, we have enhanced Deontic logic by a new Recommendation Spec-
ification Language. Moreover, in order to be able to reason on the security policy and
to derive new rules, we have suggested a new recommendation-based axiomatic. The
latter can be combined by classical logic axioms to provide more general reasoning
mechanisms. Now, we are integrating our language in a global access control model:
OrBAC (Organization-Based Access Control) [18]. In fact, the latter is well adapted
to several kinds of heterogeneous, multi-organizational and distributed systems, but it
suffers from its incapacity to model and reason on recommendations. With the work
presented in this paper, this weakness will be overcome. We also expect applying our
work to a representative case study. Finally, we will also develop mechanisms to in-
tegrate the recommendation access modality in existing tools and languages such as
Prolog.
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Abstract. Combining security solutions in order to achieve stronger
(combined) security properties is not straightforward. This paper shows
that security-preserving alphabetic language homomorphisms can be used
to derive security results for combined security solutions. A relatively sim-
ple example of the combination of two different authentication properties
(device authentication using a trusted platform module and user authenti-
cation using SSL) are integrated. Using security-preserving language
homomorphisms it is shown that previously proposed combinations of so-
lutions do not satisfy the desired integrated security properties. Finally,
an improved integration of the two solutions is shown to satisfy the desired
properties.

1 Introduction

Complex security properties can often not be realised by one single security
mechanism in which case it is necessary to combine several mechanisms. This
combination is usually far from trivial for several reasons. First, the complex
security property is often different (stronger) than the union of the properties
of the separate solutions. Furthermore, solutions need to be integrated in the
correct way. This paper provides a relatively small example of two integrated se-
curity solutions where one intuitive approach does not satisfy the desired security
properties. The security goal in this example is the combination of client authen-
tication by using a secure channel, namely SSL, with the identification of the
end-points of the channel based on TPM attestation. A formal approach based on
formal languages and security-preserving alphabetic language homomorphisms is
used to prove the security properties of the integration. Remarkably, this formal
approach shows that two existing proposals for integrating TPM attestation with
secure channel establishment [1,5] do not satisfy the desired combined security
property.

Formal methods have been extensively studied and used for the security anal-
ysis of single security mechanisms like cryptographic protocols (see for example
[13,12,9]). However, combinations of security solutions have mainly been studied
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in the context of additional attack possibilities derived from combining proto-
cols [2,11] and refinement for security properties, in particular non-repudiation
[10,14]. In contrast to these approaches, this paper shows a pragmatic way of ap-
plying formal methods to verify the security properties of integrated security so-
lutions. This approach is based on an existing framework for security property
specification [7,8]. This framework is briefly revisited in the following section be-
fore discussing the example of integrating SSL channels with TPM attestation.

2 The Underlying Framework for Security Property
Specification

In this section we first give a very brief summary of the necessary concepts of
formal languages to describe system behaviour and abstractions.

The behaviour B of a discrete system can be formally described by the set
of its possible sequences of actions (traces). Therefore B ⊆ Σ∗ holds where Σ
(called the alphabet) is the set of all actions of the system, Σ∗ is the set of all
finite sequences (called words) of elements of Σ, including the empty sequence
denoted by ε, and subsets of Σ∗ are called formal languages. Words can be
composed: if u and v are words, then uv is also a word. For a word x ∈ Σ∗,
we denote the set of actions of x by alph(x). For more details on the theory of
formal languages we refer the reader to [3].

Different formal models of the same application/system are partially ordered
with respect to different levels of abstraction. Formally, abstractions are de-
scribed by so called alphabetic language homomorphisms. These are mappings
h∗ : Σ∗ −→ Σ′∗ with h∗(xy) = h∗(x)h∗(y) , h∗(ε) = ε and h∗(Σ) ⊆ Σ′ ∪ {ε}
which implies h∗(B) ⊆ (Σ′)∗. So they are uniquely defined by corresponding
mappings h : Σ −→ Σ′ ∪ {ε}. In the following we denote both the mapping h
and the homomorphism h∗ by h.

We further extend the system specification by two components: agents’ ini-
tial knowledge about the global system behaviour and agents’ view. The initial
knowledge WP ⊆ Σ∗ of agent P about the system consists of all traces P initially
considers possible, i.e. all traces that do not violate any of P ’s assumptions about
the system. Every trace that is not explicitly forbidden can happen in the sys-
tem. Further, in a running system P can learn from actions that have occurred.
Satisfaction of security properties obviously also depends on what agents are able
to learn. After a sequence of actions ω ∈ B has happened, every agent can use its
local view of ω (denoted by λ) to determine the sequences of actions it considers
to be possible. For a sequence of actions ω ∈ B and agent P ∈ � (where �
denotes the set of all agents), λ−1

P (λP (ω)) ⊆ Σ∗ is the set of all sequences that
look exactly the same from P ’s local view after ω has happened. Depending on
its knowledge about the system B, underlying security mechanisms and system
assumptions, P does not consider all sequences in λ−1

P (λP (ω)) possible. Thus it
can use its knowledge to reduce this set: λ−1

P (λP (ω))∩WP describes all sequences
of actions P considers to be possible when ω has happened.
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Security properties can now be defined in terms of the agents’ initial knowledge
and local views. For more details we refer the reader to [7].

Our definition of authenticity (see [7]) uses the above described concepts and
essentially states that a set of actions Γ ⊆ Σ is authentic for agent P if in all
sequences that P considers possible after a sequence of actions ω has happened,
some time in the past an action of Γ must have happened.

Definition 1. A set of actions Γ ⊆ Σ is authentic for P ∈ � after a sequence of
actions ω ∈ B with respect to WP if alph(x)∩Γ �= ∅ for all x ∈ λ−1

P (λP (ω))∩WP .

The following definition (see again [7]), specifies sufficient conditions for a ho-
momorphism to preserve authenticity.

Definition 2. Let h : Σ∗ → Σ′∗ be an alphabetic language homomorphism and
for P ∈ � let λP : Σ∗ → Σ∗

P and λ′
P : Σ′∗ → Σ′∗

P be the homomorphisms
describing the local views of P on Σ and Σ′, respectively. The language homo-
morphism h preserves authenticity on B if for each P ∈ � exists a mapping
h′

P : λP (B)→ λ′
P (B′) with λ′

P ◦ h = h′
P ◦ λP on B.

f ◦ g denotes the composition of functions f and g, while Σ∗
P and Σ′∗

P denote
the images of the respective local views (the actual sets can only be determined
for concrete local views).

Finally the next theorem provides the link between authenticity properties of
systems on different levels of abstraction (see [7] for more details and for the
proof of the theorem).

Theorem 1. If Γ ′ ⊆ Σ′ is authentic for P ∈ � after ω′ ∈ h(B) with respect
to W ′

P ⊆ Σ′∗, and if h preserves authenticity on B, then Γ = h−1(Γ ′) ∩ Σ is
authentic for P ∈ � after each ω ∈ h−1(ω′) ∩ B with respect to each WP with
WP ⊆ h−1(W ′

P ).

3 Example: Integration of Two Security Solutions

3.1 The System Model

The system that we consider here consists of a server S, two clients C1, C2, two
devices d1, d2, and an arbitrary number of channels chj, j ∈ IN. The devices
and the server are connected via some kind of network and the clients may use
any of these devices to send messages to the server. In this notion, the clients
are human beings or applications, whilst the server and the entities denoted as
devices are computer systems.

The system shall meet two security requirements: Messages of a client to the
server shall be authentic for the server, and at the same time the server shall
be able to identify the device the message was sent from. For each of these
requirements there are standard solutions available.
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3.1.1 User Authentication
The chosen scheme for user authentication is a simplified version of an authentic
channel establishment as provided by SSL [4]. It is well-known that SSL with
client certificate and signature can be used to provide authenticity of the client.
Security analyses of SSL or of particular SSL implementations are not considered
in this paper. We assume that SSL indeed establishes a secure authentic channel.

An abstract system can be modeled by introducing two actions: ssl-init(Ci,
chj(S)) models the initiation of the SSL handshake with server S by one of
the clients Ci on channel chj , and ssl-rec(S, chj(Ci)) models the completion of
the SSL handshake by the server which establishes channel chj. Although the
reduction of the SSL model to these two actions presents a considerable ab-
straction of the complex nature of the SSL session key establishment (e.g. we do
not model the freshness of the channel) it is sufficient for our purposes.

This system provides the property that each time the server performs ssl-rec
for a channel chj(Ci), the handshake initialisation ssl-init(Ci, chj(S)) by client
Ci is authentic for the server as defined in Definition 1.

3.1.2 Device Identification
The solution that we choose for device identification is based on trusted comput-
ing technology as specified by the Trusted Computing Group [6]. The Trusted
Platform Module (TPM) can be used to attest the integrity of software running
on the platform it is integrated in. For this the software is measured (hashed)
and the resulting value is stored in so-called Platform Configuration Registers
(PCR) which are only accessible by the TPM. Then the TPM Quote command
instructs the TPM to calculate a signature over these PCR values. By associat-
ing the signature key with the TPM, the result of the TPM Quote can be used
to identify the platform. This description omits many details of the very complex
process, for more information see [15].

A very abstract model of this solution uses three actions: Action att-gen(dk,
quote(dk)) models the generation of quote(dk) (the signature on the PCR values)
using device dk, att-send(dk, S, quote(dk)) models the sending of the quote mes-
sage to the server, and att-rec(S, quote(dk)) models the reception of the quote
message by the server. This system provides the property that each time the
server performs att-rec for a quote(dk) message, the generation of this message
by device dk is authentic for the server as defined in Definition 1.

3.2 Specification of the Abstract Integrated System

We will now model an idealized abstract system behaviour B that provides
both user authenticity and device identification simultaneously by defining the
following actions in Σ:

• ssl-init(Ci, chj(S), dk) models the initiation of the SSL handshake with
server S by one of the clients Ci on channel chj using one of the devices dk.
• ssl-rec(S, chj(Ci, dk)) models the completion of the SSL handshake by the

server which establishes channel chj . The parameters Ci and dk of the channel
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denote that server S considers the channel to be initiated by client Ci and that
the end-point of the channel should be dk.

The abstract system shall satisfy the property that every time the server
completes an SSL handshake for a channel chj(Ci, dk), the channel was indeed
initiated by client Ci using device dk. This can be formalized as follows:

Property 1. ∀ω ∈ B holds if ssl-rec(S, chj(Ci, dk)) ∈ alph(ω) then ssl-init(Ci,
chj(S), dk) is authentic for S.

For the abstract model we assume the existence of a security mechanism that
simultaneously authenticates client and device during establishment of a channel.
Since for expressing this property we only need the view of server S, we define
the assumptions for the system behaviour B in terms of the initial knowledge of
the server:

B = Σ∗ \ (W 1
S ∪W 2

S ∪W 3
S)

where W 1
S , W 2

S and W 3
S describe those sequences of actions that violate the

properties we want the abstract system to provide:

W 1
S =

⋃
j∈IN,i,k,l∈{1,2}

(Σ \ {ssl-init(Ci, chj(S), dk)})∗{ssl-rec(S, chj(Ci, dl)}∗ Σ∗

describes that each handshake performed by the server on channel chj(Ci, dl)
corresponds to a handshake initiation by the same client Ci on the same channel
chj on some device dk.

W 2
S =

⋃
j∈IN,i,k,l,m∈{1,2}

Σ∗{ssl-init(Ci, chj(S), dk)}Σ∗{ssl-init(Cm, S, chj(S), dl)}Σ∗

describes that a channel can only be initiated once.
Finally, we assume that the server S recognizes the device on which the client

started the handshake:

W 3
S =

⋃
j∈IN,i,k,l∈{1,2}

(Σ \ {ssl-init(Ci, chj(S), dk)})∗{ssl-rec(S, chj(Cl, dk)}∗ Σ∗

describes that each time the server performs a handshake that was presumably
initiated on device dk, some client indeed initiated the handshake on this device.
In other words, the device that was used to initiate the handshake is authentic
for the server.

It is easy to show that this system provides Property 1.

3.3 Specification of the Concrete Integrated System

3.3.1 A Naive Integration
The two mechanisms described in Sections 3.1.1 and 3.1.2 connect the client
to a channel and the quote message to a device, respectively. By integrating
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these mechanisms one would expect to achieve a link between client, channel
and device simultaneously. The most obvious approach of such an integration is
to first start up an SSL-connection and then send the result of a TPM Quote
Attestation over that channel. In the following we will show that this approach
does not satisfy the desired properties.

To this end we define a concrete system B . It has the same participants C1, C2
and S, and uses the same channels chj , j ∈ IN, and devices d1, d2 as does the
abstract system but uses a set of refined actions.

In the following, we use italic font for the abstract system and actions while
using italic boldface font for the concrete system and actions.

Thus Σ contains the following actions:

• ssl-init(Ci, chj(Ci, S), dk) As in the abstract system, this action models the
initiation of the SSL handshake on channel chj by one of the clients Ci, using
one of the devices. The channel has both endpoints as parameters.
• ssl-rec(S, chj(Ci, S)) models the completion of the SSL handshake by the

server which establishes channel chj(Ci, S). Note that here S cannot tell to
which device the end-point of the channel is connected. This information shall
be provided in the subsequent attestation.
• att-gen(di, quote(dk)) This action models the generation of quote(dk) using

device di.
• att-send (Ci, quote(dk), chj(Ci, S)) This action models the sending of the

attestation message quote(dk) on channel chj(Ci, S).
• att-rec(S, quote(dk), chj(Ci, S)) models the reception of the attestation

message by the server on channel chj(Ci, S).

For the refined system B we assume that SSL and TPM attestation are used
to provide authenticity of the client and device identification, respectively. Thus,
the system behaviour can be restricted through adequate assumptions represent-
ing the assumed properties for these solutions. Thus, we construct the system
behaviour B based on the initial knowledge of the server S in the concrete sys-
tem as B = Σ∗ \ (W 1

S∪W 2
S∪W 3

S∪W 4
S∪W 5

S) where the W i
S describe those

sequences of actions that violate the properties we assume the concrete system
to provide:

Assumption 1. In analogy to the abstract system B we assume that the two
SSL actions provide authenticity of the client to the server. It seems reasonable
to assume that in combining the two solutions no SSL keying information is
revealed by the TPM attestation process.

W 1
S =

⋃
j∈IN,i,k∈{1,2}

(Σ \ {ssl-init(Ci, chj(Ci, S), dk)})∗{ssl-rec(S, chj(Ci, S)} Σ∗

Assumption 2. For the two SSL actions we can also assume that a channel
is only established once. This is justified by the fact that both communication
parties involved in an SSL-communication influence the session secret and even
if only one (the server S) uses a reliable random number generator, the session
secret will be virtually unique to this communication session.
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W 2
S =

⋃
j∈IN,i,k,l∈{1,2}

(Σ∗{ssl-init(Ci, chj(Ci, S), dk)} Σ∗{ssl-init(Ci, S, chj(Ci, S),
dl) Σ∗

Assumption 3. By the nature of an SSL channel, if some message is received
on it, there must be a respective send action on this channel. In analogy to
Assumption 1 we further assume that this send action is authentic. Hence we
assume that whenever the server receives an attestation message quote(dk) on
channel chj(Ci, S), the message must have been sent on this channel by the client
Ci.

W 3
S =

⋃
j∈IN,i,k∈{1,2}

(Σ \ {att-send (Ci, quote(dk), chj(Ci, S))})∗{att-rec(S, quote(dk),
chj(Ci, S))} Σ∗

Assumption 4. We assume that the three attestation actions provide authen-
ticity of the device for the server. Each time the server receives an attestation
message quote(dk) on some channel chj(Ci, S), in all sequences it considers pos-
sible indeed this device generated the message.

W 4
S =

⋃
j∈IN,i,k∈{1,2}

(Σ \ {att-gen(dk, quote(dk))})∗{att-rec(S, quote(dk),
chj(Ci, S))}Σ∗

Assumption 5. SSL channels can only be used after a successful handshake.
Thus, whenever a client sends the attestation message on channel chj(Ci, S),
the server has established this channel before.

W 5
S =

⋃
j∈IN,i,k∈{1,2}

(Σ \ {ssl-rec(S, chj(Ci, S))})∗{att-send (Ci, quote(dk),
chj(Ci, S))}Σ∗

4 Security Validation

In this section we will show that the concrete system defined in the previous
section does not provide simultaneous authenticity of client and identification
of device. We do this by formulating a proposition to Theorem 1 and trying
to prove it using security preserving language homomorphisms as explained in
Section 2.

Proposition 1. For all ω ∈ B with att-rec(S, quote(dk), chj(Ci, S)) ∈ alph(ω)
holds that ssl-init(Ci, S, chj(Ci, S), dk) is authentic for S after ω.

In order to prove this proposition we need to find a language homomorphism that
maps the concrete system B to the abstract system B and preserves authenticity.
Then we can conclude on the authenticity properties that hold in the refined
system.
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4.1 Local Views and a Possible Homomorphism

Since we are interested in a security property concerning the server we only
define its respective local views and disregard those of the clients. In a distributed
system it is appropriate to assume that S can only see its own actions:

λS(a) =
{

a if a ∈ Σ/S
ε else

λS(a) =
{

a if a ∈ Σ/S

ε else

We now define homomorphism h to relate the two systems. In the concrete
model, att-rec shall establish the binding of the channel to the device. Thus,
this action is mapped to ssl-rec in the abstract system.

h(ssl-init(Ci, chj(Ci, S), dk)) = ssl-init(Ci, chj(S), dk)
h(att-rec(S, quote(dk), chj(Ci, S))) = ssl-rec(S, chj(Ci, dk))
h(ssl-rec(S, chj(Ci, S))) = ε
h(att-gen(dk, quote(dk))) = ε
h(att-send (Ci, quote(dk), chj(Ci, S))) = ε

4.2 Proof Attempt

According to Theorem 1, in order to prove that h preserves authenticity we need
to find a homomorphism h′

S : λS(B)→ λS(B) that is compliant both with h and
the local views of the server in the abstract and concrete system, respectively. It
is easy to see that the homomorphism defined in the following has this property:

h′
S(ssl-rec(S, chj(Ci, S))) = ε

h′
S(att-rec(S, quote(dk), chj(Ci, S))) = ssl-rec(S, chj(Ci, dk))

So in order to be able to apply Theorem 1 we need to show that h(B) ⊆ B.

Proof 1. We show the reverse, namely that for ω �∈ B, i.e. for ω ∈ W 1
S ∪W 2

S ∪
W 3

S , it follows for all x ∈ h−1(ω) that x �∈ B . For ω ∈ W 1
S , the assertion can

easily be shown using Assumptions 3, 5 and 1, for ω ∈W 2
S the assertion follows

from Assumption 2.
The interesting case is ω ∈ W 3

S . Then ω contains ssl-rec(S, chj(Ci, dk))
with no action ssl-init(Cl, chj(S), dk) before. For x ∈ h−1(ω) it follows that
x contains att-rec(S, quote(dk), chj(Ci, S)). With Assumption 3 we can con-
clude that there is an action att-send (Ci, quote(dk), chj(Ci, S)) before. Assump-
tion 5 allows to conclude ssl-rec(S, chj(Ci, S)) ∈ alph(x) and Assumption 1
leads to ssl-init(Ci, chj(Ci, S), dl) ∈ alph(x). Since h maps this action onto
ssl-init(Ci, chj(S), dl) and x ∈ h−1(ω) and ω ∈ W 3

S , it follows dl �= dk. In
order to show x �∈ B we need an assumption that refers to the devices being
used in the actions. However, the only such assumption we have available is
Assumption 4 which only allows to conclude that the generation of the mes-
sage quote(dk) indeed happened on device dk. We cannot prove x �∈ B be-
cause there is no link between att-gen(dk, quote(dk)) and the channel used in
att-send (Ci, quote(dk), chj(Ci, S)).

Failing to show that the mapping defined in Section 4.1 indeed maps the concrete
system B onto the abstract system B indicates that the concrete system might
after all not provide the desired property.
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4.3 Analysis of the Proof Attempt

Taking the failure of the proof as an input for a manual security evaluation
indicates that the device establishing the handshake does not necessarily have
to be the device that generates the quote message. The failed proof identifies
a counter example: ssl-init(Ci, chj(Ci, S), dl)ssl-rec(S, chj(Ci, S))att-gen(dk,
quote(dk)) att-send (Ci, quote(dk), chj(Ci, S)) att-rec(S, quote(dk), chj(Ci, S))
is one of the sequences of actions that h maps onto ω �∈ B but that do not violate
any of the assumptions for B .

A possible attack scenario that exploits the missing link between the hand-
shake initialization and the quoting device is the following: A company policy
restricts access to its server to on-site or home offices, but disallows mobile access
with laptops from trains or internet-cafes. A malicious client wants to connect to
the server from e.g. a train. He uses SSL and e.g. a smart-card to authenticate
himself. Then he establishes a connection to the home office PC, generates a
quote message by this PC, and sends the quote message back to the server using
the SSL channel. Even if the quote verification did not allow manual quote calls,
it is still possible to use dns-spoofing for a man-in-the-middle attack and proceed
similarly.

4.4 A Fixed Concrete System

In order to formally add the missing link between the device and the channel
(in the next section we will discuss possible realizations) we add the channel to
the quote message. We further assume that the channel contained in a quote
message is always connected to the device that produced this message. Thus we
obtain the following changes to the attestation actions:

• att-gen(dk, quote(dk, chj(Ci, S)))
• att-send (Ci, quote(dk.chj(Ci, S)), chj(Ci, S))
• att-rec(S, quote(dk, chj(Ci, S)), chj(Ci, S))

Assumption 6. The channel that is contained in the quote message is initiated
on the device that generates this message. Thus the sequences specified below can
not be part of the concrete system:

W 6
S =

⋃
j∈IN,i,k∈{1,2}

(Σ \ {ssl-init(Ci, chj(Ci, S), dk)})∗{att-gen(dk, quote(dk,
chj(Ci, S))}Σ∗

Further assumptions regarding the chronology of att-gen can be made but are
not necessary for the proof.

Our fixed system Bfix is now defined as

Bfix = Σ∗ \ (W 1
S ∪W 2

S ∪W 3
S ∪W 4

S ∪W 5
S ∪W 6

S)

Using these assumptions we can now prove that the concrete fixed sys-
tem simultaneously provides client authentication and device identification.
We use the homomorphism hfix equivalent to the one used for the flawed
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system that maps ssl-init(Ci, chj(Ci, S), dk) onto ssl-init(Ci, chj(S), dk) and
att-rec(S, quote(dk, chj(Ci, S)), chj(Ci, S)) onto ssl-rec(S, chj(Ci, dk)), and all
other actions onto the empty word.

Clearly, also this homomorphism preserves authenticity. It remains to show
that hfix(Bfix) ⊆ B. Again, we will show that for ω �∈ B, all x ∈ h−1

fix(ω) are
not elements of Bfix.

Proof 2. The cases ω ∈ W 1
S and ω ∈ W 2

S are analogous to the proof attempt
presented in Section 4.2. The interesting case is the one were our first proof
failed:

Let ω ∈ W 3
S . As in the previous proof, Assumptions 3, 5, and 1 imply the

existence of a sequence x ∈ h−1
fix(ω) with actions ssl-init(Ci, chj(Ci, S), dl),

ssl-rec(S, chj(Ci, S)), att-send (Ci, quote(dk, chj(Ci, S)), chj(Ci, S)), and
att-rec(S, quote(dk, chj(Ci, S)), chj(Ci, S)) in this order. Furthermore, from
att-rec(S, quote(dk, chj(Ci, S)), chj(Ci, S)) ∈ alph(x) we can conclude, using
Assumption 4, that att-gen(dk, quote(dk, chj(Ci, S))) must have happened be-
fore, and Assumption 6 implies that ssl-init(Ci, chj(Ci, S), dk) must have hap-
pened before att-gen(dk, quote(dk, chj(Ci, S))). Finally Assumption 2 implies
dl = dk. By the definition of hfix this implies ssl-init(Ci, chj(S), dk) ∈ ω, a
contradiction to the assumption we started with. Hence one of the assumptions
for the concrete system is violated and thus x �∈ Bfix.

The proof also shows that the quote message does not need to be sent on the SSL-
Channel because the proof still holds with a respectively altered Assumption 4,
as the link between the channel and the device results from the quote generation.
However confidentiality concerns may imply to use the SSL channel nonetheless.

5 Practical Realisation of a Secure Integration

A possible realisation for the fixed system Bfix could be to reserve a PCR on the
TPM for the sole purpose of authenticating the device’s connections: Whenever
an SSL connection is being established, the device would save the handshake
messages into this PCR. The attested chain of integrity measurement values
could prove that the platform will only extend the PCR by handshake messages
for SSL sessions on this device. A local daemon on the platform could control
the measurement of SSL session establishment on the platform.

Previously proposed approaches to construct a secure remote attestation fail
to satisfy the non-obvious Assumption 6. In [5] a PCR dedicated to store the SSL
client Public Key or Certificate and an additional Platform Property Certificate
is proposed. This fails if the SSL private key is compromised and the client is
tricked into providing a TPM Quote. More importantly, it also fails if the client
wants to pretend the use of a different device. In this case Assumption 6 is not
justified since the client’s certificate can very well be available on more than one
device. The Network Interface Monitoring Agent (NIMA) introduced in [1] links
the channel endpoint in terms of the IP-Address to the TPM Quote by storing
it in a PCR. This will also fail because a second platform could pretend to have
the IP-Address of the attested platform.



200 A. Fuchs, S. Gürgens, and C. Rudolph

6 Conclusions

In this paper we have shown that the combination of formal security protocol
specifications with security-preserving language homomorphisms can indeed pro-
vide new insight into the properties of integrated security solutions. Although we
used a very simplified model of the integration of TPM-based attestation with
SSL security channels we were able to show that previously proposed integrations
do not provide the desired security properties while a more sophisticated inte-
gration does. The example in this paper addresses only two very similar security
properties. However, our framework allows to handle other important security
properties such as different instantiations of confidentiality and non-repudiation.

Our method emphazises the importance of assumptions made on a particular
system. While the assumptions used to prove the desired properties are reason-
able with respect to the practical realisation of the integration we discussed, any
further assumption for the trivial system that would allow a proof can not be
argued.

Furthermore, the assumptions used in a proof can be the basis for design-
time or run-time monitoring checks to verify their justification. This provides
information about the applicability of an integrated security solution.
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Abstract. Many security requirements for enterprise systems can be expressed in
a natural way as high-level access control policies. A high-level policy may refer
to abstract information resources, independent of where the information is stored;
it controls both direct and indirect accesses to the information; it may refer to the
context of a request, i.e., the request’s path through the system; and its enforce-
ment point and enforcement mechanism may be unspecified. Enforcement of a
high-level policy may depend on the system architecture and the configurations
of a variety of security mechanisms, such as firewalls, host login permissions,
file permissions, DBMS access control, and application-specific security mecha-
nisms. This paper presents a framework in which all of these can be conveniently
and formally expressed, a method to verify that a high-level policy is enforced,
and an algorithm to determine a trusted computing base for each resource.

1 Introduction

Many security requirements for enterprise systems can be expressed in a natural way as
high-level access control policies. These policies may be high-level in multiple ways.
First, a high-level policy may refer to abstract information resources, independent of
where the information is stored. For example, consider the requirement that only em-
ployees in the registrar’s office may access student transcripts. This should apply re-
gardless of whether the transcripts are all stored in one DBMS, partitioned (e.g., by
campus, college, or grad/undergrad) among multiple DBMSs, saved in backup files,
etc. Second, a high-level policy controls both direct and indirect accesses to the infor-
mation. For example, the above policy implies that other users cannot read transcripts
by directly accessing them in a DBMS or by invoking operations of an application (pos-
sibly running with a different userid) that accesses the database and returns information
from the transcripts. Third, a high-level policy may refer to the context of a request,
i.e., the request’s path through the system. For example, a policy might state that em-
ployees in the registrar’s office are permitted to access student transcripts only via a
web browser running on a host in the campus network and requesting the information
from the Registrar Application Server. Note that this is analogous to the use of calling
context (stack introspection) in the Java security model. Fourth, the policies may be de-
localized, in the sense that the enforcement point and enforcement mechanism may be
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unspecified. For example, if transcripts are stored in a DBMS, the above requirement
might be enforced in the DBMS or an application that connects to the DBMS. With
the latter approach, the system should be designed so that unauthorized users cannot
circumvent that application and access the DB directly. This policy might also be en-
forced in part by the operating system (based on login permissions and file permissions
on the relevant servers) and the network (blocking connections to the server from hosts
on which unauthorized users have login permissions).

Each high-level policy is enforced by one or more security mechanisms in a sys-
tem (perhaps involving DBMSs, middleware, operating systems, file systems, firewalls,
etc.). Enforcement also depends on the system architecture, which affects the possible
paths that requests can take through the system. We sometimes refer to the configura-
tions of security mechanisms as low-level policies. Ensuring that the low-level policies,
together with a given system architecture, correctly enforce given high-level policies is
a challenging problem.

Since enforcement of the high-level policies that control access to an information
resource might involve multiple hardware and software components in the system, a
natural question during security analysis is to identify a trusted computing base (TCB)
for each information resource. Note that the answer may depend on the low-level poli-
cies as well as the system architecture.

Security policies with one or more of the above “high-level” characteristics are nat-
ural during system design. The main contributions of this paper are (1) explicit iden-
tification of these characteristics of high-level policies, (2) a framework that allows
convenient and formal specification of such high-level policies, modeling of low-level
policies, and modeling of relevant aspects of system architecture, (3) a method for ver-
ifying that the low-level policies in a system correctly enforce (“implement”) the high-
level policies, and (4) an algorithm for computing a trusted computing base (TCB) for
a component or information resource.

Although there is a sizable literature on formal specification and analysis of security
policies, we are not aware of any previous work that explicitly deals with high-level
policies with these characteristics. The interplay between system architecture and the
policies has a significant impact on our framework. Frameworks for security policy
specification and analysis generally ignore system architecture and request context (in
the sense described above), except for specialized frameworks for network (e.g., fire-
wall) policy analysis. Although our framework is broad and flexible enough to model
relevant aspects of network security and operating system security, our focus is on
application-level security policies.

We are implementing a policy development environment based on our framework
and plan to evaluate it on case studies based on a university and a financial institution.
Important directions for future work are to consider policy administration and trust
management.

2 Related Work

Coordination of Policies in Distributed Systems. Firmato [BMNW99] is a higher-
level language for specifying firewall policies. Firmato policies get translated into rule-
sets for different models of firewalls, insulating administrators from the details of each
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model’s configuration language. In addition, given the network topology, each firewall’s
policy can be specialized to contain only the rules relevant to traffic that may pass
through it. Work on Firmato does not consider verification of firewall policies against
overall network security requirements or analysis of how firewall policies interact with
security policies of other components.

Garcı́a-Alfaro, Cuppens, and Cuppens-Boulahia [GACCB06] define and give algo-
rithms to detect several specific kinds of anomalies (inconsistencies and potential errors)
in network security configuration, specifically, configuration of firewalls and network
intrusion detection systems (NIDS). In contrast, our work is aimed at verification of
general application-level security requirements, taking network security configuration
into account but in less detail. Thus, the kinds of properties verified, and the analysis
algorithms used, are quite different.

Ioannidis et al. [IBI+07] propose the concept of virtual private services (VPSs) to
describe a service implemented by a collection of components whose security policies
must be configured in a coordinated way to enforce an access control policy associated
with the service. They express all access control policies in the same language, namely
KeyNote [BFIr99], without distinguishing “high-level” and “low-level” policies. A pol-
icy for a VPS can be delocalized—in particular, its enforcement might involve multiple
components—but is otherwise basically a low-level policy, in our terminology. They de-
scribe a system architecture for deploying and enforcing policies. They do not consider
formal analysis, verification, or refinement of policies.

Bandara, Lupu, Moffett, and Russo [BLMR04] propose a formal methodology for
policy refinement, based on event calculus [BLR03]. Since most policies today are de-
veloped in ad hoc ways, not using a formal refinement methodology, we focus instead
on verification of given low-level policies against given higher-level policies (require-
ments). Also, their framework is completely generic; in order to use it for refinement of
enterprise security policies, one would need to introduce relations and rules similar to
those used in our framework to model system architecture and access control policies.

Sheyner, Haines, Jha, Lippmann, and Wing [SHJ+02] present a method to efficiently
construct attack graphs, which represent attacks involving sequences of exploits of vul-
nerabilities in components of a system. Our work is largely complementary to attack
graph analysis. Attack graphs are based primarily on vulnerabilities in components;
access control policies and calling behavior are not considered, except when they affect
a vulnerability. Also, attack graphs are generally used to find violations of system-level
security requirements (e.g., who may login to a host), not application-level security
policies.

3 Framework

Running Example. We use a student information system as a running example to il-
lustrate our framework. Student information is classified as academic (transcript, etc.)
or personal (SSN, citizenship, etc.). The system architecture is shown in Figure 1. Aca-
demic information and personal information are stored in separate databases. solar
is a web-based university information system; for brevity, we model solar and the
associated web server as a single component.
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Fig. 1. Architecture of student information system. Edge labels specify the corresponding rela-
tion. The components connected on internal LAN are related to each other via link relation.

Information Resources. An information resource, abbreviated IR, represents a kind of
information handled by the system. The relationimplements(C, I)means that com-
ponent C (partially or completely) implements IR I, i.e., C stores that kind of informa-
tion. For example, the student information system contains two IRs, academicIR and
personalIR, each implemented by a corresponding database (e.g., implements
(academicDB,academicIR)). The distinction between an IR and the components
that implement it is useful if the information in the IR is partitioned, replicated, archived,
etc.

The information in an IR is assumed to be structured as a set of records, whose at-
tributes (fields) and their types are specified in the definition of the IR. We refer to these
as attributes of the IR, although they are actually attributes of the records in it. An at-
tribute type can be a primitive data type (e.g., String) or an IR, denoting a reference to
a record in another IR (recursive types are prohibited). For example, the attributes of
academicIR and studentIR include an attribute id with type String, which iden-
tifies the student that the record is about. IRs have a straightforward API with operations
for manipulating records. For example, the API includes an operationreadFieldwith
arguments record (the record being accessed) and field (the field being accessed).

Components. A system is built from components, which may represent software (e.g.,
solar) or hardware (e.g., a host or firewall). Each component has attributes, accessed
using the dot operator. For example, for a software component C, C.host is the host
on which C runs. Attributes can also provide information about identity management,
e.g., which authentication services and directory services are used by the component.
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Each component has an API. For example, the API for the databases academicDB
and personalDB is modeled (ignoring details of SQL) as containing functions like
readField, writeField, readRecord, and addRecord. The API for solar
containsgetTranscript,getSSN, andgetCitizenship. We model the browser
as offering its user a single function,request, which non-deterministically sends some
request to a web server (in this case, solar). For brevity, we consider only the above func-
tions; other functions can be modeled and analyzed similarly.

Each component has a low-level permit policy that controls invocations of functions
in the component’s API and is enforced locally by the component. The language for
low-level policies is described later in this section.

High-Level Policies. High-level policies are expressed in a simple rule-based language,
which is an extension of Datalog with simple data structures that can be read, but not
constructed or updated, by policy rules. A policy rule has the form Q <- P1, . . .,Pn and
means: Q holds if P1 through Pn hold. Variables start with an uppercase letter, constants
start with a lowercase letter, and string constants appear in single quotes. The rules de-
fine the relation hPermit (“high-level permit”). hPermit(U, R, Op, C) holds
if the system should permit (allow) requests from user U to perform operation Op on
resource R in context C. A resource is a component or IR. The rules may also define
auxiliary relations. For convenience, the name and arguments of the operation are mod-
eled as attributes of Op (this is just a modeling convention, not an assumption about
the implementation); the operation name is stored in Op.function. The context C
is a sequence of tuples (c, f )—where c is a component or IR, and f is a function in c’s
API—representing the call chain (or “path”) by which the request propagated through
the system. Figure 2 shows some high-level policies for the running example.

Call Map. A function in a component’s API may call functions provided by other com-
ponents. Such calls must be considered to determine whether the restrictions on indirect
calls expressed by high-level policies are enforced. We introduce a function callMap
that captures the possible calls made by each component function. For simplicity and
efficiency, callMap provides, and our analysis tracks, only equalities involving func-
tion arguments. Such equalities are often needed to verify enforcement of high-level
policies; for example, to verify enforcement of (P1) in Figure 2, the analysis must track
equalities involving the id argument, which identifies the user whose record is being
accessed. callMap represents all interactions between components, regardless of the
actual communication mechanism.

Given a component C and a function F in its API, callMap(C,F) returns a set of
tuples of the form (calledBy,R,F ′,args), each describing a possible call made during
execution of that function. The above tuple represents a call to function F ′ (the “target
function”) of the “target” resource (component or IR) R. calledBy is analogous to a
setuid flag. If calledBy=self, the target resource sees the user executing the calling
component C as the caller; if calledBy=caller, it sees the user that called F on C as
the caller. args characterizes the possible arguments of the call to the target function.
args is represented as a set of equalities of the form attrib = val, where attrib is an
attribute name (recall that we model function arguments as attributes of an operation
object), and val can be a constant, the name of an attribute (meaning that attribute attrib
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% A Student can read any field in the records for himself or
% herself.
(P1) hPermit(User, Resource, Op, Context) <-

Resource in {academicIR, personalIR},
Op.function = readField, Op.record.id = User.id

% A Graduate School Clerk can read every student’s transcript,
% if accessed through solar from (a browser running on) an
% internal host. Note: Context.head() is the first element of
% the context. internalHost(H) is an auxiliary predicate
% (definition elided) that holds if host H is part of the campus
% network.
(P2) hPermit(User, academicIR, Op, Context) <-

Op.function = readField, Op.field = ’transcript’,
User.role = ‘GradSchlClerk’, Context.contains(solar),
runs-on(Context.head(), H), internalHost(H)

% A registrar can read a student’s personal information, if
% accessed from an internal host
(P3) hPermit(User, personalIR, Op, Context) <-

Op.function = readRecord, User.role = ’Registrar’,
runs-on(Context.head(), H), internalHost(H)

% An administrative user can add new records to academicIR
(P4) hPermit(User, academicIR, Op, Context) <-

Op.function = addRecord, User.role = ‘admin’

% An administrative user can add new records to personalIR
(P5) hPermit(User, personalIR, Op, Context) <-

Op.function = addRecord, User.role = ‘admin’

Fig. 2. Illustrative high-level policy rules for the student information system

of the target call equals attribute val of the enclosing call to F), or newVar (meaning
that a fresh variable will be used in the analysis to represent this value).

For example, callMap(solar, getTranscript) contains the tuple (self,
academicDB, readField, {id=id, field=‘transcript’}). The values
of callMap for solar’s getSSN and getCitizenship functions are similar.
callMap(browser1, request) contains a tuple for every function of every other
component, with newVar arguments, reflecting that browser1 is untrusted and may
make arbitrary calls.

When analyzing the security of a design, the callMap for each component is based
on the component’s behavior as described in the design. For an implemented system,
callMap could be determined from the code. Determining it accurately might be dif-
ficult, but an over-approximation can safely be used when verifying enforcement of
high-level policies. Over-approximations in callMap may cause false alarms, but in
many cases, the low-level permit policy of the target component or an intervening com-
ponent will block the spurious calls or nested calls they make, preventing false alarms.
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If the analysis does raise false alarms, the corresponding call chains indicate exactly
what assumptions about possible calls and their arguments are needed for enforcement
of the high-level policies, and the callMap, permit policies, or system architecture
can be refined accordingly.

Hosts and Firewalls. Each component has an attribute type. This attribute can have
any value, but the values host and firewall have special significance. Hosts and
firewalls are hardware components with network connections. Network connectivity is
modeled by the relation link(C1, C2), which means that the network may contain
a path between C1 and C2 that does not pass through a host or firewall. This reflects the
fact that we explicitly model hosts and firewalls but not routers. By taking all paths in
the network topology into account in the link relation, we are making no assumptions
about routing (or its security), although such assumptions could be used to restrict the
link relation.

Hosts, like all components, have attributes, e.g., the set of users with accounts on
the host. Since each software component must run on a host, we introduce a rela-
tion runs-on(C, H), which means that component C may run on host H. Hosts
provide various services, notably communication services, to components running on
them. Host-based security mechanisms may limit the communication performed by a
component, e.g., blocking connections with components on untrusted hosts. Firewalls
provide a similar security mechanism, typically forwarding some messages and drop-
ping others, based on the firewall’s local policy. An obvious way to capture this is to
model network security mechanisms as they are implemented (e.g., at the packet level).
However, this level of detail would unnecessarily complicate the model and slow the
analysis. We adopt a higher-level view, in which hosts and firewalls are modeled as
forwarding (or dropping) inter-component function calls, rather than packets. We in-
clude relevant network-layer information, such as the source and destination network
addresses, as attributes of the operation object Op representing the call. With this ap-
proach, the API of a host or firewall includes the operations (of other components) that
it forwards; its low-level permit policy allows calls that it forwards and denies calls
that it drops; and its callMap normally indicates that the call gets forwarded with
unchanged arguments.

Low-Level Policies. Low-level policies for all components are represented in a com-
mon rule-based language. The actual configuration languages of the access control
mechanisms get translated to this common language; this can be automated. Low-level
policy rules have the same form as high-level policy rules. They define auxiliary re-
lations (if desired) and the relation permit(U, R, Op, M), where the user U ,
resource R, and operation Op are the same as for hPermit, and the mode M de-
scribes the communication mechanism through which the operation is invoked. The
mode M enables us to model the fact that different functions may be offered through
different interfaces or with different policies. To avoid irrelevant details and distinc-
tions about communication mechanisms, we define modes that reflect how the com-
munication mechanism relates to the system architecture. A mode M has an attribute
type whose possible values are: direct, indicating that the function is called by
a user directly executing/running the component; local, indicating that the function



Verification of Security Policy Enforcement in Enterprise Systems 209

is called via some inter-process communication mechanism by another component on
the same host; or remote, indicating that the function is called over the network via
some communication mechanism. The mode M may have additional attributes, de-
pending on its type. If M.type=local, M.requester identifies the calling com-
ponent. If M.type=remote, the attributes M.srcIP, M.srcPort, M.destIP,
and M.destPort represent the source IP address, source port, destination IP address,
and destination port, respectively.

We could express low-level policies in an existing language for attribute-based ac-
cess control, such as OrBAC [ABB+03], which offers useful abstractions for structuring
policies. Our language is simple but flexible and expressive: those abstractions can eas-
ily be represented in our language using auxiliary relations, and making them built-in
would complicate our analysis algorithm without providing any additional leverage.

Figure 3 contains low-level policies for the student information system.
campusIPaddr(IPaddr) is an auxiliary predicate that holds if the given IP address
is part of the campus network.

4 Verification of Enforcement

This section sketches an algorithm for verifying that the low-level policies and system
architecture together enforce the high-level policies. For simplicity, the algorithm as-
sumes that the policies do not contain recursion. This restriction is satisfied by most
policies and can easily be relaxed if necessary.

The default starting points for requests are all functions s f of all components sr that
can be directly invoked . At each starting point, the arguments to the (top-level) func-
tion call and the identity of the user making the call are represented by variables. The
algorithm computes all possible chains of functions call that can propagate from each
starting point through the system, based on the system architecture and callMap. Note
that these call chains, ignoring the arguments to each function, correspond to the “con-
text” argument of hPermit in the high-level policy. If the call map contains cycles,
the number of call chains may be infinite. If a possible call C would extend a call chain
with a call that is the same, modulo renaming of variables introduced by newVar, as a
call already in the call chain, then that call is not explored. To ensure this condition is
sound, we include in the policy language only selected functions for accessing the con-
text; currently, we include head() and contains(expr) (not, e.g., length()).

While constructing call chains, the algorithm accumulates constraints on the values
of variables (the starting variables and variables introduced by newVar) that represent
function arguments; the constraints express that the calls in the chain are permitted
by the low-level policies of the components involved (including hosts and firewalls).
Values of function arguments obtained from callMap are reflected in the formula as
equality conjuncts; for example, if callMap indicates that a function call represented
by Op1 has CS as the value of the dept argument, Op1.dept = CS is conjoined
to the formula. The constraint for a call is determined by matching the conclusions
of the permit rules in the low-level policy of the component with the call, and, for
each rule that matches, instantiating the variables in the rule based on the match and
then backchaining to construct a first-order logic formula representing conditions under
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firewall:
permit(User, Resource, Op, Mode) <-
Resource in {webServer, solar}, Mode.type = remote,
Mode.destPort = 443

solar:
permit(User, solar, Op, Mode) <-
Op.function in {getTranscript, getSSN, getCitizenship},
Op.recordId = User.id, Mode.type = remote

permit(User, solar, Op, Mode) <-
User.role = ‘GradSchlClerk’, Op.function = getTranscript,
Mode.type = remote, campusIPaddr(Mode.srcIP)

webServer:
permit(_, solar, _, _)

dbServer:
permit(User, Resource, Op, Mode) <-
Resource in {academicDB, personalDB}, Mode.type = remote,
Mode.destPort = 8000

personalDB:
permit(User, personalDB, Op, Mode) <-
User.role = ‘Registrar’, Op.function = readRecord,
Mode.type = remote, campusIPaddr(Mode.srcIP)

permit(User, personalDB, Op, Mode) <-
User.role = ‘solar’, Op.function = readField,
Mode.type = remote

permit(User, personalDB, Op, Mode) <-
User.role = ‘admin’, Op.function = addRecord,
Mode.type = direct

academicDB:
permit(User, academicDB, Op, Mode) <-
User.role = ‘solar’, Op.function = readField,
Mode.type = remote

permit(User, academicDB, Op, Mode) <-
User.role = ‘admin’, Op.function = addRecord,
Mode.type = direct

Fig. 3. Low-level policies for student information system

which the instantiated conclusion can be derived. Since we assume the policy rules
are not recursive, the backchaining always terminates. If the accumulated constraint
becomes unsatisfiable, the algorithm does not explore extensions of that call chain.

For each call chain S (including prefixes of longer call chains), the algorithm checks
whether the call chain is consistent with the high-level policy. Specifically, let ΨL be
the constraint computed for S, and let C be the context defined by S, i.e., S[i] is a call
to function first(C[i]) of component second(C[i]), where first and second return the
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indicated components of a tuple. Call chain S is consistent with the high-level policy if,
for every instantiation of the variables that satisfiesΨL (in other words, S is feasible), the
instantiated call last(S) with context C is permitted by the high-level policy. To check
this efficiently, we use backchaining to compute a first-order logic formulaΨH repre-
senting the conditions (including conditions on the context) under which the call last(S)
is permitted by the high-level policy, using a variable V to represent the call’s context,
and then we check whether the formula (V = C)∧ΨL ∧¬ΨH is satisfiable. The satis-
fiability of this formula implies an inconsistency in the system. Our current prototype
uses Yices (http://yices.csl.sri.com/) for this purpose. If the satisfiability
check succeeds, the logic tool can provide an instantiation of the variables for which
the formula is true; this instantiation of S is a counterexample that illustrates how the
high-level policy can be violated.

The following example illustrates how our analysis works and how it can identify
vulnerabilities. For this example, we modify the low-level policies in Figure 3 as fol-
lows: the rule for GradSchlClerk in solar’s low-level policy is removed and re-
placed with the following rule in the low-level policy for academicDB:

permit(User, academicDB, Op, Mode) <-
User.role = ‘GradSchlClerk’, Op.function = readField,
Op.field = ‘transcript’, Mode.type = remote,
campusIPaddr(Mode.srcIP)

Consider a call chain that propagates along the following path (i.e., context)
C0: [(browser2, request),(internalHost, request), (dbServer,
readField), (academicDB, readField)]. The constraint associated with S
is (note: when it is necessary to rename a variable in a rule during backchaining, in or-
der to avoid name collisions, the algorithm appends the name of the component that the
rule is for and/or a sequence number; variables characterizing the top-level call, such as
User and Op in the formula below, never get renamed):

ΨL : Mode_academicDB.type = remote ∧ Mode_academicDB.destPort =
8000 ∧ Op.function = readField ∧ Op.field = ‘transcript’ ∧

User.role=‘GradSchlClerk’ ∧ campusIPaddr(Mode_academicDB.srcIP)

The last call in this chain is to function readField of component academicDB,
which implements academicIR. The following constraint is computed for this func-
tion call from the high-level policy:

ΨH : Op.function = readField∧ Op.field = ‘transcript’ ∧ User.role
= ‘GradSchlClerk’ ∧ Context.contains(solar) ∧
runs-on(Context.head(), H) ∧ internalHost(H)

The formula (Context = C0 ∧ΨL) ∧ ¬ΨH is satisfiable; note that the conjunct
Context.contains(solar) in ΨH is not satisfied when Context = C0. This
shows that the modified low-level policy does not enforce the high-level policy. The
significance of this violation depends on why the high-level policy requires that solar
be in the context for these accesses. For example, solar might be responsible for log-
ging accesses to student transcripts by grad school clerks, for compliance with student

http://yices.csl.sri.com/
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privacy regulations. Such an error might not be noticed during system execution, while
our analysis exposes it during the design stage.

5 Trusted Computing Base

In general, a trusted computing base (TCB) consists of the hardware and software re-
sponsible for enforcing a security policy. We define a set T of components to be a TCB
for resource (component or IR) r in system S (a system is defined by sets of compo-
nents and IRs, with their attributes; links, runs-on, and implements relations;
and low-level policies for each component) with high-level policy H if “correct” be-
havior by the components in T (i.e., behavior consistent with their low-level policy and
callMap) is sufficient to ensure that all call chains that end at r are consistent with H.
Recall that consistency of a call chain with a high-level policy is defined at the end of
Section 4.

More formally, to check whether T is a TCB for enforcement of the high-level policy
for r in system S with high-level policy H, we construct a variant relax(S, T̄ ) of the
system, where T̄ (the complement of T ) is the set of components of S not in T , and then
use the method described in Section 4 to check whether call chains in that system that
end at r are consistent with H. The variant relax(S, T̄ ) is the same as system S except
that, for every component C in T̄ , the low-level permit policy of C is replaced with the
single rule permit(User, Resource, Op, Mode) <- true, and for every
function F in C’s API, callMap(C,F) returns the set containing all tuples of the form
(calledBy,R′,F ′,args) such that calledBy ∈ {self,caller}, R′ is a component or IR
of S other than C, F ′ is a function in the API of R′, and args maps all parameters of F ′
to newVar.

Designers might want to specify conditions on the acceptable TCB for a resource—
for example, that the TCB for a resource contains only components with specified ad-
ministrators. Our TCB analysis provides a basis for checking such properties.
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Abstract. For relational databases, controlled query evaluation is an effective
inference control mechanism preserving confidentiality regarding a previously
declared confidentiality policy. Implementations of controlled query evaluation
usually lack efficiency due to costly theorem prover calls. Suitably constrained
controlled query evaluation can be implemented efficiently, but is not flexible
enough from the perspective of database users and security administrators. In this
paper, we propose an optimized framework for controlled query evaluation in re-
lational databases, being efficiently implementable on the one hand and relaxing
the constraints of previous approaches on the other hand.

1 Introduction

Protection of sensible information is an important issue in modern database applica-
tions. The information to be protected has to be suitably declared by the “owner” of
the information or a security administrator. In this context, it is important to differen-
tiate between data, which is always explicitly represented in a database instance, and
information, which can also be obtained by applying semantics to the data. E. g., the
information that Smith has an account balance of $ 15,000 can be an explicit part of
the instance of a bank database, or it can be inferred, e. g., by combining the facts
“Smith has the account 12345” and “The account 12345 has a balance of $ 15,000”.
Consequently, it may not be sufficient to protect only data but possibly also unwanted
information flows have to be avoided. Thus, mechanisms only regulating the access to
data may not be adequate to enforce desired protection goals.

Among other approaches, controlled query evaluation (CQE) [4] is an effective
method for protecting sensible information as declared by a confidentiality policy (here-
after called “policy” for short). This method checks whether the true answer to a query
together with the a priori knowledge of the user enables the user to infer any information
being protected by the policy and, if necessary, modifies the answer to the query, either
by lying (i. e., returning the negated answer), or by refusal (i. e., returning no answer),
or by a combination of both.

CQE is a highly flexible approach that guarantees preservation of confidentiality for
logic-oriented information systems. Considering relational databases, CQE is also ap-
plicable in theory, but the underlying first-order logic of relational databases is undecid-
able in general. For employing CQE in practical applications it is therefore necessary
to restrict the first-order logic used for expressing database queries and policies to a
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decidable fragment. Nevertheless, real database systems employing CQE would lack
efficiency, because they had to rely on theorem prover calls which are known to be
costly in general. These theorem prover calls result from the need of computing the in-
ferences a database user can draw by means of his a priori knowledge about the database
system and the answers to his queries. Avoiding theorem prover calls at all requires to
substantially restrict the expressiveness of the query language and the policy language.

In this paper, we propose a framework that principally accepts every first-order logic
sentence as a query (as long as decidability is guaranteed) but (as far as possible) elim-
inates costly theorem prover calls. More specifically, in Sect. 2, we briefly address
approaches for the inference problem in relational databases in general and CQE in
particular; in Sect. 3, we identify situations that allow for static inference control with-
out theorem prover calls and propose flexible policy and query languages; in Sect. 4,
we present SQL implementations of our static inference control; in Sect. 5, we develop
an approach for an optimization framework based on the results of Sect. 3; in Sect. 6,
we conclude and point out directions for future research.

2 Inference Control in Relational Databases

Security in relational databases in general and confidentiality in particular has been in-
vestigated from various perspectives. Early approaches, e. g. [16,18,22], focus on access
control, which operates on the actual data and attaches access or classification informa-
tion directly to this data.

Discretionary access control (DAC), whose general concept is described in popu-
lar textbooks on computer security, mainly suffers from the responsibility of the “data
owner” or the security administrator to correctly assign access rights. Information dis-
closure by inferences cannot be controlled by DAC in general.

Mandatory access control (MAC) employs system-wide policies on classified data
according to a security model; see, e. g., [20]. Among other approaches, multilevel se-
cure databases, polyinstantiation, and various extensions have been proposed to enforce
MAC; see, e. g., [13,17,18,19]. MAC is principally able to prevent unwanted informa-
tion flows caused by sequences of read and write operations. Several authors propose
entire frameworks, design processes, or comprehensive requirements analyses for se-
cure database systems, e. g., [2,12]. A comprehensive overview of the inference prob-
lem in databases, the area of data mining, and Web-based applications can be found in
the work of Farkas/Jajodia [15]. Further work on prevention of harmful inferences in
databases has been published by Brodsky et al. [11] and Dawson et al. [14].

The first ideas of protecting information in databases according to security policies
by giving lied answers or by refusing to answer at all arise from the work of Bon-
atti/Kraus/Subrahmanian [10] and Sicherman/de Jonge/van de Riet [21], respectively.
These ideas are combined by Biskup/Bonatti to CQE, elaborated at first for logical
databases [4,6,7] and extended for relational databases in [5]. Biskup/Embley/Lochner
[8] propose a static form of CQE.

Beginning with some formal concepts, we now roughly sketch CQE in relational
databases. A relation schema describes the structure of a relation in a relational database
and is denoted by 〈R,U ,Σ〉 where R is the relation symbol, U is a finite set of at-
tributes, and Σ is a finite set of local semantic constraints. We assume Σ to be a minimal
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cover (see [1]) of functional dependencies. An instance r of a relation schema is con-
sidered as the “contents” of the relation; from a (first-order-)logic-oriented perspective
(see [1]), it is a finite Herbrand interpretation of the schema satisfying Σ and consider-
ing R as a predicate. With μ = R(c1, . . . ,cn) we denote a tuple; each ci is element of an
infinite set of constants Const and n = |U |. Finally, |=M denotes the satisfaction relation
between an interpretation and a formula, so if μ is element of r, we write r |=M μ . If
A ,B ⊆U are attribute sets, r is said to satisfy the functional dependency (fd) A →B
if any two tuples of r agreeing on the A values also agree on the B values. An attribute
set K is a key of RS if Σ |= K → U and K is minimal with this property. RS is in
object normal form (ONF) if it has a unique key and for each fd A → B, logically
implied by Σ and with B �⊆A , A corresponds to this key or a superset of it [3].

Database queries are expressed in a suitable fragment of the relational calculus,
meaning that each query must have a prenex normal form with prefix either ∀∗ or ∃∗;
so, quantifiers may not be mixed. This condition guarantees that we do not leave the
Bernays-Schönfinkel class of decidable first-order formulas [5]. Moreover, we concen-
trate on closed queries, i. e., we may not use free variables. The ordinary evaluation of a
queryΦ in an instance r is defined by eval∗(Φ)(r) := if r |=M Φ then Φ else ¬Φ .
Controlled query evaluation (CQE) deviates from this ordinary evaluation if any of the
previously declared potential secrets is going to be disclosed by the database user. A po-
tential secret Ψ is a sentence from the policy language. If r �|=M Ψ , the user may learn
thatΨ is false in r; if, however, r |=MΨ , the user may not learn thatΨ is actually true.
The (finite) set pot sec, consisting of potential secrets, denotes a confidentiality pol-
icy being known to the user. The a priori user knowledge log0 is assumed to comprise
Σ and possibly further sentences being true in r. It is required that log0 �|=Ψ for each
Ψ ∈ pot sec and r |=M log0 for the database instance r.

CQE for known potential secrets enforced by (improved) refusal is defined by
cqe(Q, log0)(r,pot sec) := 〈(ans1, log1),(ans2, log2), . . .〉 for a query sequence Q =
〈Φ1,Φ2, . . .〉. It uses a censor function to determine the returned answer ansi (with mum
denoting a refusal) and the current user knowledge logi for each query, and preserves
confidentiality in the sense of the following Def. 1 (see [6,7]).

censor(pot sec, log,Φ) := (1)

(existsΨ)(Ψ ∈ pot sec and (log∪{Φ} |=Ψ or log∪{¬Φ} |=Ψ ))
ansi := if logi−1 |= eval∗(Φi)(r) then eval∗(Φi)(r)

else if censor(pot sec, logi−1,Φi) then mum else eval∗(Φi)(r)
logi := if censor(pot sec, logi−1,Φi) then logi−1

else logi−1∪{eval∗(Φi)(r)}.

Definition 1 (Confidentiality preservation). A CQE is confidentiality preserving for
pot sec if for every finite prefix Q′ of a query sequence Q the following holds: For every
Ψ ∈ pot sec, for every instance r1, and for every a priori knowledge log0 there exists
an instance r2 with r2 |=M log0 and

(1) cqe(Q′, log0)(r1,pot sec) = cqe(Q′, log0)(r2,pot sec) and
(2) eval∗(Ψ)(r2) = ¬Ψ .
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A CQE is confidentiality preserving if it is confidentiality preserving for all possible
confidentiality policies.

The above CQE definition is highly flexible, since it works for queries and secrets ex-
pressed in any compact logic with a suitably defined “model-of” operator. However, a
general drawback of this approach is the (costly) computation of inferences each time
the censor is invoked. The censor decision (1) can be reduced to a NEXPTIME com-
plete satisfiability problem.

Biskup/Embley/Lochner [8] identify a parameter configuration allowing for
simpler inference computations in form of pattern matching. Their approach roughly
imposes the following restrictions to database schema, query language and policy lan-
guage. The database schema has to be in ONF. The query language Lq is restricted
to existential-R-sentences, i. e., closed formulas of the positive existential calculus [1]
without logical connectives. Each query has the form Φ ≡ (∃X1) . . . (∃Xm)R(v1, . . . ,vn)
with vi = Xj or vi ∈ Const and each Xi occurring exactly once in v1, . . . ,vn. The pol-
icy language Lps is also restricted to existential-R-sentences; moreover, each potential
secret Ψ must protect a fact of the schema, i. e., the constants in Ψ must instantiate
the unique key and at most one additional attribute. E. g., a schema with U = {A,B,C}
and Σ = {A→BC} has the fact schemas A, AB, and AC; thus, (∃XB)(∃XC)R(cA,XB,XC),
(∃XC)R(cA,cB,XC), and (∃XB)R(cA,XB,cC) are proper potential secrets (with XB,XC be-
ing variables and cA,cB,cC,cD ∈ Const). These restrictions lead to the following static
censor that is independent of the user log, which therefore needs not to be considered
any longer.

censorstat(pot sec,Φ) := (existsΨ)(Ψ ∈ pot sec and Φ |=Ψ) (2)

We denote the CQE using censorstat by cqestat. In [8] it is proved that cqestat preserves
confidentiality in the sense of Def. 1.

Biskup/Lochner [9] propose an algorithm with logarithmic runtime that can easily
be adapted to cqestat. This algorithm performs a pattern matching between the query Φ
and each potential secretΨ . If and only ifΦ and (at least one)Ψ agree on each constant
inΨ , Φ |=Ψ holds and mum is returned.

3 Optimizing Static Inference Control for Closed Queries

Unfortunately, we achieve the confidentiality preserving static inference control intro-
duced in Sect. 2 only at the expense of the expressiveness of the underlying languages.
The objective of this section is to identify relaxations of the restrictions while keeping
up static inference control.

Inference control in relational databases in general and CQE in particular offer a
variety of parameters. We confine ourselves to the following: Policies are supposed
to consist only of potential secrets and to be known to database users. We believe
that functional dependencies are the most important and prevalent type of (local) se-
mantic constraints and therefore neglect other types of local semantic constraints, and
global semantic constraints (like inclusion dependencies) as well. Thus, the relations of
a database are independent of each other; so, for simplicity, we assume a database to



218 J. Biskup, J.-H. Lochner, and S. Sonntag

consist of exactly one relation schema. We consider a single database user (besides the
security administrator) and concentrate on the (improved) refusal method for enforcing
policies. We assume languages L max

q and L max
ps as “upper bounds” for the query lan-

guage and the policy language, respectively. Each element of L max
q is a sentence of the

form ∃∗ϕ with ∃∗ being a sequence of existentially quantified variables and ϕ being
a quantifier-free first-order formula, i. e., a Boolean combination of R-atoms. Each ex-
istentially quantified variable is supposed to occur only once in ϕ . Elements of L max

ps
may additionally contain free variables. Again, each free variable is supposed to occur
only once in a formula from L max

ps .
For illustrating our investigations we hereafter refer to the following example.

Example 1. A (fictitious) group of banks maintains a common database for adminis-
trating information about the account holders. For each combination of bank and ac-
count number the account holder and the balance of the account are stored in the
database. Let the schema of this database be given by 〈bank db,U ,Σ〉 with U =
{bank, acc no,acc holder,balance} and Σ = {bank,acc no→ acc holder, balance}.
Obviously, bank db is in ONF with the key K = {bank,acc no}. This yields the set
of fact schemas fs(bank db) = {{bank,acc no},{bank,acc no, acc holder},{bank,
acc no,balance}}. Consider this instance of bank db:

bank db bank acc no acc holder balance
Bank of Springfield 123654 Smith $ 15,000
Gotham City Bank 213456 Jones $ 2,500
Metropolis Financial Group 321645 Parker $ 100
Gotham City Bank 312564 Smith $ 2,500
Bank of Springfield 213456 Green $ 15,000

Suppose that the group of banks outsources the statistical evaluation of their accounts
to an external service provider. In doing so, certain information should be kept secret,
e.g., the association between an account number and the corresponding account holder.
Thus, a policy pot sec is defined and enforced by a CQE.

3.1 The Query Language

In [8], the query language Lq (⊆L max
q ) is introduced, which is restricted to existential-

R-sentences. With this language it is possible to ask for (full) tuples or for subtuples
(i. e., parts of tuples) only; thus we can express queries like

Φ1 ≡ bank db(Gotham City Bank,213456,Jones,2500) and
Φ2 ≡ (∃Xacc)(∃Xbal)bank db(Bank of Springfield,Xacc,Parker,Xbal).

Adding disjunction to Lq may cause problems as shown by the following example.

Example 2. Consider the following policy, meaning that the user may not learn that the
Bank of Springfield maintains an account with the number 123654:

pot sec = {(∃Xhold)(∃Xbal)bank db(Bank of Springfield,123654,Xhold,Xbal)}.
The user with the a priori knowledge log0 = /0 now poses two queries using Lq en-
hanced with disjunction:



Optimization of the Controlled Evaluation of Closed Relational Queries 219

Φ1 ≡ (∃Xhold)(∃Xbal)bank db(Bank of Springfield,123654,Xhold,Xbal)∨
(∃Xbank)(∃Xacc)(∃Xbal)bank db(Xbank,Xacc,Scott,Xbal)

Φ2 ≡ (∃Xbank)(∃Xacc)(∃Xbal)bank db(Xbank,Xacc,Scott,Xbal)

The CQE with the censor (2) answers Φ1 as well as Φ2 correctly because neither of
them directly implies the potential secret. However, since Φ1 is true and Φ2 is false in
bank db, the combination of both answers implies the secret.

The sketched problem is inherent to disjunctive queries: If Φ1 ∨ . . .∨Φn is known to
be true in an instance r and the formulas Φ1, . . . ,Φn−1 are known to be false in r,
then Φn must be true in r. Consequently, enhancements of Lq must prevent disjunctive
structures in queries if static inference control is desired. We propose a query language
L cn

q by adding conjunction and negation such that disjunction cannot be simulated.
This is achieved by restricting negation to existential-R-sentences.

Definition 2 (Query language with conjunction and negation). The query language
L cn

q (⊆L max
q ) is inductively defined as follows: (1) If Φ ∈Lq then Φ ∈L cn

q ; (2) if
Φ ∈Lq then ¬Φ ∈L cn

q ; (3) if Φ1,Φ2 ∈L cn
q then Φ1∧Φ2 ∈L cn

q .

An answer to a query from L cn
q gives the user an “all or nothing” information: If each

conjunct is true in the database instance, then the whole query is true; otherwise, the
whole query is false. To provide a more differentiated answer in case the query is false,
we suggest to consider a queryΦ ≡Φ1∧ . . .∧Φn from L cn

q as a sequence 〈Φ1, . . . ,Φn〉
of queries from Lq. Thus, the answer to Φ is a sequence 〈ans1, . . . ,ansn〉. The resulting
censor for queries from L cn

q is denoted by censorcn
stat.

Theorem 1. The CQE induced by censorcn
stat, hereafter called cqecn

stat, preserves confi-
dentiality in the sense of Def. 1.

3.2 The Policy Language

3.2.1 Revising the Definition of Fact Schemas
According to Sect. 2, the security administrator must restrict to facts when declaring a
policy. Recall fs(bank db) from Example 1: For protecting the association between an
account number and the account holder, also the corresponding bank has to be protected.

In the following, we present an alternative definition of fact schemas leading to a
greater flexibility in declaring policies while still guaranteeing confidentiality when
these policies are enforced. This definition is driven by two ideas: It suffices to include a
subset of the key into a fact schema; each single attribute suits as fact schema—whether
or not it is a key attribute.

Definition 3 (Alternative fact schemas). Let 〈R,U ,Σ〉 be a relation schema in ONF.
The left-hand side of an fd σ ∈ Σ is denoted by lhs(σ). The alternative set of fact
schemas of RS is then defined by

fsalt(RS) = {A |A ∈U }∪{A |exists σ ∈ Σ : A ⊆ lhs(σ)}∪
{A B |exists σ ∈ Σ such that A ⊆ lhs(σ) and B ∈U \lhs(σ)}.

Theorem 2. When exchanging the fact schema definition fs(RS) by fsalt(RS) from Def. 3,
cqestat still preserves confidentiality in the sense of Def. 1.
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Reconsidering Example 1, we get the following set of alternative fact schemas:

fsalt(bank db) = fs(bank db)∪{{bank}, {acc no}, {acc holder},{balance},
{bank,acc holder},{bank,balance},{acc no, acc holder},{acc no,balance}}.
It is now possible to protect the association between an account number and the

account holder without protecting the bank.
In general, for a relation schema in ONF with n attributes and a key of size k, the

original facts definition yields n− k + 1 different fact schemas, whereas the alternative
definition yields 2k(n− k + 1)−1 different facts schemas.

3.2.2 Introducing Disjunction
Like the query language Lq, also the policy language Lps(⊆L max

ps ) in [8] is restricted
to existential-R-sentences. Adding negation or conjunction to Lps possibly enables the
user to disclose secrets as illustrated by the following examples (which are based on
Example 1). We thus propose a policy language by adding disjunction.

Example 3. Regarding negation, we consider the following policy and query:

pot sec = {¬(∃Xbal)bank db(Bank of Springfield,213456,Jones,Xbal)}
Φ ≡ (∃Xbal)bank db(Bank of Springfield,213456,Green,Xbal)

Obviously, Φ is answered correctly by cqestat. However, by employing the a priori
knowledge Σ , the user knows that each instantiation of (bank,acc no) is unique. The
correct answer to Φ thereby implies the potential secret.

Example 4. Regarding conjunction, we consider the following policy and queries:

pot sec = { (∃Xah)(∃Xbal)bank db(Bank of Springfield,123654,Xah,Xbal)∧
(∃Xah)(∃Xbal)bank db(Gotham City Bank,312564,Xah,Xbal)}

Φ1 ≡ (∃Xah)(∃Xbal)bank db(Bank of Springfield,123654,Xah,Xbal)
Φ2 ≡ (∃Xah)(∃Xbal)bank db(Gotham City Bank,312564,Xah,Xbal)

Obviously, cqestat answers bothΦ1 andΦ2 correctly. However, combining both answers
implies the potential secret.

Definition 4 (Disjunctive policy language). The policy language L d
ps (⊆ L max

ps ) is

inductively defined as follows: (1) If Ψ ∈Lps then Ψ ∈L d
ps; (2) if Ψ1,Ψ2 ∈L d

ps then

Ψ1∨Ψ2 ∈L d
ps.

Theorem 3. The CQE emerging from cqestat by substituting Lps with L d
ps, hereafter

denoted with cqed
stat, preserves confidentiality in the sense of Def. 1.

3.2.3 Introducing Free Variables
So far, elements of the policy language refer to tuples, subtuples, or disjunctions of
(sub-)tuples. For practical purposes, this restriction might be unsatisfactory. Recon-
sider the schema from Example 1 and suppose a large instance of bank db. If the
Bank of Springfield wants to keep the connections between account numbers and ac-
count holders confidential, the security administrator has to add formulas of the form
(∃Xbal)bank db(Bank of Springfield,N,H, Xbal) to the policy for every single constant
combination of account number N and account holder H actually occurring in bank db.
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This is tedious and compromises the confidentiality: If the user knows that each actu-
ally occurring instantiation of a set of attributes is protected, he can simply determine
these secrets from the policy (which is supposed to be public).

Protecting every constant combination of N and H (whether occurring in bank db
or not) requires to introduce free variables, since the underlying universe is supposed
to be infinite. More specifically, we denote the policy language emerging from Lps by

introducing free variables with L f
ps. An element from L f

ps is denoted by Ψ (�V ) with
�V = (X1, . . . ,Xl) being the vector of free variables occurring inΨ(�V ). A potential secret
with free variables Ψ(�V ) ∈ L f

ps is expanded to the (infinite) set ex(Ψ(�V )) ⊂ Lps by
substituting the free variables �V with every possible constant combination. An element
from ex(Ψ (�V )) is denoted by Ψ(�c) with �c being a vector of constants. The expansion
of a policy pot sec⊂L f

ps is defined by ex(pot sec) =
⋃
Ψ(�V )∈pot sec ex(Ψ (�V ))⊂Lps.

We now adapt the definition of the static censor (2) and the definition of confidentiality
preservation to L f

ps:

censor f
stat(pot sec,Φ) := (existsΨ(�c))(Ψ (�c) ∈ ex(pot sec) and Φ |=Ψ(�c))

Definition 5 (Confidentiality preservation for L f
ps). This definition emerges from

Def. 1 by replacing eachΨ withΨ (�c) andΨ ∈ pot sec withΨ(�c) ∈ ex(pot sec).

Theorem 4. The CQE induced by censor f
stat, hereafter called cqef

stat, preserves confi-
dentiality in the sense of Def. 5.

Unfortunately, censor f
stat has no straightforward algorithmic interpretation, since it has

to check the elements of an infinite policy. We therefore propose an alternative censor,
censorf ,alt

stat , which is defined in an algorithmic way and prove it equivalent to censor f
stat.

In the following, χ [Ai] denotes the instantiation of attribute Ai in the existential-R-
sentence χ , e. g., ifΨ(Xf ) ≡ (∃Xb)R(a,Xb,Xf ), thenΨ(Xf )[A1] = a,Ψ(Xf )[A2] = Xb,
andΨ(Xf )[A3] = Xf .

censorf ,alt
stat (pot sec,Φ) := (existsΨ(�V ))(Ψ (�V ) ∈ pot sec and for all A ∈U :

ifΨ(�V )[A] ∈ Const, then Φ[A] =Ψ(�V )[A] and (3)

ifΨ(�V )[A] is a free variable, then Φ[A] ∈ Const) (4)

Lemma 1. Let Φ ∈Lq be a query andΨ(�V ) ∈L f
ps a potential secret with free vari-

ables. Then, there exists a vector of constants�c withΨ(�c) ∈ ex(Ψ (�V )) such that Φ |=
Ψ(�c) if and only if for all attributes A ∈U (3) and (4) hold.

Theorem 5. The CQE induced by censorf ,alt
stat , hereafter called cqef ,alt

stat , preserves confi-
dentiality in the sense of Def. 5.

Finally, we justify that L d
ps and L f

ps are “compatible”. Consider the policy language L df
ps

which is enhanced with disjunction and free variables. Following the proof of Theo-
rem 3, under the given assumptions, static CQE is equivalent on pot sec = {Ψ1, . . . ,Ψl}
and pot sec′ = {Ψ1∨ . . .∨Ψl}withΨi ∈Lps. The same argumentation can be applied if

Ψi ∈L f
ps. Thus, for each policy pot sec⊂L df

ps we can break up each disjunctive secret
into atomic secrets.
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3.3 Limits of the Optimization

In Subsect. 3.1, we pointed out that using disjunction in queries can be harmful regard-
ing confidentiality preservation. In particular, disjunctive structures can be interpreted
as implicative structures, e. g., χ1∨χ2 ≡¬χ1 =⇒ χ2. If a purely static CQE is desired,
disjunctive structures must be avoided in queries at all.

Regarding facts, Def. 3 requires each policy element to protect either a single
attribute value or at least one key attribute value together with at most one non-key
attribute value. The combination of two or more non-key attribute values could be dis-
closed with separate queries, each of which asking for one of the non-key attribute
values in combination with the key value. E. g., consider a key K and two non-key at-
tributes N1 and N2; if an element of the policy protects a value combination of K N1N2,
then the user can first ask for the value combination K N1 and later for the value combi-
nation K N2. Considered separately, neither of the queries discloses a potential secret;
however, exploiting the uniqueness property of the key leads to the disclosure of the
value combination of K N1N2.

As demonstrated by Examples 3 and 4 in Subsect. 3.2, also the policy language
cannot be enhanced arbitrarily. Negative potential secrets possibly enable the user to
employ fds and conjunctive secrets can be disclosed “piece by piece”. Thus, only dis-
junction can be added to the policy language without problems.

4 Implementing Static Inference Control in SQL

Implementations of static censors do not need external theorem provers but can utilize
the functionality of the database management system. We assume that the potential se-
crets are encoded as tuples of a classification instance R ps by replacing existentially
quantified variables with the “new” symbol #. E. g., Ψ ≡ (∃X)R(a,X) is represented
in R ps by R(a,#). Let Φ ∈Lq be a query, A 1, . . . ,A l the attributes being instanti-
ated by constants a 1, . . . ,a l in Φ , B 1, . . . ,B m the attributes being instantiated by
existentially quantified variables in Φ , and pot sec⊂Lps a policy. Elementary consid-
erations indicate that Φ |=Ψ (as needed for censorstat) holds for someΨ ∈ pot sec if
and only if the following SQL statement yields a number greater than zero (adaptions
for censorcn

stat and censord
stat are straightforward):

SELECT COUNT(*) FROM R_ps
WHERE (A_1 = ’a_1’ OR A_1 =’#’) AND (A_2 = ’a_2’ OR A_2 =’#’)

AND ... AND (A_l = ’a_l’ OR A_l = ’#’)
AND (B_1 = ’#’) AND (B_2 = ’#’) AND ... AND (B_m = ’#’)

Considering censorf ,alt
stat , we encode free variables in R ps by a “new” symbol ∼. E. g.,

Ψ ≡ (∃Xb)R(a,Xb,Xf ) is represented in R ps by R(a,#,∼). Let Φ be defined as above,

and pot sec⊂L f
ps a policy.Φ |=Ψ ′ holds for someΨ ′ ∈ ex(pot sec) if and only if the

following SQL statement yields a number greater than zero:

SELECT COUNT(*) FROM R_ps
WHERE (A_1 = ’a_1’ OR A_1 = ’#’ OR A_1 = ’∼’)

AND ... AND (A_l = ’a_l’ OR A_l = ’#’ OR A_1 = ’∼’)
AND (B_1 = ’#’) AND (B_2 = ’#’) AND ... AND (B_m = ’#’)
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5 Towards an Optimized Inference Control System

We can put together the results of Sect. 3, i. e., substituting Lq with L cn
q and Lps with

L df
ps , exchanging fs(RS) by fsalt(RS), and sequencing conjunctions; the resulting CQE,

denoted by cqeopt
stat, preserves confidentiality in the sense of Def. 5.

Especially for a database user, the query language L cn
q is still unsatisfactory. To

improve the situation, we introduce an algorithm that principally accepts each query
Φ from L max

q but, if necessary, transforms Φ into a “stronger” query Φcn ∈L cn
q with

Φcn |=Φ (but possiblyΦ �|=Φcn). Using this algorithm, we sketch an interactive system,
providing expressive policy and query languages on the one hand, and (if possible)
offering static inference control on the other hand. The idea to transform a “harmful”
query into a “harmless” query is related to the concept of query modification, introduced
by Stonebraker/Wong [22]. While query modification suitably appends a conjunct to
each query, our approach rearranges the given syntactic structure of the query. Our
algorithm expects a query Φ ∈L max

q , an a priori user knowledge log0, an instance r,
and a policy pot sec as input. It works as follows:

(1) Convert Φ into prenex disjunctive normal form ΦPDNF ≡ (∃X1) . . . (∃Xl) (
∨m

i=1
(
∧ni

j=1ϕ j)), where ϕ j denotes a (possibly negated) atomic formula.
(2) RearrangeΦPDNF intoΦDNF ≡∨m

i=1(
∧ni

j=1(∃Xj1) . . . (∃Xjl )ϕ j), where Xjk occurs in
ϕ j. This step is correct because of the assumption that each existentially quantified
variable occurs only once in the formula.

(3) Transform ΦDNF into Φcn :≡ ∧m
i=1(

∧ni
j=1(∃Xj1) . . . (∃Xjl )ϕ j). Note that Φcn �≡ Φ .

However, it can easily be verified that Φcn |=ΦDNF and thus Φcn |=Φ .
(4) Return cqecn

stat(〈Φcn〉, log0)(r,pot sec).

An interactive inference control system now roughly proceeds in two phases. The
database instance r is assumed to be set up in advance. Initially, the system starts in
“static inference control mode” (SIC mode), which means that the static censors are
used when answering user queries (analogously, in “dynamic inference control mode”
(DIC mode), only the non-static censors are used).

Policy declaration phase: The security administrator declares pot sec = {Ψ1, . . . ,Ψm}
with Ψi ∈L max

ps . If pot sec contains a Ψi /∈L df
ps , a static inference control cannot be

performed later on. For every such Ψi, the security administrator can choose between
the following actions: a) withdrawΨi; b) affirmΨi; in this case, the system completely
switches to DIC mode.

Query phase (usually performed repeatedly): A user sends a query Φ ∈L max
q to the

database. If the system is in DIC mode, Φ is answered. If the system is in SIC mode
and Φ /∈L cn

q , the user can choose between the following actions: a) withdraw Φ; b)
affirmΦ; in this case, the system completely switches to DIC mode andΦ is answered;
c) accept the rewrite suggestion Φcn (according to the above sketched algorithm); in
this case, Φcn is answered instead of Φ .
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6 Conclusion and Future Work

We investigated efficient inference control enforcing policies for closed queries in re-
lational databases by identifying situations in which it is possible to apply static CQE
and by presenting suitable SQL implementations. We proposed an interactive infer-
ence control system, issuing database users and security administrators with flexible
languages for expressing queries and potential secrets. These languages have been en-
hanced compared to the static CQE in [8] while it is still possible to employ static
censors guaranteeing feasible runtime.

However, our approach is not meant to be an exhaustive optimization of CQE in
relational databases, but should be seen as a step in this direction. Further development
could deal with global semantic constraints (such as inclusion dependencies), other
types of local semantic constraints (such as multivalued dependencies), free variables in
the query language to express open queries, and alternative CQE enforcement methods
(lying and combined method; see [4]).
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Abstract. The landscape of the World Wide Web with all its versatile services
heavily relies on the disclosure of private user information. Service providers col-
lecting more and more of these personal user data pose a growing privacy threat
for users. Addressing user concerns privacy-enhancing technologies emerged.
One goal of these technologies is to enable users to improve the control over their
personal data. A famous representative is the PRIME project that aims for a holis-
tic privacy-enhancing identity management system. However, approaches like the
PRIME privacy architecture require service providers to change their server in-
frastructure and add specific privacy-enhancing components. In the near future,
service providers are not expected to alter internal processes. In this paper, we
introduce a collaborative privacy community that allows the open exchange of
privacy-related information. We lay out the privacy community’s functions and
potentials within a user-centric, provider-independent privacy architecture that
will help foster the usage and acceptance of privacy-enhancing technologies.

1 Introduction

Today’s rich offer of services on the World Wide Web increasingly requires the release
of personal user data, which poses a growing privacy threat to Internet users. Web site
providers use these personal data to create and analyze profiles or to trigger personalized
advertisements. At the worst, personal information is released or sold to third parties.

Motivated by users who needed technical means to protect their private data, privacy-
enhancing technologies emerged [6,14]. A frequently discussed subject in this area is
anonymity on network level. On application level, privacy-enhancing technologies aim
for solutions that assist users in controlling and managing the disclosure of personal
data. However, most approaches rely on the compliance of service providers who are
required to reveal their data handling practices truthfully.

The goal of this paper is the introduction of a collaborative privacy community that
facilitates a service-provider-independent privacy management. We propose a user-
centric privacy architecture and show the functions and the potentials of an inherent
collaborative privacy community. Finally, we present a prototypical implementation of
our solution.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 226–236, 2009.
c© IFIP International Federation for Information Processing 2009
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Fig. 1. High Level PRIME Architecture [18]

The remainder of this paper is structured as follows. After describing related work
in Section 2, we present an overview as well as the components of a user-centric pri-
vacy architecture in Section 3. In Section 4 we introduce the content, functions and the
implementation of our collaborative privacy community. Section 5 concludes the paper
with an outlook on future work.

2 Related Work

The Platform for Privacy Preferences (P3P) [7] represents an early privacy-enhancing
technology system. Offering a suitable policy language that allows service providers to
express machine-readable privacy policies, P3P enables a privacy agent on user-side to
indicate deviations from previously-specified privacy preferences.

Weaknesses of P3P have been subject to frequent discussions in the past [10,15]. As
P3P assumes complete and truthful privacy policies, most service providers’ hesitation
to offer P3P privacy policies is a main reason for P3P’s lagging acceptance.

Aiming to support users’ ability to maintain their privacy, the European PRIME
project1 (Privacy and Identity Management for Europe) developed a privacy-enhanc-
ing identity management system, containing a privacy architecture with different design
guidelines, protocols and prototypical scenarios [18].

The PRIME architecture (see Fig. 1) allows users to control the disclosure and the us-
age of their personal data [18,25]. A significant element of the architecture is the PRIME
Toolbox, which needs to be installed both on client-side and on user-side. The PRIME
Toolbox incorporates all necessary components for privacy-enhancing identity manage-
ment and enables users to manage and use different digital identities with varying per-
sonal data.

A further element of the PRIME architecture is the PRIME Middleware that inte-
grates all PRIME components and coordinates the communication between PRIME

1 https://www.prime-project.eu/



228 J. Kolter, T. Kernchen, and G. Pernul

interaction parties. The PRIME console serves as a graphical interface enabling users
to set privacy-related preferences that are used to negotiate data handling practices with
service providers. Furthermore, an overview of already disclosed data is provided. The
architecture is capable of enforcing negotiated policies, utilizing the installed PRIME
components of service providers.

In order to make use of the described PRIME functionality, both users and service
providers need to install the PRIME Middleware and the PRIME Toolbox. From a
user perspective the attractiveness of PRIME rises, if the majority of service providers
adapt their service infrastructure. Hence, the success of PRIME highly relies on the
service providers’ willingness to integrate the described PRIME components into their
applications.

3 User-Centric Privacy Architecture

In the last section we described existing privacy solutions that strongly rely on the com-
pliance of service providers. From today’s perspective it seems unlikely that service
providers will fundamentally change their proven back-end services. Rising privacy
threats of users will not convince service providers to adopt a comprehensive and com-
plex privacy infrastructure. Furthermore, conflicting with their own interests, Web site
providers will not contribute to the accuracy and quality of machine-readable privacy
policies voluntarily.

Addressing these facts, we introduce a user-centric, provider-independent privacy ar-
chitecture, employing a collaborative privacy community to share and exchange
privacy-related information among Internet users. Unlike provider-dependent solutions
our proposed architecture does not require service providers to set up additional com-
ponents or functions. Accepting today’s service landscape of the World Wide Web, we
enable Internet users to control the disclosure and management of personal data.

In Fig. 2 we present an overview of our privacy architecture. Seeking means to make
an informed decision about the disclosure of personal data, the user is supported by
a browser plug-in, which serves as the user interface. The browser plug-in displays
privacy-related information and functions, which are provided by three local privacy
components. The Privacy Preference Generator component assists users in controlling
future information flows of personal data. The Privacy Agent component helps users
check and control actual information flows. Finally, the Data Disclosure Log provides
an overview of past personal information flows. All local privacy components interact
with a collaborative privacy community, which provides supplemental privacy-relevant
information about service providers. The community is maintained cooperatively by all
participating members.

In the following we shortly discuss the main functions of each local privacy compo-
nent, before the collaborative privacy community is introduced in Section 4.

3.1 Local Privacy Components

Potential information flows reflect a system’s potential to disclose information [17].
From a privacy perspective, modeling users’ privacy preferences, which define future
disclosures of personal data, is a critical challenge.



Collaborative Privacy – A Community-Based Privacy Infrastructure 229

Fig. 2. Collaborative, Provider-independent Privacy Architecture

Our user-centric privacy architecture provides a user-friendly Privacy Preference
Generator component. The resulting privacy preferences reflect users’ willingness to
release personal data under certain circumstances and serve as basis for underlying pri-
vacy tools. APPEL [9], a privacy preference language built for P3P, provides a language
to represent rule-based privacy preferences.

In our architecture, we allow users to define privacy preferences individually for
different Internet service types [4], guaranteeing more realistic and practical privacy
preferences.

Privacy tools that protect actual information flows help users make an informed dis-
closure decision, when personal data is about to be released to a service provider.

The presented privacy architecture employs a Privacy Agent component that super-
vises data transactions. If available, the agent reads the privacy policy of a service
provider and matches it with pre-defined privacy preferences. Doing so, the agent rec-
ommends a certain behavior to the user. The P3P specification [7] provides the neces-
sary technical means for the representation of privacy policies. The XACML standard
[21] allows a more fine-grained and flexible definition of policies [2]. An example for a
P3P-compliant privacy agent is the Privacy Bird [8], a browser plug-in for the Microsoft
Internet Explorer.

Finally, our privacy architecture provides a tool that keeps track of all personal data
transactions. Such a disclosure log allows users to manage personal data once they
have been transferred to a service provider [22,23]. A data transaction log bears the
potential to present users a clear overview, which service provider stores what personal
data at a certain time. This component requires both tracking functions that record and
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store data disclosures as well as usable interfaces that illustrate data transactions in an
understandable way. Ideally, the disclosure log allows users to directly access, change
or remove disclosed personal data stored by a service provider. Furthermore, a data
disclosure log is capable of calculating potential linkabilities between data transactions.

4 Collaborative Privacy Community

Representing the central element of our presented privacy architecture, the collabora-
tive privacy community facilitates the exchange of privacy-relevant information, ratings
and experiences about service providers. These experiences involve, how personal data
are used by certain service providers, and whether that usage is consistent with ser-
vice providers’ published privacy policies. These data represent a valuable, provider-
independent information source for all three local privacy components, leading to a
more informed disclosure behavior and enhanced privacy management of users.

The privacy community provides two access points. Internet users can browse a
Wiki-like [19] Web front-end. Information about each service provider is grouped into
articles, which can be viewed and edited by users. In addition, the privacy community
provides a Web service interface, allowing local privacy components on user-side to
directly access necessary information.

4.1 Content and Functions

Underscoring the advantages of a provider-independent privacy infrastructure, we
present the following structural and functional characteristics of our introduced privacy
community.

For each service provider the community stores and offers static information, the
required amount of personal data for each offered process, third parties the service
provider shares personal data with, a description and evaluation of current and past
privacy policies, the adherence to the published privacy policies, as well as individ-
ual experiences and ratings of community users. Additionally, the privacy community
facilitates the controlled exchange of privacy preferences among connected users.

4.1.1 Static Information about Service Providers
When accessing an unknown Web site without privacy-enhancing technologies, users
generally have the option to trust a service provider’s privacy statement at face value
or to find information about the service provider’s reputation. A survey [12] shows that
many users do not look up reputational information, but rather judge service providers’
trustworthiness by estimating the Web site’s ”Look and Feel”, considering questionable
factors.

As collecting information about a service provider is time-consuming, this behavior
of especially inexperienced users is understandable. Addressing this fact, the privacy
community gives users an overview of information about service providers, such as
the server location, the service type and a short description of the service offer. That
information is utilized by the local Privacy Agent component and displayed to the user
on demand, enabling users to easily retrieve necessary data to judge the trustworthiness
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of service providers. The provider’s service type enables the Privacy Agent to more
accurately match privacy preferences of the user with a Web site’s privacy policy. The
local Data Disclosure Log component benefits from information, how to access and
revoke personal information that have already been transferred to a service provider.

In particular, static information about a service provider in our privacy community
include:

• The service provider’s URL
• The location of the server
• The offered service type(s)
• Information how to change/revoke already transferred personal data
• Contact information
• A short textual description of the service provider
• Overall privacy rating

A URL is required to exactly identify each service provider. The server location clar-
ifies jurisdictional matters, as different privacy laws apply in different countries. The
offered service type(s) allow the application of more fine-tuned privacy preferences. As
each service provider’s service type (e.g. ”Web Mail” or ”Online Shopping”) is acces-
sible, privacy preferences can individually be defined and applied for each service type.
Helping users exercise their rights to access and control already transferred data [11],
the community provides information (e.g. a link or an e-mail address) how to change
or remove these disclosed information. Exact contact information facilitates prosecu-
tion, if personal data are misused, or if users want to enforce their rights to revoke their
personal data. Furthermore, a short description specifies the main characteristics of a
service provider. Finally, an aggregated overall privacy rating shows a quick estimate
of user ratings, which are explained below.

4.1.2 Required Amount of Personal Data
Our proposed privacy community enables users to know in advance, what personal
information is needed to use a certain service in the World Wide Web.

Users generally understand the necessity to disclose, for example, their name, ad-
dress and payment information for a product order at an online shop. If the service
provider asks for additional information, such as the marital status, the date-of-birth
or the annual salary, users tend to abort the process, if they feel uncomfortable releas-
ing this excessive data. An online survey we conducted with 350 persons revealed that
77% of all test persons cancel registration and buying processes, if too many personal
data are requested. Unfortunately, with today’s technical means users are unable to de-
termine at most Web sites, what personal information is necessary to use a specific
service. To find out, users have to start the process of filling Web forms. In many cases
the most privacy-sensitive information is requested on the last form page. If the user de-
cides not to proceed, the frustrated user wasted valuable time and disclosed the already
transferred information with no use.

The privacy community spares users from this negative experience and offers the
amount of necessary data in advance. For each process a service provider offers the
community stores all required personal data. In this context, a process refers to each
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separate action the service provider offers, such as ”Buy” or ”Subscribe to Newslet-
ter”. In addition, the community stores, when a process relies on the completion of a
different process. The process ”Buy” could, for instance, require the completion of the
process ”Registration”. An automatic evaluation based on the service type assists users
in evaluating the required amount of personal data a service provider requests.

As the amount of collected personal data represents a fundamental element of privacy
policies, the local Privacy Agent can retrieve this information from the community and
match it with individual privacy preferences, if no machine-readable privacy policy is
available from the service provider.

4.1.3 Third Party Releases
The decision to disclose personal information to a service provider not only relies on
the amount of data, but also on the service provider’s data handling practices. Here, the
release of user data to third parties is a considerably privacy-sensitive factor.

For each service provider the privacy community stores third parties the service
provider shares personal data with. These parties could be affiliated companies or cor-
porate networks. This information can be displayed to the user by the local Privacy
Agent on demand. Again, information about third party releases can be utilized to re-
place a machine-readable privacy policy of the service provider.

4.1.4 Collecting and Explaining Privacy Policies
For many users the service provider’s textual privacy policy is the only available infor-
mation about data handling practices. Studies show, however, that privacy policies are
not understandable to and are read by only a small fraction of Internet users [16,24]. A
privacy community facilitates experienced users to write an understandable description
of privacy policies. As privacy experts comprehend all aspects of a policy, they have the
ability to paraphrase important elements of the privacy policy in a form that - compared
to automatic privacy policy summaries [3,8] - is easy to understand.

Furthermore, as privacy policies change over time, the community keeps a history
of privacy policies, containing both textual policies as well as machine-readable P3P
policies, if available. This enables users to compare ex post, what privacy policy has
been valid, when personal data have been disclosed to a service provider.

The privacy community also allows users to rate each stored privacy policy. A cal-
culated privacy rank [1] supports inexperienced users to recognize and compare data
handling practices of service providers.

4.1.5 Adherence to Privacy Policies
As a privacy-friendly privacy policy is no guarantee that a service provider will fol-
low this expressed policy, our community enables users to rate the policy adherence
of service providers. Based on their individual experiences users can evaluate, whether
a service provider processes personal data as stated in a privacy policy. For example,
if not expressed in the privacy policy, a personalized e-mail offering a product would
justify a negative policy adherence rating of this service provider. Displayed by the lo-
cal Privacy Agent, this information considerably influences users’ decision to disclose
personal data.
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4.1.6 Sharing Privacy Preferences with Connected Users
In Section 3.1 we pointed out the purpose and usage of individual privacy preferences.
The Privacy Preference Generator component allows the definition of these disclosure
rules, which are in turn used by the Privacy Agent component to calculate disclosure
recommendations. The quality of these recommendations strongly relies on the accu-
racy of the defined privacy preferences. Even though the Privacy Preference Generator
component should alleviate this challenge by offering a usable and understandable user
interface, building accurate privacy preferences is a critical task. This especially applies
to inexperienced users, as they are not familiar with service providers’ data handling
practices and the privacy-related language used.

For these users the privacy community offers means to adopt privacy preferences
from experienced users. Offering a social networking component [5], the privacy
community allows users to upload and share privacy preferences with connected users.
Privacy preferences of a trusted privacy expert represent valuable input for the local Pri-
vacy Agent of inexperienced users, resulting in improved disclosure recommendations.

4.2 User Management

The privacy community manages three different user roles. The basic user role is assigned
to every user and allows the access of all information about service providers. Further-
more, it permits editing articles collaboratively. Basic users are able to create articles of
new service providers. In order to prevent vandalism, the privacy community provides
backup and archive functionality. An overview of all existing articles is available.

If users want to connect to other members of the privacy community, a simple reg-
istration is necessary. Registration only requires a username and a password. The com-
munity does not request any additional personal information. Registered users have the
opportunity to upload their privacy preferences. Offering a social networking compo-
nent, it is possible to look up and connect to friends who can share privacy prefer-
ences. We point out that this social networking component does not have the purpose
of maintaining social contacts but only to exchange privacy experiences and privacy
preferences. Users can self-assess their level of knowledge and experience in the area
of privacy, helping inexperienced users to estimate the quality of their opinions and
preferences.

Finally, users holding the administrator role define vocabularies of service providers’
offered processes as well as personal data types. If necessary, administrators are able to
block users/members.

4.3 Prototype

We implemented a prototype of our proposed privacy community. The Web front-end
is available following this link2.

4.3.1 Architecture
Figure 3 depicts the privacy community’s architecture. As both the community’s Web
front-end and the local privacy components on user-side, access the community, we

2 http://www-ifs.uni-regensburg.de/Privacy/Community
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Fig. 3. Architecture of the Privacy Community

employ a service-oriented architecture (SOA) [20]. A SOA loosely couples client ap-
plications from the back-end and provides a high degree of interoperability. This en-
ables a variety of clients to access the community database. Web services that provide
a machine-readable WSDL definition encapsulate all information pieces of the com-
munity. Furthermore, the interaction via SOAP messages guarantees a consistent data
exchange format.

For the Web front-end we utilize an Ajax-based [13] Web architecture, allowing
asynchronous, interactive communication between the Web front-end and the commu-
nity server. The client-side Ajax engine transforms JavaScript requests into SOAP re-
quests, which are sent to the community server. The Web service server receives and
processes requests querying the community database, before requested data are sent
back to the client via SOAP. On client-side the Ajax engine transforms the SOAP mes-
sages to a user-friendly GUI, employing html and css. The local privacy components of
our presented architecture - the Privacy Preference Generator (PPG), the Privacy Agent
(PA) and the Data Disclosure Log (DDL) - directly access the Web service server via
SOAP messages.

4.3.2 Implementation
For the Web front end we utilize the JavaScript framework Yahoo! UI Library3 (YUI),
which offers the necessary drag & drop and autocomplete functions as well as overlays
and browser history handling.

The back-end employs NuSOAP4, a PHP-based Web service server that provides the
required functionality for our proposed solution. The Web service interface definitions
can be accessed following this link5.

For the sake of brevity the interested reader is referred to the hyperlink above for a
detailed review of the front-end design.

3 http://developer.yahoo.com/yui/
4 http://sourceforge.net/projects/nusoap/
5 http://www-ifs.uni-regensburg.de/Privacy/Community/server side/soap server.php
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5 Conclusions

In this paper we present the concept and design of a collaborative privacy community.
Marking a central element of our underlying user-centric privacy architecture, the pri-
vacy community allows a provider-independent exchange of privacy-relevant informa-
tion and ratings about service providers. Moreover, our solution enables users to know
in advance, what personal data is required for a specific service. Benefitting from the
knowledge of experienced users, the privacy community facilitates a more informed
decision about the disclosure and management of personal data. Provider independence
as well as the collaborative character will contribute to a broader acceptance of privacy-
enhancing technologies.

Future work will involve user tests as well as the integration of local privacy
components.
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Abstract. The Belgian Electronic Identity Card enables Belgian citizens to prove
their identity digitally and to sign electronic documents. At the end of 2009, ev-
ery Belgian citizen older than 12 years will have such an eID card. In the future,
usage of the eID card may be mandatory. However, irresponsible use of the card
may cause harm to individuals.

Currently, there exist some privacy and security problems related to the use
of the eID card. This paper focuses on solutions to tackle these problems. A new
authentication protocol is introduced to substantially reduce the risk of abusing
the single sign-on authentication and privacy friendly identity files are proposed
to improve the citizen’s privacy.

1 Introduction

Belgium has introduced an electronic identity card [1,2] in 2002 as one of the first
countries in Europe. The Belgian government aims at completing the roll-out by the
end of 2009. At that time, each citizen will be the owner of an eID card. The card
enables individuals to prove their identity digitally and to sign electronic documents.
The Belgian eID card opens up new opportunities for the government, their citizens,
service providers and application developers.

It is clear that many application developers benefit from this evolution. Today, in-
tegrating eID technology for authentication purposes is a real hot topic in Belgium.
However, the usage of the eID card involves a few security and privacy hazards. Still,
most citizens are unaware of these pitfalls, which is disturbing, since the usage of the
card is highly encouraged both by the government and the industry.

This paper first explains the Belgian eID card technology in section 2 and outlines
security and privacy hazards related to the usage of the card in section 3. Next, a new
authenication protocol auth (using the eID card) is presented and privacy-friendly iden-
tity files are introduced in section 4 and evaluated in section 5. Finally, the paper draws
conclusions and describes directions for future research.

2 Belgian eID Technology

This section gives an overview of the current Belgian eID technology. A more elaborate
description can be found in [1,2].

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 237–247, 2009.
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2.1 Contents of the Belgian eID Card

Private information such as the owner’s name, birthdate and -place, address, digital
picture and National Registration Number is stored in three separate files: an identity
file, an address file and a picture file. The files are signed by the National Registra-
tion Bureau (NRB). The National Registration Number (NRN) is a unique nation-wide
identification number that is assigned to each natural person.

Two key pairs are stored on the eID card. One key pair is used for authentication, the
other is used is for signing. The (qualified) e-signatures are legally binding. The public
keys are embedded in a certificate which also contains the NRN and the name of the
card holder. The private keys are stored in a tamper-proof part of the chip and can only
be activated (not read) with a PIN code. Authentication is single sign-on, i.e. the PIN
code is only required for the first authentication. For signing, a PIN code is needed for
each signature[3].

2.2 Belgian Public Key Infrastructure

The certificates on the eID card are part of a larger hierarchical infrastructure, the Bel-
gian Public Key Infrastructure (be-PKI) [4]. The hierarchy is illustrated in figure 1. The
citizen’s signature and authentication certificates are issued by a Citizen CA which is
certified by the Belgium Root CA. Other governmental CAs such as the Card Admin CA
and Government CA also have certificates issued by the Belgium Root CA. The former
can update the eID card. The latter certifies the National Registration Bureau (NRB)
which signs the identity and address file and offers other services in the public sector.
The Belgium Root CA has two certificates. The first is a self-signed certificate, that al-
lows for offline validation of the signature and authentication certificates on the eID
card. The second certificate is issued by GlobalSign. The latter is typically known to
popular applications (such as browsers) and allows for the automatic validation of elec-
tronic signatures. The PKI provides Authority Revocation Lists (ARL) and Certificate
Revocation Lists (CRL) [5] that keeps the serial numbers of the revoked certificates.

Fig. 1. Belgian Public Key Infrastructure
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2.3 Official Middleware

The cryptographic functionalities in the Belgian eID card are accessed through middle-
ware [6]. Applications typically interact with the card via a simple API [7] offered by
this middleware. If a document needs to be signed, the middleware passes a hash of the
document to the card. Similarly, a hash of the challenge is passed to the card for authen-
tication purposes. When an application wants to authenticate or sign a document with
the eID card, the middleware requests the user to enter his PIN code. The middleware
can also verify the validity of the certificates (using CRL or OCSP). It is important
to note that the use of the official middleware is not mandatory. Several alternatives,
developed by different companies, are available.

3 Security and Privacy Hazards

This section elaborates on security and privacy hazards related to the usage of the eID
card. Abuse of the single sign-on authentication mechanism and unrestricted release of
the card holder’s personal data are the major threats.

3.1 Single Sign-On Authentication

The card holder only needs to enter his PIN code for the first authentication. As long as
the card is not removed from the reader, SKauth remains activated. Hence, when the user
browses to multiple sites that require eID authentication, authentication is performed
transparently except for the first site. This implies that users are unaware that identity
information (i.e. the authentication certificate) is transferred to these sites. Moreover, a
trojan horse can secretly log in to these sites and collect or even modify the citizen’s
private data.

Some websites already use the eID card to set up a mutual authenticated HTTPS
connection.

3.2 Unrestricted Release of Personal Data

The identity, address and picture files on the card are not PIN-protected. As soon as
the eID card is inserted in a smart card reader, these three files can be read by any
application.

Usually, the official middleware will intervene and request the user’s consent to access
these files. However, a program can directly access the card and collect these files. This
is especially problematic when children use their eID card to login at a ”secure” chat
box. As the identity file can be copied to another smart card, identity theft is quite easy
if authentication is not requested (e.g. to get access to the municipality’s rubbish dump).

3.3 Other Threats

Since the certificates contain the NRN, all actions performed by the same citizen can be
linked. The date of birth and gender of the individual can also easily be derived from
the NRN.
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Another threat is related to the default settings of the middleware. When the citizen
inserts his eID card in the card reader, the authentication and signing certificates are
stored in persistent memory by default. This behaviour can be disabled. However, some
applications will fail to authenticate with the eID card (e.g. Internet Explorer).

A malicious application can easily deceive the user and let the eID card sign a differ-
ent document than the one intended. The current user interface of the middleware does
not show which document is actually signed.

A full list of threats can be found in a technical report [8].

4 Improving the Security and Privacy Properties of the eID Card

This section presents a number of improvements to increase the security of the eID
technology and to make it more privacy friendly. Some solutions can be realised in
software. However, it would be better to incorporate them in the card. Others require a
modification of the card.

4.1 A New Authentication Protocol: Auth

Since single sign-on authentication can easily be abused by trojan horses, traditional
client authentication (HTTPS) should be replaced by a new protocol.

4.1.1 Requirements

• The protocol should prevent trojan horses to authenticate secretly in the citizen’s
name and in addition require the user’s consent for every authentication.
• The protocol should tackle man-in-the-middle attacks.
• The protocol should handle the authentication of sessions between a client and a

web server. This makes it easy to integrate with web access.
• The protocol must be usable with every authentication mechanism that is based on

a challenge and signature scheme. It should be compatible with all kinds of eID
cards that allow for authentication based on a challenge-response protocol.
• The protocol only requires the presence of the eID card for a short time. After

successful authentication, the card can be removed from the card reader.

4.1.2 Description and Implementation
Figure 2 shows the message flow of the auth protocol. First, the user browses to a web
page containing an auth-URL. The URL has the following syntax:

auth://SPhost/path/auth-web-service#sessionID&types

A new HTTP session is started by the web server when this web page is requested.
Each session has an unique number (sessionID). This number can be either stored in a
cookie on the user side or can be propagated in the URL. When clicking on the auth-
URL, the module in the middleware that handles the auth protocol is executed. The
middleware will pop-up a warning window that shows the (domain) name of the other
party, it will invite the user to select an authentication means from the list of supported
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1. There exists an HTTP session between client and server.
2. User clicks on auth URL.
3. User authenticates to server and gives a reference of the HTTP session.
4. User can access private content in existing HTTP session.

Fig. 2. Connection flow of auth protocol

types (e.g. an eID card) and to give his consent for the authentication. Sometimes, the
user will have to activate the authentication means by entering a PIN code or a pass-
word. The middleware module will set up a separate HTTPS connection with the web
server and ask for a challenge. Validation of the server certificate is important when
setting up this connection to prevent man-in-the-middle attacks. Next, extra informa-
tion is appended to the challenge (the type of authentication means, the domain name
of the SP, the sessionID and a middleware secret) and the aggregate is signed with the
authentication key. The middleware secret is a secret message which is programmed
in the middleware code and hidden through code obfuscation. The generated signature
is sent together with the certificate chain of the used “authentication” keypair to the
web server. The middleware module on the server verifies the signature and the cer-
tificate chain. Then the server needs to check the equality of the IP addresses used by
the client in the browse-session and in the authentication session. If all the checks pass,
the browse-session is converted into an authenticated session and the user can browse
to private pages on the website. The session is active until the user logs out or the ses-
sion times out. Table 1 contains a detailed description of the auth protocol. The pop-up
message described in (1.b.12) can be avoided by including a Javascript program in the
HTML-page with the auth-URL, which continuously polls for the termination of the
auth protocol.

4.1.3 Modifying the Card
The auth protocol can be implemented by only adapting the current middleware. How-
ever, the security can be increased by having the card implement the auth protocol.
Currently, the eID card receives a challenge from the middleware and signs it after the
PIN is entered. If other parameters like sessionID and SPhost can also be sent to the
card for authentication, the card can compose the message that has to be signed (like
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Table 1. The auth protocol

(1.a) Browse to login page
(1) U→ SP : HTTPS request

: Header: [GET /login.html — Host: SPhost]
(2) SP : startSession(sessionID; IPclient ; challenge; < now+ timeout >)
(3) U← SP : HTTPS response

: Header: [Set-Cookie: session=sessionID; Expired=< now+ timeout >; secure]
: Body: [HTML page with hyperlink to “auth://SPhost/auth.php#sessionID&types”]

(1.b) Authentication over a new connection
(1) U : Request user’s consent with pop-up window

: [Do you want to authenticate with this authentication type to SPhost?]
(2) U : if(user input == “yes”){select authentication means and activate it} else {abort}
(3) U→ SP : HTTPS request

: Header: [POST /path/auth.php?session=sessionID&type=typeID — Host: SPhost]
: Body: [“getChallenge”]

(4) U← SP : HTTPS response
: Body: [challenge]

(5) U : signature = signSKauth (< type ‖ challenge ‖ SPhost ‖ sessionID ‖
: middleware secret >)

(6) U→ SP : HTTPS request
: Header: [POST /path/auth.php?session=sessionID — Host: SPhost]
: Body: [response=signature&authCertificate=CertChainauth]

(7) SP : if(IPclient != lookupIP(sessionID)) abort
(8) SP : if(validateCertificate(CertChainauth) == false) abort
(9) SP : if(verifyPKauth (signature; < type ‖ challenge ‖ SPhost ‖ sessionID ‖

: middleware secret >) == false) abort
(10) SP : setSessionAuthenticated(sessionID; signature; < now+ timeout >)
(11) U← SP : HTTPS response

: Body: [“OK”]
(12) U : Show pop-up to user that authentication is performed successfully.

(1.c) Browse to private content
(1) U→ SP : HTTPS request

: Header: [GET /private/index.html — Host: SPhost — Cookie: session=sessionID]
(2) SP : if(isAuthenticated(sessionID) == false) abort
(3) U← SP : HTTPS response

: Header: [Set-Cookie: session= sessionID; Expired=< now+ timeout >; secure]
: Body: [< content of requested page >]

in 1.b.5). The middleware secret can then be omitted, since the card will only sign when
the user has given his consent (OK button or PIN code).

4.2 Privacy Friendly Identity Files

With the current eID card, it is only possible to disclose the entire identity, address and
picture files. Otherwise, the server cannot check if the signature of the NRB on the
identity file is valid. This section introduces more privacy friendly identity files (PFID-
files). The concept allows for releasing only the necessary personal attributes.
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4.2.1 Hashed Attributes
The PFID-file contains for each attribute the hash of its value. Hence, it is not possible
to extract personal information out of the hash values without knowing the attribute
value. To reduce brute-force or dictionary attacks, the hash function is randomized by
adding an attribute specific random number to the plaintext value: hash(ATTRIBUTE ‖
randATT RIBUT E ). The PFID-file is certified (signed) by the National Registration Bureau
(NRB). To disclose certified personal attributes, the card releases the signed PFID-file
together with the plaintext values and the attribute specific random numbers of these
attributes: ATTRIBUTE, randATT RIBUT E . The card should request the user’s consent
before releasing personal data. This consent could be given by entering a PIN code or
pressing the OK button on a card reader with a separate PIN pad. The other party can
verify the values by calculating the hashes and comparing them with the values in the
PFID-file. Optionally, the user’s consent could be overridden (no PIN code required)
after proper authentication by privileged service providers. The latter can be useful for
border control, police, emergency services, etc.

4.2.2 Encrypted Attributes
Some attributes can be encrypted in the identity file. Instead of just storing the Na-
tional Registry Number (NRN) as attribute value, the NRN can be encrypted with a
symmetric key only known by the government or by another trusted third party (TTP).
The enciphered NRN serves as a unique pseudonym and can - in case of abuse - be
deanonymized by that TTP during a legal investigation.

4.2.3 PFID-Files on eID Card
A PFID-file contains no personal information and does not need to be protected. How-
ever, in order to be sure that released personal attributes really belong to the card owner
(and are not simply copied from another card), it is necessary to have that owner au-
thenticate to the service provider. The service provider then needs to verify whether the
PFID-file and the authentication certificate refer to the same holder and whether the
certificate is still valid.

The attribute specific random number can be calculated from a master random num-
ber: randATT RIBUT E = hash(masterRandom ‖ ATTRIBUTE); and can be calculated at
runtime. Hence, the card only needs to store (1) the plaintext values of the personal
attributes, (2) the master random number, (3) the signature of the NRB on the PFID-file
and (4) the PIN-code for the user’s consent. However, this requires that the card can cal-
culate the hash at runtime. When no hash function is available, more storage is needed
to store all the attribute hashes. To implement PFID-files, the API must be extended to
pass the list of requested attributes to the card.

4.2.4 Multiple Domains
With only one PFID-file, multiple actions of the same citizen can easily be linked. To re-
duce linkability, multiple PFID files can be created and signed by the NRB. Each file is
assigned to a domain and should only be used in that domain: e.g. “GOVERNMENT”,
“COMMERCIAL”, “MEDICAL”, etc. Linkability is then only possible within one do-
main. A similar technique is used in the German eID card[9]. That card also works with
domains.
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To build multiple PFID-files, the hash values must be different in order to prevent
linkability. A unique domain is concatenated to the master random value and the at-
tribute name to calculate the random value (see table 2):

rand(DOMAIN, ATT RIBUT E) = hash(MasterRandom‖DOMAIN‖ATTRIBUTE)

For encrypted attributes, the domain name precedes the actual attribute value. Hence,
the ciphertext is different for each domain. The ciphertext of the domain and the NRN
can be considered as a domain specific pseudonym for the card holder.

Table 2. Overview of privacy friendly identity file

Attribute values PFID-file for DOMAIN

NymDOMAIN encryptKNRB (DOMAIN ‖ NRN)
Name hash(Name ‖ rand(DOMAIN,Name))
Surname hash(Surname ‖ rand(DOMAIN,Surname))
Street hash(Street ‖ rand(DOMAIN,Street))
Zip code hash(Zip code ‖ rand(DOMAIN,ZipCode))
Municipality hash(Municipality ‖ rand(DOMAIN,Municipality))
Birth location hash(Birth location ‖ rand(DOMAIN,BirthLocation))
Birth date hash(Birth date ‖ rand(DOMAIN,BirthDate))
Hash photo hash(Hash photo ‖ rand(DOMAIN,Hashphoto))
. . . . . .

signature of the National Registration Bureau on the PFID-file for DOMAIN

To link PFID-files to card owners, different authentication certificates are necessary
each referring to its own NymDOMAIN . Each certificate corresponds to its own keypair:
(SKauthDOMAIN , PKauthDOMAIN ). The only difference between the certificates is (1) the sub-
ject field, (2) the public key and hence (3) the signature of the certificate. The subject
value is the domain pseudonym. Hence, each certificate can be linked to the correspond-
ing PFID-file for each domain.

4.2.5 Storage Requirements
If only one PFID-file is used on the eID card, the additional storage space that is re-
quired compared to the current eID card is very small. An additional master random
value needs to be stored.

When using multiple domains, more space is needed on the card. However, the extra
space per domain is quite small. For each PFID-file, an extra NymDOMAIN, other en-
crypted attributes and the NRB’s signature per PFID-file must be stored. Also, room for
an extra authentication keypair and the signature on the domain specific authentication
certificate must be provided.

4.2.6 Updating PFID-Files
Sometimes, the PFID-files need to be updated (e.g. if a citizen moves to a new address).
This implies that the signatures of all PFID-files need to be updated. The NRB must
build the new PFID-files by asking the master random value from the eID card. This is
done after mutual authentication. This step is also needed with the current eID card to
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update the address file. As the NRN cannot be changed without replacing the eID card
(because it is printed on it) the pseudonyms for the domains will be the same. Hence,
the authentication certificates do not need to be updated.

4.3 Other Improvements

Currently, a citizen has to trust the middleware on his machine when using his eID card. To
prevent that trojan horses mislead the citizen, smart card readers with a pinpad and LCD
screen should be preferred to those without these features. The card can communicate via
the LCD screen with the user (e.g. show hash value of the document to be signed, show
the personal information that will be disclosed, etc.), the user is able to give his consent
for or abort an operation, and PIN codes cannot be intercepted through key logging.

5 Evaluation

The auth protocol tackles the single sign-on problem by requesting user’s consent be-
fore signing a challenge. However, with the current eID card, the PIN is only necessary
for the first authentication. It would be better if future versions of the Belgian eID card
no longer implement single sign-on. Moreover, to increase the security, the card should
implement the auth protocol itself.

The auth protocol includes some countermeasures against man-in-the-middle at-
tacks. The client checks the certificate chain of the server and will only trust certificates
issued by a configured set of CAs. Moreover, SPhost must be included in the certificate
of the server. Finally, the client side will only connect to the service provider with the
DNS name SPhost.

An attacker could forward an auth-URL of his own browser session to another user
and ask him to authenticate on his behalf. This authentication will only succeed if the
external IP address (known to the server) of the victim is the same as that of the attacker
(e.g. if they are behind the same proxy of NAT).

The implementation of the auth protocol can easily be integrated in every browser.
Moreover, other types of authentication means (with other eID cards) are possible. The
use of HTTPS as communication channel ensures that the authentication messages are
protected against tampering and eavesdropping. In comparison with eID client authen-
tication over HTTPS in a browser, the implementation of the auth protocol has its own
trust policy for server certificates. Hence, the application can enforce that the certificate
of the web server contains the DNS name. Otherwise, it aborts the authentication. In
browsers, users can ignore this exception.

The auth protocol has as well advantages for the server side. In the current setting,
a reverse proxy[10] is needed to implement the correct OCSP validation in the web
server of the client’s “authentication” certificate. Since most webmasters do not have
access to the configuration files of the web server (e.g. shared hosting), they cannot use
HTTPS with eID client authentication at this moment. Installing a web service and the
middleware module is sufficient for the auth protocol to authenticate the client and does
not require any configuration changes to the web server.

After a successful authentication with the auth protocol, the user can remove his eID
card from the cardreader. This reduces the risk that trojan horses abuse the eID card.
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The new PFID-files prevent that unauthorized applications have unrestricted access
to the personal information stored on the eID card. Moreover, the user is no longer
obliged to release all personal attribute values. The personal attributes of the identity and
address file can be merged. Each domain has a separate PFID-file to prevent linkabilities
between separate domains. However, linkabilities in the same domain are still possible.
The PFID-files are signed by the National Registration Bureau. Hence, the server can
easily check the integrity of the attribute values.

The PFID-files are not PIN protected. Copying the files from an eID card to another
smart card is possible. Hence, the verifying party cannot be sure if the identity infor-
mation on the eID card corresponds to that of the owner of the card. An authentication
is necessary to be sure about the identity of the user. Using only identity files as a basis
for access control to applications, buildings, etc. can imply a serious security threat.

The master random number is only stored on the card. The NRB only needs this
value if new PFID-files must be updated. The NRB does not need to record this master
random number for every citizen. This value can be retrieved from the card after proper
authentication.

6 Conclusion and Future Work

The usage of the Belgian eID card implies some privacy and security hazards. The
proposed solutions in this paper try to tackle the most important threats. However, these
improvements cannot solve all the problems with the current eID card. Although it is
quite easy to implement some of the proposed improvements in order to improve the
security of the current eID card. To prevent abuse of the eID cards in the near future, the
Belgian government should deploy a more secure and more privacy-friendly version of
the eID card as soon as possible.

The main contribution of this paper is the auth protocol and the privacy friendly
identity files. The auth protocol tackles single sign-on authentication and trojan horses
at the client side. The PFID files only disclose the necessary personal information and
reduce linkabilities.

As a first step, the paper proposes to implement the auth protocol in software. The next
step would be a new eID card that implements PFID-files and the auth protocol itself.

Although the storage efficiency of PFID-files is good, the current eID card has not
enough free storage available to accomodate several domains. Hence, a smart card with
more persistent storage will be necessary.

The privacy of the card holder can even further be enhanced by using anonymous
credentials.
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Abstract. Protecting our critical infrastructures like energy generation and dis-
tribution, telecommunication, production and traffic against cyber attacks is one 
of the major challenges of the new millennium. However, as security is such a 
complex and multilayer topic often the necessary structured foundation is miss-
ing for a manufacturer to assess the current security level of a system. This pa-
per introduces a methodology for structured security assessments which has 
been successfully applied during the development of several products for criti-
cal infrastructures. The methodology is described in detail and the lessons learnt 
are given from applying it to several systems during their development. 

Keywords: Cyber Security, Security Assessment Methodology, Critical Infra-
structure, NERC CIP, Security Assessment Plan, Risk Analysis. 

1   Introduction 

Manufacturers of critical infrastructure components (CIC) like control centers for en-
ergy generation or distribution are facing increasing security demands for their prod-
ucts from customers and regulatory bodies. The central questions to be answered are: 
How good does my product rank concerning security requirements and how secure is 
it in a real-world operation? The fundamental dilemma here is that the manufacturer is 
not operating the products and that an operational CIC typically comprises – besides 
the base product – additional components like networks, the corresponding processes 
and staff which is often unaware of IT security issues. Additionally, development 
budgets are tight. Therefore a manufacturer is highly interested in a cost-efficient 
methodology to assess and subsequently improve the security level of its products ex-
trapolating the operational challenges. 

This article describes a cyber security assessment methodology (SAM) which can 
be used during the development of CICs. The SAM is best effort based, pragmatic, 
cost-efficient, generic, flexible, and built on CIC industry standards. It has been suc-
cessfully applied for several Siemens CICs. 

What differentiates security assessments of CICs from the “classical” office envi-
ronment? Though cyber and IT security are commonly used interchangeably, they 
have different mentalities. The term IT security was established in and for typical  
office IT. We however refer to CIC systems with utmost crucial value. Besides  
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terminology, there are also several significant technical deviations: In IT security it 
often is OK to shut something down to protect it (and take time to fix it), whereas CIC 
must stay up and running at all cost. For more information about the differences be-
tween “classical IT” and CICs see [5].  

Over the last 8 years, a rapid and partly uncoordinated growth of cyber security pub-
lications can be observed. Both of the following sources [7] and [8] easily list more 
than 50 standards, guidelines, and regulations. To keep an overview it is important for 
a manufacturer to organize the publications according to the following categories: 

• Who is the author? Industry bodies, customers / operators of CIC, regulatory bod-
ies, laws, international standardization bodies? 

• Technical publications vs. management 
• Industry specific vs. general IT security standards 
• Is the publication focusing on development or operation of the system 

For example, the NERC CIP standard [6] is published by an industry regulatory 
body, rather management oriented, specific for the energy sector and focusing on the 
operation of CICs. Contrary, the procurement language [2] is published by a US in-
formation sharing center, rather technical, industry independent and focusing on the 
development of CICs. For an efficient and market-oriented SAM, a manufacturer 
must take current standardization and cyber security publications into account to  
determine subsequent SAM elements that suffice state-of-the-art cyber security  
requirements.  

The remainder of the article has the following structure: After this introduction 
Section 2 presents SAM and its three major phases “Risk Analysis” (RA), “Theoreti-
cal Assessment” (TA) and “Practical Assessment” (PA). Examples will be given for 
illustration purposes. Finally, Section 3 gives conclusion, delineates SAM from re-
lated work, and discusses topics for future work. 

2   Methodology 

This section describes SAM and its individual phases in detail. Fig. 1 provides a high 
level overview. 

1. Pre-assessment activities include preparation and signing of the project agreement 
which includes the definition of the detailed scope (CIC version and release), mile-
stones, location of the assessment, time line, NDA, costs, staffing, liability, etc. For 
our assessments we follow the existing Siemens project process and corresponding 
tooling which provides a suitable framework for all these aspects. 

2. The RA determines the individual risk level of the CIC and subsequently derives 
specific security measures for the CIC (cf. Section 2.1). 

3. The TA assesses in how far security measures based on a standard (e.g. [2, 6]) are 
implemented for the CIC. This typically includes technical, organizational and 
process aspects. Subsequently security measures specific for the underlying docu-
ment but unspecific for the CIC are derived (cf. Section 2.2). 
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Fig. 1. SAM Overview: relations between the different components 

4. During the PA practical tests – manually and with hacker tools – are done in a suit-
able test environment. By this the actual exploitability of the CIC can be proven 
(cf. Section 2.3). 

5. Post assessment activities include the communication of the findings, final report-
ing, issuing of a SAM confirmation, help with fixing and track fixing of security 
holes, and help in defining requirements for future product releases. 

2.1   Risk Assessment 

The approach we follow for the risk assessment (RA) is based on ISO/IEC TR 13335-
3:1998(E) and NIST’s “Risk Management Guide for Information Technology Systems” 
[4] and is depicted in Fig. 2. As with all other SAM phases, security efforts are balanced 
with economical aspects. Therefore, the RA is conducted in the form of group work-
shops, typically in 1-3 days depending on the complexity of CIC. By relying on a broad 
spectrum of participants like product development, system test, service, sales & market-
ing, product management and engaging in a workshop discussion accompanied by  
introductory interviews of participants, the know-how existing in the staff of a CIC 
manufacturer is being brought in. As a product usually is not developed from scratch, 
these parties have comprehensive experience and knowledge that can be recycled and 
used to create a very efficient risk assessment process in terms of highly valuable out-
come within a rather short amount of time. This process is guided by an experienced as-
sessor who must provide both capabilities as a security expert but also as moderator. 

The utmost goal of this process is to efficiently determine the adequate risks for a 
concrete CIC system. The output of this step also poses valuable input for the later 
practical assessment stage in determining attack goals.  

Risk AnalysisThreat Analysis

Impact 
Evalu-
ation

Risk 
Calcu-
lation

System 
inven-
tory

Threat 
Identifi-
cation

Threat 
Evalu-
ation

Monitoring (start from beginning) and controlling  

Fig. 2. Process and phases of a risk analysis 
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The output of a risk analysis is:  

• List of critical assets: this list is the basis for the PA’s SAP 
• List of threats with corresponding likelihood and impact: Possibly new risks need 

to be added after the PA or the likelihood / impact of the threats need to be ad-
justed due to practical findings 

2.2   Theoretical Assessment 

For critical infrastructure systems (CICs) private and public operators and regulators 
perceived in the last years that security needs to be integrated into these systems and 
that a common approach ensures that enough security is realized within products and 
systems. This led to numerous standards and requirement documents that were pub-
lished recently. For product management this is a challenge and an opportunity. They 
need to choose the right standards, assess their level of implementation and, based on 
the results, decide on further implementation steps. But many of these documents are a 
“pool” of agreed-upon security requirements contrasting the many customer specific re-
quirements seen in many tenders. Therefore, in this section a method for assessing the 
level of implementation with regard to generic requirement documents is presented (see 
Fig. 3). The method has been applied using different standards for several products.  

The principle assessment approach is to interview relevant persons based on a 
questionnaire derived from a standard and to evaluate the answers. Depending on the 
required assurance level, in addition to the interviews documentation is checked or the 
system itself is tested. 
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Fig. 3. Process and phases of a theoretical assessment 

2.2.1   Requirement Documents 
For each standard to be assessed, the requirements for the manufacturer need to be de-
rived. Depending on the target group of the standard, the requirements may either be 
applied directly or need to be deducted in an intermediate step. As an example the 
aforementioned NERC CIP standard applies to operators of bulk electric systems. 
However for product manufacturers, requirements need to be derived. These require-
ments typically cover not only technical aspects, but also documentation requirements 
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and organizational processes that are carried out by different departments – develop-
ment, project groups, and support.  

The requirements derivation is illustrated in an example. NERC CIP requires that the 
operator maintains logs of system events related to cyber security for 90 calendar days, 
and that these logs are reviewed regularly. Just asking if the product supports logging is 
not sufficient as most systems do support a basic form of logging already. Here, state-of-
the-art logging technologies are asked for. Typical features are a possibility for central 
storage and comprehensible logging data that is stored for at least 90 days and protected 
against tampering. Also the review of the log data must be facilitated. 

In contrast to NERC CIP, the German White Paper “Requirements for Secure Con-
trol and Telecommunication Systems“ [1] as well as the US “Cyber Security Pro-
curement Language for Control Systems” [2] summarize security principles that 
should be considered when designing and procuring control system products and are 
for use in tenders to specify the security requirements. Therefore, both documents are 
well suited as direct input for an assessment of the security level of a given product. 
All requirements can be checked directly, but, as the scope of the documents is broad, 
some requirements will not be applicable for a given product and need to be marked 
as not applicable during the assessment. 

2.2.2   Questionnaire 
For the theoretical assessments (TAs), a questionnaire per standard is used. The goal 
of the questionnaire is to provide a tool to make the degree of compliance measurable 
and to yield comparable results independent on the interviewer and the product. The 
questionnaires have a generic structure independent of the standard, with content 
structured according to the pattern of the underlying standard. For each requirement 
one or more corresponding questions are derived with predefined answers that can be 
selected, and a field where additional comments and descriptions shall be inserted, to 
make the answers comparable. 

The challenge and the effort for deriving the questionnaire lie in content and for-
mulation of the questions, as firstly questions have to be comprehensible and secondly 
the answers must allow easy benchmarking. The questionnaire itself and the function-
ality for evaluation of the answers are generated by a tool. As far as possible the ques-
tions are formulated in such a way that they can be answered with “Yes”, “No”, or 
“Not Applicable”.  

The experience shows that generic answers are not sufficient. For some requirements 
we specified “intermediate” answers out of our experience. One example is “Dependent 
on contract”. It expresses that some requirements are not fulfilled by the standard prod-
uct offering, but, depending on the contract, can be offered as additional feature. 

For automatic evaluation, the answers are mapped to a value of a predefined range. 
These values are used to calculate the average compliance value per section and per 
chapter. “Not applicable” answers are not used for calculating the average. The ques-
tion arises why we did not use numerical values for answering the questions right 
from the beginning and give an explanation how to use the numbers. We did this for 
some questionnaires but experienced drawbacks with regard to comparability and 
traceability. Different interviewers gave different values to the same answer, e.g. if 
something depends on the contract, one gave full points, as the requirement can be 
fulfilled; the other gave no point because the standard offering did not fulfill the  
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requirement. Both interviewers have good reasons for their rating, but the results are 
quite different and cannot be compared. Also during one interview, for long question-
naires, a bias can occur. At beginning the rating could be more strict whereas in the 
end be more “gentle”. These effects are reduced by use of the predefined, named an-
swers. In principle the mapping is nothing else as a user friendly explanation of each 
answer possibility. 

2.2.3   Performing the Theoretical Assessment 
Based on the questionnaire the TA is done within intensive workshops with product 
experts answering the questions, and experienced security experts independent from 
product development, who are doing the interviews and guide through the question-
naire. Depending on the assessment goal different assessment depths are possible: (1) 
just documenting the oral statement of the interviewee(s), (2) additionally checking / 
studying the document or (3) doing practical test. The assessment depth can be varied 
on a per requirement or per section base, e.g. to focus on more important topics. 

In practice we always used a compromise by doing spot tests for some topics and 
derived from the theoretical assessment topics for practical security assessments. This 
combination additionally assures that all intended security mechanisms are really im-
plemented securely and thus raises the level of confidence. 

The assessment could also be seen more comprehensive than an external audit. 
Here, documentation of the system and the processes are checked but also system 
functionality is reviewed. The scope of the checks is decided by the auditor and is 
limited by the defined timeframe.  

2.2.4   Analysis of Results 
The method and the underlying tool give an instant overview about the level of com-
pliance for the different sections. The result of the theoretical assessment is the level 
of compliance with the requirements and the deviations identified. Fig. 4 shows the 
result of a sample NERC CIP compliance TA. For CIP 009, the assessed product had 
functions for backup, but no documented recovery concept. 

The products we assessed are sold in different regions and markets, therefore typi-
cally we checked against several standards. Some sections within different standards 
were covering the same topic; therefore consistency checks could easily be made. 
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Fig. 4. Example of NERC CIP Compliance Assessment 
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2.3   Practical Assessment 

In the next phase of the SAM, the resilience of the CIC against practical hacking-
attacks is evaluated. This step is introduced in order to detect exploitable vulnerabili-
ties and potential security flaws in a CIC, taking into account state-of-the-art hacking 
know-how and hacking tools. The results both from the RA and the TA are taken as 
input for actual attack patterns. This third step in the SAM complements the foregoing 
steps appropriately by verifying the actual implementation.  

This is necessary because security requirements and design decisions have been 
made in earlier CIC development phases and flaws may have been introduced during 
the actual development phase. As with the whole SAM, the PA phase needs to be 
structured. We use the security assessment plan (SAP) process steps P1-P5 depicted 
in Fig. 5 for this purpose. 
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Fig. 5. Practical assessment process steps 

Note that there are several options for the physical location of the PA. Typically 
vendors maintain test centers for the unit, module and system test. These test centers 
can be booked and prepared to perform the PA in house. Alternatively, operational 
sites can be used. In this case however special care must be taken concerning the 
definition of the SAP and the intrusiveness of the tests. 

2.3.1   Pre-phase: Planning and SAP Preparation 
The assessment tasks are initially collected and categorized from former SAM phases 
in phase P1. In this pre-phase, the assessor decides and evaluates the scope and depth 
of subsequent tasks, allowing him to control the depth and intrusiveness of the as-
sessment. The planning phase is one of the most crucial ones, as all subsequent test 
cases in terms of intrusion attempt tasks are decided on here. This is necessary  
in order to match and tailor the assessment tasks to the overall requirements of the 
CIC, where certain test methods may be unsuitable, e.g. denial-of-service tests in  
productive environments. The actions are then arranged according to the structure of 
sections, modules and tasks. Fig. 6 gives an example on this task structure in a sample 
SAP.  
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Fig. 6. Sample SAP 

2.3.2   Assessment Phase: Structured Execution of Attacks against the System 
Once task planning has finished, the actual practical assessment phase starts. The dis-
covery stage P2 includes information retrieval from the target and passive testing using 
analyzing tools and techniques. The vulnerability analysis stage P3 classifies vulner-
abilities and weaknesses found. Besides the threat classification, this stage requires the 
tester to verify a threat, to identify associated risks and to document all significant find-
ings for later reporting. The attack stage P4 involves active testing using invasive tools 
and techniques, trying to successfully gain access to the target or to crash a certain ser-
vice or function. Strong dependencies exist between phases P2-P4, as newly gained 
findings are fed back into appropriate tasks. 

Typical activities here include port and security scanning, service verification, ac-
count brute-forcing, utilization of  commercial and self-developed protocol fuzzers, 
packet spoofing attempts, operating system and database hardening checks, patch 
level verification, denial-of-service attacks and web-application specific attacks like 
cross-site-request-forgery, sql injection and HTTP response splitting. 

2.3.3   Post-assessment Phase: Reporting Phase 
The reporting stage finally corresponds to the post assessment phase. A report documents 
all findings produced throughout the assessment phase and forms the base for potential 
workarounds or mitigation concepts; for an example see Fig. 7. The report also demon-
strates and ensures that all sections chosen during the planning phase have actually been 
covered during the practical assessment phase and proves the scope of the PA phase. 

2.4   Related Work and Delimitation 

There are several approaches in the greater field of SAM that have been studied and 
evaluated for the purposes of application by a CIC manufacturer. The results are 
summarized here:  
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Fig. 7. Sample finding of the PA 

SAM vs. ISO 27002: While ISO 27002 is a management standard SAM is more on 
a technical level. SAM focuses on the ISO sections 7 and 8, requiring other sections 
like 1, 2, 3, and 4 as a basis. Other sections like 6 are entirely out-of-scope for SAM. 
The ISO risk assessment approach is a good way to map the potential exploitation of 
vulnerabilities identified by SAM to their financial impact. 

SAM vs. OSSTMM: The hierarchical structure section / module / task and the 
process phases are shared between OSSTMM [3] and SAM. However, OSSTMM 
lacks SAM’s RA and TA phases. 

SAM vs. IEC/ISO 15408: SAM’s scope and depth concept is similar to the com-
mon criteria1: (CC) approach, standardized in IEC/ISO 15408, but by far shorter and 
more pragmatic. CC defines the „Target of Evaluation“ (scope) and “Evaluation As-
surance Level” (EAL) (depth). Also, the mapping of specific tasks to certain inspec-
tion depths is shared between the two approaches.  

CC provides a certification done by external bodies for external parties while SAM 
is mainly a manufacturer internal methodology. SAM helps the manufacturer to iden-
tify additionally relevant security measures for its CIC and is more oriented on practi-
cal aspects that are typically found in bids / tenders. Another difference is the typical 
size of corresponding projects – CC projects especially for higher EALs require a 
huge effort. Also CC is much more “paper / process” based than SAM which stresses 
the practical tests. 

SAM can easily be “aligned” with other manufacturer-based certification programs 
like the one announced by the ISA Security Compliance Institute2 

3   Conclusion 

In this article a SAM for CICs was presented. The major advantages of the SAM are: 
• Security level of the CIC can be measured & quantified. This provides an excellent 

input for subsequent security decisions e.g. on which security requirements to fo-
cus in future CIC versions. 

                                                           
1 http://www.commoncriteriaportal.org/ 
2 http://www.isa.org/Content/NavigationMenu/Technical_Information/ASCI/ISCI/ISCI.htm 
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• SAM has a broad basis as a practical and theoretical phase is included. Different 
techniques like interviews, document reviews and practical tests provide a broad 
insight into the security level of the CIC. 

• SAM is flexible and generic since it can be adjusted to different CICs by using dif-
ferent cyber security standards as the basis and adopting the SAP to the CIC’s 
needs, taking into account any concerns or restrictions. 

• SAM is cost effective and has been successfully used for different CICs. Typically 
1-3 assessors work for a few weeks on the SAM for a CIC. 

• The theoretical assessments revealed missing technical features, but surprisingly 
also security deficiencies with regard to documentation and the processes along the 
complete product lifecycle, starting from the bidding process, where critical cus-
tomer information needs to be protected to service during operation.  

Over the last years many major IT manufacturers like Microsoft and SAP have 
started to tie their security activities to the product development process. Also SAM 
follows this approach. The different SAM phases can be done at different develop-
ment milestones of the CIC. Risk Assessment (RA) should be done as early as possi-
ble (e.g. during plan / design). For Practical Assessment (PA) the product must be in a 
“testable” state, i.e. the required SW and HW modules must be available in a suitable 
test environment (e.g. during the “realization” phase). It should be noted that it is pos-
sible (but not recommended as important synergies get lost) to perform only selected 
parts of the entire SAM, e.g. (RA) + (PA) or (TA) + (PA). 

The advantage of combining the three major SAM phases can finally be demon-
strated by the catchy example patch management: Most cyber security standards ask 
for patch management and the corresponding processes and organization. With SAM, 
these requirements are checked via interviews and review of the corresponding docu-
ments in the TA. The actual patch level of the CIC and the implications of missing 
patches on CIC are tested in the PA. The risk of not applying required patches or late 
application of a patch is addressed in the RA. 

SAM has been developed based on the experiences of security analysis of CICs 
and CIC security needs. It has been applied successfully to various CIC systems. As 
the method is generic, it could in principle be applied to other systems, e.g. standard 
office and IT systems. As a prerequisite, a set of relevant security standards for these 
systems need to be identified to be able to choose the most appropriate standards for 
the actual security analysis. Also, the practical assessment tools used need to be cho-
sen in accordance with the new application fields. 
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Abstract. In this paper we address the problem of generating a candidate role-set
for an RBAC configuration that enjoys the following two key features: it minimizes
the administration cost; and, it is a stable candidate role-set. To achieve these goals,
we implement a three steps methodology: first, we associate a weight to roles; sec-
ond, we identify and remove the user-permission assignments that cannot belong
to a role that have a weight exceeding a given threshold; third, we restrict the prob-
lem of finding a candidate role-set for the given system configuration using only
the user-permission assignments that have not been removed in the second step—
that is, user-permission assignments that belong to roles with a weight exceeding
the given threshold. We formally show—proof of our results are rooted in graph
theory—that this methodology achieves the intended goals. Finally, we discuss
practical applications of our approach to the role mining problem.

1 Introduction

Role-based access control (RBAC) [1] is a well known and recognized flexible secu-
rity model for enterprise access control management. Central to the model is the role
concept; a role is just a collection of access permissions, and users are assigned to roles
based on duties to fulfil [9]. The main reason for the adoption of RBAC within many
medium to large-size organizations is its simplicity. In particular, the RBAC model
offers several benefits in terms of simplified access control administration, improved
organizational productivity, and security policy enforcement. However, the overhead
associated to role definition is often the main obstacle toward its adoption. Indeed, the
first step in setting up an RBAC scheme is the role definition. To this aim, the role en-
gineering discipline has been introduced. It refers to the set of methodologies and tools
to define roles and to assign permissions to roles according to the actual needs of the
company [5]. Existing role engineering approaches are usually classified in two cate-
gories: the top-down and the bottom-up approaches. The former carefully decomposes

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 259–269, 2009.
c© IFIP International Federation for Information Processing 2009
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the business processes into elementary components, identifying which system features
are necessary to carry out specific tasks. The latter, based on the analysis of existing
access controls permissions, elicits a set of roles that correctly describe the existing
user-permission assignments. Since this approach can be easily automated, it has at-
tracted many researchers. In the literature, bottom-up approaches are usually referred
to as role mining.

A recently addressed problem is the analysis of the effort incurred by administrators
when managing the set of roles elicited by role mining algorithms. To this aim, [2,3] in-
troduces the administration cost function. An optimal candidate role-set is a set of roles
that correctly describes the existing permissions in such a way its administration cost is
minimized. When new users, new permissions, or new user-permission assignments are
added, there is the need to re-compute the optimal candidate role-set, that could lead
to change the role-set in use. In particular, roles could be unstable, in the sense that
the introduction of few users or few permissions could drastically change the optimal
candidate role-set. Unstable roles could be difficult to be managed as they frequently
change. Conversely, a role is stable if it is not greatly affected by the introduction of new
users, new permissions or new user-permission assignments. That is why, when dealing
with automated role mining algorithms, the stability of generated roles is a fundamental
property that is worth investigating.

Contributions. The main contribution of this paper is to address the problem of finding
a core of roles that is both stable and minimizes the cost function of the correspond-
ing RBAC configuration. We model this problem with graphs, introducing a three-steps
methodology that is able to prune user-permission assignments that lead to unstable
roles. This way, we are able to build a core of roles which have the required character-
istics. These results have been formally proven. In addition, relevant practical applica-
tions of the proposed methodology are shown.

Roadmap. The remainder of this paper is organized as follows: Section 2 offers an
overview of previous approaches to the role mining problem. Section 3 sums up the
concepts and the definitions used in this paper. In Section 4 the proposed model is dis-
cussed. Section 5 illustrates some of the possible applications of our approach. Finally,
in Section 6 conclusions and some possible extensions of the work are presented.

2 Related Work

The term “role mining” was first introduced by Kuhlmann et al. [10] who applied ex-
isting data mining techniques to implement a bottom-up approach. They presented a
clustering technique similar to the well known k-means clustering, which required a
prior definition of the number of roles. In [13] it is described the first algorithm explic-
itly designed for role engineering, that is based on hierarchical clustering. Another ap-
proach to the role mining is explained by Vaidya et al. [17], that is based on the analysis
of all possible intersections among permissions possessed by the users. Only recently
researchers have started to formalize the role-set optimality concept, defining “inter-
estingness” metric for roles [18, 11, 12]. Indeed, the importance of role completeness
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and role management efficiency resulting from the role engineering process has been
evident from the earliest papers on the subject. However, the problem of identifying the
role interestingness is only partially addressed.

Colantonio et al. [2,3], introduced the administration cost concept, proposing a met-
ric to evaluate “good” collection of roles, namely role-sets which are easily admin-
istrable. This approach makes it possible to easily mine administrable roles. Vaidya
et al. [15, 16] also studied the problem of reducing the administration effort but, in
this case, the cost is simply represented by the number of roles which cover all per-
missions possessed by the users. They defined this problem as the Basic Role Mining
Problem (basicRMP). The authors proposed a branch and bound method, and then a
greedy heuristic, to build a set of roles by including, at each step, the role that cov-
ers the largest possible set of previously uncovered user-permission assignments. They
also demonstrated that basicRMP is NP-complete. As shown in [6], not only is the
basicRMP problem equivalent to the minimum clique covering, but it can be reduced to
many other NP-complete problems, like binary matrices factorization [14,11] and tiling
database [7] to cite a few.

Our approach is slightly different from the other ones. Though we preserve the ex-
istence of a general cost function, that is useful to identify the best possible roles, we
also introduce a weight metric aimed at excluding the presence of unstable roles.

3 Background

In this section we introduce the fundamental concepts of the graph theory and some
formal definitions of the RBAC standard that will be used later on.

Graphs Theory. A graph G is an ordered pair G = 〈V,E〉, where V is the set of vertices,
and E is a set of unordered pairs of vertices. The endpoints of an edge 〈v,w〉 ∈ E(G) are
the two vertices v,w ∈ V (G). Given a subset S of V (G), the subgraph induced by S is
the graph whose vertex set is S, and whose edges are the members of E(G) whose two
endpoints are both in S. We denote with G[S] the subgraph induced by S. A bipartite
graph is a graph where the set of vertex can be partitioned into two subsets V1 and V2,
such that for every edge 〈v1,v2〉 ∈ E(G), v1 ∈V1 and v2 ∈V2.

A clique is a subset S of V (G), such that the graph G[S] is a complete graph, namely
for every two vertices in S there exists an edge connecting the two. A biclique in a
bipartite graph, also called bipartite clique, is a set of vertices B1 ⊆ V1 and B2 ⊆ V2,
such that 〈b1,b2〉 ∈ E for all b1 ∈ B1 and b2 ∈B2. In the rest of the paper we will say that
a set of vertices S induce a biclique in a graph G if G[S] is a complete bipartite graph. In
the same way, we will say that a set of edges induce a biclique if their endpoints induce
a biclique. A maximal clique or biclique is a set of vertices, that induces a complete
subgraph and is not a subset of the vertices of any larger complete subgraph.

A clique cover of G is a collection of cliques C1, . . . ,Ck, such that for each edge
〈u,v〉 ∈ E there is some Ci that contains both u and v. A minimum clique partition
(MCP) of a graph is the smallest collection of cliques such that each vertex is a member
of exactly one of the cliques. It is a partition of the vertices into cliques. Similar to
the clique cover, a biclique cover of G is a collection of biclique B1, . . . ,Bk such that
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for each edge 〈u,v〉 ∈ E there is some Bi that contains both u and v. We say that Bi

covers 〈u,v〉 ∈ E if Bi contains both u and v. Thus, in a biclique cover, each edge of G
is covered at least by one biclique. A minimum biclique cover (MBC) is the smallest
collection of bicliques that covers the edges of a given bipartite graph.

Role-Based Access Control and Definitions. We now sum up the main concepts of the
RBAC model [1] that will be used in the rest of the paper. In particular, the entities of
interest are: PERMS, that is the set of access permissions; USERS, namely the set of all
system users; ROLES, that is the set of all the roles; UA ⊆ USERS ×ROLES, that is
the set of user-role assignments; PA ⊆ PERMS×ROLES, that is the set of permission-
role assignments. Given a role, the function assigned_users : ROLES → 2USERS identi-
fies all the assigned users, and the function assigned_perms: ROLES → 2PERMS

identifies all the assigned permissions. In addition to the RBAC standard entities, the
set UP ⊆ USERS × PERMS identifies permission to user assignments. In an access
control system it is represented by entities describing access rights (e.g., access control
lists).

To formally describe the role mining problem we need other definitions:

Definition 1 (System Configuration). Given an access control system, we refer to
its configuration as the tuple ϕ = 〈USERS,PERMS,UP〉, that is the set of all exist-
ing users, permissions, and the corresponding relationships between them within the
system.

A system configuration represents the user authorization state before migrating to RBAC,
or the authorizations derivable from the current RBAC implementation.

Definition 2 (RBAC State). An RBAC state is a tuple ψ = 〈ROLES,UA,PA〉, namely
an instance of all the sets characterizing the RBAC model.

An RBAC state is used to obtain a system configuration. Indeed, the role engineering
goal is to find the “best” state that correctly describes a given configuration. In particular
we are interested in the following:

Definition 3 (Candidate Role-Set). Given an access control system configuration ϕ ,
a candidate role-set is the RBAC state ψ that “covers” all possible combinations of
permissions possessed by users according to ϕ , namely a set of roles whose union
of permissions matches exactly with the permissions possessed by the user. Formally:
∀u ∈ USERS,∃R⊆ ROLES :

⋃
r∈R assigned_perms(r) = {p ∈ PERMS | 〈u, p〉 ∈ UP}.

Definition 4 (Cost Function). Let Φ,Ψ be respectively the set of all possible system
configurations and RBAC states. The cost function is defined as cost : Φ×Ψ →�+. It
represents an administration cost estimate for the state ψ used to obtain the configura-
tion ϕ .

The administration cost concept was first introduced in [2]. Leveraging the cost metric
makes it possible to find candidate role-sets which lead to the lowest possible effort for
the administration of the resulting RBAC state.

Definition 5 (Optimal Candidate Role-Set). Given a configurationϕ , an optimal can-
didate role-set is the corresponding configuration ψ that simultaneously represents a
candidate role-set for ϕ and minimized the cost function cost(ϕ ,ψ).
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The main goal of role mining algorithm is thus finding optimal candidate role-sets.
Considering the users and the permissions associated with a role, we define a weight
function.

Definition 6 (Role Weight). Let r be a given role, Pr be a set of permissions and Ur be
a set of users associated to r. We indicate with w(r) the weight of r, where w(r) is the
function defined as

w(r) = cu|Ur|⊕ cp|Pr|,
where the operator “⊕” is associative with respect to multiplication, and cu and cp are
real numbers.

The role weight concept can be used as an indicator of the stability of a role. If a role r
has a limited weight, it could be unstable, in that if a new user or a new permission is
introduced it could drastically change the configuration of the role. In this case, it could
be better to manage this role in a simpler way, namely breaking down the role in many
single-permission roles which are easier to manage. The main idea is thus identifying
the user-permission assignments that can belong only to roles with a limited weight.
We manage these assignments with single-permission roles, restricting the role mining
problem to the remaining user-permission assignments only. In this way, the elicited
roles are representative and stable. Representative in that they are used by several users,
or they cover several permissions, or both. Stable because they are not greatly affected
by the introduction within the system of new users or new permissions. Once a set of
roles that minimize the cost function has been found, introducing a new user or permis-
sion may change the system equilibrium whenever roles with limited weight exist. In
particular, a new RBAC state could be necessary in place of the current one. This trans-
lates in higher administration cost, which is something that RBAC administrators tend
to avoid. So, roles with a consistent weight are preferable, since they are more stable
and less affected by the modifications of the existing user-permission assignments.

Due to space limitation, proofs of lemmas and theorems are not reported in this
paper, but they can be found in [4].

4 Problem Modeling

The configuration ϕ = 〈USERS ,PERMS ,UP 〉 can be represented by a bipartite graph
G = 〈V,E〉, where the vertex set V is partitioned into disjoint subsets USERS and
PERMS, and two vertices u ∈ USERS and p ∈ PERMS are connected by an edge
if and only if 〈u, p〉 ∈ UP. A biclique coverage of the graphs G univocally identifies
a candidate role-set ψ = 〈ROLES ,UA ,PA 〉 for the configuration ϕ [6]. Indeed, ev-
ery biclique identifies a role, and the vertices of the biclique identify the users and the
permission assigned to this role.

Starting from the graph G, it is possible to construct a new undirected unipartite
graph G′, where the edges of G become the vertices of G′: two vertices in G′ are con-
nected by an edge if and only if the endpoints of the corresponding edges of G induce
a biclique of G. Formally: G′ =

〈
E, {〈e1,e2〉 | e1,e2 induce a biclique in G}〉. That is,

the vertices of a clique in G′ correspond to a set of edges of G, where the endpoints in-
duce a biclique in G. The edges covered by a biclique of G induce a clique in G′. Thus,
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Fig. 1. An example of user-permission assignments and the subgraph to be considered

every biclique edge cover of G corresponds to a collection of cliques of G′ such that
their union contains all of the vertices of G′. From such a collection, a clique partition
of G′ can be obtained by removing any redundantly covered vertex from all but one of
the cliques it belongs to. Similarly, any clique partition of G′ corresponds to a biclique
cover of G.

It is known that finding a clique partition of a graph G = 〈V,E〉 is equivalent to
finding a coloring of its complement G = 〈V,(V ×V ) \ E〉 [6]. Thus, any coloring
of G′ identifies a candidate role-set of the given access control system configuration
ϕ = 〈USERS ,PERMS ,UP 〉, from which we have generated the graph G. Thus, finding
a proper coloring for G′ means finding a candidate role-set that covers all possible com-
binations of permissions possessed by users according to ϕ ; namely, a set of roles such
that the union of related permissions matches exactly with the permissions possessed
by the users.

In this paper, we face the general problem of generating a candidate role-set that is
stable and contextually minimizes the administration cost function. We split this prob-
lem in three steps:

1. Define a weight-based threshold.
2. Catch the user-permission assignments that do not belong to a role with a weight

exceeding the given threshold.
3. Restrict the problem to find a set of roles that minimizes the administration cost

function, including only the user-permission assignments that have not been iden-
tified in the second step.

In particular, we introduce a pruning operation on the vertices of G′, that corresponds
to identifying the user-permission assignments that can only belong to roles with a lim-
ited weight. These assignments are managed with single-permission roles, namely roles
composed by only one permission. Using the pruning operation, we force the assign-
ments to be assigned to roles with a higher weight. An example is shown in Figure 1:
by creating single-permission roles for u1 p1, we are preventing the assignments u2 p1

for a role with a limited weight—composed by the users u1 and u2, and covering the
permission p1. The same happens for u5 p5 and u5 p4. Moreover, we will show that the
portion of the graph that survives after the pruning operation is representable as a graph
G′ with a limited degree. Since the third step corresponds to coloring G′, this property
can be leveraged using many different coloring algorithms which make assumptions on
the degree of the graph and available in the literature. The choice of which algorithm to
use depends on the definition of the administration cost function.
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4.1 Decomposition of the Bipartite Graph G

As seen in the previous section, any biclique coverage of G identifies a candidate role-set
ψ = 〈ROLES ,UA ,PA 〉 for the configurationϕ . Moreover, any coloring of G′ identifies
a biclique coverage of G. If the graph G is not connected, it is possible to consider any
connected component as a separate problem. Indeed, the union of the solutions of each
component will be the solution of the original graph, as proved in the following lemma:

Lemma 1. A biclique cannot exist across two or more disconnected components of a
bipartite graph G.

Since a biclique corresponds to a role, the previous lemma states that a role r, composed
by a set of users Ur and a set of permissions Pr, cannot exist if all the users in Ur do not
have all the permissions in Pr. If this is the case, we introduce some user-permission
relations that are not in ϕ = 〈USERS ,PERMS ,UP〉. This lemma has an important
implication, that is:

Theorem 1. If G is disconnected, the union of the biclique coverage of each component
of G is a biclique coverage of G. Moreover, if the biclique coverage of each component
is optimal, their union will be an optimal biclique coverage for G.

The main consequence of the theorem is that, if the graph G is disconnected, we can
study each component independently. Therefore, we can use the union of the biclique
coverage of the different components to build a biclique coverage of G. As we will see,
we can use this result to limit the degree of G′ when the bipartite graph G is disconnected.

4.2 Degree of G′

In our model, the role mining problem corresponds to finding a proper coloring for
the graph G′. Indeed, this identifies a candidate role-set of the given access control
system configuration. Depending on the cost function used, the optimal coloring could
be different. For instance, if the cost function is defined as the total number of roles,
the optimal coloring is the one which uses the minimum number of colors needed.
However, if the cost function is more complex, the optimal coloring could be different.
In this section we will analyze the degree of the graph G′, highlighting what it represents
and how this information can be used to simplify the role mining problem.

The graph G′ is the graph composed by the same vertices of G′, but E(G′) is the
complement of E(G′). The graph G′ is built from the bipartite graph G, where each
edge of G becomes a vertex of G′, and two vertices of G′ are connected by an edge if
and only if the endpoints of the corresponding edges of G induce a biclique. Thus, a
vertex v ∈ G′ univocally determines an edge e ∈ G. The degree of v ∈ G′ is the number
of edges of G that induces a biclique together with e. Since G′ is the complement of G′,
the degree of a vertex v′ ∈ G′ is the number of edges of G that do not induce a biclique
together with the edge e ∈ G identified by v′. According to the definition of the degree
of a graph, the degree of G′ is the maximum degree of its vertices. Formally, if e is
an edge of the bipartite graph G, indicating with b(e) the number of edges that do not
induce biclique together with the edge e, then:

Δ(G′) = max
e∈E(G)

b(e).



266 A. Colantonio et al.

To understand the meaning of the pruning operations we introduced, it is useful to
describe the graphs in terms of RBAC semantic. A vertex of G′ is a user-permission
relation existing in the set UP. An edge in G′ between two vertices v1 and v2 exists if
the corresponding user-permission relations cannot be in the same role, because the user
of v1 does not have the permission in v2, or the user of v2 does not have the permission
in v1, or both. Thus, if a vertex of G′ has a high degree, it means that this vertex cannot
be colored using the same colors of a high number of other vertices; in other words,
this user-permission relation cannot be in the same role together with a high number of
other user-permission relations.

This consideration has an important aftermath: if a user-permission relation cannot
be in the same role together with a high number of other user-permission relations,
it will belong to a role with few user-permission relations, and we can estimate its
maximal weight.

4.3 Pruning of the Given Access Control System Configuration

The main idea of our approach is pruning those user-permission relations which be-
long only to roles with a weight lower than a fixed threshold. If a role is composed
only by few user-permission relations, its weight will be limited, and its administration
cost could be acceptable even if we create for it a few single-permission roles. More-
over, when a change of the access control configuration happens, there is the need to
recalculate the optimal candidate role-set. But a role with a limited weight is unstable,
in the sense that the introduction of only one new user-permission assignment could
drastically change the configuration of the role, according also to the specific cost func-
tion considered. Leveraging these observations, we will prune the given access control
system configuration, creating single-permission roles for the pruned assignments and
restricting the role mining to the rest of the assignments.

Suppose that for each e ∈ E(G) there are at least d other edges, where the relative
endpoints induce a biclique together with the endpoints of e. Every edge of G will not
be in biclique with a maximum of |E(G)|−d−1 other edges. That is:

Lemma 2. If ∀e ∈ E(G) there are at least d other edges, such that the endpoints of
each one induce a biclique together with the endpoints of e, then:

Δ(G′)≤ |E(G)|−d−1

Thus, having chosen a suitable value for d, the idea is to prune the graph G′ deleting
the vertices that have a higher degree than |E(G)|−d−1. Indeed, as it will be proven
in the following Theorem 2, the user-permission assignments relative to these vertices
will belong to roles with a limited weight, that could be administered using single-
permission roles.

Theorem 2. The pruning operation will prune only user-permission assignments that
cannot belong to any role r, such that w(r) > (d + 1)(cU ⊕ cP).

Note that the pruning operation of the vertices of G′ can be executed directly on the edge
of G: it corresponds to the pruning of the edges e ∈ E(G) such that b(e) ≥ |E(G)| −
d− 1. The pruning on G, rather than on G′, is more convenient, because in this way
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we have to work directly with a smaller graph G′. Once we have a graph G′, with a
maximum degree of Δ(G′) we can use a coloring algorithm to find a candidate role-
set for the access control system configuration from which we have built the graph G.
Many coloring algorithms known in the literature make assumptions on the degree of
the graph. Without our pruning operation, the degree of the graph G′ could be high, up
to |E(G)|−1. This is the case when there exists a user-permission assignment that must
be in a role alone. Note also that, when the graph G is disconnected in two or more
components, any edge of one component is not in a biclique together with all the other
edges belonging to different components. This involves a high degree for G′, but for
the argument given in Section 4.1 we can split the problem considering the different
components distinctly, and then join the results of each component.

5 Applications of Our Approach to the Role Mining Problem

Having a bound for Δ(G′) makes it possible to use many known algorithms to color
a graph. Indeed, finding a coloring for G′ corresponds to finding a candidate role-set
for the given access control system configuration. The choice of which algorithm to
use depends on what we are interested in. For example, a company could be interested
in obtaining only no more than a given number of roles, and to manage the others
user-permission assignments with single-permission roles. This could happen when the
company has just started a migration process to the RBAC model, and the administrators
are not experts of role management. The naive approach presented in the following
makes it possible to obtain no more than Δ + 1 roles (without considering the single-
permission roles). The the algorithm choice can also depend on the particular class
of the obtained graph. For instance, if the given access control system configuration
induces a dense graph G, it is possible to obtain Δ/k roles, where k = O(logΔ), covering
almost all the existent user-permission assignments. We will show how this is possible
by adopting a randomized approach based on [8].

A Naive Approach. It is known that any graph with maximum degree Δ can be colored
with Δ + 1 colors by choosing an arbitrary ordering of the vertices and then coloring
them one at time, labeling each vertex with a color not already used by any of its neigh-
bors. In other words we can find Δ(G′)+ 1 roles which cover all the user-permission
assignments survived after the pruning. With the pruning operation, we are disregarding
some user-permission assignments; this is the cost that we have to pay in order to have
a Δ degree graph G′. But the user-permission assignments that we are disregarding will
belong to roles with a limited weight. So, it is better to create single-permission roles
for those assignments.

The value Δ(G′)+1 is not the optimum, it is only an upper bound for the chromatic
number of G′. If the coloring is optimal, namely if it uses the minimum number of
colors needed, the candidate role-set found will be the smallest possible in cardinality.
This problem is NP-hard and corresponds to basicRMP. If the degree of the graph is
known, we can use many algorithms to approximate the solution.

A Randomized Approach. Using the randomized approach of [8] it is possible to gen-
erate Δ/k roles covering all the user-assignments which survive after the pruning, with
k = O(logΔ). This is a good result when minimizing the number of roles.
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The hypothesis about which graph to color are basically two: it must be a Δ -regular
graph, with Δ $ logn, and it must have girths of length at least 4. The former is not a
problem, because we can add some null nodes to the pruned graph G′ and the relative
edges obtaining a Δ -regular graph. The latter is more complex and we next discuss how
to deal with this hypothesis. Every vertex of G′ is a user-permission assignment in the
given access control configuration; this means that it corresponds to an edge of G. Two
vertices of G′ are connected by an edge if the corresponding edges of G do not induce
a biclique. Thus, a girth of length 3 in G′ means that there are three edges of G, and
every pair of this, does not induce a biclique. Having chosen two edges of G, let A be
the event “these two edges induce a biclique” and let Pr(A) = p. If A is the complement
of A, then Pr(A) = 1− p. Having chosen three edges, if B is the event “these three
edges do not induce a biclique”, Pr(B) = Pr(A)3, indeed every unordered pair of the
chosen triplet of edges must induce a biclique. Thus, Pr(B) = (1− p)3. This is also the
probability that, having chosen three vertices in G′, they compose a girth of length 3. In
other words, the probability to have a girth of length 3 in G′, depends on the number of
edges of the graph G. Therefore, it depends on how many user-permission assignments
exist in the given access control configuration. Indeed, if the number of edges of G is
close to the maximal number of edges, the probability p will be very high, and Pr(B)
will be close to 0. However, suppose that G′ is not completely free of girths of length 3,
but there are only a few of such girths. We can still use the randomized approach by
removing an appropriate edge for such girths, hence breaking these girths. Note that
removing an edge from G′ corresponds to forcing two edges of G, which do not induce
a biclique, to induce a biclique. This means that with this operation we are adding some
user-permission assignments not present in the given access control configuration. The
roles obtained can then be sanitized by removing those users that do not have all the
permissions of the role, and managing these users in other ways, i.e. creating some
single-permission roles (which roles will not be numerous since we have shown that, in
general, we will only obtain few girth of length 3).

6 Conclusions and Future Works

In this paper we have proposed a general method to elicit roles using a bottom-up role
engineering approach, with the objective to limit the presence of unstable roles and to
minimize the administration cost function. We have proposed a three steps methodology
that, leveraging the graph modeling of this role mining problem, achieves the intended
results supporting them with formal proofs. A further contribution is to show the ap-
plications of the proposed approach. Possible extensions of this work could address:
refining the weight function including, for instance, access logs or business informa-
tion; defining the optimal value of the pruning parameter d.
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Abstract. Privacy and confidentiality are crucial issues in content-based pub-
lish/subscribe (CBPS) networks. We tackle the problem of end-user privacy in
CBPS. This problem raises a challenging requirement for handling encrypted
data for the purpose of routing based on protected content and encrypted sub-
scription information. We suggest a solution based on a commutative multiple
encryption scheme in order to allow brokers to operate in-network matching and
content based routing without having access to the content of the packets. This is
the first solution that avoids key sharing among end-users and targets an enhanced
CBPS model where brokers can also be subscribers at the same time.

1 Introduction

Publish-subscribe paradigm allows for flexible and dynamic communication among a
large number of participants. As opposed to classical messaging systems, in publish-
subscribe, communicating parties are loosely coupled in that the source of the infor-
mation does not need to know potential recipients of the information and the recipients
do not need to know where the information originates from. In a content-based publish-
subscribe system the forwarding of data segments between the sources and the recipients
does not take into account the addresses of communicating parties but is performed based
on the relationship between the content of each message and the interest of recipients.
The recipients who inform the publish-subscribe system about the messages they are in-
terested in through subscription messages are thus called subscribers. Publish-subscribe
applications range from large scale content distribution applications such as stock-quote
distribution to dynamic messaging between loosely-coupled parties in on-line social net-
works.

The flexibility of publish-subscribe comes on the other hand with a high cost in
increased exposure in terms of data security and privacy. Apart from classical data se-
curity concerns such as the confidentiality and integrity of messages, the authentication
of the source, access control and authorization of subscribers, publish-subscribe also
raises new challenges inherent to the collapsed forwarding scheme that is the underpin-
ning of publish-subscribe. In classical layered communication systems, the application
layer information can be protected with various security mechanisms like encryption
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and message authentication without affecting the underlying data forwarding mecha-
nisms implemented in the network layer. In case of publish-subscribe, protection of the
content with similar security mechanisms would conflict with the forwarding functions
since the latter rely on the very content that is being transmitted for their basic oper-
ations. Publish-subscribe therefore calls for new solutions to allow intermediate nodes
to perform routing operations based on data protected with encryption and integrity
mechanisms. The first requirement is for a secure forwarding mechanism that would
achieve the look-up in forwarding tables using encrypted content as the search key.
Furthermore, an important privacy requirement in content-based publish-subscribe is
the confidentiality of the messages through which subscribers inform the network about
their interests. Whilst encryption of these messages appears to be a suitable solution for
subscriber privacy, such encryption operation raises an additional challenge for the for-
warding mechanism. Hence not only the search key for the look-up mechanism but also
the forwarding table itself would be based on encrypted data. Some existing security
primitives such as keyword search with encrypted data or private information retrieval
seem to partially meet the new requirements raised by secure and privacy preserving
data forwarding in publish-subscribe but none of the existing security mechanisms ac-
tually address both the problem of secure look-up and the secure building of forwarding
tables in a comprehensive manner.

In this paper, we suggest a set of security mechanisms that allow for privacy-
preserving forwarding of encrypted content based on encrypted subscriber interest mes-
sages. The main advantages of this solution are that it achieves both data confidentiality
from the point of view of the publishers and the privacy of the subscribers with respect
to their interests in a potentially hostile model whereby the publishers, the subscribers
and the intermediate nodes in charge of data forwarding do not trust one another. The
solution relies on a scheme called multi-layer encryption that allows intermediate nodes
to manage forwarding tables and to perform content forwarding using encrypted content
and based on encrypted subscriber messages without ever accessing the cleartext ver-
sion of those data. Our solution further avoids key sharing among end-users and targets
an enhanced CBPS model where brokers can also be subscribers at the same time.

2 Reference Model and Problem Statement

2.1 Content-Based Publish/Subscribe (CBPS)

We consider a classical CBPS model as described in many papers like [5,19]. In this
model the CBPS consists of:

– end-users divided in publishers which publish information in the form of event
notifications, and subscribers which express their interests in a certain content in
the form of subscription filters,

– the CBPS infrastructure composed of brokers (intermediate nodes) whose task is
to disseminate notifications sent by publishers to the interested subscribers.

We assume that the CBPS infrastructure can be viewed, from the perspective of each
publisher, as a tree whose root node is the publisher itself and whose leaf nodes are the
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subscribers (whether interested in the content published by the publisher or not). Based
on this model, we only consider the case of a network with one publisher for the sake
of simplicity.

Information contained in each event should fit within an event schema, and the sub-
scription filters are predicates against this schema. Our model of subscription is equality
filters with only one keyword and events are composed of two parts: one routable at-
tribute and a second part which is the payload. The equality matching is the mostly used
filtering function in the literature since it can be used as a basis to support range queries
as introduced in [16]. Brokers use this matching operation between filters and routable
attributes to route published content. If we take as an example the commonly used stock
quote dissemination problem, a subscription filter could be (price = 120) which would
match an event like (price = 120, [symbol = ”STM”, price = 120,volume = 1000]).

In [5], authors show that content-based routing and in-network matching are vital for
the performance and scalability of the CBPS system. To this extent, if two subscriptions
match the same content, then only one of them should be propagated in the network.
We thus define equivalence between filters as follows: we say that two filters f1 and f2

are equivalent if they match the same events.
As mentioned in the introduction, this paper focus on privacy issues in CBPS, hence

we now describe our security assumptions to complete our reference model.

2.2 Threat Model and Security Assumptions

As in many papers (e.g. [19]), we assume a honest-but-curious model for the publishers,
the subscribers and the brokers. Publishers, subscribers and brokers are computation-
ally bounded and do not deviate from the designed protocol, but they may be interested
in learning more than needed to correctly run the protocol to break subscriber privacy.
A curious publisher may indeed be interested in knowing which subscribers are inter-
ested in the content it publishes. Subscribers may try to sneak on other subscribers to
determine what their interest are or at least if they have some common interests. The
same goes for curious brokers which may eavesdrop on the messages routed through
them to discover their content.

However, all the nodes are honest and do not deviate from the designed protocol,
meaning for instance that brokers correctly route the information they receive as in-
dicated by the protocol, they do not drop packets or forward packets in a wrong way.
Denial of service attacks are thus out of the scope of this paper. We also take into
account malicious but passive nodes outside of the network, which can overhear com-
munications and try to break end-users’ privacy.

We now show the link between privacy and confidentiality issues and how the re-
quired confidentiality can be achieved through secure routing.

2.3 Privacy, Confidentiality and Secure Routing

In this paper, we focus on the problem of subscriber and publisher privacy. As pointed
out in [13], privacy is expected to be a significant concern for acceptance of pervasive
environments like CBPS systems. Privacy from the subscriber point of view refers to
the fact that subscribers do not want any other nodes, be it brokers, publishers, other
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subscribers or even nodes outside the CBPS infrastructure, to spy on their interests and
be able to profile them in any way. There are several ways of ensuring privacy; one of the
classical approaches is to guarantee data confidentiality with cryptographic primitives.

Confidentiality in CBPS networks has first been analyzed in [20] where the authors
identify three confidentiality issues. To ensure privacy only two are relevant:

• Information confidentiality: Can the infrastructure perform content-based rout-
ing, without the publishers trusting the infrastructure with the content? This confi-
dentiality requirement may look paradoxical : content-based routing is indeed, by
definition, based on evaluations of the content of notifications against subscription
filters. The challenge is to be able to perform these evaluations on encrypted data
without leaking information on the corresponding content or subscription filter. In
the stock quotes example, this corresponds to be able to do content-based routing
on an encrypted event where the brokers cannot discover in the event the value of
the symbol, price or volume.
• Subscription confidentiality: Can subscribers obtain dynamic, content-based data

without revealing their subscription filters to the publishers or to the infrastructure?
This is the dual problem of information confidentiality. Here, subscribers do not
want to reveal their interests either to brokers or publishers or other subscribers but
they still want to receive the content they are interested in and only this one. So the
challenge in this case is to match a content with an encrypted subscription with-
out disclosing the subscription filter. In the stock quotes example, this requirement
corresponds to the ability to find which events match which filter without access-
ing it in clear; it is a problem of secure function evaluation, where a broker has to
evaluate a hidden function (the filter which was encrypted by the subscriber).

Information and subscriber confidentiality in CBPS call for new mechanisms to achieve
secure routing of encrypted data with the capability of matching encrypted event no-
tifications against encrypted subscription filters in order to ensure end-users privacy.
Routing of encrypted data in CBPS involves two separate operations:

• Building routing tables: Brokers have to build routing tables using routing infor-
mation -subscription filters- which is classically propagated upwards (from sub-
scribers to publishers) by intermediate nodes to subsequently allow for the routing
of content in a possibly optimized fashion. The challenge in our case is that sub-
scription filters are encrypted, hence nodes have to build their routing tables with
encrypted filters (to satisfy the subscription confidentiality constraint) and to aggre-
gate theses encrypted routing information. Aggregation of routing tables’ entries is
not strictly a security concern but is nonetheless a strong requirement from the point
of view of performance.
• Look-up: Once routing tables are built, nodes can forward data downwards (from

publishers to subscribers) in an optimized way through the infrastructure. The chal-
lenge for brokers in the dissemination process is to be able to perform the look-up
of encrypted data (to fulfill the information confidentiality requirement) in routing
tables where entries include encrypted subscription filters.

CBPS privacy thus calls for a solution that achieves secure routing of encrypted data
based on encrypted routing information. One naturally turns to searchable encryption
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and keyword search [4,18] that are cryptographic techniques most likely to meet the
requirements of secure routing in CBPS. Unfortunately none of the existing search-
able encryption and keyword schemes address both the secure forwarding and the table
building requirement of CBPS. We tailor in this paper a dedicated solution to meet the
specific requirements of CBPS.

3 Secure Routing with Multiple Layer Encryption

3.1 Multiple Layer Commutative Encryption (MLCE)

The basic idea behind our solution is to use a MLCE in order to meet the privacy re-
quirements raised by CBPS systems. MLCE allows intermediate nodes in charge of
routing secure traffic to perform secure transformations without having access to the
data that is being transferred. This feature of MLCE lends itself very well to solving the
problem of routing encrypted data as raised by CBPS. Multiple encryption was previ-
ously proposed in [9,11,14] in the context of multicast security and data aggregation. In
multiple layer encryption data is encrypted several times with different keys. In the case
where the encryption layers all use the same cryptosystem, and if this cryptosystem is
commutative, then the layers can be added and removed in any order. An encryption
mechanism E is commutative if, for any data d, any keys k1,k2 we have:

Ek2(Ek1(d)) = Ek1(Ek2(d)).

We propose to use multiple layer commutative encryption in order to ensure secure
routing in CBPS applications where the publisher publishes encrypted events and the
subscriber sends its encrypted subscription filter to the source over untrusted brokers.
The idea is for the subscriber to encrypt its subscription filter with r layers correspond-
ing to the r ≥ 2 next hops, and for the publishers to do the same with their event no-
tifications. Brokers en-route remove one encryption layer and add a new one without
destroying the other layers so that the data is always protected by at least r−1 layers of
encryption. Thus brokers do not have access to data in cleartext. Still, this mechanism
allows secure look-up as well as efficient and secure routing table building thanks to the
commutativity of the layers. The number of layers r is a security parameter that has a
performance impact, yet, for the sake of simplicity, we present our scheme only for the
case r = 2 and discuss the choice of the parameter r in section 5.

To further introduce the solution, let us consider a minimalist example. In this exam-
ple, we consider three nodes in line, namely a subscriber denoted by S, then a broker
denoted by B and finally a publisher denoted by P. We denote by ki j a key shared be-
tween node i and j. S encrypts its data xS with EkSP(EkSB(xS)) and so does P with its data
xP: EkSP(EkBP(xP)). The broker now can remove the layers corresponding to kSB and kBP

respectively to obtain EkSP(xS) and EkSP(xP). Hence, it cannot access the data directly
but it is able to perform a matching operation for the secure look-up since xS and xP are
encrypted under the same keys.

Therefore, given a commutative cryptosystem we are able to do secure routing and
hence protect the privacy of publishers and subscribers. Yet, commutative cryptosys-
tems are very rare, and although many security solutions assume the existence of a
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commutative cipher, few of them deal with a concrete commutative cryptosystem. We
developed a scheme based on the Pohlig-Hellman cryptosystem, that we carefully
adapted to our case in order to provide a complete and concrete solution. Privacy-
preserving routing with MLCE is achieved through four security primitives that are
detailed in the next section.

3.2 Security Primitives

To further refine the privacy-preserving routing using MLCE we identify four generic
operations required for secure event dissemination as follows:

• ENCRYPT FILTER: used by subscribers to generate encrypted subscription fil-
ters. On input a subscription filter and some keying material it outputs an encrypted
version of the subscription filter.
• ENCRYPT NOTIFICATION: used by the publisher to encrypt its notifications.

On input an event notification and some keying material it outputs an encrypted
version of the subscription filter.
• SECURE LOOK UP: allows a broker to decide whether an encrypted notifica-

tion matches one of the encrypted subscriptions of its routing table. This primitive
should only return the boolean result of the matching operation.
• SECURE TABLE BUILDING: allows the broker to build a routing table and to

compare two encrypted subscriptions. If two subscriptions match the same content
there is indeed no need to forward both of them to the broker’s parent. The broker
only needs to store both of them with the corresponding child in its routing table and
it forwards one to its parent. As the previous primitive, this one should only return
the boolean result of the matching operation, but it should not leak any additional
information about the subscriptions. The aggregation is optional from a pure privacy
point of view (it even induces additional difficulties) but it is vital from a performance
point of view to comply with some content-based routing optimizations.

All brokers use the same general message processing, summarized in Table 1, to pre-
serve MLCE and manage the security primitives at the same time. We now formally
describe our solution in the next section.

4 Privacy and Confidentiality in the Hybrid Model

We propose a new solution based on the Pohlig-Hellman cryptosystem whereby sub-
scribers do not need to share a unique and common key K with the publisher. This
solution does not differentiate brokers from subscribers and therefore allows brokers
to also act as subscribers by subscribing to events and sending their own subscription
filters while performing the routing operation.

4.1 The Pohlig-Hellman Cryptosystem and Key Management

The Pohlig-Hellman cryptosystem [15] is defined as a tuple (p,K ,E ,D) where:

• p is a large prime known by all nodes (it is a system parameter)
• K outputs a pair of keys (ki,di) such that kidi ≡ (1 mod (p−1));
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Table 1. Message processing at a broker. The broker is denoted by B, its grandparent by G, its
grandchild by C, the encryption algorithm is E and the decryption one is D . In the left column
B receives an encrypted subscription filter SF and in the right column B receives an encrypted
event notification EN.

Upwards: filter propagation Downwards: event dissemination
Remove an encryption layer: Remove an encryption layer:

DkBC (SF) DkBG(EN)
Update the routing table RTB: Secure look-up:

SECURE TABLE BUILDING(RTB,DkBC (SF)) SECURE LOOK UP(RTB,DkBG(EN))
Add an encryption layer: Add an encryption layer:

EkBG(DkBC (SF)) EkBC (DkBG(EN))
Forward the message upwards Forward the message downwards

3 4

1

2

5

4

3

2

1

Fig. 1. Example of Publish/Subscribe network. This CBPS network has one publisher (P), four
brokers (B1 to B4) and five subscribers (S1 to S5).

• E (p,ki,x) returns xki mod p;
• D(p,di,y) returns ydi mod p

Since kidi ≡ (1 mod (p−1)), we have xkidi mod n≡ x mod n.
The encryption operation is based on an exponentiation and is therefore inherently

commutative. Indeed:

E (p,ki,E (p,k j,x)) = (xkj ki)mod p = E (p,k j,E (p,ki,x))

Thanks to the commutative property of the Pohlig-Hellman cryptosystem, any bro-
ker is able to add and suppress encryption layers if it stores the corresponding keys. The
addition and subtraction of a layer in this new hybrid model respectively correspond to
a Pohlig-Hellman encryption and decryption operation. Since the security of this cryp-
tosystem relies on the hardness of the Discrete Logarithm Problem the key ki can be
used to encrypt several different messages. Moreover, this cryptosystem is asymmetric
in the sense that the encryption key differs from the decryption key. However, as op-
posed to classical asymmetric cryptosystems such as RSA [17], if a node knows one of
the keys, it can automatically deduce the remaining key. Therefore there is no ”public
key”; all keys are secret and they are only revealed to authorized nodes. We therefore
need a proper key distribution mechanism that is processed locally in a self-organized
way. We do not address the key distribution issue in this paper and simply assume that
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each node Ni shares a Pohlig-Hellman key pair with each of its one or two hops neigh-
bors, thanks to an appropriate key agreement scheme. In the example of Fig. 1, B1

shares four pairs of keys (kS1B1 ,dS1B1), (kS2B1 ,dS2B1),(kB1B3 ,dB1B3) and (kB1B4 ,dB1B4)
respectively with S1, S2, B3 and B4.

The Pohlig-Hellman cryptosystem being described, we formally define the four se-
curity primitives in the next sections.

4.2 Propagation of Subscription Filters and Building of Routing Tables

4.2.1 ENCRYPT FILTER
ENCRYPT FILTER used by subscriber Si only requires the filter and two encryption
keys kSiB j and kSiBl where B j and Bl are respectively Si’s parent node and grandparent
node. It outputs an encrypted filter SFSi computed as:

ENCRYPT FILTER( f ,kSiB j ,kSiBl ) = E (p,kSiB j ,E (p,kSiBl , f )) = f
kSiB j

kSiBl mod p.

Si then sends the message [SFSi;Si] to its parent node B j.

4.2.2 SECURE TABLE BUILDING
Whenever an intermediate node B j receives an encrypted filter f

kBiB j kBiBl mod p, it first
removes one encryption layer with the use of dBiB j as follows:

D(p,dBiB j , f
kBiB j kBiBl mod p) = f kBiBl mod p

The check−equivalence operation is very simple, since B j only checks in its routing
table RTj if there is an equality with some rows. There is no need for an additional
information to use this operation. If there is an equality, then the destination in SFBi is
added in the corresponding row and the message is not forwarded; otherwise, B j creates
a new row with SFBi, adds another encryption layer with the key kB jBm shared with its

grand-parent node Bm and finally sends the following message to Bl: f
kBiBl

kB jBm . Table 2
illustrates the previous mechanisms in the example of Fig. 1, where S1 to S4 subscribe
to a filter f while S5 subscribes to a different filter f ′.

Table 2. Propagation of subscriptions phase. The left table corresponds to the routing table RT3
of B3 after the receipt of all subscribers’ filters. B3 needs to store two hops information for the
content distribution phase and we observe that aggregation is performed also after two hops. The
table on the right presents the whole propagation path of a filter f from S1 to B4.

R3−1 f kB1B4 → B1(S1),B1(S2)
R3−2 f kB2B4 → B2(S3),B2(S4)
R3−3 f ′kB2B4 → B2(S5)

S1 f
S1→ B1 [ f kS1B1

kS1B3 mod p;S1]
B1 f kS1 ,B3 mod p

B1→ B3 [ f
kS1B3kB1B4 mod p;S1]

B3 f kB1 ,B4 mod p
B3→ B4 [ f kB1B4 kB3P mod p;B1]

B4 f kB3 ,P mod p
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4.3 Content Distribution and Secure Look-Up

Symmetrically, the Publisher P first uses the ENCRYPT NOTIFICATION to encrypt
the event notification with the corresponding keys and forwards the packet to the next
broker. Then, the broker, after removing one encryption layer, runs the
SECURE LOOKUP primitive and accordingly it adds another encryption layer and
forwards the packet.

4.3.1 ENCRYPT NOTIFICATION
ENCRYPT NOT IFICAT ION that is used by a publisher P, takes the routable attribute
ra in the event notification and two keys kBmP and kBlP that are respectively shared with
its child node Bm and its grandchild node Bl . Moreover, P defines a payload encryp-
tion key kP in order to encrypt the payload with a symmetric encryption algorithm.
ENCRYPT NOT IFICAT ION returns:

EN = ENCRYPT NOT IFICAT ION(ra,kBmP,kBlP,kP,P) = [EN1;EN2;EN3]

EN1 = rakBmPkBl P mod p;EN2 = k
kBmPkBl P

P mod p;EN3 = FkP(P)]

4.3.2 SECURE LOOK UP
When an intermediate node Bm receives the encrypted event notification rakBmPkBl P mod

p and the encryption payload encryption key k
kBmPkBl P

P mod p, it will first suppress a
decryption layer with the use of dBmP in order to obtain EN1m = rakBl P mod p and

k
kBl P

P mod p. Given this partially decrypted routable attribute and the routing table RTm,
SECURE LOOKUP(EN1m,RTm) returns the list of children nodes where the corre-
sponding packet will be forwarded. The look-up in this case simply consist in an equal-
ity check between EN1m and each of the rows of RTm. Then, Bm adds a new encryption
layer and forward the following packet to the correct destination:

[ra
kBlPkBmB j mod p;k

kBl PkBmB j
P mod p;FkP(P)]

Only the encryption key kP of the payload is modified at each node. The payload
itself is never modified while being forwarded. An example of event propagation is
presented in Table 3.

5 Analysis

In this section, we evaluate the security and the performance of the scheme. First, the
proposed encryption mechanism with multiple encryption layers ensures confidential-
ity against honest-but-curious nodes. Bellare et al. have indeed shown in [2] that, if a
cryptosystem is secure in the sense of indistinguishability, then the cryptosystem in the
multi-user setting, where related messages are encrypted using different keys, is also
secure. When a message is encrypted with two independent keys it is at least as secure
as any individual encryption. Thus, the scheme is at least as secure as a one layer en-
cryption. The latter is based on the discrete logarithm problem in a finite field of prime
order which is believed to be hard when the exponent is unknown.
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Table 3. Evolution of a message published by P on its path to a subscriber. This table only shows
the path toward S2 and we can observe how the information of RT3 allows B3 to properly forward
the message in the direction of S2.

Step Event notification
P [ f ,kP,P]

P→ B4 [ f kB3PkB4P mod p;k
kB3PkB4P

P mod p;FkP(P)]

B4 [ f kB3P mod p,k
kB3P

P mod p,FkP(P)]

B4→ B3 [ f kB3PkB1B4 mod p,k
kB3PkB1B4
P mod p,FkP(P)]

B3 [ f kB1B4 mod p;k
kB1B4
P mod p,FkP(P)]

B3→ B1 [ f kB1B4
kS2B3 mod p,k

kB1B4kS2B3
P mod p,FkP(P)]

B1 [ f kS2B3 mod p,k
kS2B3
P mod p,FkP(P)]

B1→ S2 [ f kS2B3
kS2B1 mod p,k

kS2B3
kS2B1

P mod p,FkP(P)]
S2 [ f ,kP,P]

Furthermore, thanks to the use of multiple encryption layers, the confidentiality of
messages relies on the use of keys belonging to different users. Messages are namely for-
warded and continuously modified by the addition and removal of encryption layers but
they remain unaccessible to brokers or eavesdroppers at all times. Even if two subscribers
are subscribing with the same filter they are not able to tell so because each one encrypts
it with different keys. Moreover, the protocol features a simple and secure aggregation
operation, which consists of an equality test between two encrypted filters. Hence, our
protocol preserves privacy through secure and efficient routing, which requires only a
local key management. Finally, since there is no need for a shared secret between sub-
scribers, brokers can act as subscribers while preserving the privacy of other subscribers.

Our protocol relies on the use of two encryption layers in order to simplify the descrip-
tion.However if two consecutivenodes,anodeand itsparent, colludeandhenceshare their
own keying material, they can decrypt their children nodes’ subscriptions. Our scheme
allows for a protection against collusion attacks by increasing the number of encryption
layers as described in [11]. Therefore, the privacy of the scheme and its resistance to col-
lusion attacks depends on the choice of the number of encryption layers denoted by r. The
larger values for r imply a larger number of nodes to collude to break it. However, with
large r, key storage per node becomes a burden and the key distribution overhead can have
an impact on the performance of the protocol. Also aggregation occurs only after r hops
so the larger the r the less efficient the aggregation mechanism. The choice of r is hence a
trade-off that depends on the scenario and the topology of the network.

6 Related Work

Publish subscribe is a messaging paradigm that allows the creation of flexible and
scalable distributed systems. SIENA ([5]) is an example of a popular CBPS system, but
many others have been developed ([3,7]). Most of the efforts in this area concern pure
networking issues, like performance or scalability.
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Wang et al. [20] analyze the security issues and requirements that arise in CBPS
systems. They mainly identify classical security problems (like authentication, integrity
or confidentiality) and adapt them to the CBPS case. Yet, they do not provide concrete
or specific solutions to these new problems.

Recently two interesting works concerning confidentiality in CBPS have been pub-
lished. First, in [16], authors focus on notification and subscription confidentiality only.
They define the confidentiality issues in a formal model and propose few solutions de-
pending on the subscription and notification format. They assume that publishers and
subscribers share a secret; this reduces the decoupling of CBPS. Furthermore, in their
attacker model, only the brokers are honest-but-curious, the publishers and subscribers
are assumed to be trustworthy. Hence, this scheme does not preserve subscribers’ pri-
vacy against other curious subscribers or publishers. Second, in [19], authors propose
a specific key management scheme and then a probabilistic multi-path event routing to
prevent frequency inferring attacks. The main weakness of the scheme is the require-
ment for a KDC which is a centralized authority that is trusted not to be curious and
decipher all the communication messages. Concerning content-based event routing, this
scheme considers that events have some routable attributes which are tokenized in order
to become pseudo-random chains and to prevent dictionary attacks. Like in [16], they
adapt the protocol of Song et al. [18] but they do not motivate the use of this particular
solution. Furthermore, their way of ensuring privacy is through multiple path routing
thus affecting the performance, whereas we protect privacy by cryptographic means.

Finally, Opyrchal et al. deal with privacy in CBPS but from other perspectives. In
[12] they focus on the confidentiality issue only on the last leg from end-point brokers
to subscribers but they assume that brokers are completely trustworthy. And in [13] they
focus on privacy policy management.

Private matching: The underpinning of the secure look-up and secure table building
primitives is a matching operation using encrypted data. Private matching has been in-
troduced for equality matches [1,10] and extended to more general settings [6,8]. Yet
a careful study of the problem shows that there is a subtle but important difference be-
tween private matching and the requirements of our scheme. Private matching is indeed
a two-party protocol between a client and a server where the client learns at the end the
information that he shares with the server, whereas in our case the matching operation
has to be performed by a third party which has no control over the data.

7 Conclusion

In this paper, we analyzed privacy issues in content-based publish/subscribe networks.
In order to solve this problem with cryptographic tools, we analyzed the link between
privacy and confidentiality and identified two confidentiality requirements, namely
publisher and information confidentiality. This led us to the more general problem of
routing encrypted events using encrypted subscription filters. This problem of secure
routing requires two main primitives, namely building of encrypted routing tables
with aggregation of encrypted filters and secure look-up of encrypted events with en-
crypted routing tables to disseminate the events efficiently. We then presented a solution
to this problem based on multiple layers of Pohlig-Hellman encryptions. This is the first
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scheme which enables privacy-preserving routing with no shared secret between end-
users, thanks to the commutativity of MLCE. Another key feature of this protocol is
that it allows brokers to be subscribers at the same time while preserving privacy of all
nodes which is appealing for peer-to-peer applications.

As future work, we intend to develop these schemes by improving their flexibility
regarding the network topology and the subscription filter format. We would like indeed
to extend subscription filters to encompass logical expressions.
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Abstract. Broadcast encryption is a primary technology that has been used for
content protection. It enables a broadcaster to distribute content to a set of users so
that only a privileged subset of users can access the content and another subset of
revoked users cannot access the content. The main enabling block in a broadcast
encryption scheme is the session key block, which each authorized user processes
differently, but each gets the same valid session key. Currently all existing broad-
cast encryption schemes have assumed that the content and authorized users are
equally privileged. There are emerging scenarios that demand protection for con-
tent with different privileges and for users with different privileges. In this paper
we shall present a new broadcast encryption scheme that continues to employ
single session key blocks but provides different privileged protections for differ-
ent content and users. In particular we will expand the elegant subset-cover-based
broadcast encryption scheme. We shall introduce a new concept called “security
class” into the session key blocks. We use keys derived from a chain of one-way
functions. Our approach is simple, efficient and secure.

1 Introduction

This paper is concerned with protection of copyrighted digital content. Piracy is becom-
ing a more and more serious concern in the movie and music industries, since digital
copies are perfect copies. Broadcast encryption is an important cryptographic key man-
agement approach, especially useful in content protection systems. It ensures content
is distributed in a way that it is only accessible to a set of privileged (authorized) users
and can exclude (revoke) another set of (compromised or non-compliant) users. In this
paper, the devices that are used to decrypt and playback the content are interchangeably
called devices or users. In a broadcast encryption system, each device is assigned a se-
cret set of keys (called device keys). Another random chosen session key is indirectly
used to encrypt the content. The content is usually video or music in a typical content
protection system. The session key is also sometimes called the media key.

Device revocation is inherently tied to a broadcast encryption system. The funda-
mental enabling structure in a broadcast encryption for revocation is the session key
block, or oftentimes called the media key blocks (MKB for short). It basically con-
tains the media key encrypted by compliant device keys over and over. The MKB is
distributed together with the encrypted content, for example, on the physical media.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 283–293, 2009.
c© IFIP International Federation for Information Processing 2009
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During playback time, a device will always process MKB first. If a device is compli-
ant, it can use one of its device keys to decrypt the MKB and obtain the valid media
key which ultimately allows decryption of the content. The revoking devices will de-
crypt the MKB and get garbage, thus they cannot decrypt the content. Those devices
are therefore called revoked by the MKB.

Two popular practical broadcast-encryption-based systems are the Content Protec-
tion for Recordable Media (CPRM) system from IBM, Intel, Panasonic, and Toshiba,
and the Advanced Access Content System (AACS) from Disney, IBM, Intel, Microsoft,
Panasonic, Sony, Toshiba, and Warner Bros.

As one can imagine, a media key block is naturally associated with a piece of con-
tent. All devices that are authorized have equal privilege to access that content. How-
ever, some recent emerging use scenarios demand protection for content with different
values and for devices with different privileges. For example, in case where a consumer
might have a library of entertainment content in his home, and wants that library to
be freely viewed by all the devices he owns. As one can imagine, in this case, not all
the content being protected is equally valuable. For example, the user might have some
movies in standard definition and some movies in high definition. From the point of
view of the movies’ creators, the high definition version is more valuable, and would
have more serious economic consequences if the users were to make unlimited unau-
thorized copies. Likewise, not all devices are equally privileged. There is no reason, for
example, why a standard definition television needs a set of keys that allows it to de-
crypt high definition video. Furthermore, it is even possible that a single piece of content
might contain different material that are of different values. For example, a high def-
inition movie may come with some “coming attractions”. These materials are of less
value than the high definition movie itself. Therefore it is highly desirable to design a
broadcast encryption scheme to enable protection for content with different values on
devices with different privileges.

Of course, in order to do that, one solution is to employ multiple MKBs, one for each
class of content. For protecting a piece of content containing materials that are of differ-
ent value, this solution implies the complication of having multiple MKBs associated
with one piece of content. To make it even worse, this solution does not always work. As
will be shown in Section 2, to provide content protection in the above-mentioned home
network scenarios, the devices do need a common media key block for other reasons
and therefore simply employing multiple MKBs is not a feasible solution.

The main contribution of this paper is to expand the single media key block in the
traditional broadcast encryption scheme design so that it can be used to protect con-
tent with different privileges as well as enabling devices to have different privileges. To
achieve this goal, we will introduce different security classes into the traditional media
key blocks and make use of hierarchical keys derived from a chain of one-way functions.

In rest of paper, in Section 2, we will use the home network as a real use scenario
to clarify the context of our work. We will show why it is infeasible to employ multiple
MKBs to provide different levels of protection in this scenario. Then in Section 3, we will
show our design of a broadcast encryption scheme having a single media key block but
in which all content is not equally protected and all devices are not equally privileged. In
Section 4, we will formalize our new broadcast encryption scheme and prove its security.
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2 Background on Content Protection for Home Network

In this paper we are motivated by protecting content within a home network. In a home
entertainment network, several devices with various capabilities (eg., content storage
and rendering) inter-operate across the network. Within a home network, all authorized
devices form a cluster. Within a single home network, content may be freely moved and
copied from device to device, because it remains encrypted and bound to those devices
in the cluster. No restrictions are imposed on the transmission mechanism, the physical
location or even the ownership of devices. Broadcast encryption technology can be used
for secure home network. Readers refer to ASCCT content protection protocol used in
HANA consortium, High Definition AudioVideo Network Alliance [2].

In a home network, the notion of compliance is important: devices must follow an
agreed-upon set of rules regarding copyrighted content. A device not playing by the
rules, i.e. a circumvention or non-compliant device, will be revoked. The objective of a
secure home network is for all nodes in the cluster to compute a common key, so that
each can verify that the others are compliant. (Non-compliant devices would be revoked
in the media key block and would be unable to calculate the common key.) Therefore a
common media key block is essential to securely form the cluster. In fact, the media key
block now needs to be associated with a set of devices, not a particular item of content.

Furthermore, a common media key block is needed to enable the devices to remain
in synchronization when new media key blocks revoke newly discovered circumvention
devices. A cluster contains not just a common media key block, but also other data files,
in particular the list of the authorized devices in the cluster. This authorization list must
be cryptographically ”signed” by the common key(s) in the cluster. Obviously, if there is
more than one key in use in the cluster, synchronizing the signing when the new media
key block is delivered is much more complicated. Thus, having multiple media key
blocks, although theoretically possible, would greatly complicate the synchronization
process.

Currently the ASCCT content protection protocol [2] uses one single media key
block for the reasons above and in the protocol all devices are equally privileged. In
order to expand it to enable differently privileged protection, one has to design a new
broadcast encryption scheme that continues to employ a single media key block.

3 Protection for Content and Users with Different Privileges

In our approach we introduce the concept of “security class” into the media key blocks,
corresponding to the different privileges of the devices in the system. Our approach
retains a single media key block, with its straightforward synchronization, while still
allowing different classes of devices to learn different keys from the same media key
block. These different keys will allow devices in different security classes to access
content with different privileges. The different keys come from a hierarchy of keys
derived from a one-way cryptographic chain function. The chain of one-way functions
allow a high security class device not only to access the content in its corresponding
privilege but also to calculate the keys needed to access low privileged content. More
importantly this also allows an easy synchronization cryptographically with the lower
security class devices. That is the essence of our approach.
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3.1 Generating a Single MKB That Enables Differently Privileged Devices to
Access Differently Privileged Content

In order to expand a single media key block in a current broadcast encryption scheme
to support multiple privileged devices to access multiple privileged content, we will
first need to take a look at a general broadcast encryption scheme at an abstract level.
In a general broadcast encryption scheme, the devices are organized into overlapping
subsets; each subset is associated with a device key. Each device belongs to many dif-
ferent subsets and knows the key for every subset it is a member of. In order to create
a MKB that can enable all compliant devices and exclude all non-compliant devices,
the license agency will first find a subset cover that “covers” all innocent devices and
exclude all compromised devices. Every subset is associated with a key. The media key
block comprises encryption of the media key with each of the keys associated with the
chosen subsets in the subset cover. To construct a minimal size MKB, one wants to find
the minimal subset cover.

More formally, let D be the set of devices and K be the set of device keys. Every
device d ∈ D owns a subset of keys, denoted by Kd . Similarly, associated with every
key k ∈K is a set of devices Dk = {d ∈D : k ∈Kd}.

Suppose we want to broadcast some media M, which, for all intent and purposes,
is a binary string. We would like to encrypt M in such a way that a set of legitimate
devices L⊆D is able to decrypt and view the media. The first step is to encrypt M with
some key Km, referred to as the media key. We will use the term key without a qualifier
to refer to device keys. We then find a subset of device keys C such that all legitimate
devices are covered. That is, C is chosen such that

⋂
k∈C Dk = L. Now, for every k ∈C

we separately encrypt the media key, giving us Ek(Km). Ultimately, the following items
are broadcasted.

• The encrypted media: EKm(M)
• The encrypted media key (MKB): 〈Ek1(Km),Ek2(Km), . . . ,Ek|C|(Km)〉
• An index of the device keys used to encrypt the media key: 〈1,2, . . . , |C|〉.

Every device d ∈ L will own a key used in the MKB and every device r ∈D/L, referred
to a revoking device, will own none. Hence, it cannot recover the content.

To expand the media key block so that it can enable differently privileged devices
to access differently privileged content, we introduce a concept called device “security
class” into the media key block. Each security class corresponds to a different privilege.
Traditional broadcast encryption schemes view all compliant devices belonging to one
same security class. Our goal is to design a broadcast encryption system in which the
authorized (compliant) devices belong to different security classes.

To do that, in our approach when we organize the devices into subsets, we will group
devices in the same security class into same subsets as much as possible. We will show
how to construct a MKB from a simple tree-based broadcast encryption scheme as
shown in Figure 1. As show in [7], in a tree-based broadcast encryption scheme, all
devices are organized to be the leaves of a tree. Each node, including internal nodes, is
associated with a key. Each device is assigned, as its device keys, all the keys associated
with the nodes on the path from the root to the leaf where the device sits. We also
arrange all devices with the same security class in the same subtree. For example, device
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0   1    2    3 4   5    6    7    8   9   10  11  12  13  14 15

Kd1

Kd2

Kd3

Kd4

Fig. 1. A simple tree-based MKB

#0 to #3 belong to security class A. Device #4 to #7 belong to security class B. Device
#8 to #15 belong to security class C.

In the example shown in Figure 1, device #4 is revoked. To distribute content that is
accessible to every device except device #4, one needs to avoid encrypt media key Km
using any key that device #4 knows, which is on the highlighted path in the figure. In
order to construct a MKB, the first step is to find a subset coverC that covers all innocent
devices. In this example, C = {Kd1,Kd2,Kd3,Kd4}. A traditional MKB contains

〈Ekd1(Km),Ekd2(Km),Ekd3(Km),Ekd4(Km)〉.

For the example shown in Figure 1, in our approach, suppose there are three differ-
ent security class devices in the system, each is authorized to play different classes of
content. Suppose further class A content requires the least amount of security, class B
content requires a higher level of security, and Class C requires the highest level of se-
curity. A device in security class A is configured to play only class A content. Devices
in security class B is configured to play class A content and class B content. Devices
in security class C is configured to play class A content, class B content and class C
content C. For example, Class A content may be standard definition content, Class B
may be high definition content, and Class C may be some premium content requiring
even higher level of security than high-definition content.

In our approach, we will associate a common media key block (MKB) with a set of
devices in different security classes so that they can access content with different privi-
leges accordingly. This perfectly fits in the home network scenarios described earlier. A
set of devices at one’s home with different security classes form a cluster. Content with
different privileges are allowed to move freely among all devices in the home cluster.

To construct a common MKB for a set of devices in different security classes, in
our approach we will use multiple valid media keys, one for each security class. For
the example above, there are three different media keys Km1,Km2,Km3 for the three
different security class devices, Km1 for class A, Km2 for class B and Km3 for class C.
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Furthermore, the valid media keys are not independently randomly chosen. In fact, only
the media key for the highest security class is randomly chosen. The remaining media
keys are derived from a chain of one-way function operations. In the above example,
since Km3 is for the highest class C devices to access class C content, Km3 is randomly
chosen. But Km2 = f (Km3) and Km1 = f (Km2) where f () is a one-way function.
Oftentimes we refer to the media key for the lowest security class simply as the media
key, and we refer the media keys for the higher security classes as media key precursors.
So Km1 is a media key, Km2,Km3 are media key precursors.

When constructing a common MKB in our approach, the different subset keys in the
cover C will now encrypt different media keys instead of encrypting one same media
key. In fact for the above example shown in Figure 1, in our approach the following
items are broadcasted.

• The encrypted media: EKm1(M1), EKm2(M2), EKm3(M3).
• The encrypted media keys (common MKB): 〈Ekd1(Km1),Ekd2(Km2),Ekd3(Km2),

Ekd4(Km3)〉.
• An index of the device keys used to encrypt the media keys

When a class A device extracts the common MKB and uses its device key to process
the MKB, it will calculate a media key Km1 allowing decryption of only Class A con-
tent. When a class B device process the same MKB, it calculates a media key precursor
Km2 which allows decryption of class B content. Class B devices also have the ability
to process class A content. To do that, it will use the media key precursor Km2 and a
one-way function to calculate a media key Km1 to decrypt class A content.

Similarly, when a class C device processes the common MKB, it will calculate a me-
dia key precursor Km3 which allows decryption of class C content. It may also decrypt
class B content by calculating a media key precursor Km2 from the Km3 using the one-
way function. This media key precursor Km2 may be used to decrypt class B content.
Likewise, media player C may also process class A content by calculating a media key
Km1 from the media key precursor Km2 using the one-way function. This media key
Km1 may be used to decrypt class A content.

Our approach may utilize a variety of known one-way functions. For example, the
following well-known one-way function, based on the Advanced Encryption Standard
(AES) cipher, can be used:

r = AES D(k,d)⊕d

where r is the result, k is a key, d is data, AES D is AES decryption in electronic code
book mode. This function is one-way in the following sense: from r, it is intractable to
calculate either k or d, even if one of the values is known.

In our use, k would be a media key precursor and d would be a constant known to all
devices. Note that d does not have to be a secret. It can be a published constant without
hurting the security of our approach.

3.2 Protect Differently Privileged Materials within Content

In practice, media key is rarely directly used to encrypt content. There is often at least
one level of indirection: the content is encrypted with a key, called title key; and then
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the title key is encrypted with the media key from the media key block. This encrypted
title key is typically stored in a header associated with the content. As a result, for the
example in Figure 1 the following items are actually broadcasted:

• The encrypted media and title keys: EKm1(Kt1), EKm2(Kt2), EKm3(Kt3); EKt1(M1),
EKt2(M2), EKt3(M3).
• The encrypted media keys (common MKB): 〈Ekd1(Km1),Ekd2(Km2),Ekd3(Km2),

Ekd4(Km3)〉.
• An index of the device keys used to encrypt the media keys

If a piece of content contains material that are of different value, it is also possible
to use our approach to provide different privileged protection. Those materials with
different privileges will be encrypted with different title keys. And the media keys for
different security classes derived from the one-way chain can be used to encrypt the
different title keys. For example, for a high definition movie that also contains lower
valued “coming attractions”, different title keys are used to encrypt the high definition
movie content and the “coming attractions”. One can use media key precursor to encrypt
the title key for the high definition movie and use the media key to encrypt the title key
for the “coming attractions”.

As we can see, we have provided a general broadcast encryption system that employs
a common media key block, while providing different levels of protection for different
media and different devices, be it for different content with different privileges or for
materials with different privileges within the same piece of content.

4 Formalization and Security Proof

Our scheme is expanded from a traditional single security class broadcast encryption
scheme to multiple security classes. In our newly expanded scheme, the device key as-
signment can be exactly same as that in a traditional broadcast encryption scheme. In par-
ticular we expand the elegant state-of-art subset cover based NNL scheme [7] to enable
multiple security classes. Our expanded scheme consists of the following algorithms:

1. Setup: Let D be the set of devices and K be the set of device keys. Every device
d ∈ D is assigned a subset of keys, denoted by Kd , based on subset cover NNL
scheme key assignment. For device d, all the secret information including its device
keys is denoted Id .

2. Subset cover: Associated with every key k ∈K is a set of users Dk = {d ∈ D :
k ∈Kd}. Given a set of legitimate devices L ⊆ D , find the subset cover of device
keys C such that all legitimate devices are covered. That is, C is chosen such that⋂

k∈C Dk = L.
3. Encryption(Mj): encrypting a message belong to security class j: Sup-

pose there are s security classes. We will use s different media keys. Kmi+1 =
f (Kmi). Suppose C contains m subsets which will be distributed among s se-
curity classes. There are m j subsets in security class j and ∑s

j=1 m j = m. As-
sume subsets i j,1, i j,2, · · · , i j,mj belong to security class j. Let k j,1,k j,2, · · · ,k j,mj

be their corresponding keys. Encrypt each content Mj with EKmj (Mj) and put
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Ekj,1(Km j),Ekj,2(Km j), · · · ,Ekj,m j
(Km j) into MKB. The encryption methods E(M)

and E(Km) can also be the same ones as those in NNL scheme.
4. Decryption( j): For a device in security class j, use its device key k j,i to decrypt

its corresponding part in MKB to get Km j. Use Km j to decrypt the encrypted con-
tent EKmj (Mj) to get Mj.

Below is the general comparison. In a traditional broadcast encryption scheme the
following items are actually broadcasted:

〈EKm(M), [Ek1(Km),Ek2(Km), . . . ,Ek|C|(Km);1,2, . . . , |C|]〉
In our s-security class broadcast encryption scheme we will distributes the s security

class content messages containing the following items:

〈EKm1(M1),EKm2(M2), · · · ,EKms(Ms);
[Ek1,1(Km1),Ek1,2(Km1), · · · ,Ek1,m1

(Km1),

Ek2,1(Km2),Ek2,2(Km2), · · · ,Ek2,m2
(Km2),

· · · ,
Eks,1(Kms),Eks,2(Kms), · · · ,Eks,ms

(Kms),

i1,1, i1,2, · · · , i1,m1 ,

i2,1, i2,2, · · · , i2,m2 ,

· · · ,
is,1, is,2, · · · , is,ms , ]〉

Our E(M) and E(Km) methods must satisfy the same property as those in NNL
scheme. For example the method E(Km) in our scheme has to be CCA-1 secure in the
following sense: consider a feasible adversary Bthat for a random key Kd gets to adap-
tively choose polynomially many inputs and examine EKd’s encryption and similarly
provide ciphertext and examine EKd’s decryption. Then Bis faced with the following
challenge: for a random plaintext message M, it gets back EKd(M′) where M’ is either
equal to M (or the ’real’ case), or is equal to a totally random message (or the random
case). The encryption method E(Km) is CCA-1 secure if no polynomial adversary can
distinguish these two cases with non-negligible advantage.

We used the same device key assignment in our expanded scheme in the setup step as
NNL scheme, therefore our scheme shares the same key indistinguishability property.
That is, for every subset Si its associated key Kdi is indistinguishable from a random
key given all the information of all users that are not in Si.

4.1 Definitions

Now we will prove the semantic security of our broadcast encryption revocation scheme.
Intuitively, it more or less states that only the users in the designated security class and
its ancestors can decrypt messages that are sent to that security class users, while no
other users of the system can. The other users include the revoked users and the users
in lower security class. By ancestor, we mean the users in a higher security class.
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Formally we will define the first CCA-1 security of our broadcast encryption revo-
cation scheme as follows:

Definition 1. Consider an adversary B that gets to

1. Queries. Selects adaptively a set R of users and obtain Iu for all u∈R. By adaptively
we mean that B may select messages M1,M2, · · · and revocation set R1,R2, · · · .
Each message can be divided into s smaller messages. In other words, Mi = {mi1||
mi2|| · · · ||mis}). For each class j the center randomly choose a session key Kmj. B
queries center with < mi j, j > and Ri for each 1 <= j <= s. The center returns
the encryption of each mi j,1 <= j <= s with Km j when the revoked set is Ri. Also
B can create a ciphertext for a class j and see how any (non-corrupted) user in
class j decrypts it. It then asks to corrupt a receiver u and obtains its Iu. This step
is repeated |R| times (for any u ∈ R).

2. Challenge. Choose a message M = {m1||m2|| · · · ||ms} as the challenge plaintext
and a set R of revoked users that must include all the ones it corrupted (but may
contain more). For each mj, choose a random message Rm j of similar length. For
each j, ask the center to use security class j keys to encrypt message mj or RMj.

B then receives all encrypted messages M′ = {m′1,m′2, · · · ,m′s} with a revoked set
R. For each j, it has to guess whether m′j = m j or m′j = Rm j. We say a s-security class
revocation scheme is secure if no polynomial adversary can distinguish between these
two cases with non-negligible advantage.

4.2 The Security Theorem

It is not hard to imagine that the security of the s-security class revocation scheme
depends on the traditional 1-security class revocation scheme which further depends
on the device key indistinguishability. In the following, we state the security theorem
and prove the s-security class revocation scheme has the same security strength as the
1-security class scheme under the same setup parameters.

Theorem 1. Let A be an adversary that distinguishes ciphertexts defined in Definition
1 against our s-security class subset cover revocation scheme, and succeeds with prob-
ability δ in time τ . Then there exists an algorithm B which breaks the 1-security class
subset cover revocation scheme with success probability δ ′ ≈ δ in time τ ′ = τ .

Proof. The setup step is same for both schemes with same parameters. Suppose there
is an adversary A against the s-security class subset-cover revocation scheme with suc-
cess probability δ . Then we can construct an algorithm B that uses A as a subroutine to
break the 1-security class subset-cover revocation scheme with a probability of δ ′ ≈ δ .

Consider an adversary B that gets to

1. Queries. Select adaptively a set R of users and obtain Iu for all u ∈ R. By adap-
tively we mean that B may select adaptively messages M1,M2, · · · and revo-
cation set R1,R2, · · · . B divides each message into s smaller messages. In other
words, Mi = {mi1||mi2|| · · · ||mis}. B forwards a query with Mi and Ri to adversary
A . A randomly chooses a class t,(1 <= t <= s) and asks the center to encrypt
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each sub-message mi j with class t key. The center returns the encryption of each
mi j,1 <= j <= s with security class t key Kmt when the revoked set is Ri. A ag-
gregates the returned message together and forwards to B. Adversary B can also
create a ciphertext and forward it to A to see how any (non-corrupted) user in class
t decrypts it. Whenever B decides to corrupt a user u, A asks Iu from the center
and replies Iu to B. The above step is repeated |R| times (for any u ∈ R).

2. Challenge. B chooses a message M = {m1||m2|| · · · ||ms} as the challenge plaintext
and a set R of revoked users that must include all the ones it corrupted in the query
phase as well. Adversary B forwards the same challenge plain text with the same R
to A . Choose a random message Rm of similar length with M and divide into Rm =
{Rm1||Rm2|| · · · ||Rms}, each Rm j is of similar length with m j. Asks the center to
use security class t key to encrypt message m j or Rm j.

A receives encrypted messages with the revoked set R and aggregate together M′==
{m′1,m′2, · · · ,m′s} to return to adversary B. Adversary B has to guess whether m′j = m j

or m′j = Rm j. A does the guess and forwards its answer back to B. B will use A ’s
answer as its answer.

If A succeeds with probability of δ in distinguishing the two cases, B succeeds with
the same probability δ ′ ≈ δ and running time of algorithm B is same as that of A ś.

The above theorem shows that revoked users cannot access the encrypted content sent to
any authorized security class users. We believe it is also possible to show that, if media
key Kmi = f (Km j) where j < i, then any non-revoked users in security class i cannot
access content for security class j while the reverse is true. It is straightforward to see
that this security relies on the intractability of the one-way function and the CCA-1
secure property of the encryption method E(Km). More formally, an adversary cannot
win the following game with non-negligible advantage.

Let Km1, · · · ,Kms be the s media keys derived from the one-way function chain such
that Km j+1 = f (Km j). Consider a feasible adversary B that

1. Selects j, j ∈ [1,s], the adversary is allowed to access any key that is derivable from
Km j, but not Km j and its ancestor.

2. Queries: Select any key Kmi where j < i, in other words, Kmi is derivable from
Km j. Adversary B gets to adaptively select polynomially many inputs and examine
EKmi ’s encryption and similarly provide ciphertext and examine EKmi ’s decryption.

3. challenge: The adversary chooses a random plaintext message M, it gets back
EKmj (M

′) where M’ is either equal to M (or the ’real’ case), or is equal to a to-
tally random message (or the random case). The adversary B cannot distinguish
the two cases with non-negligible advantage.

5 Conclusion

In traditional broadcast encryption schemes every authorized user has equal privilege to
access content. There is emerging need to enable differently privileged users to access
differently privileged content. In this paper we have presented a new broadcast en-
cryption scheme that can achieve this goal. In particular we have expanded the elegant
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subset-cover-based broadcast encryption scheme. We introduced a new concept called
“security class” into the session key blocks. We use session keys derived from a chain
of one-way functions. Each session key corresponds to one security class. This avoid
using multiple session key blocks but still achieve our goal. Our approach is simple,
flexible, efficient and secure.
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Abstract. This paper presents an ontology-driven secure XML content distribu-
tion scheme. This scheme first relies on a semantic access control model for XML
documents that achieves three objectives: (1) representing flexible and evolvable
policies, (2) providing a high-level mapping and interoperable interface to docu-
ments, and (3) automating the granting of fine-grained access rights by inferring
on content semantics. A novel XML document parsing mechanism is defined to
delegate document access control enforcement to a third party without leaking the
document XML schema to it. The Encrypted Breadth First Order Labels (EBOL)
encoding is used to bind semantic concepts with XML document nodes and to
check the integrity of a document.

1 Introduction

The increasing standardization of XML processing (e.g. XML Schema, DTD, XSL)
makes it possible for peer organizations to cooperate and to integrate their information
systems through XML document production and exchanges. Documents are structured
and modeled through XML schemas in peer organizations. Schemas may contain valu-
able and confidential information about resources, strategies, services, or information
system structure closely tied to business processes which organizations do not want to
expose. The data model may evolve due to changes in the organization, for instance
after a merger; existing data exchanges with peers should however be maintained. We
claim that, although data models may differ from one organization to another or vary
with time, the semantics of document data units like subtrees or nodes might constitute
a more stable and interoperable interface between organizations. Semantic Web lan-
guages like RDF [3] and OWL [2] make it possible to share an ontology describing a
conceptual data model, independently from XML data structure yet that can be mapped
to instances of XML schemas. We also claim that access control can be defined at the
semantic level notably to achieve a simpler expression of policies with complex organi-
zation rules and constraints. First, expressing access rights over a single concept might
result into granting authorizations to multiple XML documents or portions thereof. Sec-
ond, and more importantly, authorizations on concepts might be automatically inferred
from the expression of the right to access a related concept. Third and finally, as shown
in related work like Rei [13], ontologies can formally describe an access control model
by representing policy concepts as first-class objects. We contend that this feature is
particularly suitable to inter-organizational document exchange systems, by making it

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 294–306, 2009.
c© IFIP International Federation for Information Processing 2009
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Fig. 1. The Ontology-based XML Content Distribution System. The numbered lines depict the
sequence of operations upon a registration request.

possible to store incremental versions of access control policies, possibly timestamped
in the same fashion as documents to which they apply, thereby easing user revocation.

This paper describes access control mechanisms addressing all three objectives: our
solution integrates ontologies for describing and reasoning over documents and autho-
rization policies, which we implement using SPARQL [4] together with XACML [11].
We assume a large scale system where documents have to be distributed to many users:
scalability is an essential issue here, and the content providers can not serve content to
a large number of users nor to authenticate each of them. Documents may be updated,
even after they are initially released by their provider. We assume a third party which
we term a distributor, takes care of the transient storage and of the distribution of doc-
uments. Its role is important since users may not be online when a document is sent
around. Message oriented middleware (MOM) or publish/subscribe paradigms provide
examples of middleware adapted to such tasks. Content providers and users may pertain
to different organizations and even be competitors: not every document should thus be
readable by any user (Fig 1).

2 Solution Overview

Semantic data model. A domain-specific ontology provides the common language to
communicate the contents of an XML document. Fig 2 shows a semantic graph of con-
cepts as it may be defined through such an ontology (e.g. work order, production and
quality-inspection). It also illustrates how these concepts may be mapped to XML doc-
uments in a manufacturing production environment scenario. Two document providers
are considered here, the production department and the quality inspection company.
Conceptually, the metadata (e.g. ID, priority level (urgent, normal, escalated), issue
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Fig. 2. A semantic graph of work order document concepts in a production domain. The ’Produc-
tion’ work order, ’QualityInspection’ work order and ’ResourceDetails ’ concepts are mapped to
the corresponding XML data model excerpts using a mapping relation, ∂ .

date) for all work orders (production order, quality-inspection order) would be the same
for all work orders. However, each work order contains specific details that will be taken
into account by a specific business unit. For example, the quality inspection order would
carry information regarding the specification of the product quality and the metrics to
measure them.

Document encoding. Users and providers will not share all existing XML schemas,
since these describe the provider’s information system organization. Authorizations
will be given to users to access contents related with particular semantics, as described
through the concepts of an ontology. We assume the distributor is trusted by providers
to host and to selectively deliver their contents to authorized users only. The distribu-
tor has access to the semantics of every node he receives from the provider. While it
can decide whether to forward that node to a user, it should not know the structure of
complete documents. On the other hand, an authorized user should clearly be able to
read some content he receives. Such a secure exchange of documents can be achieved
through the separate encryption of each document node with a secret that the provider
and the consumer share. At the middleware level, a concept and the document portions
to which it maps are encoded together by a content provider. The concepts described in
that encoded document will be accessible by distributors. The document encoding will
however hide the structure of the schema underlying the document and protect the con-
tent through encryption and integrity protection measures. Providers will define explicit
access control rules and will also likely issue inference rules describing how to generate
new access control rules. For instance, additional access rights might be granted on a
subclass of a granted concept. Some inference rules might also describe constraints and
prevent a single user from being granted two exclusive authorizations. The distributor
enforces the authorization policy defined by the provider. XACML uses the notion of
subjects, resources, and actions, to describe access control rules. In our setting, a user
would be modeled as a subject, and ontological concepts as resources. Actions would
largely consist in read, delete, and write, to describe the usage governing the mapped
XML content.
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Fig. 3. The table represents the policy specification by the XML content providers. Policy ontol-
ogy is maintained by the distributor. (a) Initial policy ontology.(b) Updated policy ontology.

Interaction Phases. We consider five basic phases in our document distribution sys-
tem. In the first phase the provider sends encoded and encrypted XML content to the
distributor using the EBOL technique detailed in Section 4 (Fig 1). Associated autho-
rization policies might also be sent to the distributor which will enforce them on behalf
of the provider. In a second phase, the user registers for some concepts with the distrib-
utor. The user has to provide valid credentials to access XML content mapped to the
requested concept as discussed in Section 3. Credentials might for instance consist of
certificates issued by some authority. Depending on the applicable authorization policy,
the distributor then sends a set of content signatures (cf. Section 4) to the authorized
users. The content signature describes the encoding, and serves as a mean to verify the
XML content subsequently distributed. In a third phase, the distributor performs a se-
lective delivery of relevant XML contents to registered users. It determines and extracts
the authorized content out of the documents sent by one or multiple providers. This
process is performed over the encoded and encrypted XML content. The user verifies
the received XML content, both semantically and structurally, in a fourth phase using
the content signatures. The fifth phase is the unregistration of a user. It may occur at
user’s request, or be forced by the distributor if the user credentials expired or if the
provider’s policy is changed. This final operation is outside the scope of this paper.

3 Authorization Policy

3.1 Ontology-Based Data Model

This section describes the ontology-based data model used to express flexible authoriza-
tion policies. A concept Ci is an abstraction that can be communicated among peers. An
ontology is a shared set of concepts in a domain. The ontology is defined primarily by
the notions of class, subclass, and properties representing concepts and their relation-
ships using OWL [2].
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Definition 1. Concept Containment: Let C be the collection of all concepts and Ci,Cj

∈ C . If there is a subclass hierarchy from Ci to Cj denoted as Ci ⇒, ....,⇒ Cj then Ci

contains Cj and noted as Ci & Cj.

Example. Fig 2 shows a collection of concepts C = {BusinessUnit, BusinessUnit
Metadata, etc.} for a production hall. WorkOrder contains QualityInspection and
Production, i.e. WorkOrder & QualityInspection, WorkOrder & Production. �

3.2 Ontology-Based Authorization Policy

We describe an ontology-based authorization policy as a set of explicit rules constructed
as follows ([x+] is used to denote a non-empty set of elements of type x):

1. Rules take the general form [user credentials, [Ci]+,O]+ stating that access over
one or more concepts Ci is allowed to the user holding user credentials provided
O is true.

2. Expression O characterizes relationships and constraints verified by browsing the
semantic graph (such as of Fig 2). This expression enables a provider to restrict
eligible concepts of the ontology, and may be parameterized by user credentials or
elements of [Ci]+, as described in Section 5.

Fig. 3(a) shows an example of a policy specified by two XML content providers P1(i.e.
Production department) and P2 (i.e. Quality assurance company) of the Fig 2. O1 for the
user with credential Cred1 is: if a user is allowed to access the concept WorkOrder then
he is also allowed to access to all the contained concepts of WorkOrder. O2 for the user
with credential Cred2 is: he is allowed to access the concept QualityInspection if he
has access to the concept ResourceDetails. The distributor describes such policies of
the providers and generates policy instances as an OWL triple (see Fig 1 and 3) using
SPARQL. Any change in the policy such as adding an address parameter for request
filtering or adding metadata about provider and policy (shown in Fig 3(b)) would in-
troduce additional concepts and relationships among them. For example, P2 may add a
constraint, O2, expressing that the user is allowed to access QualityInspection if any
other provider allows the user the same access right.

4 XML Parsing, Encoding and Encryption

Encoding requires parsing the XML document: we use a breadth-first order technique
to parse the XML nodes level by level from root to the leaves and to encode structure
and conceptual information on the fly (Fig 4). This section describes the mapping of
concepts to XML data units and the parsing, encoding, and encryption method in detail.

4.1 Ontology Mapping to XML Structure

An XML document, d, identified by docid (e.g. URI, RDF) is a collection of parsed
XML nodes and a document portion di is a subtree rooted at node i of d. A mapping
defines relations (∂ ) from a concept and its sub-class hierarchical path to document
portions di which is used to determine the XML content associated to concepts. Such a
mapping is illustrated by the following example.
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Fig. 4. (I) XML document tree. (II) BOL labeling. (III) Encrypted BOL labeling. Solid and dotted
lines respectively depict explicit (I) and implicit (II,III) hierarchy representations and storage.

Example. In Fig 2, the concepts ProductionDetails and ResourceDetails, identified
by the paths over the semantic graph BusinessUnit.ProductionDept.hasWorkOrder.
Workorder.Production.ProductionDetails and ...Production.ResourceDetails are
mapped to the document portions rooted at <ProductSpecification> and
<ResourceSpecification> of the production department’s XML data model. In
the quality assurance company’s data model, the concepts ResourceDetails and
QualityInspection, identified by the path expressions ...QualityInspection.
ResourceDetails and ...QualityInspection are mapped to the document portions
rooted at <ResourceSpecification> and <QualityInspectionOrder>
respectively. �

4.2 Encrypted Breadth-First Order Labels for XML Parsing

Once the mapping is done the provider parses the XML documents as follows: sibling
nodes are stored into a FIFO queue and associated a BOL (an integer pair as defined
below) capturing various structural relationships of the parsed XML node (i.e. parent-
child, siblings, left/right child) with a minimal memory footprint.

Breadth First Order Labels (BOL): A BOL is a pair of integers associated to an
XML node as it is parsed in breadth first order. The first integer in the pair is the order
associated with a node whose left siblings and ancestors have already been parsed and
thus have associated BOLs. The second integer is the depth of the node in the document
which is increased by one as new depth level is reached. The BOL starts with (1,0) as
illustrated in Fig. 4 (the example given is a binary tree, but BOLs can be defined on any
type of tree)

Let a be the parent of two nodes b,c ∈ di. We denote its BOL as Ba. Let forder and
flevel be two functions operating on a BOL respectively returning the BOL order (first
attribute of the BOL pair) and BOL depth (second attribute). Let us assume that b is the
last child of a parsed and that c is to be parsed next. c will be associated a BOL with
forder(Bc) = forder(Bb)+ 1. flevel(Ba) uniquely identifies the depth level of the node a
in d. The order of the BOL exhibits the following structural properties:

1. forder(Ba) uniquely identifies node a in document d and the subtree da rooted at a.
2. Let Ba

Highest be the largest BOL order of a parsed node in document portion da; then
Ba

Highest > forder(Bz) > forder(Ba), where z ∈ da.
3. forder(Bc) > forder(Bb) > forder(Ba).
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Fig. 5. Execution steps of the XML processing by document providers

The first property is used to identify and extract a specific document portion from
a document. Combined with the depth level of a node, that property ensures that any
unexpected move, copy or replace activity in the document is detected. The second
property imposes an upper bound on the BOL of any queried node parsed in a document.
In effect, it detects if a node is added or deleted and which one it is. The third property
permits detecting any unintended swapping among the children in a received document
portion (subtree).

A BOL is by definition plain text and thus may reveal important structure specific
information (i.e. information leaking), such as number of nodes and thus the size of the
document and even hierarchical relationship among the nodes to an adversary. Encryp-
tion over such BOL numbers protects this undesired information from leaking.

Encrypted BOL (EBOL): Let Ba be the BOL of an XML node a. Let fe be an order
preserving encryption function [5]. The EBOL of a, denoted as Ea is a pair of integers
defined as : ( fe( forder(Ba)), fe( flevel (Ba))). While fe( forder(Ba)) is performed for each
node a, fe( flevel(Ba)) is performed if a is the first node in a level.

The EBOL preserves exactly the same properties of BOL (see Fig 4). The EBOL
order value hides the actual node number and its depth level as opposed to the BOL
attributes and thus prevents information leaking.

4.3 Encoding Method

In the following, encoding elements are introduced to describe concepts that are mapped
to data units (i.e. subtrees or nodes) as well as the properties of these data units and their
encryption.

Node Identifier: Let x be a node in di. The node identifier of x denoted as Nx is a tuple
formed by three elements (docid,Ex,Ex

Highest), where docid is the document identifier
of di, Ex is the EBOL of x, Ex

Highest is the highest EBOL in the document portion rooted
at x. A node identifier is unique for all documents in the system. The depth included in
Ex uniquely determines the node’s level. Ex and Ex

Highest together determine the parsed
document portion. Finally, docid resolves appropriate XML nodes of the associated
document with respect to the same concept.

Node Integrity: The node content consists of attributes, their values and text content
inside the tag but not any descendants of the node. The node integrity code is a hash
computed out of the concatenation of a node identifier and content, denoted as Ix =
H(Nx,Ctx), where Nx is the node identifier, Ctx is the content of x, and H is a one way
collision resistant hash function.
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Content Signature: Let Ci and x be a concept and an XML node respectively. The con-
tent signature, denoted as Cx

i , is a pair (Nx,Ci), where Nx is the node identifier of x and
Ci is a concept mapped to x. The content signature incorporates semantic information
such as conceptual and structural information attached to an XML nodes.

Content Encoding: An encoding information CEx of a node x is CEx = (Cx
i , Ix), where

Cx
i is the content signature and Ix is the node integrity respectively. Each XML node x

is encoded as a pair [CEx,C
z
i ], where CEx is the encoding information of node x and Cz

i
is the content signature of the parent node z of x. For the root node of a document the
encoded node is [CEx].

Document Encryption: Each encoded node is encrypted using a key shared between
the content provider and the content user. After encryption, an XML node x is repre-
sented as [Cx

i ,E
x
p], where Cx

i is the content signature of x and Ex
p is the encrypted value

of the content encoding pair [CEx,C
z
i ] of the node x.

Fig 5 depicts the encoding and encryption processing of XML nodes using EBOL
described above.

5 Access Control Enforcement and Distribution

Semantic Access Control. The distributor maintains the shared OWL ontology describ-
ing the document concepts (Fig 2). It also maintains an OWL ontology describing the
providers’ authorization policies (Fig 1) so as to enforce access control through selec-
tive data distribution. Deciding on eligible concepts for a user as well as finding which
access control rules apply requires reasoning on these ontologies. We suggest the use
of SPARQL [4] as a way to implement such inference rules. A SPARQL query can be
crafted to find concepts which a user can be implicitly granted access to starting from
one concept to which the user is explicitly granted access. The result to such a query
would for instance consist in a set of concepts related through a subclass relationship
and that should equally be granted access according to the provider policy or to some
domain-specific knowledge. SPARQL queries over the document concepts allow us to
reason about the semantic graph patterns. SPARQL queries over the policy ontology
can also be used to reason and evaluate the policies by dynamically computing the ag-
gregated authorized concepts for a user. To this effect, the distributor would have to host
an engine like Joseki [1] to interpret queries.

The distributor must host a XACML engine to evaluate a registration request for
concepts and return a response (i.e. Permit/Deny) to the user. In case of a ”Permit”
it responds by sending the content signatures of the accessible concepts. (see Fig 1)
Upon the receipt of a XACML request for a set of concepts (1), the service determines
all the contained concepts of the requested concepts (by concept containment) to get
all the candidate accessible concepts. The XACML engine forwards such a request to
the SPARQL generator (2) to convert it into SPARQL queries (3.a) using the requested
concepts over the shared ontology represented as OWL triples (3.b). For instance, a
registration request for the concept WorkOrder from a user with credential Cred1 is
converted into the following SPARQL by the query generator:

PREFIX po: <http://www.owl-ontologies.com/Ontology1223675912.owl#>
SELECT ?subClasses
WHERE { ?subClasses rdfs:subClassOf po:WorkOrder. }
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The above SPARQL query returns all the subclass concepts of WorkOrder (4), i.e.
QualityInspection, Production. If any of these result concepts also has subclass con-
cepts then similar queries are performed recursively. To this end, multiple candidate
concepts are determined while the initial request might only be for one concept. In case
the user does not request for specific concepts then all the concepts in the ontology
are candidate concepts to be evaluated further. In particular, a similar query should be
performed starting from the most general concepts to determine all the concepts in the
domain. In order to determine the authorized concepts for the requested user, the above
query result (i.e. QualityInspection, Production) is then used into a further SPARQL
query (5.a) which evaluates associated policy triples from all providers (5.b). The result
of this query is the maximal set of aggregated concepts (possibly empty if none is per-
mitted) that are accessible to the requester (6.a). The rule O1 of provider P1 described
at Section 3.2 allows the requester to access the subclass concepts. The following query
is used to evaluate this rule:
PREFIX po: <http://www.owl-ontologies.com/Ontology1224765032.owl#>
SELECT ?concept
WHERE{{?user po:hasCredential po:Cred1}{?user po:hasAccess ?concept.}}

The first WHERE clause determines the users with credential Cred1 and the second
clause determines the accessible concepts for those users. If the result set contains the
QualityInspection and Production concepts then the XACML engine returns a ”Per-
mit” response to the user (6.b,6.c). The XML content distributor in the system then
extracts the content signatures of the authorized concepts by manipulating only the
encrypted and encoded content for the requested user and sends those as a response
to a successful registration (7). Otherwise, none of these concepts is accessible to the
requester and the XACML engine simply denies access (6.c).

Selective XML Content Distribution. The XML content distributor sends the encrypted
and encoded XML content to authorized users after identifying the appropriate XML
content. This can be handled by two functions auth list(U) and distribution list(D).
The former returns a maximal set of authorized concepts for a user U . The latter returns
the set of concepts for which the mapped XML nodes are currently distributed by the
distributor D. An encrypted XML content (i.e. [Cx

i ,E
x
p]) for an authorized user contains

node Nx, its content under encoding CEx, and concept Ci in the content signature, i.e.
Cx

i by definitions of Section 4.3. The selective delivery of XML content to an authorized
user U proceeds as follows:

1. Separate allowed concepts: find all Ci ∈ auth list(U) ∈ distribution list(D).
2. Determine allowed nodes: match concepts of auth list(U) with encoded concepts

in Cx
i

3. Extract associated encrypted and encoded XML nodes (i.e. [Cx
i ,E

x
p]).

4. Finally, send user U the encoded and encrypted XML nodes extracted in step 2.

6 XML Content Verification

Upon receipt of encrypted and encoded XML nodes, an end user is able to perform a
semantic verification followed by an EBOL-based verification. In the following, we use
AU to denote the list of content signatures and RU the set of encrypted and encoded
nodes received by the user U during registration and after delivery respectively. NA and
NR denote the set of node identifiers in AU and RU respectively.
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6.1 Semantic Verification

In order to detect any semantics-related authorization violation, the following verifica-
tion steps must be performed.

1. (C-I) have all concepts been received?
2. (C-II) have all XML nodes from different documents been received?
3. (C-III) do the document nodes correspond to nodes mapped with a desired concept?

The user U verifies whether all the concepts of AU it has access to are contained
in RU . The verification is as follows: (∀c ∈ AU∃r ∈ RU ' (NR,Ci) = (N

′
A,C

′
i )), where

(N
′
A,C

′
i) is the content signature, if there is a concept in RU with an identical concept,

then all the authorized concepts have been received by U (C-I verified).
U then verifies whether it has received all XML nodes from different documents. It

checks a belong-to relation between all the document identifiers docid in the authorized
node identifiers of AU and the document identifiers doc

′
id of the received node identifiers

of RU . This check is as follows: (∀n ∈NA∃r ∈NR|(docid = doc
′
id)); i.e. for each node

in NA, if there is an identical document identifier in NR, then all the nodes have been
received by U (C-II verified).

(C-III) can be verified by C-I. Let Cr be a received concept then a user verifies
whether Cr belongs to AU , that is Cr ∈ AU . If this verification fails then the received
concept Cr is not a desired one.

6.2 EBOL-Based Verification

After a successful semantic verification, a user U can verify the following EBOL-based
integrity violations:

1. (S-I) has the node content been changed?
2. (S-II) has some XML nodes not been received?
3. (S-III) have some nodes been moved?
4. (S-IV) has the node order been changed?

U decrypts the received XML nodes in NR and traverses each document portion rooted
at r ∈NR in breadth first order. Let x be the current visiting node. After decrypting an
encoded node x gives the following encoded node:

[x,Cx
i , [CEx,C

z
i ]] = [x,< Nx,Ci >, [[< Nx,Ci >, Ix],Cz

i ]]

U takes Nx from the outer Cx
i and x’s content, Ctx, and then computes the local hash

of x as I
′
x = H(Nx,Ctx) which is then compared with Ix. If any mismatch is found, the

node content has been changed (S-I verified).
U further checks the belong-to relation between all node identifiers of AU and the re-

ceived node identifiers of RU . This check is as follows: (∀a∈NA ∃r ∈NR|(Er,Er
Highest )

= (E
′
a,E

′a
Highest)); i.e. for each node in NA, if there is an identical node identifier in NR,

then all the nodes have been received by U (S-II verified).
The verification process continues as the value of the node identifier Nx in the outer

Cx
i must match with the inner node identifier Nx in CEx. If not, then an integrity violation
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is detected and the node x can be discarded immediately without knowing the precise
violation. To be precise, the elements of outer Nx are compared with the corresponding
elements of the inner one. (a) if forder(Ex) �= forder(E

′
x), where E

′
x is in the inner Nx this

means an order change is detected. (b) if flevel(Ex) = flevel(E
′
x) then the depth level of

x in outer Nx is compared with the depth level of the received node in the inner Cx
i . If

they do not match then the node x is moved to another depth level (S-III semi verified).
The success of previous element wise matching does not guarantee a full integrity

check. The depth level of the outer Nx must be compared with the depth level of the
parent z of x in the inner Cz

i . If the latter is not less than the former then the node x is
moved (S-III fully verified).

During the breadth-first order traversal for a current node x, an order of EBOL Ex

smaller than that of any previously visited node detects to an integrity violation. No
such detection ensures that no order change was performed in a set of received XML
nodes (S-IV verified).

7 Related Work

There has been remarkable progress in recent years regarding access control to XML
data structures in a client/server paradigm [6,7,8,9,16,17,18]. In these approaches, the
server enforces access control policies on a per request basis. Instead, our work focuses
on delegating third parties the selective delivery of semantically equivalent content to au-
thorized users independently of providers. The work of [14,15] focuses on the delivery of
encrypted XML data: authorization policies are specified based on the XML hierarchical
structure yet document parsing is in post order. Our approach is fundamentally different
as policy specification is assumed to be on domain concepts and selective delivery is per-
formed based on the semantics captured in concepts, not document structure. Moreover,
the EBOL computation can be performed on the fly while parsing documents. Our previ-
ous work [20] focuses on enabling authorized users to exchange document portions using
a group key based approach that allows users with similar interests to be independent of
a central authority, although it does not address document semantics.

[12] and [19] propose an ontology based access control for XML documents having
variant schemas and semantically related documents respectively. However, none of
them considers issues related to dissemination of semantically related data or document
integrity and confidentiality. [10] discusses two ways ontologies can make it possible to
describe access control models, but in that case focusing on different features of RBAC
models. Although this work aims at modelling access control in a generic manner us-
ing Semantic Web methods in much the same way as our work, it does not specifically
address the protection of XML schemas defining the resources accessed nor the practi-
cal implementation of enforcement. [21] introduces a formal model for semantic access
control and associated algorithms which can be used in conjunction with our mecha-
nism to detect if two providers defined conflicting access control policies on documents
they distribute.

8 Conclusion and Future Work

This paper described an ontology-based XML content distribution system. Our solu-
tion protects the confidentiality of the document content and structure to protect the
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information system structure from other organizations and its content from unautho-
rized users. Document nodes are tagged with their semantic description and also incor-
porate integrity protection measures. Access control enforcement relies on a middle-
ware that makes use of the semantic tagging of each document node which our EBOL
scheme renders readable even for parties which cannot decrypt nodes. Semantic tagging
can be efficiently analyzed, even for large documents, because of the breadth-first order
parsing scheme adopted.

Our solution also illustrates in what respect semantic access control makes docu-
ment exchanges feasible across organizational boundaries while protecting the layout
of an organization’s information system. We described how access control enforcement
might be implemented by combining a XACML engine with a SPARQL engine. The
use of ontologies allows us not only to reason about document authorizations, but also
on the access control model: alternative paradigms, like the separation of concerns,
might be introduced as inference rules on the access control ontology. Future work will
investigate the implementation of such evolvable policies with Semantic Web methods.
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R4eGov. Thanks to Henrik, Lim, Smriti and Slim for their valuable comments.
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Abstract. The command & control (c&c) protocols of botnets are moving away
from plaintext IRC communicationt towards encrypted and obfuscated protocols.
In general, these protocols are proprietary. Therefore, standard network monitor-
ing tools are not able to extract the commands from the collected traffic. However,
if we want to monitor these new botnets, we need to know how their protocol de-
cryption works.

In this paper we present a novel approach in malware analysis for locating the
encryption and decryption functions in botnet programs. This information can be
used to extract these functions for c&c protocols.

We illustrate the applicability of our approach by a sample from the Kraken
botnet. Using our approach, we were able to identify the encryption routine within
minutes. We then extracted the c&c protocol encryption and decryption. Both are
presented in this paper.

1 Introduction

Botnets have been a major, growing threat in the Internet in the last years. Today, botnets
are the source of more than 90% of all SPAM mails. They collect email addresses, pass-
words and sometimes even banking information. In addition, botnets have the ability to
coordinate and conduct distributed denial of service attacks.

While the core functionality and behavior of malware is quite stable, obfuscation
and polymorphic techniques[21] are used to circumvent signature detection. As a con-
sequence, only behavioral analysis can be used to classify a given malware specimen.

The state-of-the-art method of classifying botnets is to run the bot in a monitored en-
vironment and analyze the behavior. The network traffic is a very reliable way to classify
specimen to specific families. For commonly used protocols like IRC and HTTP, there
is a wide range of automated analysis and monitoring tools[20,23]. These tools are very
reliable for known protocols but fail for encrypted traffic.

Most botnets are sticking to traditional IRC communication [22] but more and more
botnets are moving towards “stealthier” and robust communication. This includes P2P
protocols as well as obfuscated and encrypted protocols[10,12]. In order to extract in-
formation from collected network data, the encryption and decryption has to be known
and added to the monitoring tools.

The botnet software itself contains those encryption and decryption routines for the
bot’s communication with the control nodes. The recovery of encryption and decryp-
tion functionality from executables usually requires a lot of manual work and analysis.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 307–317, 2009.
c© IFIP International Federation for Information Processing 2009
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In this paper, we present an approach that automates the localization of possible en-
and decryption functions. This enables analysts to extract the functionality and create
decryption add-ons for monitoring tools.

While traditional tools only scrutinize data leaving the malware, we correlate this
information with details from inside the malware. For that, we determine the creation
functions of I/O buffers, which are often close to the encryption functions or even include
the functionality. A similar approach is used for input buffers and decryption routines.

Using our approach, we were able to find the encryption and decryption functions
inside a Kraken botnet sample within minutes. We illustrate the applicability of our
approach based on the Kraken sample. In addition, we release a C re-implementation of
the encryption and decryption code extracted from the sample. This code can be used
to monitor Kraken traffic.

The rest of the paper is structured as follows: Section 2 provides an overview of
related work. Section 3 describes our approach in more detail. Section 4 shows the
applicability of our approach based on this Kraken botnet sample and describes the
extracted encryption and decryption routines. Implications of publishing our approach
are discussed in section 5. Section 6 concludes and gives an overview of future work.

2 Related Work

Malware may be analyzed in two different ways: Static analysis and dynamic analysis.
Static analysis is performed on the binary without executing it. This is typically con-

ducted by disassembling the binary and extracting information about data and control
flow. This approach is usually faster than dynamic analysis [5]. Christodorescu et al.
[8] have presented malware analysis techniques based on static analysis. A major draw-
back of static analysis is that the code analyzed may be different from the code exe-
cuted. This is caused by packers [4,18], encryptors, polymorphism[21], or obfuscation
techniques[16].

Dynamic analysis tools monitor the malware while it is running. Classical examples
of dynamic analysis tools are debuggers. A series of dynamic analysis tools that monitor
typical actions, like e.g. file, registry and network access, exist [9,11]. Some are based
on API hooking and monitor malware from inside the system [24]. Others emulate
a whole PC and monitor the malware behavior from outside [5,6]. Automated botnet
monitoring systems, like e.g. [20,23], often rely on this kind of systems for extracting
the c&c information.

These tools are designed for the mass-analysis of malware and obtain valuable infor-
mation from malware using standard protocols. They fail for proprietary, encoded, and
encrypted data if the decryption algorithms are not known. Typically, they only monitor
the data leaving the malware, details from inside the malware are not taken into account.

Different debuggers are available [1,15,25], for scripting and flexible monitoring of
Windows API calls. They can be used for locating the encryption and encoding func-
tions of malware but require a lot of additional manual work. However, they are not
able to automatically determine the data origin and correlations to I/O.

The approach closest to ours is the automated reverse engineering framework
PaiMei [3]. It traces program execution and collects information at different trace points.
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PaiMei is a generic framework. Data is collected about every function inside the applica-
tion. It is left to the analyst to extract the necessary relations out of the lot of information
collected.

3 Methodology

We have observed that the encryption and decryption functions are often close to the
creation points of the buffers they use. From a software developer point of view, this is
an intuitive behavior since the buffers are allocated only when they are needed.

In general, the encryption of data the last operation performed on the data, before it
leaves the executable. The buffer passed to I/O interfaces is the one containing the result
of the encryption process. The same holds for the decryption as displayed in figure 1.
In order to receive (encrypted) data from an input interface, a buffer has to be created.
The buffer is then passed to the input interface. It may pass an arbitrary number of man-
agement functions (c.f. section 3.2). The buffer is filled with encrypted data behind the
input interface. After returning the buffer, it must be decrypted before data can be used.

We are monitoring the I/O interfaces, like e.g. send() or recv(). The buffer addresses
detected at I/O interfaces allow us to automatically determine the buffer creation func-
tion inside the malware. As this creation point is close to the encryption or decryption
function, it can be used as a starting point for deeper analysis and extraction of the
cryption functions.

3.1 Assumptions

Our approach is based on some assumptions about the structure of the program. Of
course, malware developers may adapt their programs to avoid meeting these assump-
tions. Implications are discussed in section 5.

We focus on the Windows operating system and x86 architectures because more than
95% of malware in-the-wild is developed for that platform[22].

Our most important assumption is that malware is using the standard I/O interfaces
of the operating system (OS). This assumptions allows us to place monitoring points
on these I/O interfaces. Malware authors, like authors of any other software, rely on the

Fig. 1. Schematic flow of buffer creation and usage during the process of receiving encrypted data
and decrypting the data. After the buffer is created, it is passed to the input routine. This returns
the buffer filled with encrypted data. As a third step, the buffer is decrypted.
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I/O functionality provided by the OS in order to be more independent from the system
architecture. Malware with custom crafted file or network drivers would lack flexibility.

Additionally, we assume that buffers are created at the time they are needed. This
reflects the intuitive behavior to allocate the buffer in the scope when it is required. It
may be discarded after leaving their scope.

The encryption process is the last operation performed on the data before leaving
the malware. Vice versa, the decryption process is the first operation performed on in-
coming data. We assume that the encryption functionality places its result in the output
buffer and that this buffer is passed to the output interface. The same holds for the input
buffer and decryption functionality.

A scenario, in which the encryption uses another buffer, which is later on copied into
the output buffer, is not critical. In this case, the copy operation can be determined using
other means, like e.g. copy signatures or using memory breakpoints. This allows for an
iterative application of our approach.

3.2 Buffer Lifecycle

Buffers are used to transfer data in and out of the executable. Of course, there are
different lifecycles for input and output operations. However, they show a similarity,
which we exploit for finding the buffer origin.

Figure 1 shows the typical lifecycle of a buffer used for encrypted input. The buffer
is created as part of the encryption initiation. It is then given to the input interface of the
operating system. It may pass arbitrary management functions, which may perform er-
ror handling or add context information, like e.g. the socket descriptor. After the buffer
has been filled with encoded data outside of the executable, it is returned. The buffer is
then decrypted for extraction and usage of the original data.

Figure 2 displays the typical lifecycle of output buffers. In a first step, the buffer is
created. It may be filled with the original, unencrypted data as an optional step. The
buffer is then encrypted and the encryption result is passed to the output interface.
Similar to the lifecycle of input data, it may pass arbitrary management functions for
similar reasons.

Both lifecycles have in common that the buffer creation is preceding the I/O opera-
tions. We have observed that the buffer creation function is often close to the encryption
functionality or may even include this functionality. In these cases, we can locate the
cryption routines from the buffer creation point.

3.3 Monitoring Points

We are monitoring different I/O interfaces to gather information about buffer creation
points and the context in which a buffer is used. The context includes information about
data endpoints, like networking peers or files. The buffer creation functions and the
context in which the buffer is used can automatically be determined when monitoring
three different types of interfaces:

– Heap memory management functions
– I/O initialization
– I/O operations
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Fig. 2. Lifecycle of output buffers for encrypted data. After the buffer is created, it may be filled
with unencrypted data chunks. The data is then encrypted and sent out to the output interface. It
may pass management functions, before. When its scope ends, the buffer may be discarded.

Heap operations are monitored in order to detect the allocation of new buffers. The
address and size of each allocated memory block is stored together with the function
that initiated the allocation. This mapping is used to determine the creation point for
heap buffers monitored in I/O operations.

The I/O initialization functions, like connect() or OpenFile(), are monitored to collect
context information. The initialization functions provide information about the data end-
point, like filenames or IP addresses. Later, the collected information may be mapped to
specific buffers. This eases the extraction of the desired functions for specific endpoints.

Monitoring points on the actual I/O interfaces, like send() or ReadFile(), are used
to determine the actual buffer origin. Thus, they are essential for locating the cryption
functions.

3.4 Determining the Buffer Origin

The primary goal of our approach is to find the creation point of buffers holding en-
crypted data. As we have observed, the creation point is often close to the encryption
function for output buffers and respectively close to the decryption function for input
buffers.

For this purpose, monitoring points are placed on relevant I/O interfaces. If a buffer
is passed to a monitored I/O interface, three steps are performed:

1. Extraction of the buffer address
2. Mapping to type of memory
3. Mapping to function based on memory region

First, the buffer address is extracted from the call to the I/O interface. The location of
the address depends on the calling convention of the interface but can be found at fixed
positions. It is located either in registers or at fixed offsets on the call stack.

Based on the buffer address, a mapping to its memory region has to be performed
because different methods have to be used for the mapping to a creation function. The
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Fig. 3. A stack buffer passed to an I/O interface may be mapped to its creation function. The
mapping is achieved by comparing the buffer address to the boundaries of different stack frames.

choice of the method dependends on the memory region, which may be heap memory,
stack memory, or global memory.

Figure 3 illustrates the mapping for buffers located on the stack. Each function on
the stack has a dedicated stack frame. A stack frame is used for the return address,
for call parameters as well as for local variables. Once the address of a stack buffer
is known, the stack frame containing that address may be determined. The buffer is a
local variable of the function that created this stackframe. The address of this function
is the buffer creation point. In addition, the function address may be determined from
the stackframe.

Heap buffers contain no information about the function that created them. In order
to determine their creation function, we use monitoring points on heap management
functions, like RtlAllocateHeap(). This way, we can create a mapping from the function
using the heap management to the allocated memory space. If the address of the I/O
buffer points to the heap, the list of mappings is examined for the space containing the
buffer. As the heap memory is non-overlapping, the creation function can be determined
and is unambiguous.

A creation function for global memory cannot be determined because it is created at
program start. As it is constantly occupying memory and more difficult to manage, it is
hardly ever used for I/O buffers.

4 Application - Extracting Kraken Encryption

We illustrate the applicability of our approach using a Kraken botnet sample: We were
able to identify the encryption and decryption function within minutes. Based on this,
we were able to recover the full cryption process for the proprietary Kraken command
& control (c&c) protocol.

The Kraken Botnet is said to be the largest botnet in the world [19]. Estimations of
the botnet size range from 185.000 to 600.000 zombie hosts worldwide.

Its main purpose is to spread SPAM mail. Single infected hosts have been observed
transmitting as much as 500.000 junk mails. Besides that, it harvests the windows ad-
dress book and local files for email addresses and can install additional malware.

The bots contain a list of dynamic DNS hostnames for contacting the botnet mas-
ter [17]. They subsequently try to contact each hostname via UDP until a response is
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received. After a successful handshake, the bots use a proprietary, encrypted c&c pro-
tocol for data exchange.

For our evaluation, we have analyzed a Kraken sample from early 2008. It uses the
Kraken protocol version 311. For manual verification of the results, we unpacked the
sample[7].

For use in our NGBPA implementation, we have used the original, packed sample
and placed monitoring points on networking functions like sendto() and recvfrom().
After having started the sample, we observed connection attempts to different SMTP
servers for 20 seconds, which we intentionally dropped. 20 seconds later, the first en-
crypted buffer sent via UDP to port 447 was captured. This buffer - which was passed
to sendto() - was located on the stack. The buffer was contained in the stack frame of
function sub 1A832C. Not answering those requests, we could see similar requests to
different hosts every 10 seconds. The buffer origin stayed the same for all of these.

.text:001A83CA mov dword ptr [esp+80h+buf], eax

.text:001A83CE lea eax, [esp+80h+buf] ; key1

.text:001A83D2 mov [esp+80h+var_2C], edx ; key2

.text:001A83D6 mov [esp+80h+var_28], ebx ; seed

.text:001A83DA mov [esp+80h+var_24], 1 ; cmd 1

.text:001A83DF mov [esp+80h+var_23], bl ; subcmd

.text:001A83E3 mov [esp+80h+version], 137h ; vers.

.text:001A83EA mov [esp+80h+var_20], ebx ; size

.text:001A83EE mov [esp+80h+var_1C], ebx ; chksum

.text:001A83F2 call encryptHeader <----------

.text:001A83F7 call create_new_udp_sock

...

.text:001A8422 lea eax, [esp+90h+buf]

.text:001A8426 push eax ; buf

...

.text:001A842B call ds:sendto <-------------

Fig. 4. Kraken encryption origin

A closer look at the creation function revealed the code block shown in figure 41. The
excerpt shows, how different fields in the buffer are filled with keys, some seed, com-
mands, protocol version, size, and a checksum. Looking at the two functions following
this block, reveals suspicious mathematical operations in the first function (001A83F2)
while the second (001A83F7) creates a UDP socket.

Having a candidate for the encryption, we loaded the binary in a debugger and placed
a breakpoint on that function. Running the candidate functions shows that the buffer is
modified. The result was the data sent out via UDP, afterwards. A manual investigation
and a dissection from C. Pierce [17] verified this function to contain the encryption.

Based on these results, we were able to reconstruct the decryption and encryption
functions used in the kraken botnet. A re-implementation in C can be found in the
appendix. The protocol is shown in figure 5. The first three fields are two keys and a
seed, which are used for encryption and decryption. The other fields are symmetrically
encrypted before transmission. As the encryption is symmetric and keys are included in
each payload, it is encryption by obfuscation but not secure in any way.

1 The annotations and comments were added later.
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Fig. 5. The Kraken protocol. Shown is the protocol header including the number of bits for each
field. Only the keys and seed are unencrypted.
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Fig. 6. The data dependencies of the Kraken encryption. Keys 3 and 4 are derived by bitshift
operations of keys 1 and 2. Each block is divided into two subblocks. These are encrypted using
the seed, two keys and the other subblock.

The two keys are derived from information about the host hardware. The derivation
of the two keys together as well as of the checksum is described in more detail in [17].
We found the creation of the seed in the encryption function. It is different for each data
packet. The seed is based on the processor tick count and computed by adding the 32
high-bits to the 32 low-bits.

Figure 6 illustrates the data dependency used in encryption and decryption. Details
may be studied in our C re-implementation included in the appendix. As illustrated in
figure 5, all fields except for the keys and seed are encrypted together with the c&c pay-
load. The encryption algorithm can be applied in 8-byte-blocks or bytewise. The kraken
sample studied uses block-encryption. The data is split into 8-byte-blocks, which are
divided into two subblocks. Each subblock is used to encrypt the other in combination
with the seed and the two keys. If the data size is not a multiple of 8 bytes, the last bytes
are encrypted bytewise.

By spoofing UDP answers, we were able to locate the decryption function with our
approach, too. The buffer for the recvfrom() call was created in the same function as
the send buffer. Figure 7 shows the excerpt related to data reception. The decryption
function is located right after the call to recvfrom

.text:001A8464 lea eax, [esp+90h+recvbuf]

.text:001A8468 push eax ; buf

...

.text:001A846D call ds:recvfrom <--------------

...

.text:001A8478 lea esi, [esp+80h+recvbuf]

.text:001A847C call decryptHeader <-------------

Fig. 7. Kraken decryption origin
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The keys and seed for the decryption are contained in the c&c protocol data. Thus, it
is possible to decrypt all c&c traffic using the information transmitted over the network.
Monitoring applications can make use of this to create their own decryption stub. A C
re-implementation of the decryption is included in the appendix.

Identifying both encryption and decryption took us only a few minutes: Running the
kraken botnet sample, our NGBPA tool took 20 seconds before the first packet was sent
out, which immediately revealed the origin of the buffer. Around 5-10 minutes of manual
investigation were needed afterwards to identify the encryption and decryption functions.

This example illustrates both the applicability and performance of our approach. The
application of our approach to other malware samples, not mentioned here, showed a
similar efficiency.

5 Discussion

Publishing our approach may invalidate it because malware authors may design new spec-
imen specifically to not meet our assumptions. In this section, we discuss implications.

We assume that malware is using the OS for I/O. Our approach fails for custom
I/O drivers directly accessing the hardware. However, for the malware author custom
drivers increase development complexity and reduce flexibility.

Another assumption is that buffers are created at the time they are needed. Allocation
long before is a rather unintuitive development strategy and complicates the design. The
encryption can still be found using memory monitoring with breakpoints or emulator
extension.

Other possibilities to break our approach are the use of global buffers or implemen-
tation of custom designed memory management functions. For malware authors, this
complicates the software design and therefore maintainability, increases the risk for
bugs, and may break modularity. This has an impact on the overall architecture and
development efficiency. Since malware and especially botnet development is becoming
more and more professional with a standard “testing and revision process” [12], it has
to be efficient. It is questionable whether malware developers would take this step.

While malware authors probably stick with regular software design for reasons named
before, our approach may be beneficial for a whole group of malware researchers. We
therefore decided to publish even though there is a risk of limiting the lifespan of our
approach this way.

6 Conclusions and Future Work

We were able to demonstrate the applicability of our approach. With a practical im-
plementation, we were able to identify the encryption and decryption routines of the
Kraken botnet within minutes. We were able to extract and re-implement the encryp-
tion and decryption logic, which is included in the appendix and can be integrated into
botnet monitoring tools. We therefore conclude it to be a valuable component in the
malware analysis toolchain.

One example is not enough to show a general usability. For that reason, our approach
has to be evaluated with a representative set of malware samples. A major question in
this context is how many samples from which sources are required to be representative
for the malware in-the-wild.
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In addition, an easy to configure interface to our implementation would be beneficial
to speed up analysis. This includes the selection of typical I/O interfaces. Another future
feature is the integration of additional buffer monitoring in case the considered malware
violates our current assumptions.
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Appendix

C re-implementation of the Kraken protocol decryption function.
void decode(uint8_t* buffer, uint32_t buffer_size, uint32_t key1,
uint32_t key2,

uint32_t seed, uint32_t blockwise_flag) {
int i;
uint32_t buffer_pos = 0;
uint32_t keys[] = {key1, key2, (key2 >> 0x13) | (key1 << 0x0d),

(key2 << 0x0d) | (key1 >> 0x13)};
if (blockwise_flag) {

while (buffer_size - buffer_pos >= 8) {
uint32_t* data1 = (uint32_t*) &buffer[buffer_pos];
uint32_t* data2 = (uint32_t*) &buffer[buffer_pos+4];
uint32_t round_key = seed + seed;

for (i=0; i<2; ++i) {

*data2 -= (*data1 << 4) + keys[2] ˆ (*data1 >> 5) + keys[3] \
ˆ (round_key + *data1);

*data1 -= (*data2 << 4) + keys[0] ˆ (*data2 >> 5) + keys[1] \
ˆ (round_key + *data2);

round_key -= seed;
}

buffer_pos += 8;
}

} /* the rest is decrypted bytewise */
buffer = &buffer[buffer_pos];
buffer_size -= buffer_pos;
for (i = 0; i < buffer_size; ++i) {

uint8_t seedbyte = (seed >> 8 * (3 - i%4) ) & 0xff;
buffer[i] ˆ= ((uint8_t*)keys)[i] + seedbyte;

}
}

C re-implementation of the Kraken protocol encryption function.
void encode(uint8_t* buffer, uint32_t buffer_size, uint32_t key1,
uint32_t key2,

uint32_t seed, uint32_t blockwise_flag) {
int i;
uint32_t buffer_pos = 0;
uint32_t keys[] = {key1,key2,(key2 >> 0x13) | (key1 << 0x0d),

(key2 << 0x0d) | (key1 >> 0x13)};
if (blockwise_flag) {

while (buffer_size - buffer_pos >= 8) {
uint32_t* data1 = (uint32_t*) &buffer[buffer_pos];
uint32_t* data2 = (uint32_t*) &buffer[buffer_pos+4];
uint32_t round_key = 0;

for (i=0; i<2; ++i) {
round_key += seed;

*data1 += (*data2 << 4) + keys[0] ˆ (*data2 >> 5) + keys[1] \
ˆ (round_key + *data2);

*data2 += (*data1 << 4) + keys[2] ˆ (*data1 >> 5) + keys[3] \
ˆ (round_key + *data1);

}
buffer_pos += 8;

}
} /* the rest is encrypted bytewise */
buffer = &buffer[buffer_pos];
buffer_size -= buffer_pos;
for (i = 0; i < buffer_size; ++i) {

uint8_t seedbyte = (seed >> 8 * (3 - i%4) ) & 0xff;
buffer[i] ˆ= ((uint8_t*)keys)[i] + seedbyte;

}
}

http://shadowserver.org
http://shadowserver.org
http://blog.oxff.net/2006/10/botsnoopd-sniffing-on-botnets.html
http://blog.oxff.net/2006/10/botsnoopd-sniffing-on-botnets.html
http://www.ollydbg.de/
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Abstract. This work introduces a formal analysis of the non-repudiation prop-
erty for security protocols. Protocols are modelled in the process calculus LYSA,
using an extended syntax with annotations. Non-repudiation is verified using a
Control Flow Analysis, following the same approach introduced by M. Buch-
holtz and H. Gao for authentication and freshness analyses.

The result is an analysis that can statically check the protocols to predict if
they are secure during their execution and which can be fully automated.

1 Introduction

With the growth of Internet applications like e-shopping or e-voting, non-repudiation is
becoming increasingly important, as a protocol property. Our aim is to provide a proto-
col analysis which checks this property to avoid that a protocol is used in malicious way.
Among the existing techniques that perform the analysis of non-repudiation protocols,
we may cite:

• The CSP (Communicating Sequential Processes) approach [12], [13]: it is an ab-
stract language designed specifically for the description of communication patterns
of concurrent system components that interact through message passing.
• The game approach [10]: it considers the execution of the protocol as a game, where

each entity is a player; the protocols are designed finding a strategy, which has to
defend an honest entity against all the possible strategies of malicious parties.
• The Zhou-Gollmann approach [16]: it uses SVO Logic, a modal logic that is com-

posed by inference rules and axioms which are used to express beliefs that can be
analysed by a judge to decide if the service provided the property.
• The inductive approach [1]: it uses an inductive model, a set of all the possible

histories of the network that the protocol execution may produce; a history, called
trace, is a list of network events, that can indicate the communication of a message
or the annotation of information for future use.

We follow a different approach, the same as M. Buchholtz [5] and H. Gao [8], who show
how some security properties can be analysed using the LYSA [2] process calculus with
annotations and a Control Flow Analysis (CFA) to detect flaws in the protocols. The
main idea is to extend LYSA with specific annotations, i.e. tags that identify part of
the message for which the property has to hold and that uniquely assign principal and
session identifiers to encryptions and decryptions.
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It is interesting to notice that the non-repudiation analysis that we propose easily
fits into the CFA framework [11], yielding a suite of analyses that can be combined in
various ways, with no major implementation overload.

The main differences between our proposal and the previously cited alternative ap-
proaches are the following: our analysis can check many protocols and can model sce-
narios with infinitely many principals while other approaches often are developed to
analyse only a particular protocol and can model scenarios with finite principals.

The structure of the paper is the following: Section 2 is a quick overview of LYSA;
Section 3 presents the CFA framework; Section 4 shows the new non-repudiation anal-
ysis, and its application to the protocols; Section 5 concludes.

2 LYSA

LYSA [2] is a process calculus in the π-calculus tradition that models security protocols
on a global network. It incorporates pattern matching into the language constructs where
values can become bound to variables. In LYSA all the communications take place
directly on a global network and this corresponds to the scenario in which security
protocols often operate, where channels are not considered.

2.1 Syntax and Semantics

An expression E ∈ Expr may represent a name, a variable or an encryption. The set
Expr contains two disjointed subsets, Name ranged over by n, which contains iden-
tifiers, nonces, keys, etc., and Var ranged over by x, which contains variables. The
remaining expressions are symmetric and asymmetric encryptions of k-tuples of other
expressions, defined as {E1, . . . ,Ek}E0 and {| E1, . . . ,Ek |}E0 respectively, where E0 rep-
resents a symmetric or asymmetric key.

LYSA also allows to construct processes P ∈ Proc, which use the expressions ex-
plained above. Processes can have the following form:

• 〈E1, . . . ,Ek〉.P: the process sends a k-tuple of values onto the global network; if the
message reaches its destination, the process continues as P.
• (E1, . . . ,E j;x j+1, . . . ,xk).P: the process read a message and, if E1, . . . ,E j are iden-

tical to the values expected, the remaining k− j values are bound to the variables
x j+1, . . . ,xk, and the process continues as P.
• decrypt E as {E1, . . . ,E j;x j+1, . . . ,xk}E0 in P: the process denotes the symmetric

decryption and, if the encryption key is identical to E0, then the process decrypts
the k-tuple; if E1, . . . ,E j are identical to the values expected, the remaining k− j
values are bound to the variables x j+1, . . . ,xk, and the process continues as P.
• decrypt E as {|E1, . . . ,E j;x j+1, . . . ,xk|}E0 in P: the process denotes the asymmetric

decryption and it works like symmetric decryption except that E0 and the key used
to encrypt have to be a key pair m+ and m−.
• (ν n)P: the process generates a new name n and it continues in P.
• (ν±m)P: the process generates a new key pair, m+ / m−, and it continues in P.
• P1 | P2: the process denotes two processes running in parallel.
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• !P: the process acts as an arbitrary number of processes P composed in parallel.
• 0: the process is the inactive or nil process that does nothing.

A binder introduces new names or variables which have scope in the rest of the pro-
cess. Restriction, input and decryption constructs are binders of names, key pairs, and
variables, which have scope in the subprocess P. Names and variables are called free
whenever they are not bound by any binder; the functions f n(P) and f v(P) collect all
the free names and variables in the process P, respectively. The bound variables are

defined by the function bv(P)
de f
= var(P) \ f v(P). All these functions are also defined

on the terms.

Example 1. Let us see how to encode in LYSA the protocol defined by Cederquist,
Corin and Dashti in [6].

A→ B : {M}K ,EOOM for EOOM = sigA(B,T T P,H,{| K,A |}T T P)
B→ A : EORM for EORM = sigB(EOOM)
A→ B : K
B→ A : EORK for EORK = sigB(A,H,K)

where H = h({M}K) and h is a hash function. The encoding is the following:

let X ⊆ S in (ν±i∈X AKi)(ν± T T P)(
|i∈X | j∈X !(ν SKi j)(ν Hi j)(ν Mi j)

〈{Mi j}SKi j ,{|I j,T T P,Hi j,{|SKi j, Ii|}|}〉.(;xEORMi j).
decrypt xEORMi j as {|{|I j,T T P,Hi j,{|SKi j, Ii|}|}|} in
〈SKi j〉.(;xEORKi j).decrypt xEORKi j as {|Ii,Hi j,SKi j;} in 0

|i∈X | j∈X !(;xEnMsgi j ,xEOOMi j).
decrypt xEOOMi j as {|I j,T T P;xHi j,xT T P|} in
〈{|xEOOMi j|}〉.(;xSKi j).
decrypt xEnMsgi j as {xMsgi j}xSKi j in 〈{|Ii,xHi j,xSKi j|}〉.0)

LYSA provides a reduction semantics that describes the evolution of a process step-by-
step, using a reduction relation between two processes, written P→ P′. If the reduction
relation holds then P can evolve in P′ using the rules depicted in Table 1.

The structural congruence between two processes, written P ≡ P′, means that P is
equal to P′ except for syntactic aspects, but this does not interfere with the way they

Table 1. Semantics of LYSA calculus

(Com)
∧ j

i=1 Vi=V ′i
〈V1,...,Vk〉.P|(V ′1,...,V ′j ;x j+1,...,xk).P′→RP|P′[Vj+1/x j+1,...,Vk/xk ]

(Dec)
∧ j

i=0 Vi=V ′i
decrypt {V1,...,Vk}V0 as {V ′1 ,...,V ′j ;x j+1,...,xk}V ′0 in P→RP[Vj+1/x j+1,...,Vk/xk ]

(ADec)
∧ j

i=1 Vi=V ′i
decrypt {|V1,...,Vk|}m+ as {|V ′1,...,V ′j ;x j+1,...,xk|}m− in P→RP[Vj+1/x j+1,...,Vk/xk]

(ASig)
∧ j

i=1 Vi=V ′i
decrypt {|V1,...,Vk|}m− as {|V ′1,...,V ′j ;x j+1,...,xk|}m+ in P→RP[Vj+1/x j+1,...,Vk/xk]

(New) P→RP′
(ν n)P→R(ν n)P′ (ANew) P→RP′

(ν±m)P→R(ν±m)P′

(Par) P1→RP′1
P1|P2→RP′1|P2

(Congr) P≡P′ ∧ P′→RP′′ ∧ P′′≡P′′′
P→RP′′′
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Table 2. Instantiation relation MP→I P

(ILet) MP[X �→S′]→I P
let X⊆S in MP→I P

if S′ ⊆ f in S

(IIPar) MP[i�→a1]→I P1...MP[i�→ak]→I Pk

|i∈{a1,...,ak}MP→I P1|...|Pk

(IINew) MP→I P
(νi∈{a1,...,ak} nai)MP→I (ν naa1 )...(ν naak )P

(IIANew) MP→I P
(ν±i∈{a1,...,ak} mai)MP→I (ν± maa1 )...(ν maak

)P

(IOut) MP→I P
〈ME1,...,MEk〉.MP→I 〈ME1,...,MEk〉.P

(IInp) MP→I P
(ME1,...,ME j ;mxj+1,...,mxk).MP→I (ME1,...,ME j;mxj+1,...,mxk).P

(IDec) MP→I P
decrypt ME as {ME1,...,ME j;mxj+1,...,mxk}ME0 in MP→I

decrypt ME as {ME1, . . . ,ME j;mxj+1 , . . . ,mxk}ME0 in P

(IADec) MP→I P
decrypt ME as {|ME1,...,ME j;mxj+1,...,mxk |}ME0 in MP→I

decrypt ME as {|ME1, . . . ,ME j;mxj+1 , . . . ,mxk |}ME0 in P

(INew) MP→I P
(ν na)MP→I (ν na)P (IANew) MP→I P

(ν±ma)MP→I (ν±ma)P

(IRep) MP→I P
!MP→I !P (IPar) MP1→I P1 MP2→I P2

MP1|MP2→I P1|P2

(INil) 0→I 0

evolve. We refer to [2] [4] for a detailed description of the semantics. Notice that a
substitution P[n1 �→ n2] substitutes all the free occurrences of n1 in P for n2. Finally, we
define values V ∈Val, which are used in the reduction as expressions without variables
x ∈Var:

V ::= n |m+ |m− | {V1, . . . ,Vk}V0 | {|V1, . . . ,Vk|}V0 (1)

A reference monitor is used to force additional requirements at each step before al-
lowing it to be executed. A substitution function is used in the reduction rules, written
P[V/x], to substitute a variable x for a value V in the process P.

2.2 Meta Level Calculus

The meta level describes different scenarios in which many principals execute a pro-
tocol at the same time, simply running several copies of the processes. The syntax of
the meta level is identical to the syntax seen so far, except that each name and each
variable are renamed using indexes. Four new processes are introduced to model these
scenarios, which use a countable indexing set S to include a set of variables X and ī, as
shorthand for i1, . . . , ik (a sequence of indexes); the processes are the following:

• |i∈S MP: the process describes the parallel composition of instances of the process
MP where the index i is an element in the set S.
• let X ⊆ S in MP: the process declares a set identifier X which has some values of

the index set S in the process MP; the set X can be infinite.
• (νi∈S nai)MP, (ν±i∈S mai)MP: the processes describe the restriction of all the names

nai and all the key pairs m+
ai

and m−
ai

respectively; a is a prefix of the index that can
be empty.
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In this syntax, the process let X ⊆ S in MP is a binder of X , while the process |i∈S MP
is a binder of i and the indexed restrictions are binders of names and key pairs.

An instantiation relation, written MP→I P, is introduced to describe that a process
P is an instance of a meta level process MP, as depicted in Table 2.

3 Control Flow Analysis

In this section we introduce our Control Flow Analysis (CFA) as an extension of [11].
The aim of the CFA is to collect information about the behavior of a process and to
store them in some data structures A , called analysis components. To be finite, static
analysis is forced to compute approximations rather than exact answers. Therefore the
analysis can give false positives but it has to preserve soundness.

We will use Flow Logic settings [11][3] for the specifications and the proofs. It is a
formalism for specifying static analysis and it focuses on the relationship between an
analysis estimate and the process to be analysed, formally A � P.

Table 3. Analysis of terms and processes

(AN) ρ � n : ϑ iff �n� ∈ ϑ (ANp) ρ � m+ : ϑ iff �m+� ∈ ϑ
(ANm) ρ � m− : ϑ iff �m−� ∈ ϑ (AVar) ρ � x : ϑ iff ρ(�x�)⊆ ϑ
(AEnc) ρ � {E1, . . . ,Ek}E0 : ϑ iff

∧k
i=0ρ � Ei : ϑi ∧ ∀U0, . . . ,Uk :

∧k
i=0 Ui ∈ ϑi ⇒

{U1, . . . ,Uk}U0 ∈ ϑ
(AAEnc) ρ � {|E1, . . . ,Ek|}E0 : ϑ iff

∧k
i=0ρ � Ei : ϑi∧∀U0, . . . ,Uk :

∧k
i=0Ui ∈ ϑi

⇒ {|U1, . . . ,Uk|}U0 ∈ ϑ
(AOut) ρ,κ � 〈E1, . . . ,Ek〉.P iff

∧k
i=1 ρ � Ei : ϑi∧∀U1, . . . ,Uk :

∧k
i=1 Ui ∈ ϑi

⇒ (〈U1, . . . ,Uk〉 ∈ κ ∧ρ,κ � P)
(AInp) ρ,κ � (E1, . . . ,E j;x j+1, . . . ,xk).P iff

∧ j
i=1 ρ � Ei : ϑi ∧ ∀〈U1, . . . ,Uk〉 ∈ κ :∧ j

i=1 Ui ∈ ϑi

⇒
(∧k

i= j+1 Ui ∈ ρ(�xi�)∧ρ,κ � P
)

(ASDec) ρ,κ � decrypt E as {E1, . . . ,E j;x j+1, . . . ,xk}E0 in P iff ρ � E : ϑ ∧∧ j
i=0 ρ � Ei :

ϑi∧
∀{U1, . . . ,Uk}U0 ∈ ϑ ∧

∧ j
i=0 Ui ∈ ϑi⇒ (

∧k
i= j+1 Ui ∈ ρ(�xi�)∧ρ,κ � P)

(AADec) ρ,κ � decrypt E as {|E1, . . . ,E j;x j+1, . . . ,xk|}E0 in P iff ρ � E : ϑ ∧∧ j
i=0 ρ � Ei :

ϑi∧
∀{|U1, . . . ,Uk|}U0 ∈ ϑ : ∀U ′0 ∈ ϑ0 : ∀(m+,m−) : (U0,U ′0) = (�m−�,�m+�)∧∧ j

i=1 Ui ∈ ϑi⇒
(∧k

i= j+1 Ui ∈ ρ(�xi�)∧ρ,κ � P
)

(AASig) ρ,κ � decrypt E as {|E1, . . . ,E j;x j+1, . . . ,xk|}E0 in P iff ρ � E : ϑ ∧∧ j
i=0 ρ � Ei :

ϑi∧
∀{|U1, . . . ,Uk|}U0 ∈ ϑ : ∀U ′0 ∈ ϑ0 : ∀(m+,m−) : (U0,U ′0) = (�m+�,�m−�)∧∧ j

i=1 Ui ∈ ϑi⇒
(∧k

i= j+1 Ui ∈ ρ(�xi�)∧ρ,κ � P
)

(ANew) ρ,κ � (ν n)P iff ρ,κ � P (AANew)ρ,κ � (ν±m)P iff ρ,κ � P
(APar) ρ,κ � P1|P2 iff ρ,κ � P1∧ρ,κ � P2 (ARep) ρ,κ �!P iff ρ,κ � P
(ANil) ρ,κ � 0 iff true
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CFA abstracts the executions and represents only some aspects of the behavior of
a process which can also be infinite. We will prove the correctness of the analysis by
showing that the analysis components A are such that the property they represent also
holds when the process evolves.

Formally:

A � P∧P→ P′ ⇒A � P′ (2)

The Flow Logic specifications use the verbose format “A � P iff a logic formula F
holds” or the succinct format “A � P : A′ iff a logic formula F holds”, i.e. they record
information about a process globally or locally, respectively.

The analysis components record canonical values from the set �Val� ranged over by
U to represent values generated by the same restriction. The component κ ∈P(�Val�∗)
collects the tuples of canonical values corresponding to the values communicated in the
global network while ρ : �Var� →P(�Val�) records the canonical values correspond-
ing to the values that variables may become bound. A predicate ρ ,κ � P says that ρ and
κ are valid analysis results describing the behavior of P. To analyse the expressions it
is used the form ρ � E : ϑ to describe a set of canonical values ϑ ∈P(�Val�) that the
expression E may evaluate.

The analysis of terms and processes is described in Table 3. The rules (AN), (ANp)
and (ANm) say that names may evaluate to themselves iff the canonical names are in
ϑ . The rule (AVar) says that variables may evaluate to the values described by ρ for
the corresponding canonical variable. The rules (AEnc) and (AAEnc) use the analysis
predicate recursively to evaluate all the subexpressions in the encryption and they re-
quire ϑ to contain all the encrypted values that can be formed combining the values
that subexpressions may evaluate to. The rule (AOut) says that the expressions are eval-
uated and it is required that all the combinations of the values found by this evaluation
are recorded in κ . The rule (AInp) says that the first j expressions in the input construct
are evaluated to be the sets ϑi for i = 1, . . . , j; if the pattern match with the values in κ
is successful, the remaining values of the k-tuple is recorded in ρ as possible binding
of the variables and the continuation process is analysed. The rule (ASDec), (AADec)
and (AASig) evaluate the expression E into the set ϑ and the first j expressions in the
decryption constructs are evaluated to be the sets ϑi for i = 1, . . . , j; if the pattern match
with the values in κ is successful, the remaining values of the k-tuple is recorded in
ρ as possible binding of the variables and the continuation process is analysed. Notice
that the original syntax [5] [8] uses only the rule (AADec) to define both asymmetric
decryption and signature while we introduce here two rules imposing an order in the
choice of the keys to make our analysis more efficient. The rule (ANew), (AANew),
(APar) and (ARep) require that the subprocesses are analysed. The rule (ANil) deals
with the trivial case.

Whenever the requirements hold, the continuation process is analysed.
The analysis is also defined for the meta level as an extension of the analysis seen so

far and it takes the form

ρ ,κ �Γ M (3)

where Γ : SetID∪P(Index f in)→P(Index f in) is a mapping from set identifiers to
finite sets of indexes.
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Table 4. The meta level analysis ρ,κ �Γ M: meta level constructs

(MLet) ρ,κ �Γ let X ⊆ S in M iff ρ,κ �Γ [X �→S′] M where S′ ⊆ f in Γ (S) and �S′� =
�Γ (S)�

(MIPar) ρ,κ �Γ |i∈S M iff
∧

a∈Γ (S) ρ,κ �Γ M[i �→ a]
(MINew) ρ,κ �Γ (νi∈Snai)M iff ρ,κ �Γ M
(MIANew)ρ,κ �Γ (ν±i∈Smai)M iff ρ,κ �Γ M

Table 5. The attacker’s capabilities

(1) The attacker may learn by eavesdropping∧
k∈Aκ ∀〈V1, . . . ,Vk〉 ∈ κ :

∧k
i=1 Vi ∈ ρ(z•)

(2) The attacker may learn by decrypting messages with keys already known∧
k∈AEnc

∀{V1, . . . ,Vk}V0 ∈ ρ(z•) : V0 ∈ ρ(z•)⇒∧k
i=1 Vi ∈ ρ(z•)∧

k∈AEnc
∀{|V1, . . . ,Vk |}m+ ∈ ρ(z•) : m− ∈ ρ(z•)⇒ ∧k

i=1 Vi ∈ ρ(z•)∧
k∈AEnc

∀{|V1, . . . ,Vk |}m− ∈ ρ(z•) : m+ ∈ ρ(z•)⇒ ∧k
i=1 Vi ∈ ρ(z•)

(3) The attacker may construct new encryptions using the keys known∧
k∈AEnc

∀V0, . . . ,Vk :
∧k

i=0Vi ∈ ρ(z•)⇒{V1, . . . ,Vk}V0 ∈ ρ(z•)∧
k∈AEnc

∀m+,V1, . . . ,Vk : m+ ∈ ρ(z•)∧∧k
i=1 Vi ∈ ρ(z•)⇒ {|V1, . . . ,Vk |}m+ ∈

ρ(z•)∧
k∈AEnc

∀m−,V1, . . . ,Vk : m− ∈ ρ(z•)∧∧k
i=1 Vi ∈ ρ(z•)⇒ {|V1, . . . ,Vk |}m− ∈

ρ(z•)
(4) The attacker may actively forge new communications∧

k∈Aκ ∀V1, . . . ,Vk :
∧k

i=1 Vi ∈ ρ(z•)⇒ 〈V1, . . . ,Vk〉 ∈ κ
(5) The attacker initially has some knowledge
{n•,m±• }∪N f ⊆ ρ(z•)

The meta level analysis is defined in Table 4 for the new constructs. The rule (MLet)
updatesΓ with the mapping X �→ S′, where S′ is required to be finite and it has the same
canonical names as the set S. The rule (MIPar) expresses that the analysis holds for all
the processes where the index i is substituted by all the elements in Γ (S). The rules
(MINew) and (MIANew) ignore the restriction operators.

3.1 The Attacker

The attacker is unique and runs its protocol P• following the Dolev-Yao formula FDY
RM

[7] shown in Table 5, which explains its powers. We write Psys | P• to show that an
arbitrary attacker controls the whole network while principals exchange messages using
the protocol. A protocol process Psys has type whenever it is close, all its free names are
in N f , all the arities of the sent or received messages are in Aκ and all the arities of
the encrypted or decrypted messages are in AEnc. These three sets are finite, like Nc

and Xc, used to collect all the names and all the variables respectively in the process
Psys. The attacker uses a new name, n• /∈Nc, and a new variable, z• /∈Xc, which do
not overlap the names and the variables used by the legitimate principals. It is again
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considered a process with finitely many canonical names and variables. A formula FDY
RM

of the type (N f ,Aκ ,AEnc), which is capable of characterizing the potential effect of
all the attackers P• of the type (N f ,Aκ ,AEnc), is defined as the conjunction of the
components in Table 5.

4 Non-repudiation Analysis

Non-repudiation guarantees that the principals exchanging messages cannot falsely
deny having sent or received the messages. This is done using evidences [9] that al-
low to decide unquestionably in favor of the fair principal whenever there is a dispute.
In particular, non-repudiation of origin provides the recipient with proof of origin while
non-repudiation of receipt provides the originator with proof of receipt. Evidences [15]
should have verifiable origin, integrity and validity.

The syntax of the process calculus LYSA has to be extended to guarantee, given a
protocol, the non-repudiation property, i.e. authentication (only the sender of the mes-
sage can create it), integrity and freshness. This is done using electronic signatures and
unique identifiers for users and sessions. To this aim, we introduce two sets, used in the
body of the messages to collect information that will be useful to perform the analysis:
ID, where id ∈ ID is a unique identifier for a principal, and NR, where nr ∈ NR says
that non-repudiation property is required for that part of the message nr. To include
these sets in our analysis, a redefinition of the syntax is required, and this is done by
applying a function called G to the processes of the protocol analysed, that acts recur-
sively on the subprocesses and redefines subterms using another function, called F (see
Table 6). In the new syntax ids are attached whenever an asymmetric key appears and
a session identifier u is attached to each encryption and decryption; parallel composi-
tion and replication are modified to assign different ids to different processes. The rule

Table 6. Functions F and G

F : E× ID→ ε
- F (n, id) = n - F (x, id) = x
- F (m+, id) = [m+]id - F (m−, id) = [m−]id
- F ({E1, . . . ,Ek}E0 , id) = {F (E1, id), . . . ,F (Ek, id)}F (E0,id)
- F ({| E1, . . . ,Ek |}E0 , id) = {|F (E1, id), . . . ,F (Ek, id) |}u

F (E0,id)
G : P× ID→P
- G (〈E1, . . . ,Ek〉.P , id) = 〈F (E1, id), . . . ,F (Ek, id)〉.G (P, id)
- G ((E1, . . . ,E j;x j+1, . . . ,xk).P, id) = (F (E1, id), . . . ,F (E j, id);x j+1, . . . ,xk).G (P, id)
- G (decrypt E as {E1, . . . ,E j;x j+1, . . . ,xk}E0 in P, id) =

decrypt F (E, id) as {F (E1, id), . . . ,F (E j, id);x j+1, . . . ,xk}F (E0,id) in G (P, id)
- G (decrypt E as {| E1, . . . ,E j;x j+1, . . . ,xk |}u

E0
in P, id) =

decrypt F (E, id) as {|F (E1, id), . . . ,F (E j, id);x j+1, . . . ,xk |}u
F (E0,id) in G (P, id)

- G ((ν n)P, id) = (ν n)G (P, id) - G ((ν±m)P, id) = (ν± [m]id)G (P, id)
- G (P | Q, id) = G (P, id) | G (Q, id′) - G (!P, id) = [!P]id
- G (0, id) = 0
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!P ≡ P |!P has to be removed because the structural equivalence does not hold in this
case. The replication process evolves in G (P, id) | G (!P, id′), where id′ is a unique user
identifier by the replication rule. Finally, we have to add the following annotations to
the signatures:

• [from id] is associated to encryption and it means that the recipient expects a mes-
sage from id.
• [check NR] is associated to decryption and it means that for all the elements of the

set NR, non-repudiation property must be guaranteed. It is interesting to notice that
the elements in the set NR can specify a part of the message, not necessarily the
whole message, according to the definition of non-repudiation.

The syntax of asymmetric encryption becomes {|ε1, . . . ,εk|}u
ε0

[from id] while the syntax
of asymmetric decryption becomes decrypt ε as {|ε1, . . . ,ε j;x j+1, . . . ,xk|}u

ε0
[check NR]

in P .
Notice that the annotation [from id] and the label u have a different role in the anal-

ysis. The first says that the principal who encrypted the message must be the same
specified in the label associated to the private key used, while the second expresses that
the message has to belong to a precise session.

To guarantee the dynamic property, the values have to be redefined into NVal:

NV ::= n|[m+]id |[m−]id | {NV1, . . . ,NVk}NV0 |{|NV1, . . . ,NVk|}u
NV0

[from id] (4)

The reference monitor semantics P→RM P′ defines RM as

RM(id, id′,u,u′,{NV1, . . . ,NVn},NR)
= (id = id′ ∧u = u′ ∧∀nr ∈ NR : nr ∈ {NV1, . . . ,NVn})

where {NV1, . . . ,NVn} is a set of redefined values for non-repudiation analysis. The
main difference between the standard and the redefined semantics is expressed by the
rule used to verify a signature, which ensures that the non-repudiation property holds
for the elements specified by the annotations:

∧ j
i=1 NVi=NV ′i ∧RM(id,id′,u,u′,{NVj+1,...,NVk},NR)

decrypt {|NV1,...,NVk|}u
[m− ]id

[from id′] as {|NV ′1,...,NV ′j ;x j+1,...,xk |}u′
[m+]id

[check NR] in P→RM P [NVj+1/x j+1, . . . ,NVk/xk]

Definition 1 (Dynamic Non-Repudiation). A process P ensures dynamic
non-repudiation property if for all the executions P →∗ P ′ →RM P ′′ then id = id′
and u = u′ and ∀nr ∈ NR : nr ∈ {NV1, . . . ,NVk} when P ′ →RM P ′′ is derived using
(ASig) on the asymmetric decryption construct.

Definition 1 says that an extended process P ensures non-repudiation property if there
is no violation in any of its execution.

4.1 Static Property

A component ψ ⊆P(NR) will collect all the labels nr such that the non-repudiation
property for the element nr is possibly violated. The ∝ operator is introduced to ignore
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the extension of the syntax. The non-repudiation property has to be checked whenever
a signature is verified, therefore the rule (ASig) becomes the following:

ρ,κ,ψ � decrypt ε as {| ε1, . . . ,ε j;x j+1, . . . ,xk |}u′
ε0

[check NR] in P

iff ρ � ε : ϑ ∧∧ j
i=0 ρ � εi : ϑi∧∀{| NV1, . . . ,NVk |}u

NV0
[from �id�] ∝ ϑ :

∀NV ′0 ∝ ϑ0 : ∀m+,m−, id, id′ : (NV0,NV ′0) = ([�m+�]id′ , [�m−�]id′)
∧∧ j

i=1 NVi ∝ ϑi⇒ (
∧k

i= j+1 NVi ∈ ρ(�xi�)∧ρ,κ,ψ � P ∧∀nr ∈ NR :
(id �= id′ ∨u �= u′ ∨nr /∈ {NVj+1, . . . ,NVk})⇒ �nr� ∈ ψ).

To prove the correctness of our analysis we must prove that it respects the extended
operational semantics of LYSA, i.e. if ρ ,κ ,ψ � P then the triple (ρ ,κ ,ψ) is a valid
estimate for all the states passed through in a computation of P . Furthermore, we prove
that when ψ is empty, then the reference monitor is useless.

Theorem 1 (Correctness of the non-repudiation analysis). If ρ ,κ ,ψ � P andψ = /0
then P ensures static non-repudiation.

The proof of this theorem, as well as the proof of the next ones, can be found in [4].

4.2 The Attacker

In the setup of P |P•, the attacker process P• has to be annotated with the extended
syntax. We will use a unique label u• to indicate the session and a unique label id• to
indicate the encryption place used by the attacker. The Dolev-Yao condition has to be
redefined to be used for the non-repudiation analysis.

The main enhancement with the usual LYSA attacker can be seen in rule (3.): when-
ever the attacker is able to generate an encrypted message with a known key, the receiver
checks the id of the sender, and, in case the latter does not correspond to the intended
one, the component ψ becomes non empty, as a signal of a non-repudiation violation:∧

k∈AEnc
∀[m−]id ,NV1, . . . ,NVk : [m−]id ∈ ρ(z•)∧∧k

i=1 NVi ∈ ρ(z•)
⇒ {|NV1, . . . ,NVk|}u•

[m−]id•
∈ ρ(z•)∧∀ decrypt {|NV ′1, . . . ,NV ′k |}u•

[m−]id•
[from id′] as

{|NV ′′1 , . . . ,NV ′′j ;x j+1, . . . ,xk|}u′′
[m+]id′′

[check NR] in P :

∀nr ∈ NR ((id′ �= id• ∨u′′ �= u• ∨nr /∈ {NV ′j+1, . . . ,NV ′k})⇒ �nr� ∈ ψ)

Theorem 2 (Correctness of Dolev-Yao Condition). If (ρ ,κ ,ψ) satisfies FDY
RM of type

(Nf,Aκ ,AEnc) then ρ ,κ ,ψ � Q for all attackers Q of extended type ({z•},Nf∪{n•},
Aκ ,AEnc).

The theorem says that the redefined Dolev-Yao condition holds.

Theorem 3. If P guarantees static non-repudiation then P guarantees dynamic non-
repudiation.

Example 2. Protocol 1. The encoding with annotations of the protocol by Cederquist,
Corin, and Dashti introduced in Example 1 becomes:

let X ⊆ S in (ν±i∈X [AKi]Ii)(ν± T T P)(
|i∈X | j∈X !(ν SKi j)(ν Hi j)(ν Mi j)〈{Mi j}SKi j ,{|EOOM |}ui j

[AK−i ]Ii
[from Ii]〉.

(;xEORMi j).decrypt xEORMi j as {|{|EOOM |}ui j

[AK−i ]Ii
[from Ii]|}ui j

[AK+
j ]I j
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[check {|EOOM |}] in 〈SKi j〉.
(;xEORKi j).decrypt xEORKi j as {|Ii,Hi j,SKi j;}ui j

[AK+
j ]I j

[check Hi j,SKi j] in 0

|i∈X | j∈X !(;xEnMsgi j ,xEOOMi j).
decrypt xEOOMi j as {|I j,T T P;xHi j,xT T P|}ui j

[AK+
i ]Ii

[check xHi j ] in

〈{|xEOOMi j|}ui j

[AK−j ]I j
[from I j]〉.(;xSKi j).

decrypt xEnMsgi j as {xMsgi j}xSKi j in 〈{|Ii,xHi j,xSKi j|}〉.0)

where EOOM = I j,T T P,Hi j,{|SKi j, Ii|}ui j

[T T P+]T TP
[from /0]

Protocol 2 (Zhou-Gollmann [14]):

A→ B : fNRO,B,L,C,NRO
B→ A : fNRR,A,L,NRR
A→ TTP : fSUB,B,L,K,sub K
B↔ TTP : fCON ,A,B,L,K,con K
A↔ TTP : fCON ,A,B,L,K,con K

The result of the analysis of Protocol 1 shows that a possible flaw may arise. In fact,
it does not use labels to identify the session, and this is why our analysis says that this
protocol does not guarantee non-repudiation property. However the protocol is correct,
because of an implicit additional assumption on the uniqueness of the keys, which pre-
vents from replay attacks. On the other side, Protocol 2 passes the analysis and this
guarantees that it is secure with respect to non-repudiation.

5 Conclusions and Future Works

This paper extends the work by M. Buchholtz and H. Gao who defined a suite of analy-
ses for security protocols, namely authentication, confidentiality, freshness, simple and
complex type flaws. The annotations we introduce allow to express non-repudiation
also for part of the message: this allow to tune the analysis focussing on relevant com-
ponents. It results that the CFA framework developed for the process calculus LYSA

can be extended to security properties by identifying suitable annotations, thus re-using
most of the theoretical work.
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A Provably Secure Secret Handshake with Dynamic
Controlled Matching�
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Abstract. A Secret Handshake is a protocol that allows two users to mutually
verify one another’s properties, and in case of simultaneous matching, to share
a key used to secure subsequent communications. In this paper, we present the
first Secret Handshake scheme that allows dynamic matching of properties under
stringent security requirements: in particular, the right to prove and to verify is
strictly under the control of an authority. This work merges characteristics of
Secret Handshake with features peculiar to Secure Matchmaking.

1 Introduction

Parties cooperating in hostile networked environments often need to establish an initial
trust. Trust establishment can be very delicate when it involves the exchange of sensitive
information, such as affiliation to a secret society or to an intelligence agency. Two
mechanisms, Secret Handshakes and Secure Matchmaking, have tackled this problem,
coming up with solutions for secure initial exchange between mistrusting principals.
The relevance of this problem as a research topic is evidenced by the number of recent
publications on the subject [1,10,11,15,16].

A Secret Handshake, first introduced by Balfanz et al. in [3], is a mechanism de-
vised for two users to simultaneously prove to each other possession of a property,
for instance membership to a certain group. The ability to prove and verify is strictly
controlled by a certification authority, that issues property credentials and matching
references respectively allowing to prove to another user, and to verify another user’s,
possession of a property. Users are not able to perform a successful handshake without
the appropriate credentials and matching references; in addition protocol exchanges are
often untraceable and anonymous. Most of the Secret Handshake schemes available in
the literature only allow for the matching of own group membership.

Matchmaking protocols, presented first in [2], solve the same problem in a slightly
different setting: users express “wishes” about the property expected from the other
communicating party, and the communication is established only if both users’ wishes
are mutually matched. The main difference from Secret Handshakes, is the ability of
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a Matchmaking user to set credential and matching reference, thus freely choosing the
properties object of the match.

Recently, Ateniese et al. presented in [1] a scheme that allows Secret Handshake
with dynamic matching, allowing to verify the presence of properties different from the
user’s own. This scheme is somewhat in between Secret Handshakes and Secure Match-
making protocols. It inherits from secret handshake the need for credentials issued by
an authority; however, the choice of the property to be verified in the other party is left
at the discretion of the verifying user, as in Secure Matchmaking.

In this paper, we present the first Secret Handshake scheme with dynamic controlled
matching: users are required to possess credentials and matching references issued by
a trusted certification authority in order to be able to prove and to verify possession of
a given property. Therefore the certification authority retains the control over who can
prove what and who can disclose which credentials. However verification is dynamic,
in that it is not restricted to own property, as opposed to [3,7,13,16,17].

This new scheme is of clear practical use. For instance, it fulfills the requirements
identified by the EU Project R4EGov [9]. In one of the project’s use cases, EU justice
forces cooperate with one another in order to solve cross-boundary criminal cases. EU
regulations define official processes that must imperatively be followed by operating
officers: in particular, these processes mandate which institutions must cooperate upon
each particular case. During such collaboration, for instance, a member of France’s
Ministère de la Défense must cooperate with a member of the Bundesnachrichtendienst,
Germany’s intelligence service, to investigate on an alleged internal scandal. The two
officers may need to meet secretly, and authenticate themselves on-the-fly. Both are
definitely reluctant to disclose their affiliation and purpose to anybody but the intended
recipient.

It is evident that they cannot use matchmaking or plain secret handshake: the for-
mer does not offer any certification on the exchanged properties, the latter only allows
matching within the same organization. Handshakes with dynamic matching too fall
short of providing a suitable solution for the problem. The freedom of matching any
property gives too much liberty to the officials, who must instead strictly abide by EU
regulations that mandate which institution must cooperate on a case-by-case basis. In-
deed, these officials are acting on behalf of the State and of the people: they must follow
rules and ought not make personal choices.

To this end, we propose a novel cryptographic scheme, called SecureMatching, that
allows an authorized prover to convince an authorized verifier that she owns a property
(such as group membership). Our work thus addresses requirements that are not met by
existing Secret Handshake and Matchmaking protocols, by combining the mandatory
control of a third party over credentials and matching references – akin to Secret Hand-
shakes – with the dynamic matching features of Matchmaking. In Section 4 we show,
by means of reductionist proofs, that this primitive is secure under the random ora-
cle model, under the assumption that the Bilinear Decisional Diffie-Hellman (BDDH)
problem is hard. Finally, we show how to use SecureMatching to build a full-fledged
Secret Handshake scheme with dynamic controlled matching.
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2 Related Work

Secret Handshakes are first introduced in 2003 by Balfanz et al. [3] as mechanisms
designed to prove group membership, and share a secret key, between two fellow group
members. The purpose of these protocols is – as pointed out in [16] – to model in a
cryptographic protocol the folklore of real handshakes between members of exclusive
societies, or guilds.

Since this early work, many papers have further investigated the subject, consider-
ably advancing the state of the art. New schemes have been introduced, achieving for
instance reusable credentials (the possibility to generate multiple protocol exchanges
out of a single credential with no loss in untraceability) and dynamic matchings (the
ability to verify membership for groups different from one’s own). Castelluccia et al.
in [7] introduce the concept of CA-Oblivious encryption and show how to build a Se-
cret Handshake scheme from such a primitive. Users are equipped with credentials and
matching references (in this particular case embodied by a public key and a trapdoor)
that allow them to pass off as a group member and to detect one. In [13], Meadows intro-
duces a scheme that is similar to Secret Handshakes, despite the fact that the security re-
quirements are slightly different – for instance, untraceability is not considered. In [10],
Hoepman presents a protocol, based on a modified Diffie-Hellman key exchange, to
test for shared group membership, allowing users to be a member of multiple groups.
In [16], Vergnaud presents a secret handshake scheme based on RSA. In [17], Xu and
Yung present the first secret handshake scheme that achieves unlinkability with reusable
credentials: previous schemes had to rely upon multiple one-time credentials being is-
sued by the certification authority. However, the presented scheme only offers a weaker
anonymity. In [11], Jarecki, Kim and Tsudik introduce the concept of affiliation-hiding
authenticated key exchange, very similar to group-membership secret handshakes; the
authors study the security of their scheme under an interesting perspective, allowing
the attacker to schedule protocol instances in an arbitrary way, thus including MITM
attacks and the like. However their scheme is not suitable in our context, since it only al-
lows to verify own group membership and does not consider untraceability of protocol
exchanges.

A closely related topic is secure Matchmaking, introduced by Baldwin and Gramlich
in [2]. In [18], Zhang and Needham propose a protocol for on-line matchmaking, based
on an on-line database service available to all users. In [15], Shin and Gligor present a
new matchmaking protocol based on password-authenticated key exchanges [5].

In [1], Ateniese et al. present the first Secret Handshake protocol that allows for
matching of properties different from the user’s own. Property credentials are issued
by a certificate authority. However, the authors study the protocol in the Matchmaking
setting, where the matching reference is a low entropy keyword that can be set at each
user’s discretion.

A related topic is represented by oblivious signature-based envelopes (OSBEs), in-
troduced by Li et al. in [12]; using OSBE, a sender can send an envelope to a receiver,
with the assurance that the receiver will only be able to open it if he holds the sig-
nature on an agreed-upon message. Nasserian and Tsudik in [14] argue – albeit with
no proofs – that two symmetric instances of OSBE may yield a Secret Handshake. The
scheme we introduce in Section 3.2 shares some similarities with OSBE, although some
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substantial differences are present: OSBE does not consider unlinkability and anonym-
ity, as it requires the explicit agreement on a signature beforehand.

3 The Scheme

In this Section we introduce SecureMatching, a novel cryptographic scheme that allows
a user to convince a verifier that she owns a given property. We afterward leverage on
this building block to create a Secret Handshake protocol used to secure the mutual ex-
change of property credentials and to share a common key in case of mutual successful
verification of properties.

3.1 Preliminaries

We assume that the system includes users from a set of users U . Each user can possess
properties drawn from a set of properties P . Given a security parameter k, let (G1,+)
and (G2,∗) be two groups of order q for some large prime q, where the bit-size of q is
determined by the security parameter k. Our scheme uses a computable, non-degenerate
bilinear map ê : G1×G1→ G2 for which the Computational Diffie-Hellman Problem
(CDH) problem is assumed to be hard. Modified Weil or Tate pairings on supersingular
elliptic curves are examples of such maps. We recall that a bilinear pairing satisfies the
following three properties:

• Bilinear: for P,Q ∈G1 and for a,b ∈ Z∗q, ê(aP,bQ) = ê(P,Q)ab

• Non-degenerate: ê(P,P) �= 1 is a generator of G2

• Computable: an efficient algorithm exists to compute ê(P,Q) for all P,Q ∈G1

We also introduce a one-way hash function H : P→G1. A suitable implementation is
the MapToPoint function introduced in [6].

3.2 SecureMatching

SecureMatching is a prover-verifier protocol wherein a prover can convince a verifier
that she owns a property. Provers receive credentials for a given property, allowing them
to convince a verifier that they possess that property. Verifiers in turn receive matching
references for a given property, which allow them to detect possession of that property
after the protocol exchange.

Let P ∈G1 be a random generator of G1. Let r,s, t,v ∈ Z∗q be random values. We set
P̃← rP, S← sP, T ← tP and V ← vrP. The system public parameters are {q,P, P̃,S,T,
V, ê,G1,G2,H}. The system secret parameters are the values r,s, t and v.

When a user u∈U joins the system, a secret value xu
R←Z∗q is drawn. Then, the value

Xu = xus−1rP is issued to u through a secure channel; this value is kept secret by the
user. Users receive their credentials and matching references through these algorithms,
run by a certification authority:
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A −→ B nAP,nAP̃
A←− B nBP,nBP̃,r1B(credP2 + r3BP),r2B(nAP̃),r1Br2BS,r1Br2BT
A −→ B r1A(credP1 + r3AP),r2A(nBP̃),r1Ar2AS,r1Ar2AT

Fig. 1. Using SecureMatching to build a Secret Handshake

• Certify is executed by the certification entity upon a user’s request. The certification
entity verifies that the supplicant user u ∈ U possesses the property p ∈P she
will later claim to have during the protocol execution; after a successful check, the
certification entity issues to u the appropriate credential credp = vH(p). The user
verifies that ê(credp, P̃) = ê(H(p),V ). If the verification succeeds, she accepts the
credential; otherwise she aborts;
• Grant is executed by the certification entity upon a user’s request. First of all the

certification entity verifies that – according to the policies of the system – the user
u is entitled to verify that another user possesses property p ∈P . If the check-
ing is successful, the certification entity issues the appropriate matching reference
matchu,p = t−1r(credp + xuP), where xu is the secret value associated with user u;
the user verifies that

ê(matchu,p,T ) = ê(H(p),V ) · ê(Xu,S)

If the verification is not successful, she aborts;

Let A be a prover and B a verifier. A has credpA to prove possession of property pA; B
holds matchB,pB to detect property pB. The protocol proceeds as follows:

1. B picks n
R← Z∗q, and sends N1 = nP and N2 = nP̃ to A;

2. A checks whether ê(N1, P̃) = ê(N2,P); if so, she picks r1,r2
R← Z∗q and sends to B

the tuple disguisedCredpA =< r1credpA, r2N2, r1r2S, r1r2T >;
3. B checks whether

K =
ê(r1credpA,r2N2)n−1 · ê(r1r2S,XB)

ê(r1r2T,matchB,pB)
(1)

equals to one; if so, B concludes that A possesses property pB (or similarly that pA

and pB are the same). XB is the secret value associated to B.

3.3 From SecureMatching to Secret Handshake

In order to use SecureMatching to perform secret handshakes, we need two additional
characteristics: (i) the capability of establishing a session key out of the protocol ex-
change and (ii) the assurance that the key is mutually established only if SecureMatching
is successful at both sides. If the key is successfully shared by both users, each of them
is certain that the other possesses the expected property as defined by the local matching
reference. Note that the properties verified by both users need not be identical.
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Let us assume two users, Alice and Bob, want to perform a Secret Handshake and
share a key if the Handshake is successful. Alice owns the tuple (credP1,matchA,P2, XA)
and Bob owns (credP2,matchB,P1,XB). Alice and Bob can draw four random values
each, r1A,r2A,r3A,nA for Alice and r1B,r2B,r3B,nB for Bob. Then – as we can see in
Figure 1 – each performs the steps of SecureMatching, with the only exception that
Alice sends r1A(credP1 + r3AP) instead of sending r1AcredP1. The same applies to Bob,
who sends r1B(credP3 + r3BP).

The addition of a random value to the credential, prevents Alice and Bob from check-
ing whether K, as defined in Equation 1, equals to one in case of successful matching.
Indeed, KBob = ê(P,P)r1Ar2Ar3Ar;1 similarly, KAlice = ê(P,P)r1Br2Br3Br.

However, Alice can compute the values K′ = (KAlice)
r1Ar2Ar3A and Bob can compute

K′′ = (KBob)
r1Br2Br3B , and – in case of successful simultaneous matching – K′ = K′′.

This value can be subsequently used to derive a secret key, shared between Alice and
Bob only if the matching is successful.

4 Security Analysis

The security requirements of the SecureMatching protocol can be effectively resumed
as follows. With the focus on properties, an attacker can perform three different types
of actions: linking, knowing and forging. Linking refers to the ability of an attacker to
recognize a common property in two separate instances of the protocol, without the ap-
propriate matching references. Knowing refers to the unfeasibility of a verifier to detect
a prover’s property without the appropriate matching reference. Finally, forging refers
to the unfeasibility of a prover to convince a verifier that she possesses a given prop-
erty without the appropriate property credential. In the rest of this section we introduce
three games, Trace, Detect and Impersonate, that capture the essence of the attacks
mentioned above, and we show the impossibility of these attacks. Similar proofs can be
shown for the Secret Handshake of Section 3.3, which simply consists of two symmetric
instances of SecureMatching. We do not show them here due to space restrictions.

Notice that we prove the security of our scheme in the exact same setting as the
one chosen in the closest state-of-the-art paper by Ateniese et al. [1], which in turn is
similar to the one chosen by Balfanz et al. in [3]. To estimate the success probability of
the attacker, we can use the same technique used by Balfanz et al. in [3]; we therefore
omit the detailed probability estimation here. Before proceeding further, we state the
well-known BDDH problem:

Definition 1 (Bilinear Decisional Diffie-Hellman Problem). We say that the Bilinear
Decisional Diffie-Hellman Problem (BDDH) is hard if, for all probabilistic, polynomial-
time algorithms B,

AdvBDDHB := Pr[B(P,aP,bP,cP,xP) =( if x = abc]− 1
2

is negligible in the security parameter.

This probability is taken over random choice of P∈G1, a, b, c and x∈Z∗q. This problem
has been extensively used in the literature, for instance in [8]. The security proofs for the

1 By KBob we mean the value K computed by Bob; the same applies to KAlice.



336 A. Sorniotti and R. Molva

scheme follow from the hardness of the BDDH problem in the random oracle model, as
introduced by Bellare and Rogaway in [4], whereby the hash function H is considered
a truly random oracle.

4.1 Untraceability

Consider an adversary A whose goal is – given any two disguised credentials – to trace
them to having been generated from the same credential, so as to prove possession of
the same property. The attacker cannot decide whether there is a property that both
credentials can be matched to.

A can receive valid credentials and matching references of his choice and can engage
in SecureMatching protocol execution with legitimate users. A is then challenged as fol-
lows: she is given disguisedCred1 and disguisedCred2, for which she has not received a
matching reference, and she returns true if she can decide that a property p ∈P exists,
to which both credentials can be matched to. This implies that K = 1 for both creden-
tials with matching references in the set Smatch,p = {matchui,p : ui ∈ U }. We call this
game Trace.

Lemma 1. If an adversary A has a non-null advantage

AdvTraceA := Pr[A wins the game Trace]

then a probabilistic, polynomial time algorithm B can create an environment where
it uses A’s advantage to solve any given instance of the Bilinear Decisional Diffie-
Hellman problem (BDDH).

Proof. We define B as follows. B is given an instance (P,aP,bP,cP,xP) of the BDDH
problem and wishes to use A to decide if x = abc. The algorithm B simulates an envi-
ronment in which A operates, using A’s advantage in the game Trace to help compute
the solution to the BDDH problem. In particular, B acts as an oracle for H.

Setup. Here is a description of how the algorithm B works. B picks s,t,v
R← Z∗q, sets

P̃← (bP), S← sP, T ← tP and V ← v(bP). She then publishes the public parameter
according to the rules of the protocol.

Queries. At first, A queries B for an arbitrary number of tuples < H(pi), credpi , Xui

and matchui,pi > for any given pairs (ui, pi) ∈U ×P . The queries can be adaptive. B

answers as follows: if ui has never been queried before, B picks xui

R← Z∗q and stores the

pair (ui,xui) in a table. If pi has never been queried before, B picks hi
R← Z∗q, storing the

pair (pi,hi) in a table.
Then, B looks up in the table for the values hi and xui , and answers: H(pi) = hiP,

credpi = vhiP, Xui = xuis
−1(bP) and matchui,pi = t−1(vhi + xui)(bP). A can check that

both ê(credpi ,P) = ê(H(pi),V ) and ê(T,matchui,pi) = ê(H(pi),V ) · ê(Xui ,S) hold.

Challenge. At the end of this phase, A inputs two nonce pairs N1 = n1P,N′1 = n1P̃ and
N2 = n2P,N′2 = n2P̃ according to the specification of the protocol. B then produces two
hidden credentials constructed as follows:
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{
disguisedCred1 =< r1v(aP), r2N′1, r1r2S, r1r2T >

disguisedCred2 =< v(xP), r3N2, r3s(cP), r3t(cP) >

where r1,r2,r3 are random values ∈ Z∗q. Then, A outputs her decision.

Analysis of A’s answer. It is straightforward to verify that, if A wins the game, B can
give the same answer to solve the BDDH problem. Indeed, if A wins the game, she is
able to decide if ∃α ∈ Z∗q such that{

r1r2vab + r1r2bxu1 = r1r2b(xu1 + vα)
r3vx + r3cbxu2 = r3cb(xu2 + vα)

(2)

are both verified for any user u1,u2∈U . Since this system of equations is by definition
valid for any value of xu1 and xu2, we can rewrite 2 as{

r1r2vab = r1r2bvα
r3vx = r3cbvα

(3)

and solve the first equation as α = a. If A wins the game and decides that the two
disguised credentials can be matched to the same property, then we can solve the second
equation as x = abc, which is the positive answer to BDDH. Conversely, x �= abc, which
is the negative answer to BDDH. ��

4.2 Detector Resistance

Consider an adversary A whose goal is to verify presence of a property of his choice
without owning the corresponding matching reference. At first, A queries the system for
an arbitrary number of tuples < H(pi), credpi, Xui and matchui,pi > for any given pairs
(ui, pi) ∈U ×P . She is free to engage in the SecureMatching protocol execution with
legitimate users.

A then choses a property p∗ ∈P , not yet queried in the previous phase, which will
be the object of the challenge. She receives H(p∗) and credp∗ . Finally she receives a
disguised credential. She is then challenged to tell whether K, as defined in Equation 1,
equals to one for any matching reference in the set Smatch,p∗ = {matchui,p∗ : ui ∈ U }
for the property p∗ ∈P object of the challenge. A clearly does not posses any of the
matching references in Smatch,p∗ . We call this game Detect.

Lemma 2. If an adversary A has a non-null advantage

AdvDetectA := Pr[A wins the game Detect]

then a probabilistic, polynomial time algorithm B can create an environment where
it uses A’s advantage to solve any given instance of the Bilinear Decisional Diffie-
Hellman problem (BDDH).

Proof. We define B as follows. B is given an instance (P,aP,bP,cP,xP) of the BDDH
problem and wishes to use A to decide if x = abc. The algorithm B simulates an envi-
ronment in which A operates, using A’s advantage in the game Detect to help compute
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the solution to the BDDH problem. In particular, B will run for A an oracle for the hash
function H.

Setup. Here is a high-level description of how the algorithm B will work. B picks

s, t,v
R← Z∗q and sets P̃← (bP), S← sP, T ← tP and V ← v(bP). She then publishes

the public parameter according to the rules of the protocol.

Queries. At first, A queries B for an arbitrary number of tuples < H(pi), credpi , Xui

and matchui,pi > for any given pairs (ui, pi) ∈U ×P . The queries can be adaptive. B

answers as follows: if ui has never been queried before, B picks xui

R← Z∗q and stores the

pair (ui,xui) in a table. If pi has never been queried before, B picks hi
R← Z∗q, storing the

pair (pi,hi) in a table.
Then, B looks up in the table for the values hi and xui , and answers: H(pi) = hiP,

credpi = vhiP, Xui = xuis
−1(bP) and matchui,pi = t−1(vhi + xui)(bP). A can check that

both ê(credpi , P̃) = ê(H(pi),V ) and ê(T,matchui,pi) = ê(H(pi),V ) · ê(Xui ,S) hold.

Challenge. A then chooses the property p∗ ∈P which is object of the challenge among
the ones not queried in the previous phase. She then queries B for H(p∗) and credp∗ .
B’s response is H(p∗) = (aP) and credp∗ = v(aP). A can check that ê(credp∗ ,P) =
ê(H(p∗),V ) holds.

Then A sends to B a pair of nonces N1 = nP,n2 = nP̃ according to the specifications
of the protocol. B answers by sending the disguised credential

disguisedCred =< v(xR),r1N1,r1s(cR),r1t(cR) > (4)

Analysis of A’s answer. Let’s assume x = abc. For every user u∗ ∈ U , we can then
write

K =
ê(v(abcR),r1nP)n−1 · ê(r1s(cR),Xu∗)

ê(r1t(cR), t−1(credp∗+ xu∗)(bP))
= 1 (5)

which implies a successful matching for the disguised credential of Expression 4.
Indeed

r1vx + r1bcxu∗ − r1c(vab + xu∗b) = 0 (6)

is satisfied ∀xu∗ ∈ Z∗q if and only if x = abc.
Therefore, if A wins the game and is able to match the disguised credential, thus

detecting property p∗, B can give the same answer to the BDDH. ��

4.3 Impersonation Resistance

An adversary A has as its goal to impersonate a user owning a given credential, which
she does not dispose of. At first, A queries the system for an arbitrary number of tuples
< H(pi), credpi , Xui and matchui,pi > for any given pairs (ui, pi) ∈U ×P . She is free
to engage in SecureMatching protocol execution with legitimate users.

A then choses a property p∗ ∈P , not yet queried in the previous phase, which will
be the object of the challenge. A queries the system for many matching references for
property p∗ and users u j ∈U of his choice. A is then challenged in the following way:
she receives a nonce value, and she has to produce a valid handshake message, able
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to convince a user u∗ ∈ U , among the ones not queried before, with a valid match-
ing reference for property p∗, that she owns the credential credp∗ . We call this game
Impersonate.2

Lemma 3. If an adversary A has a non-null advantage

AdvImpersonateA := Pr[A wins the game Impersonate]

then a probabilistic, polynomial time algorithm B can create an environment where it
uses A’s advantage to solve a given instance of the Bilinear Decisional Diffie-Hellman
Problem (BDDH).

Proof. We define B as follows. B is given an instance (P,aP,bP,cP,xP) of the BDDH
problem and wishes to use A to decide if x = abc. The algorithm B simulates an envi-
ronment in which A operates: B will in particular act as an oracle for H.

Setup. B picks random values r,s, t and v ∈ Z∗q and sets P̃ = rP, S = sP, T = t(bP)
and V = vr(bP). She then publishes the public parameter according to the rules of the
protocol.

Queries. At first, A queries B for an arbitrary number of tuples < H(pi), credpi , Xui

and matchui,pi > for any given pairs (ui, pi) ∈U ×P . The queries can be adaptive. B

answers as follows: if ui has never been queried before, B picks xui

R← Z∗q and stores the

pair (ui,xui) in a table. If pi has never been queried before, B picks hi
R← Z∗q, storing the

pair (pi,hi) in a table.
Then, B looks up in the table for the values hi and xui , and answers: H(pi) = hiP,

credpi = vhi(bP), Xui = xuirs−1(bP) and matchui,pi = t−1r(vhiP + xuiP). A can check
that both ê(credpi , P̃) = ê(H(pi),V ) and ê(T,matchui,pi) = ê(H(pi),V ) · ê(Xui ,S) hold.

A then chooses the property p∗ ∈P which is object of the challenge among the ones
not queried in the previous phase. She then queries B for H(p∗). B’s response is aP. A
choses many users u j ∈ U of her choice and asks B for matchu j,p∗ . After picking the
values xu j as in the previous phase, B’s response is matchu j,p∗ = t−1r(v(aP)+ xu j P)
along with Xu j = xu j rs−1(bP). A can easily check that it is a valid matching reference
by verifying that the equivalence ê(T,matchu j,p∗) = ê(H(p∗),V ) · ê(Xu j ,S) holds.

Challenge. After this phase, B sends to A nonces cP,r(cP) according to the protocol,
and challenges A to produce disguisedCredp∗ for which K of Equation 1 equals to one
with matching reference matchu∗,p∗ and Xu∗ of a user u∗ ∈U not queried in the previous
phase.

A answers the challenge with (A,B,C,D) ∈ G4
1, and wins the game if K equals to

one, which implies ê(A,B)c−1 · ê(Xu∗ ,C) = ê(D,matchu∗,p∗).

2 Notice that this game does not prevent an attacker from stealing legitimate users’ credentials
and claiming to possess their properties. This is common to many Secret Handshakes schemes
in the literature, for instance [1]. We could require credentials to be stored on password-
protected, tamper resistant hardware; an algorithmic solution however would require an ef-
ficient revocation method, which we do not investigate here and leave as a major item for
future work.
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Analysis of A’s response. Let us write A = αP, B = βP, C = γP and D = δP. Let us
assume that A wins the game; then we can write

αβc−1 + γs−1rxu∗b = δ (t−1rva + t−1rxu∗) (7)

If A wins the game, she should be able to convince a user u∗ that she owns the credentials
for property p∗. B can choose any value for xu∗ , since user u∗ has never been object of
queries before, and this value is unknown to A. Consequently,αβc−1 and δ t−1rva must
be independent of xu∗ . We can then rewrite Equation 7 as{

αβc−1 = δ t−1rva

γs−1rxu∗b = δ t−1rxu∗
(8)

Solving the second equation as δ = γs−1tb and substituting the resulting expression
of δ in the first, yields αβ = γs−1rvabc. Therefore if A wins the game, B can decide
whether x = abc based on the outcome of ê(A,B)sr−1v−1

= ê(C,xP). ��

5 Conclusion and Future Work

In this paper we have proposed a prover-verifier protocol and a two-party Secret Hand-
shake protocol using bilinear pairings. Our work studies the problem of Secret Hand-
shakes under new requirements, different than the ones considered before in the state
of the art, thus completing the landscape of available techniques in the field. As future
work, we intend to extend the protocol, allowing the certification authority to revoke
credentials formerly issued, in order to cope with compromised users and we intend to
study the security of the protocol in the more complete setting suggested in [11].
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Abstract. Program hardening for secure execution in remote untrusted environ-
ment is an important yet elusive goal of security, with numerous attempts and
efforts of the research community to produce secure solutions. Obfuscation is
the prevailing practical technique employed to tackle this issue. Unfortunately,
no provably secure obfuscation techniques currently exist. Moreover, Barak et.
al., showed that not all programs can be obfuscated. Theoretical research exhibits
provably secure albeit inefficient constructions, e.g. using tools from encrypted
domain.

We present a rigorous approach to software execution in remote environment
based on a new white box primitive, the White Box Remote Program Execution
(WBRPE), whose security specifications include confidentiality and integrity of
both the local and the remote hosts. WBRPE can be used for many applications,
e.g. grid computing, digital rights management, mobile agents.

We then present a construction of a specific program such that if there exists a
secure WBRPE for that program, then there is a secure WBRPE for any program,
reducing its security to the underlying WBRPE primitive. The security of WBRPE
construction is established by reduction among two white box primitives and it
introduces new techniques of programs manipulation.

1 Introduction

Ensuring secure execution of programs in remote untrusted environment is of high the-
oretical and practical importance and is required for a wide range of applications, e.g.,
digital rights management (DRM), grid computing, private information retrieval, mo-
bile agents, network gaming, Voice over IP (VoIP). In remote program execution a pro-
gram leaves the site of the originator and is transferred to the remote host for execution,
defining a white-box security model. In particular, the originator loses all control over
its software, which is completely exposed to the executing environment, and the en-
tity controlling the execution environment obtains full access to the program, and can
observe and manipulate the execution, code and data. This is in contrast to traditional
cryptography, which assumes a trusted platform, i.e., a black-box, on which secrets, e.g.,
secret keys, can be stored. In black-box security all the computations are performed on
a trusted platform, and the secret keys never leave its boundaries. More importantly,
attackers obtain a black-box access to the cryptographic implementation and can only

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 342–352, 2009.
c© IFIP International Federation for Information Processing 2009
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observe an input/output behaviour, but cannot access the code or data, or observe the
execution inside the platform.

In hardware based approach, an additional hardware that constitutes a secure trusted
platform, is supplied, e.g., a smartcard or a trusted third party in [1], on which the
secret data can be stored and the computations involving it performed. Hardware based
approach produces solutions in black box security model, in which an attacker cannot
access and observe the internals of the hardware, e.g. secret keys inside it, and can only
control the input/output behaviour of the system.

Although applications that employ hardware benefit from high security promises,
there are disadvantages, such as high cost, vulnerability to side channel attacks, unre-
liability and inflexibility of the hardware. In addition the security completely depends
on the trust relationship with the additional hardware, thus making it inapplicable to
many useful scenarios. Furthermore, in practice hardware alone is often not enough,
since even hardware based solutions rely on software to accomplish the overall secu-
rity. Therefore in order to enable a variety of practical applications secure software
white-box techniques should be provided.

In addition to practical importance, understanding the level of security that can be
attained by employing software only techniques is intriguing on its own, especially due
to prevailing belief that it is difficult to provide a reasonable level of security by em-
ploying software only approach, let alone a level of security comparable to the one in
black box security. In this work, we present a new basic candidate white-box security
building block, the White-Box Remote Program Execution (WBRPE) for remote pro-
gram execution in hostile environment, along with definitions and game-based security
specifications. We present a construction based on WBRPE scheme, and establish its
security by reduction.

It is important to identify weakest possible primitives for white-box security, e.g.,
by failed cryptanalysis, which could serve as basic building blocks for provably secure
protocols and schemes. More specifically, the security of the scheme would be reduced
to the security of the building block that underlies the construction. This is similar in na-
ture to traditional cryptography where few basic, simple building blocks are employed
in constructions of cryptographic schemes and primitives.

Security of protocols is established by reduction to the basic building blocks. The
motivation is that the cryptanalysis proven standard should be simple and basic, so that
it is easy to test its security and the security of the overall construction that uses it. We
propose the WBRPE as a candidate white-box security building block, which could be
employed to develop and analyse well-defined white-box security constructions. Exist-
ing practical primitives are proprietary, and their security relies on vague assumptions.

The WBRPE, in Figure 1, is comprised of two phases, the generation phase, run by
offline trusted third party, and the protocol execution phase, between the local and the
remote hosts. The trusted party generates the parameters of the scheme, i.e. the keys
which are sent to local host, and the OVM, which is transfered to the remote host. The
OVM emulates a trusted platform, and executes the input programs supplied by the local
host in a secure manner. The local host uses the keys to harden programs which it sends
to remote host for execution. The OVM receives the hardened program, and possibly
an input of the remote host. It has the corresponding keys to unharden and execute the
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program, and then harden the result of the computation. The remote host returns the
hardened result to the local host. We require that the local host learns only the result of
the computation, while the remote host learns nothing at all.

1.1 Existing Works

Obfuscation. Is a candidate building block for white box security, which received sub-
stantial attention from theoreticians and practitioners. An obfuscator O is an efficient
compiler that transforms a program P into a hardened program O(P), which pertains
the functionality of the original program but is equivalent to black-box access to P, i.e.
should be hard to analyse and to reverse engineer.

Obfuscation is the prevailing practical approach to software hardening, and was also
investigated by theoreticians. However in both theory and practice, obfuscation exhib-
ited insufficient results. The impossibility result by [2] states that there does not exist a
general obfuscator for any program. Although there are some positive results, e.g. [6],
these are restricted and do not suffice for practical applications. In addition, experts in
practical obfuscation, e.g. [10], cannot say whether obfuscators can protect even simple
programs, e.g. to hide intermediate state of programs.

White-Box Cryptography. (A special case of obfuscation) aims at protecting secret
data embedded inside software implementations of cryptographic algorithms, by in-
tegrating a secret key in the cryptographic algorithms, thus preventing from attacker,
which controls the execution environment, and may be a legitimate user, from extract-
ing the keys for use on a different platform.

A number of cryptographic implementations have appeared for symmetric key ci-
phers such as [15] and [11], that have claimed to be secure in a white-box model. More
specifically, the white box AES in [9], and the white-box DES in [8]. So far, proposed
white box cryptography solutions were subsequently broken [4,13,16]. The WBRPE
scheme that we present can be seen as an extension of white-box cryptography.

Mobile Code Cryptography. It is possible to employ theoretical tools from two party
computation protocols, to produce provably secure white-box security schemes. The
central approaches used to tackle two party computation scenario are secure function
evaluation, computing with encrypted data, and encrypted function. One of the earliest
techniques for two party computation, due to [17], is via encrypted circuit construction
and evaluation. A solution to mobile code, for computing all polynomial time functions
efficiently, based on encrypted circuit evaluation, is presented in [5] using tools from
two-party computation. However, their solution only provides for privacy of one of the
inputs, but not both. As a result if the input of one participant is a program, it may expose
the input of the other participant, e.g. if the program is computing an identity function.
In [14] they construct a practical implementation of two party-secure function evalua-
tion, thus showing a practical feasibility of encrypted circuits evaluation approach.

1.2 White Box Remote Program Execution (WBRPE)

In this work, we propose the White Box Remote Program Execution (WBRPE) scheme,
as a candidate white-box security building block. WBRPE can be employed to facilitate
a variety of applications, see Section 1.4.
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In Remote Program Execution, programs are sent by a local host (a.k.a. the origina-
tor) for execution on a remote host, and possibly use some data available to the remote
host. The local and the remote hosts may be with conflicting interests, therefore the
security issues need to be dealt with. In particular, these include confidentiality and
integrity of input programs supplied by the local host and confidentiality of inputs pro-
vided by the remote host. The WBRPE should satisfy confidentiality and integrity, em-
ploying software only techniques without assuming secure hardware, i.e. trusted third
party or smartcards. The WBRPE scheme is composed of three efficient procedures,
generation, hardening and unhardening, see Figure 1:

• The generation procedure produces a hardening key hk, and a program, which we
call the obfuscated virtual machine (OVM).
• The hardening key hk is used by the hardening procedure to harden, e.g. encrypt

and/ or authenticate, the input programs.
• The obfuscated virtual machine OVM receives a hardened input program along with

input from the remote host. It decodes the hardened program, e.g. decrypts and/ or
validates it, and returns the encoded result, e.g., encrypted and/or authenticated, of
the program applied to the inputs.
• The unhardening procedure unhardens, e.g. decrypts and validates the result re-

ceived from the remote host.

1.3 White Box RPE for ALL Programs

The negative result by Barak et al. [2], shows that an obfuscator for all programs does
not exist, however this result does not imply that there cannot be alternative hardening
schemes which would work for any program. In particular, is there a WBRPE for all
programs? To address this question we present a specific program, denoted UP (for

Fig. 1. WBRPE scheme
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universal program), with parameter K (key). Given a WBRPE scheme that works for
the family of universal programs {UPK}, we present a ’Universal’ WBRPE scheme that
works for any program, i.e. provides the security specifications of WBRPE for any input
program.

1.4 Applications of WBRPE

Following are some potential applications of WBRPE:

• Mobile agent, that traverses the Web, searching and purchasing goods on behalf of
its owner. The agent may include secret data, e.g., secret signing/decryption keys,
credit card number, and therefore needs to be protected from a possibly hostile
execution platform or from other agents, which e.g., may try to learn the secret
information of the agent, or modify its execution.
• In grid computing a large number of users (nodes) donate their idle CPU cycles

to perform computation on behalf of the local host. WBRPE can ensure that the
confidentiality and integrity of the program and input data are not violated.
• In P2P systems, e.g., for VoIP systems (such as Skype), the client code contains

secrets (e.g., cryptographic keys and proprietary protocols) that, if leaked to the
remote host, would e.g., allow users to make free calls.
• Protection of intellectual property, e.g, music and programs.
• Typically applications based on the setting of online database, e.g. the model of

Private Information Retrieval in [7], involve two parties, a server which holds the
database and a client who wishes to query the database. The privacy and the in-
tegrity of both the local and the remote hosts should be provided. WBRPE can be
applied directly to map the security requirements of applications based on online
databases. In WBRPE scheme, the client is the local host and the server is the re-
mote host. The input supplied by the client is a query, and the remote input of the
server is a database, and the client wishes to compute the result of its query on the
database. The privacy and the integrity of both inputs of the client and the server
are preserved, since the server cannot observe the queries submitted by the client,
further since the database is queried inside the OVM the server cannot observe the
process of the computation.

2 White-Box RPE Definitions

A WBRPE scheme W is comprised of three efficient algorithms, (G,H,U) for gener-
ation, hardening and unhardening, respectively. The generation procedure G generates
the obfuscated virtual machine OVM and the hardening key hk. The hardening proce-
dure applied on some input program, computes the hardened program, e.g. encryption
and/ or authentication of the original program, and produces two outputs, the hard-
ened program and a one time unhardening key. The remote host passes the hardened
program, along with the remote input a to the OVM for execution. The OVM has the
required keys, and can therefore extract and evaluate the program P on remote input
a, and returns the (hardened) output P(a). The local host, upon receipt the hardened
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output, applies the unhardening procedure with the unhardening key, to obtain the final
result of the computation.

Given a Turing machine P ∈ TM, where TM is a set of all Turing machines, let P(a)
denote a value of the computation of P on a. We introduce a time parameter, to hide the
time that it takes each program to execute, and the length parameter to hide the length
of the result. Let Pt,l(a) = Pt(a)[1...l] denote an l bit value of the t step computation of
P on input a. The definition follows.

Definition 1 (WBRPE). A White Box RPE (WBRPE) scheme W for programs family

{Pk}k∈N consists of a tuple W = 〈G,H,U〉 of PPT algorithms s.t. for all (hk,OVM) R←
G(1k),a∈{0,1}∗,P∈TM, OVM ∈PPT, t, l ∈N and (c,uk)←Hhk(P), holds: Pt,l(a)=
Uuk(OVM(c,a,t, l)).

2.1 Indistinguishability of the Local Inputs Specification

The first security specification we consider is to hide the contents of the input pro-
grams from the remote host. To ensure local inputs privacy we employ a variation of
the indistinguishability experiment for encryption schemes [12]. We specify the indis-
tinguishability definition w.r.t. a PPT algorithm A = (A1,A2), denoting by HO the hard-
ening oracle which the algorithm A obtains access to, during the indistinguishability
experiment. The experiment is described in detail in Figure 1, we now give an informal
definition. As its first step the experiment generates the keys and the obfuscated virtual
machine. Next it invokes the adversarial algorithm with an OVM in an input, and pro-
vides it with an oracle access to the hardening functionality for its hardening queries.
Each application of the hardening procedure generates a hardened program and a one
time unhardening key. Eventually the adversary outputs two programs of equal size.
The experiment tosses a bit b and one of the programs is subsequently hardened. Dur-
ing the second phase the adversary keeps an oracle access to HO, obtains the hardened
challenge program and has to distinguish. If the adversary guesses correctly, the exper-
iment returns 1, i.e., the adversary won, and otherwise returns 0, the adversary lost.

In the sequel we introduce a flag ϕ ∈ {PK,SK}, and when ϕ = PK we refer to an
asymmetric WBRPE, while ϕ = SK denotes a symmetric WBRPE. When ϕ = PK the
adversary receives the public hardening key hk in an input and can harden the programs
by itself.

Definition 2 (Indistinguishability). Let W = (G,H,U) be a WBRPE scheme and let
A = (A1,A2) be a pair of PPT algorithms. For k∈N, r∈ {0,1}∗ we define the advantage
of the adversary A in the W B-IND-CPA experiment as follows:

AdvW B-IND-CPA-ϕ
W,A (k) = 2 ∗Pr[ExpWB-IND-CPA-ϕ

W,A (k) = 1]−1

Where the probabilities are taken over G, H and A. The experiment ExpW B-IND-CPA-ϕ
W,A (k)

is defined in Experiment 1. A WBRPE scheme W is WB-IND-CPA-ϕ secure if the ad-
vantage function AdvWB-IND-CPA-ϕ

W,A (·) is negligible over all PPT adversarial algorithms
A. In private key WBRPE there is a secret shared key hk between the OVM and the
local host. This hk key is employed by the local host to harden programs and by the
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OVM to subsequently unharden them for execution. This implies that there is a unique
OVM for every local host. In public key WBRPE the hardening key hk is public, which
the attacking algorithm obtains in an input, and there is a corresponding unhardening
key embedded inside the OVM. Namely, everyone can harden programs and send to
OVM for execution, and only the OVM can unharden the programs, which implies the
asymmetry. The obvious advantage of the asymmetric WBRPE is in its flexibility, i.e.
new hosts can join the system without any effort, e.g. a marketplace scenario where
everyone can work with one central remote host and the same OVM.

Experiment 1. The indistinguishability ExpWB-IND-CPA-ϕ
W,A (k) and unforgeability

ExpWB-UNF-ϕ
W,A (k) experiments. Where HO is a hardening oracle that the algorithm A ob-

tains access to during the course of the experiments.

ExpW B-IND-CPA-ϕ
W,A (k)
〈hk,OV M〉 ← G(1k)
(P0,P1,s)← AHOhk(·,ϕ)

1 (1k,OV M,hk)
b ∈ {0,1}k

(cb,ukb)← Hhk(Pb)
b′ ← AHOhk(·,ϕ)

2 (cb,s)
if ((b = b′)∧ (|P0|= |P1|)) {return 1}
return 0

ExpW B-UNF-ϕ
W,A (k)
〈hk,OV M〉 ← G(1k)
(P,s)← AHOhk(·,ϕ)

1 (1k,OV M)
(c,uk)← Hhk(P)
(ω,t)← AHOhk(·,ϕ)

2 (c,s)
y←Uuk(ω)
if (y =⊥) {return 0}
if (∀a ∈ {0,1}∗,y �= Pt,|y|(a)) {

return 1
}
return 0

HOhk(P,ϕ)
if (ϕ = PK) {return (hk)}
return (Hhk(P))

2.2 Unforgeability Specification

In some scenarios, e.g. shopping mobile agent, a remote host may try to change the re-
sult of the programs sent by the originator, e.g. such that instead of looking for the best
offer the agent purchases the most expensive item. Our goal is to circumvent adversarial
attempts to forge the result output by the scheme. This is captured by the unforgeability
specification, based on unforgeability experiment which we present below. The unforge-
ability experiment applies the generation procedure and obtains hardening key hk, and
OVM. It then invokes the adversary with oracle access to hardening functionality, and
with the OVM as input. Eventually, the adversary outputs the forgery, i.e. the hardened
result of the computation, denoted ω , an input program P, and the unhardening key uk.
The experiment applies the unhardening procedure U on ω , P and t, and obtains the
result of the computation y. If y is valid, then the experiment checks if it is a forgery
for any t and a, and if yes, returns 1, i.e. the adversary successfully generated a forgery,
otherwise returns 0, the adversary failed.

In the asymmetric WBRPE everyone can harden programs for execution. After re-
covering the result by applying the unhardening procedure, we cannot know what input
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program was hardened to generate the result, and the forgery in this case means that
the output is not a result of the computation of the input program on any remote input.
Since the adversary has the public hardening key hk, it can harden programs by itself.
The trivial solution to this issue is to supply the program to the local host as part of the
unhardening key uk. Local host would then compare the program returned to the pro-
gram supplied as part of uk. However in case of a security specification which requires
to keep the input program secret from other remote recipients in this solution we expose
the input program, and thus cannot achieve programs privacy from remote recipients.
Therefore in asymmetric WBRPE a forgery is a generation of a valid result ω such that
there does not exist a program P, which could result in y←Uuk(ω) on any remote input
a, i.e. ∀a y �= Pt,|y|(a).

In the symmetric WBRPE, the adversary obtains an oracle access to the hardening
procedure. If the adversary did not query the hardening oracle on the program for which
the result was generated, then the adversary wins the experiment. The experiment keeps
a vector Q[..], with queried programs and the respective unhardening keys output along
with the hardening upon each query. In this type of forgery, the legitimate party never
queried the hardening oracle with a program for which the result was generated. Instead,
the adversary replaces the authentic hardened program with some other program (replay
or a forgery).

Definition 3 (Unforgeability). Let W = (G,H,U) be a WBRPE scheme and let A be
a PPT algorithm. For k ∈N, ϕ ∈ {PK,SK} we define the advantage of the adversary A
in the unforgeability experiment as follows:

AdvWB-UNF-ϕ
W,A (k) = Pr[ExpW B-UNF-ϕ

W,A (k) = 1]

Where ExpW B-UNF-ϕ
W,A (k) and the hardening oracle are defined in Experiment 1. A

WBRPE scheme W is WB-UNF-ϕ secure, if the advantage AdvW B-UNF-ϕ
W,A (·) is a negli-

gible function for all PPT adversarial algorithms A.

3 Universal WBRPE

In this section we show that if there exists a WBRPE scheme that satisfies the secu-
rity specifications for a specific family of universal programs, UP then there exists a
Universal WBRPE scheme that satisfies the security specifications for every program.
More specifically, we present the construction of the Universal WBRPE scheme given
a WBRPE scheme for a specific universal program UP in Figure 2.

3.1 The Universal Program UP

Let Π = (GAE ,AE,VD) be a scheme, that performs encryption and authentication,
see [3], and decryption and validation of inputs. The universal program UPK

(in Figure 2) is a Turing machine, that is created and instantiated with a secret key
K, by the hardening procedure H. When invoked by the obfuscated virtual machine
OVM, the universal program UPK reads a′ off the input tape, and parses it to obtain
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Algorithm 2. The Universal WBRPE scheme W ′ = (G′,H ′,U ′), where createOVM and crea-
teUP are macros, each generating a string that encodes a program (OVM’ and UP respectively)

U ′uk′(ω)
y←Uuk′(ω)
return y

H ′hk(P)
K←GAE(1k)

cP← AEK(P)
UPK ← createUP(K)
(cUP,uk)← Hhk(UPK)
c← 〈cUP,cP〉
uk′ ← 〈uk,K,P〉
return (c,uk′)

G′(1k)
(hk,OV M)←G(1k)
OV M′ ← createOV M(OV M,k)
return 〈hk,OV M′〉

createOV M′(OVM)
return [read (c,a,t,l)

(cUP,cP)← c
a’← (a,t,l,cP)
t’=p(t)+3
l’=l+|P|+|t|+|K|
return OVM(cUP,a’,t’,l’)]

createUP(K)
return [read a’

(a,t,l,cP)← a’
P← VDK(cP)
y← Pt,l(a)
return y]

(a,t, l,cP), i.e. the remote input, the number of steps of program’s execution, the length
of the output and the encrypted program. UP decrypts and validates cP using the key
K. The UP then runs P on a for t steps and truncates the output y′ to l bits. Finally, UP
writes y′ = 〈y,P,t,K〉 on the output tape and halts. The parameters (P,t,K) are output
to allow the unhardening procedure U ′ to verify that the result of the computation is
authentic. The output y′ of UP is encoded, i.e. encrypted and/ or authenticated, by the
OVM (the encoded value returned by the OVM is denoted ω).

The macro createUP, in Figure 2, given a secret key K, generates and returns the
Turing machine UPK , represented as a string. The secret key K, is instantiated during
the generation and is concatenated to the constant parts of the string.

3.2 The Generation Procedure

The generation procedure G′ of the Universal WBRPE scheme W ′ applies G of the spe-
cific WBRPE W and obtains the the hardening key hk, and the OVM. It applies the
createOVM′ function on the OVM of the specific WBRPE scheme to generate the OVM′
of the Universal WBRPE scheme W ′ and returns the tuple 〈hk,OVM′〉. See Figure 2.
The createOVM′ function generates the OVM′ Turing machine encoded in a string. The
OVM′ reads (c,a,t, l) of the input tape and generates an input for the OVM Turing ma-
chine. The OVM decodes cUP and runs the universal program on input a′, for t ′ steps
and writes an l′ bit output on its output tape, where t ′ comprised of the number of steps
performed by UP, the number of steps the input program P is executed and of the number
of steps it takes the virtual machine to execute P, i.e. bounded by some polynomial p(·)
in t. The output length l′ is the length of UP’s output, which is the tuple 〈y,P,t,K〉.
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3.3 The Hardening Procedure

The input to the hardening procedure H ′ of the Universal WBRPE scheme W ′ is a
program P supplied by the local host. The universal hardening procedure first applies
the generation procedure of the authenticated encryption scheme, e.g. in [3], obtains
the secret key K and then encrypts the input program P using K, which results in cP.
Next, it generates the universal program, given the secret key K, and hardens it using
H to obtain the pair cUP and uk, subsequently returning the ordered pairs 〈cUP,cP〉 and
〈uk,K〉. Details in Figure 2.

We employ authenticated encryption in order to prevent forgery of the input pro-
grams, and to ensure that the input program P of the Universal WBRPE was not modi-
fied on transit, and replaced with some other input program P′.

3.4 The Unhardening Procedure

The unhardening procedure receives an ω and optional [P, t] in an input, and applies
the unhardening procedure U of the specific WBRPE scheme W on ω . Obtains the
tuple (y, P̃, t̃, K̃). It then checks if the P,t parameters were supplied, if not it simply
returns y, otherwise the validation of the input is also performed.U ′ verifies that the pair
(P,t) supplied by the adversarial algorithm and the pair (P̃, t̃) output from the universal
program UPK are identical, and that the secret key K from uk equals to the secret key K̃
from the output of UP. This is critical in order to verify that the result of the computation
is authentic and not a forgery. If the result is authentic, U is applied on the universal
program UPK , t ′ and ω , such that UPK and t ′ are generated from the input parameters
supplied to U ′. These steps are performed in order to validate the result ω , i.e. that it is
an authentic computation the universal program after a t ′ steps execution. The universal
unhardening procedure returns y as its output. See the details of the implementation in
Algorithm 2.

Theorem 1. Let φ ∈ {WB-IND-CPA-ϕ ,(WB-UNF-ϕ & W B-IND-CPA)} and let Π =
(GAE ,AE,V D) is an IND-CPA secure authenticated encryption scheme. If W=(G,H,U)
is a φ secure WBRPE scheme for the universal program UP, then W ′ = Univ(W) is a
φ secure WBRPE scheme for every program.

We prove the theorem for each value of φ , in full version of the paper.
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Abstract. Delegation, from a technical point of view, is widely considered as a
potential approach in addressing the problem of providing dynamic access con-
trol decisions in activities with a high level of collaboration, either within a single
security domain or across multiple security domains. Although delegation contin-
ues to attract significant attention from the research community, presently, there is
no published work that presents a taxonomy of delegation concepts and models.
This paper intends to address this gap.

1 Introduction

Traditionally, delegation may be used as a term for describing how duties and the re-
quired authority propagate through an organisation. In technical settings, often the term
delegation is used to describe how an entity passes some specific capabilities on to
another entity. However, delegation in technical settings is an ill-defined concept. Cur-
rently, there is no single study that provides a comprehensive taxonomy of delegation
concepts and models. Thus, there is a need for a taxonomy which acts as a conceptual
framework to help researchers position their research. This paper proposes a set of tax-
onomic criteria which can then be used to analyse a range of delegation proposals and
models. This paper also investigates a number of delegation approaches from various
perspectives such as actors, credentials, attributes, protocols, etc. to characterise each
approach.

In this paper, for purposes of precision and clarity, we adopt the terminology used in
the XACML specification. Attributes will be used to describe the following information:
group, role and other information which can be ascribed to a particular entity. The entity
that performs a delegation is referred to as a delegator and the entity that receives a
delegation is referred to as a delegatee. An attribute will be said to be delegatable if it
can be successfully granted from one entity to another.

The rest of the paper is organised as follows. Section 2 presents a taxonomy for
delegation support in information systems. Section 3 discusses some notable works and
their characteristics in the field and maps them with the characteristics described in the
taxonomy. Section 4 discusses notable characteristics of these approaches and future
trends in development of the delegation concept. Section 5 concludes the paper.

2 A Taxonomy

This paper is concerned with the implementation of the delegation concept in technical
settings. This paper considers delegation as a proxy process in which one entity grants/

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 353–363, 2009.
c© IFIP International Federation for Information Processing 2009
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Table 1. Characteristics of Delegation

Characteristic Factor
Motivation - Lack of Authorisation

- Lack of or Conflicted Policies
Delegation Boundary - Within a security domain

- Across multiple security domains
Who requests delegation? - User

- System Authority
Who delegates? - User (Ad-hoc)

- System Authority (Administrative)
Relationship of the parties - Direct

- Indirect
What to delegate? - Capability

- Responsibility
How much to delegate? - Partial

- Total
How long to delegate? - Temporal

- Permanent
How to delegate? - Transfer

- Grant
Authority Pre-Approval - Yes

- No (Optimistic Delegation)
Type of Credential - X.509

- SAML Assertion
- Generic Token

Key Scheme - Symmetric Key
- Asymmetric Key

Where delegation happens? - User Level (Application)
- System Level

Where is delegation honoured? - Access Decision Point
- An additional authority for delegation

allocates the necessary attributes to another entity to enable the receiver to be able to
perform certain responsibilities or capabilities while meeting certain obligations and
constraints (e.g. with respect to duration, frequency etc.). A delegation process usually
includes a mechanism to revoke the delegated attributes (revocation). This section dis-
cusses in detail each dimension of the taxonomy which are summarised in Table 1.

Motivation. Depending on the type of the operational environment, there may be dif-
ferent factors motivating delegation between the entities. From a technical point of view,
these include:

• Lack of authorisation An entity does not have sufficient authorisation to perform
certain actions over certain resources to complete a task.
• Lack of or conflicted policies Policies required to achieve a certain goal may conflict

and the entity involved with the activities may need to delegate the tasks to another
entity which is not affected by the conflicted policies.
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Delegation Boundary. The delegation can happen within a single security domain, or
across multiple security domains. Delegation within a single security domain is the sim-
plest case and is relatively easy to manage because of the centralised storage of policies
and credentials. Until recently, most proposals restrict their scope to delegation within
a single security domain. As the issues of security for collaborative environments have
emerged, the concept of delegation needs to be considered from a new angle: delegation
across multiple security domains, e.g. an entity from one system can delegate to another
entity on another system. Cross domain delegation can bring flexibility to collaborative
activities and can meet the needs of such dynamic environments [10]. However, cross
domain delegation must cope with the complexity in building delegation protocols and
exchanging/validating delegation tokens due to the potential inconsistency of security
approaches by different systems.

Who requests delegation? As the motivations discussed above can happen with both
normal users and the system authority, delegation can be requested by either a user or
a system authority. Delegation requested by users is common. Consider for example,
when a CEO employs a company secretary, he will want to allocate certain duties to the
company secretary, for example, preparing the annual financial report. In a sense, this is
the allocation of responsibility (a granting process) from the CEO to the company sec-
retary. In contrast, delegation from the system authority is considered as a special case.
The delegation of system authority is fixed and to some extent, well pre-defined by the
organisation’s policies and procedures. In this type of delegation, the system authority
actually does not request the delegation for itself; in fact, it requests the delegation on
behalf of the delegator and the delegatee.

Who delegates? (Who is the delegator?) The delegator can be a user (ad-hoc), or sys-
tem authority (administrative). Schaad argued that user ad-hoc delegation and adminis-
trative delegation can be differentiated based on three factors [11]: the representation of
the authority to delegate, the specific relation of the delegator to the delegated attributes,
and the duration of the delegation (how long the delegated attributes can last?).

Administrative delegation is the basic form of delegation in which an administrator
or system authority assigns attributes and privileges to enable users to conduct certain
tasks. This process typically happens when a user joins a security domain. The delega-
tor, in this case, represents the authority of the system (system administration). In user
delegation, the delegator is a normal user. So the delegator represents the authority of
the user only. This is the case in which a user grants or transfers the whole or a subset of
his/her attributes to other users. As the user is the delegator, the user must possess the
ability to utilise the attributes to be able to perform delegation. This type of delegation
is typically short-lived and intended for a specific purpose [6, 11].

Relationship of the parties in the delegation process. The relationship between the
delegator and the delegatee can be considered as either direct delegation or indirect del-
egation (sub-delegation). Direct delegation is defined as the delegation in which the del-
egator directly sends the delegation assertion to the delegatee. In contrast, indirect dele-
gation is performed with the involvement of one or many intermediate parties which can
forward the delegation assertion from the delegator to the delegatee. This type of del-
egation is sometimes called sub-delegation. Indirect delegation is mainly performed to
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achieve a multi-step delegation. Indirect delegation is especially important in the context
of cross domain delegation when the delegation token traverses various security domains.

What to delegate? What to delegate is the main and the most controversial topic in the
field. The object of the delegation process is a key aspect on which proposed models
differ. The following three main cases are evident in published proposals:

• Case 1: The delegatee takes on attributes of another entity (the delegator) via an
unforgeable token which has the capability to perform the task.
• Case 2: The delegatee is assigned some attributes that the authority will evaluate

in the context of a set of applicable policies. The difference to Case 1 is that the
delegated attributes are considered as new attributes of the delegatee while in Case
1, the delegated attributes are treated as if they are from the delegator.
• Case 3: The delegatee is assigned new responsibilities as part of the delegation

commitment between the involved parties or part of the constraints set by the ap-
plicable policies. It is very often that the attribute that represents new responsibility
is “role”. This case, however, more precisely reflects the social nature of the dele-
gation concept.

To stimulate the above cases, at the abstract level, there are two trends:

• Delegation of Capability: Case 1 and Case 2 represent a type of delegation of capa-
bility as the delegation will enable new capability in the delegatee. In this paper, the
term capability is used in the sense which it is defined in POSIX Draft 1003.1e/2c
as simply a representation of the ability to perform a specified task.
• Delegation of Responsibility (Case 3): It is a form of transferring tasks as well as

obligations/conditions or commitments which are associated and covered by certain
responsibilities from one entity to another [1, 7].

In general, delegation of capability is technically well defined. This type of delegation
is defined to cope with the demand for a high level of granularity and is appropri-
ate for environments which require a high level of flexibility. However, delegation of
responsibility is considered as a broader concept compared to delegation of capabil-
ity. From the responsibility perspective, the process is defined via the responsibility to
transfer or grant and it is assumed that necessary attributes or rules to complete the
duties will be transferred or granted upon completing the process. The associated obli-
gations/conditions or commitments are considered as part of the delegation process.

How much to delegate? In general, depending on the needs of the delegator and
delegatee, the delegation can be partial or total delegation. Partial delegation can be
achieved by delegating just a specific subset of capabilities/responsibilities. On the
other hand, total delegation can be achieved by delegating the whole set of capabili-
ties/responsibilities associated with certain attributes. Total delegation is the extreme
case. In fact, the concepts of partial and total delegation are quite relative.

How long to delegate? Delegation can be temporal or permanent. Temporal delega-
tion is a time-constrained delegation of which the validity period is set by either the
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delegator or the system authority. On the other hand, permanent delegation is a type of
delegation which does not need a specified expiry time. The delegation and revocation
process is triggered by a specified event. This type of delegation can be considered as
relatively permanent. Permanent delegation is usually associated with administrative
delegation due to the nature of the relationship of the delegator and the delegatee and
the organisation’s policies. In ad-hoc delegation, permanent delegation is rare and is
usually considered as a failure of the system to reflect a change in circumstances.

How to delegate? From the operational perspective, delegation may be classified into
two categories: grant delegation or transfer delegation [6]. In grant delegation, a suc-
cessful delegation operation allows a delegated attribute to be available to both the
delegator and delegatee. So after a grant delegation, both delegatee and delegator will
share some common attributes. Grant delegation makes the availability of attributes in-
crease monotonically with delegations [6]. Grant delegation is primarily concerned with
allowing the delegatee to use the delegated attributes. On the other hand, in transfer del-
egation, besides allowing the delegatee to use the delegated attributes, the mechanism
must be able to prevent the use of the delegated attributes by the delegator.

Authority Pre-Approval. Delegation can be pre-approved or optimistic. At the time a
delegator receives a delegation request, it does not necessarily know in advance whether
a particular set of delegated attributes will be useable by the delegatee, since it may not
have a complete understanding of the current security context of the delegatee, the cur-
rent set of attributes of the delegatee, and the policies of the delegatee’s systems, etc.
To avoid making a delegation that will not be honoured, the delegator could contact the
relevant authorisation authorities to ask “if I delegate these attributes to user X from
domain Y, will they be honoured?” But asking this question in advance for each dele-
gation transaction is inefficient as the authorisation authority will then need to evaluate
the request twice - once for the pre-approval and once for the actual execution by the
delegatee. Therefore, in optimistic delegation, the delegator agrees to conduct the del-
egation transaction on the basis of its best knowledge of the constraints and conditions
for the delegation transaction, for example, the policies of its systems, the attributes, etc.
It does not guarantee that the delegatee will be able to successfully use this attribute for
service invocation.

Type of Credential. In general, there are three forms of credentials which are com-
monly used to bear delegation information: X.509, SAML assertion, and generic token.
The generic token is a signed statement that includes the public keys of the delegator
and the delegatee, the involved attributes and a timestamp. Over time, the delegation
credential has become more sophisticated. Currently, most proposals use the SAML as-
sertion and more popularly X.509-based attribute certificate (such as in the PRIMA [9]
and PERMIS [4] systems) as the means to bear the delegation credential. It is worthy
to note that the generic form of delegation token above can be only useful in a single
delegation transaction. For a multi-step delegation with the involvement of multiple in-
termediate entities, it is essential to employ a more complex form of delegation token
via a different combination of multiple delegation tokens.

Key Scheme. In general, keys play an important role in securing the exchanged del-
egated attributes between the delegator and the delegatee. Keys are primarily used to



358 Q. Pham et al.

encrypt and sign the delegation tokens. Currently, due to the increasingly popular and
well standardised PKI with X.509 certificate, asymmetric key scheme seems to be the
default option for constructing delegation protocols. However, Varadharajan suggests
that both symmetric key and asymmetric key schemes can be used either separately or in
combination in a hybrid form to support the delegation process [12, 13]. The symmetric
key approach is somewhat similar to the asymmetric key approach, in that the underly-
ing principle of signing or encrypting the delegation token is the same. However, in this
case, the secret key used to encrypt or sign the delegation token is assumed to be shared
between the delegator and the delegatee and issued by a trusted third party which can
be the system authority.

Where delegation happens? The delegation can happen at multiple levels: system
level and user/application level. At the system level, the delegation is classic in the
sense that the delegation is pre-defined in a concise manner. This type of delegation is
often limited to a set of well studied scenarios. In the system level, delegation usually
happens as part of the supported access control model, for example, adding a user to
a group in UNIX. Delegation at this level is considered as part of the access control
infrastructure but there is a lack of flexibility to cope with unconventional scenarios,
especially in collaborating activities with external parties. This is where delegation at
the user level can make a difference. Delegation at the user or application level is usually
ad-hoc in nature and is necessary to address the flexibility of the access control system.
At the user or application level, people may need to accommodate not only different
technical standards but also different workflows, business processes and frameworks.
In this context, delegation is an essential element in business processes which require
a high level of collaboration. In general, workflows control the execution of business
processes in an organisation at the technical or information system level [1, 3].

Where is delegation honoured? In general, any access control system is centred
around the following two functions: access decision function and access enforcing
function. Commonly, they are also known as Policy Decision Point (PDP) and Pol-
icy Enforcement Point (PEP) respectively. Therefore, when a request is associated with
a delegation, the validation process can be conducted at: Policy Decision Point (PDP)
with the partial contribution of the PEP or an additional authority which governs for
delegation transactions.

In theory, it is safe to consider the PEP as part of the delegation validation process.
This is because the PEP is the authority who receives the request from the user (the
requestor). From this point of view, the PEP is the one who is responsible for receiving
the credentials from users and passing them to the PDP for decision making. On the
other hand, the PDP is responsible for evaluating the policy (also taking into account
the credentials provided by users/subject). Most delegation-supporting access control
models consider the validation process as an additional function of the PDP.

The second approach is to use an additional authority such as the Credential Vali-
dation Service [5] or the Delegation Authority [8] to govern the delegation function.
For example, the Credential Validation Service could be incorporated into the XACML
model. In fact, the PDP is still responsible for decision making. However, in this ap-
proach, the PEP is not the authority to collect and transfer the delegation credential to
the PDP for decision making. This role now belongs to the new delegation authority.
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In the context of XACML, the delegation authority could also act as a replacement of
the Policy Information Point (PIP). The advantage of this approach is that systems with
existing access control models do not need to change. The only change is to provide
an interface to call and respond to the delegation authority. In the design of Chadwick
et al., the Credential Validation Service could be either an additional component to be
called by the PEP or the PIP [5].

3 Some Approaches to Delegation Problem and Classifications

In this section, the taxonomy criteria are utilised to compare some notable delegation
approaches. For brevity, this paper does not discuss in detail each approach, but instead
gives a brief discussion about the notable features and characteristics of each approach
based on the taxonomy dimensions presented in Table 2.

Varadharajan, Allen and Black’s work in 1991 discussed in detail how a protocol
for delegation should be structured [13]. Based on the taxonomy, it can be said that the

Table 2. Comparison of some notable delegation approaches using the taxonomy’s characteristics

Characteristics Varadharajan,
Allen & Black’s
Model

PBDM Family Atluri and
Warner’s Model

Gomi et al.’s
Model

Chadwick’s
Model

Motivation Lack of authorisa-
tion

Lack of authorisa-
tion

Lack of authori-
sation and con-
flicted policies

Lack of authorisa-
tion

Lack of authori-
sation and con-
flicted policies

Delegation
Boundary

Within a single
domain

Within a single
domain

Within and cross
security domains

Within and cross
security domains

Within and cross
security domains

Who requests del-
egation?

User User or System
authority

Mainly focus on
User level

User User

Who delegates? User User or System
authority

User User User

Relationship of
the parties

Both direct and
indirect

Both direct and
indirect

Both direct and
indirect

Both direct and
indirect

Direct. Indirect
delegation is not
clearly discussed.

What to delegate? Capability or Re-
sponsibility

Capability and
Responsibility

Capability and
Responsibility

Capability and
Responsibility

Capability and
Responsibility

How much to del-
egate?

Partial or Total Partial or Total Partial or Total Partial or Total Partial delegation
is not specified

How long to dele-
gate?

Temporal or Per-
manent

Temporal or Per-
manent

Temporal or Per-
manent

Temporal or Per-
manent

Temporal or Per-
manent

How to delegate? Grant Grant Grant or Transfer Grant Grant
Authority Pre-
Approval

Yes Not specified Not specified Yes Partially dis-
cussed

Type of Creden-
tial

Generic Token Not specified but
can be any

Not specified but
can be any

X.509, SAML or
Generic token

X.509, SAML or
Generic token

Key Scheme Symmetric or
Asymmetric

Not specified but
can either

Not specified but
can either

Symmetric or
Asymmetric

Symmetric or
Asymmetric

Where delegation
happens?

User level Both but mainly
target the System
level

User level User level User level

Where delegation
is honoured?

Not specified Not specified A central au-
thority based on
RBAC

An additional
component called
Delegation Au-
thority

An additional
component called
Credential Vali-
dation Service
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model of Varadharajan, Allen and Black is specifically designed to support both key
schemes. From delegation perspective, the work, via the delegation of privilege, does
not clearly explain the objective of the delegation process (capability or responsibility).
It also fails to explicitly discuss the relationship of delegator and delegatee. While the
protocol has the potential to extend to cover cross domain transactions, it does not cover
this issue in detail.

Zhang, Oh and Sandhu presented a new permission-based delegation model (PBDM)
in 2003 [15]. This model fully supports user to user, temporal, partial and multi-step
delegation. This model is later extended and presented in three variants called PBDM0,
PBDM1 and PBDM2. The PDBM family can support multi-step delegation, but they
neither support constraints in delegation, nor delegation across multiple security domains
[6]. In this model, both types of grant and transfer delegation are supported. The PBDM
family can be considered as an extension of the RBDM [2] and RDM [14] models.

In 2005, in an effort to address constraint issues in delegation, Atluri and Warner
[1] studied delegation in the workflow context and introduced a conditional delegation
model. This is an interesting delegation approach as it investigates the problem of delega-
tion with an ad-hoc nature. This is also one of the first models that details how delegation
should be handled at the user level and how/where the delegation should be honoured.
This model is one of the pioneers in the field that address the issue of delegation in the
workflow context. However, similar to previous models, this work also fails to discuss
the relationships between the delegator, the delegatee and the service provider.

Gomi et al. presented a basic framework to conduct grant delegation and revocation
of access privileges across security domains. The model of Gomi et al. [8] requires the
delegator to request the delegation assertion via an additional authority called Delega-
tion Authority (DA). This model lacks the capability to check for constraints and resolve
conflicts between delegated privileges and between the delegated privileges with the in-
volved policies. Therefore, it can cause problems in indirect delegation which happens
across multiple security domains. The issue of authority pre-approval in the delegation
process is partially discussed via the appearance of the delegation authority.

As part of efforts to develop PERMIS, Chadwick et al. proposed a mechanism based
on the XACML conceptual and data flow models to address the issue of dynamic del-
egation of authority which involves the issuing of credentials from one user to another
(user delegation) [5]. They proposed a new conceptual entity called the Credential
Validation Service, to work alongside the PDP in making authorisation decisions. The
model does not support indirect delegation well. Similarly to Gomi et al.’s work, this
model, via the Credential Validation Service, partially discusses the issue of authority
pre-approval but does not explicitly describe how delegation can happen without the
pre-approval.

4 Discussion

To date, most delegation models have been centralised and based on the RBAC model.
Delegation of capabilities seems to be a major concern of most models, except for some
recent delegation models for workflow such as the works of Atluri and Warner, Gomi
et al. and Chadwick et al. Most models have problems with partial and user (ad-hoc)
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delegation. It is also worth noting that, until 2004, most published works regarding
delegation focused primarily on delegation between entities within a single security
domain. More recently, there has been a trend toward increasing focus on cross domain
issues. It can be seen that most recently developed models such as Atluri and Warner,
Gomi et al., Chadwick et al., etc. are purposefully designed to support cross domain
delegation.

Cross domain delegation is designed to achieve flexibility to meet the demand of
collaborative activities. However, it is much more complicated to implement and en-
force constraints over the ad-hoc delegation in cross domain models (Chadwick et al.
vs. Varadharajan, Allen and Black). In addition to the same issues of classic delegation
(within a single domain), the complexity of protocol and policy is a paramount issue.
Such complexity requires a very well designed protocol and a high level of agreement
between systems. To achieve cross domain delegation, the involved authority must also
take into account the distribution of applicable policies across various security domains.
For example, if the delegatee, the delegator and the service provider reside on three dif-
ferent security domains, all policy sets of these three domains must be considered and
fed to the authority in charge of the delegation process for any decision making. This
process is quite simple in single-domain delegation as there is only one single author-
ity to handle the storage of credentials and feed them to the access decision authority.
However, in addition to the distribution of policy, credential and delegation information
are also distributed in cross domain delegation. The typical scenario is that the delegator
and its local authority store and maintain part of the delegation information related to
the delegator while the delegatee and the authority of the delegatee’s domain store and
maintain the rest. It is important to note that the main characteristics of delegation, such
as delegation boundary, where delegation happens and where delegation is honoured,
have a significant impact on making design decisions. This is because these factors are
vital to form the backbone for a flexible and scalable cross domain delegation solution.

Together with the current trend in supporting cross domain collaborating activities,
it is also important to note that there is an increasing demand in providing context-
aware information to accommodate constraints and commitments for the delegation
process. As current role-based approaches use the relationship of user-role-permission
to impose constraints, it is difficult to present the additional context information to the
access decision authority. Thus, there is a demand for a more expressive approach than
the current role-based mechanisms. This is the reason why recent approaches such as
Chadwick et al. (using XACML) or Gomi et al. (using SAML), etc. have adopted the
policy language-based approach. With well defined languages such as XACML, SAML,
etc., these models show that they can better address the issue of constraints. Even though
policy language-based communication is exposed to high overhead and may result in
low performance, this may be the only feasible approach to address the needs of highly
collaborative activities across multiple security domains where constraints and context-
awareness are critical. Depending on the level of application of a policy language-based
approach, each model achieves a different level of expressiveness. The positive effects
of applying the policy language-based approach can be seen clearly in Chadwick et al.’s
model against the classic role-based approach in PBDM or RBDM family. However,
application of a policy language is not the sole factor that determines the usefulness of
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a model because there are other factors that affect the final outcomes such as how the
language is implemented, to what extent the language is implemented, the power of the
language itself, etc.

5 Conclusion

This paper discussed the concept of delegation via a number of dimensions and pre-
sented a taxonomy of delegation concepts in the context of information systems and
applied it to several delegation proposals. The taxonomy can be used to understand
the major focus of a particular delegation approach by observing the characteristics in-
volved. The taxonomy can help raise awareness of various design settings and potential
implications on existing access control infrastructures.

Therefore, it can be said that this study is significant for several reasons. First of
all, with the emerging demands in federating multiple enterprise systems together to
achieve complex and collaborative activities, delegation is becoming a common ap-
proach to provide dynamic and flexible access control decisions. Secondly, delegation
is considered a comparatively new research area and requires more input from the aca-
demic and industrial community and, although recent research has addressed the prob-
lems, several issues still remain to be investigated and resolved. Therefore, this research
should provide system designers a clear picture about the characteristics of different
types of delegation approaches and the involved actors so that they can choose the
type of delegation that best satisfies their requirements. Thirdly, as collaboration en-
vironments require a great level of interoperability, knowledge of characteristics and
protocols of different types of delegation could vastly improve the integration process.

Finally, as the main focus of this paper is delegation approaches which can be used in
secured task distribution in workflow or secure ad-hoc collaboration, currently, this pa-
per does not cover the complete set of delegation approaches with the ad-hoc nature that
can be applied highly dynamic and ad-hoc transaction such as secure task distribution
in workflow or secure collaboration. Therefore, as the future work, some other aspects
of delegation will be considered such as the rubric of trust management, logic-based
and cryptographic approaches.
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Abstract. Data outsourcing is emerging today as a successful paradigm allowing
individuals and organizations to exploit external servers for storing and distribut-
ing data. While trusted to properly manage the data, external servers are often
not authorized to read them, therefore requiring data to be encrypted. In such a
context, the application of an access control policy requires different data to be
encrypted with different keys so to allow the external server to directly enforce
access control and support selective dissemination and access.

The problem therefore emerges of designing solutions for the efficient man-
agement of the encryption policy enforcing access control, with the goal of min-
imizing the number of keys to be maintained by the system and distributed to
users. Since such a problem is NP-hard, we propose a heuristic approach to its
solution based on a key derivation graph exploiting the relationships among user
groups. We experimentally evaluate the performance of our heuristic solution,
comparing it with previous approaches.

1 Introduction

Data outsourcing has become increasingly popular in recent years. The main advan-
tage of data outsourcing is that it promises higher availability and more effective disas-
ter protection than in-house operations. However, since data owners physically release
their information to external servers that are not under their control, data confidentiality
and even integrity may be put at risk. As a matter of fact, sensitive data (or data that
can be exploited for linking with sensitive data) are stored on external servers. Besides
protecting such data from attackers and unauthorized users, there is the need to pro-
tect the privacy of the data from the so called honest-but-curious servers: the server to
whom data are outsourced, while trustworthy to properly manage the data, may not be
trusted by the data owner to read their content. The problem of protecting data when
outsourcing them to an external honest-but-curious server has emerged to the attention
of researchers very recently. Existing proposals (e.g., [4, 8, 13]) in the data outsourc-
ing area typically resort to store the data in encrypted form, while associating with the
encrypted data additional indexing information that is used by the external DBMS to se-
lect the data to be returned in response to a query. Also, existing works typically assume
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that the data owner is a single organization that encrypts the data with a single key and
that all users have complete visibility of the whole database. Such approaches clearly
are limiting in today’s scenarios, where remotely stored data may need to be accessible
in a selective way, that is, different users may be authorized to access different views of
the data.

There is therefore an increasing interest in the definition of security solutions that al-
low the enforcement of access control policies on outsourced data. A promising solution
in this direction consists in integrating access control and encryption. Combining cryp-
tography with access control essentially requires that resources should be encrypted
differently depending on the access authorizations holding on them, so to allow their
decryption only to authorized users [5, 6]. The application of this approach in data out-
sourcing scenarios allows owners: 1) to encrypt data, according to an encryption policy
regulated by authorizations, 2) outsource the data to the external servers, and 3) dis-
tribute to users the proper encryption keys. Proper encryption and key distribution au-
tomatically ensure obedience of the access control policy, while not requiring the data
owner to maintain control on the data storage and on accesses to the data. In the liter-
ature, there are different proposals exploiting encryption for access control [5, 6, 10].
In [5], the authors address the problem of access control enforcement in the database
outsourcing context, by exploiting selective encryption and hierarchical key assignment
schemes on trees. Since a crucial aspect for the success of such a solution is the effi-
cacy, efficiency, and scalability of the key management and distribution activities, the
authors propose an algorithm that minimizes the number of secret keys in users’ key
rings. In [6], the authors address the problem of policy updates. Here, two layers of
encryption are imposed on data: the inner layer is imposed by the owner for providing
initial protection, the outer layer is imposed by the server to reflect policy modifications
(i.e., grant/revoke of authorizations). In [10], the authors introduce a framework for en-
forcing access control on published XML documents by using different cryptographic
keys over different portions of the XML tree and by introducing special metadata nodes
in the structure.

In this paper we propose a novel heuristic approach minimizing the number of keys to
be maintained by the system and distributed to users. Consistently with other proposals
in the literature [5,6], we base our solution on key derivation exploiting a key derivation
graph that allows users to derive new keys by combining other keys and public tokens.
As we will show, compared with previous proposals, our heuristics prove efficient and
effective in the computation of a key derivation graph.

2 Basic Concepts

We assume that the data owner defines a discretionary access control policy to regulate
access to the distributed resources. Consistently with other approaches for data out-
sourcing, we assume access by users to the outsourced resources to be read-only. Given
a set U of users and a set R of resources, an authorization policy over U and R is a
set of pairs 〈u,r〉, where u∈U and r∈R, meaning that user u can access resource r. An
authorization policy can be modeled via an access matrix A , with a row for each user
u∈U , a column for each resource r∈R, and A [u,r] set to 1 (0, resp.) if u has (does
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r1 r2 r3 r4 r5 r6

A 1 1 1 1 1 0

B 1 0 0 1 1 1

C 0 1 0 1 0 1

D 0 0 1 0 1 1
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Fig. 1. An example of access matrix (a) and of user graph over U ={A,B,C,D} (b)

not have, resp.) authorization to access r. Given an access matrix A , acl(r) denotes the
access control list of r (i.e., the set of users that can access r), and cap(u) denotes the
capability list of u (i.e., the set of resources that u can access). Figure 1(a) illustrates
an example of access matrix with four users (A, B, C, D) and six resources (r1, . . . , r6),
where, for example, acl(r2)={A,C} and cap(C)={r2,r4,r6}.

In the data outsourcing scenario, the enforcement of the authorization policy cannot
be delegated to the remote server, which is trusted neither for accessing data content nor
for enforcing the authorization policy. Consequently, the data owner has to be involved
in the access control enforcement. To avoid the owner’s involvement in managing ac-
cess and enforcing authorizations, recently selective encryption techniques have been
proposed [5, 6, 10]. Selective encryption means that the encryption policy (i.e., which
data are encrypted with which key) is dictated by the authorizations to be enforced on
the data. The basic idea is to use different keys for encrypting data and to release to
each user the set of keys necessary to decrypt all and only the resources the user is
authorized to access. For efficiency reasons, selective encryption is realized through
symmetric keys.

A straightforward solution for implementing selective encryption associates a key
with each resource r and communicates to each user u the keys used to encrypt the
resources in cap(u). It is easy to see that this solution, while correctly enforcing the
authorization policy, is too expensive to manage, due to the high number of keys each
user has to keep. Indeed, any user u∈U would need to hold as many keys as the number
of resources she is authorized to access.

To avoid users having to store and manage a huge number of (secret) keys, consis-
tently with other proposals in the literature [5, 6], we exploit a key derivation method
that allows the derivation of a key starting from another key and some public informa-
tion [1, 2, 3, 9, 11, 7]. In our scenario, the derivation relationship between keys can be
represented through a graph with a vertex v for each possible set of users and an edge
(vi,v j) for all pairs of vertices such that the set of users represented by vi is a subset of
the set of users represented by v j. In the following, we use v.acl to denote the set of
users represented by vertex v and v.key to denote the key associated with v. Formally, a
user graph is defined as follows.
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Definition 1 (User Graph). Given a set U of users, a user graph over U , denoted
GU , is a graph 〈VU ,EU 〉, where VU =P(U ) is the power set of U , and EU ={(vi,v j) |
vi.acl⊂v j.acl}.
As an example, consider the set of users U ={A,B,C,D}. Figure 1(b) reports the user
graph, where, for each vertex vi, the users in the square brackets represent vi.acl and,
for clearness of the picture, edges that are implied by other edges (relationships between
sets differing for more than one user) are not reported.

By exploiting the user graph defined above, the authorization policy can be enforced:
i) by encrypting each resource with the key of the vertex corresponding to its access
control list (e.g., resource r4 should be encrypted with v11.key since acl(r4)=v11.acl=
{A,B,C}), and ii) by assigning to each user the key associated with the vertex represent-
ing the user in the graph. Since edges represent the possible key derivations, each user
u, starting from her own key, can directly compute the keys of all vertices v such that
u∈v.acl. It is easy to see that this approach to design the encryption policy correctly
enforces the authorization policy represented by matrix A , meaning that each user u
can only derive the keys for decrypting the resources she is authorized to access. For
instance, with reference to the user graph in Fig. 1(b), user A knows the key associated
with vertex v1 from which she can derive, following the edges outgoing from v1, the set
of keys of vertices v5, v6, v7, v11, v12, v13, and v15.

3 Problem Formulation

The key derivation methods working on trees are in general more convenient and sim-
pler than those working on DAGs and require a lower amount of publicly available
information. Indeed, given two keys ki and k j in K , where K is the set of symmet-
ric encryption keys in the system, such that k j can be directly derived from ki, then
k j=h(ki,l j), where l j is a publicly available label associated with k j and h is a determin-
istic cryptographic function. We then transform, according with the proposal in [5], the
user graph GU in a user tree, denoted T , enforcing the authorization policy in A . Since
each resource r is encrypted with the key associated with the vertex representing acl(r),
the user tree must include the set, denoted M , of all vertices, called material vertices,
representing acl values and the empty set of users (i.e., M = {v ∈ VU | v.acl=/0 ∨ ∃ r
∈R with v.acl = acl(r)}), as formally defined in the following.

Definition 2 (User tree). Let A be an access matrix over a set U of users and a set R
of resources, and GU = 〈VU ,EU 〉 be the user graph over U . A user tree, denoted T , is a
tree T = 〈V,E〉, subgraph of GU , rooted at vertex v0, with v0.acl= /0, where M⊆V⊆VU ,
and E⊆EU .

In other words, a user tree is a tree, rooted at the vertex representing the empty user
group /0, subgraph of GU , and spanning all vertices in M .

To grant the correct enforcement of the authorization policy, each user u has a key
ring, denoted key ringT (u), containing all the keys necessary to derive the keys of all
vertices v such that u∈v.acl. The key ring of each user u must then include the keys
associated with all vertices v such that u∈v.acl and u �∈vp.acl, where vp is the parent
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Fig. 2. A user tree (a), the corresponding key rings (b), and its weighted version (c)

of v. If u∈vp.acl, u must already have access to the key in vp and must be able to
derive v.key through the key of vp, which she knows either by derivation or by direct
communication.

Clearly, given a set of users and an authorization policy A , more user trees may
exist. Among all possible user trees, we are interested in determining a minimum user
tree, correctly enforcing a given authorization policy and minimizing the number of
keys in users’ key rings.

Definition 3 (Minimum user tree). Let A be an access matrix and T be a user tree
correctly enforcing A . T is minimum with respect to A iff �T ′ such that T ′ correctly
enforces A and ∑

u∈U

|key ringT ′(u) | < ∑
u∈U

|key ringT (u) |.

Figure 2(a) illustrates an example of user tree and Fig. 2(b) reports the corresponding
user key rings.

We observe that the keys in the key ring could be managed with the use of tokens, pub-
lic pieces of information that allow the reconstruction of a secret from another one [2,3].
The minimality of the user tree implies a minimization in the number of tokens, making
the approach presented in this paper applicable to scenarios using tokens.

Given an access matrix A , different minimum user trees may exist and our goal is
to compute one of them, as stated by the following problem definition.

Problem 1. Let A be an access matrix. Determine a minimum user tree T .

Since Problem 1 is NP-hard, in [5] we proposed a heuristic algorithm working as fol-
lows: 1) the algorithm initially computes the closure of M with respect to the inter-
section operator; 2) the algorithm selects, for each vertex, a parent choosing first the
vertices representing larger sets of users, and then material vertices; finally 3) the algo-
rithm prunes non necessary vertices.

4 Minimum Spanning Tree Heuristics

Our solution is based on a reformulation of Problem 1 in terms of a weight minimization
problem. We start by introducing the concept of weight in association with a user tree.
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Definition 4 (Weight function). Let T=〈V ,E〉 be a user tree.

– w:E→N is a weight function such that ∀(vi,v j) ∈ E, w(vi,v j) =|v j.acl\ vi.acl |
– weight(T ) = ∑

(vi,v j)∈E
w(vi,v j).

According to this definition, the weight w(vi,v j) of edge (vi,v j) in E is the number of
users in v j.acl\vi.acl. The weight weight(T ) of user tree T is then defined as the sum
of the weights of its edges. Problem 1 can be reformulated as the problem of finding a
minimum weight user tree. In fact, the presence of an edge (vi,v j) ∈ E implies that users
in vi.acl should know both keys vi.key and v j.key while users in v j.acl\vi.acl need only
to know v j.key. It is then sufficient to include key vi.key in the key rings of all users
in vi.acl, since v j.key can be derived from vi.key, and to include key v j.key in the key
rings of users in v j.acl\vi.acl. This is equivalent to say that w(vi,v j) corresponds to the
number of users whose key ring must include key v j.key. Generalizing, it is immediate
to conclude that weight(T ) is equal to the sum of the total number of keys stored in
users’ key rings (i.e., weight(T ) = ∑

u∈U

|key ringT (u) |).
The problem of computing a user tree with minimum weight is NP-hard since the

Vertex Cover problem can be reduced to it (for space reason, we do not report the
proof of this reduction). We therefore propose a heuristic algorithm for solving such a
problem that consists first in computing a minimum spanning tree (MST) over a graph
G = 〈V,E ′,w〉, with V = M , E ′ = {(vi,v j) | vi,v j ∈ V∧vi.acl ⊂ v j.acl}, and w the
weight function defined in Definition 4, rooted at v0. It is immediate to see that the
MST over G is a user tree whose weight can be further reduced with the addition of
vertices obtained from the intersection of at least two vertices already in the MST. The
insertion of a new vertex v as a parent of at least two vertices, say vi and v j, can reduce
the weight of the tree since the key ring of users in v.acl should only include v.key
instead of both vi.key and v j.key.

The basic idea behind our approach is that for each internal vertex v of the minimum
spanning tree (i.e., for each vertex with at least one child) and for each pair 〈vi,v j〉 of
children of v, we first compute the set U of users in vi.acl and v j.acl, that is, U = vi.acl∩
v j.acl. If U �= v.acl, we then evaluate if the insertion in T of vertex vk representing U can
reduce weight(T ). Among all possible pairs of children of v, we then choose the pair
〈vi,v j〉 such that, when vk is possibly inserted in the tree (or it becomes the parent of at
least one of two vertices vi and v j), we obtain the highest reduction in the weight of the
tree. Such a weight reduction, formally defined by function weight red:V×V×V→ N,
depends on whether vk exists in T or it needs to be inserted. The following three cases,
represented in Fig. 3, may occur.

Case 1. vk=vi (or vk=v j), that is, one of the two children represents a subset of the
users represented by the other child. The user tree can be updated by removing the edge
connecting vertex v with v j (vi, resp.) and by inserting the edge connecting vi with v j

(v j with vi, resp.). As a consequence, the weight of the tree is reduced by w(v,v j)−
w(vi,v j), which is equal to |vi.acl | − |v.acl |.
Case 2. vk ∈ V and vk �=vi and vk �=v j, that is, there is a vertex in the tree representing
U . The user tree can be updated by removing the edges connecting vertex v with both
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Fig. 3. Possible updates to the user tree

vi and v j, and by inserting two new edges, connecting vk with vi and v j, respectively.
As a consequence, the weight of the tree is reduced by w(v,vi)+w(v,v j)− (w(vk,vi)+
w(vk,v j)), which is equal to 2(|vk.acl| − |v.acl|).
Case 3. vk �∈V , that is, there is no vertex representing U in the tree.1 The user tree can
be updated by: creating a new vertex vk with vk.acl=U ; removing the edges connecting
v with both vi and v j; and inserting three new edges connecting respectively: 1) v with
vk, 2) vk with vi, and 3) vk with v j. As a consequence, the weight of the tree is reduced
by w(v,vi)+ w(v,v j)− (w(v,vk)+ w(vk,vi)+ w(vk,v j)), which is equal to |vk.acl | − |
v.acl |.

As an example, consider the weighted user tree in Fig. 2(c) and suppose to compute
the intersection between the pairs of children of the root vertex v0. In this case, all pos-
sible intersections correspond to singleton sets of users that are not already represented
in the tree and therefore each intersection requires the addition of a new vertex in the
tree as child of v0 and parent of the considered pair of children.

Formally, for each internal vertex v of the minimum spanning tree ST= 〈V ,E〉, we
first compute the set CCv of pairs of candidate children as follows: CCv = {〈vi,v j〉 |
(v,vi), (v,v j) ∈ E ∧ vi.acl ∩ v j.acl �= v.acl}. Among all possible pairs in CCv , we then
choose a pair 〈vi,v j〉 that maximizes weight red. Note that different pairs of vertices in
CCv may provide the same maximum weight reduction. In this case, different prefer-
ence criteria may be applied for choosing a pair, thus obtaining different heuristics. In
particular, we propose the following three criteria:

1 Note that this is the only case that can occur if both vi and v j belong to M , since T is initially
obtained as a minimum spanning tree over G.
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INPUT
set U of users
set R of resources
access matrix A
criterion (Imax, Imin, or Irnd) to adopt

OUTPUT
user tree T = 〈V ,E〉
MAIN
V := /0
E := /0
/* Phase 1: select material vertices */
AclM := {acl(r)|r∈R} ∪ { /0}
for each acl∈AclM do

create vertex v
v.acl := acl
V := V ∪ {v}

/* Phase 2: compute a minimum spanning tree */
E′ := {(vi ,v j) | vi,v j∈V ∧ vi .acl⊂v j .acl}
let w be a weight function such that
∀(vi,v j) ∈ E′ , w(vi ,v j) = |v j .acl \ vi.acl |
G := (V ,E′,w)
let v0 be the vertex in V with v0.acl=/0
T := Minimum Spanning Tree(G,v0)
/* Phase 3: insert non-material vertices */
T := Factorize Internal Vertices(T , criterion)
return(T )

FACTORIZE INTERNAL VERTICES(ST ,criterion)
let ST be 〈V ,E〉
for each v∈{vi | vi∈V ∧ ∃(vi ,v j)∈E} do
CCv := {〈vi,v j〉 | (v,vi), (v,v j) ∈ E ∧ vi.acl ∩ v j .acl �= v.acl}
max red := max{weight red(v,vi,v j) | 〈vi,v j〉 ∈ CCv}
while CCv �= /0 do

MCv := {〈vi,v j〉 | 〈vi,v j〉 ∈CCv ∧ weight red(v,vi,v j)=max red}
case criterion of
Irnd: choose 〈vi,v j〉∈MCv randomly
Imax: choose 〈vi,v j〉∈MCv : |vi.acl|+|v j .acl| is maximum
Imin: choose 〈vi,v j〉∈MCv : |vi.acl|+|v j .acl| is minimum

U := vi .acl∩v j .acl
find vk∈V : vk .acl=U
case vk of
/* case 1 */
=vi: E := E \ {(v,v j)} ∪ {(vi,v j)}
=v j : E := E \ {(v,vi)} ∪ {(v j ,vi)}
/* case 2 */
�=vi ∧ �=v j : E := E \ {(v,vi),(v,v j)} ∪ {(vk ,vi),(vk ,v j)}
/* case 3 */
UNDEF: create a vertex vk

vk .acl := U
V := V ∪ {vk}
E := E \ {(v,vi),(v,v j)} ∪ {(v,vk),(vk ,vi),(vk ,v j)}

CCv := {〈vi,v j〉 | (v,vi), (v,v j) ∈ E ∧ vi.acl ∩ v j .acl �= v.acl}
max red := max{weight red(v,vi,v j) | 〈vi,v j〉 ∈ CCv}

return(ST )

Fig. 4. Heuristic algorithm for computing a minimal user tree

– Irnd: at random;
– Imax: in such a way that |vi.acl |+ |v j.acl | is maximum, ties are broken randomly;
– Imin: in such a way that |vi.acl |+ |v j.acl | is minimum, ties are broken randomly.

Any of these three preference criteria can be used to compute an approximation of the
minimum user tree.

Figure 4 illustrates our algorithm that, given an authorization policy represented
through an access matrix A , creates a user tree correctly enforcing the policy. The
algorithm creates the set V of material vertices and builds a graph G, where the set of
vertices coincides with the set V of material vertices and the set E ′ of edges includes
an edge (vi,v j) for each pair of vertices vi,v j∈V such that vi.acl⊂v j.acl. The algorithm
then calls function Minimum Spanning Tree2 on G and vertex v0, with v0.acl = /0,
and returns a minimum spanning tree of G rooted at v0. On such a minimum span-
ning tree, the algorithm calls function Factorize Internal Vertices. Function Factor-
ize Internal Vertices takes a minimum spanning tree ST and a selection criterion as
input and returns a minimal user tree. For each internal vertex v in ST (first for loop
in the function), the function first computes the set CCv of pairs of candidate children
of v and determines the maximum reduction max red of the weight of the tree that
any of these pairs can cause. At each iteration of the while loop, the function selects,
according to the given criterion, a pair 〈vi,v j〉 in CCv such that weight red(v,vi,v j) is

2 This function may correspond to any algorithm commonly used for computing a minimum
spanning tree. Our implementation is based on Prim’s algorithm.
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Fig. 5. User trees and key rings computed by our heuristics over the MST of Fig. 2(c)

equal to max red. The tree is then updated as illustrated in Fig. 3. Then, both CCv and
max red are re-evaluated on the basis of the new topology of the tree. Note that CCv

does not need to be recomputed at each iteration of the while loop, since it can be sim-
ply updated by removing the pairs involving vi and/or v j and possibly adding the pairs
resulting from the new vertex vk. The process is repeated until CCv becomes empty.
The function terminates when all internal vertices have been evaluated (i.e., when the
for loop has iterated on all internal vertices). As an example, consider the authorization
policy A in Fig. 1(a). The table in Fig. 5 is composed of three columns, one for each
of the preference criteria defined for our heuristic (i.e., Irnd, Imax, and Imin). Each column
represents the user tree and the user key rings computed by our heuristic, following
one of the three preference criteria. Note that the vertices inserted by the algorithm are
circled in Fig. 5, to distinguish material from non-material vertices.

5 Experimental Results

A correct evaluation of the performance of the proposed heuristics is requested to pro-
vide the system designer with a valid set of tools she can use for the selection of the
right strategy to implement a given authorization policy. In large scale access control
systems, where the number of users and resources is large, the time needed to set the
right key assignment scheme can be considerably large. So, the analysis we provide
can help the designer to select the right trade-off between the quality of the solution
returned by the selected heuristic and the amount of time invested on obtaining such a
result. The heuristics have then been implemented by using Scilab [12] Version 4-1 on
Windows XP operating system on a computer equipped with Centrino 1,7 Mhz CPU.
We ran the experiments on randomly generated access matrices, considering different
numbers of users and resources in the system.

A first set of experiments, whose results are reported in Fig. 6, has been devoted
to compare the quality of the solutions returned by the different heuristics. For a fixed
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Number of 5 users 6 users 10 users
resources Itot Imin Imax Irnd Itot Imin Imax Irnd Itot Imin Imax Irnd

5 937 932 924 927 865 863 830 834 828 802 692 709
10 879 872 849 849 778 693 648 657 709 633 219 269
15 947 946 936 936 735 720 637 634 729 685 168 205
20 987 983 979 982 780 751 671 685 717 626 118 120
25 1000 998 998 998 781 763 705 714 694 598 90 131
30 1000 1000 1000 1000 846 835 808 815 626 543 77 131
35 891 886 853 858 554 484 64 104
40 943 940 924 928 570 538 59 85
45 981 978 966 973 501 488 57 68
50 993 992 989 991 501 478 55 67

Fig. 6. Number of times that our heuristics are better than the heuristic in [5]
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Fig. 7. Execution time (in seconds) for the heuristics for 10 users (1000 runs)

number of users and resources, we generated 1000 access matrices for each trial and
applied to the resulting access matrix the heuristic proposed in [5] and our heuristics,
considering all the possible choices (i.e., Imin, Imax, or Irnd) for the selection of a candidate
pair among the pairs maximizing the weight red function. Columns Imin, Imax, and Irnd list
the number of times the selected heuristic computes a user tree better than the user tree
obtained by running the heuristic in [5], meaning that the total number of keys, in the
key rings of the users, computed by our heuristic is less than or equal to the total number
of keys in the key rings of the users obtained with the heuristic in [5]. Column Itot lists
the number of times that any of our heuristics returns a better solution than one returned
by the heuristic in [5]. Note that while the Imin heuristic returns a better solution in most
of the cases, there are cases where Imax or Irnd perform better. On the basis of the data
reported in Fig. 6, it is possible to observe the good behavior of our heuristics in the
sense that they compute a solution that, in many cases, is better than the one returned
by the heuristic in [5].

Figure 7 reports the sum of the execution times for all the considered instances.
Note that the lines representing the Imax, Imin, and Irnd heuristics are overlapping. For each
instance (i.e., each randomly generated access matrix), the execution time is composed
of the time for the construction of the graph G (see Sect. 4), the time for the construction
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of the minimum spanning tree on G, and the time for the execution of the selected
heuristic. As shown in the figure, our heuristics are very efficient compared with the
heuristic in [5]. Considering that in many cases, such heuristics return a better solution
than the one computed by the heuristic in [5], we can conclude that they represent a
good trade-off between quality and execution time. Also, since our heuristics are fast
to execute, after graph G and the corresponding minimum spanning tree have been
generated, it should be also possible to execute all our heuristics to select the best of the
three returned results (without need of generating the graph and the MST again).

6 Conclusions

There is an emerging trend towards scenarios where resource management is outsourced
to an external service providing storage capabilities and high-bandwidth distribution
channels. In this context, selective dissemination of data requires enforcing measures
to protect the resource confidentiality from both unauthorized users as well as honest-
but-curious servers. Current solutions provide protection by exploiting encryption in
conjunction with proper indexing capabilities, and by exploiting selective encryption
for access control enforcement. In this paper we proposed a heuristic algorithm for
building a key derivation graph that minimizes the total number of keys to be distributed
to users in the system. The experimental results obtained by the implementation of the
algorithm prove its efficiency with respect to previous solutions.
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Abstract. The aim of this paper is to describe a new probabilistic approach to
the role engineering process for RBAC. We address the issue of minimizing the
number of roles, problem known in literature as the Basic Role Mining Problem
(basicRMP). We leverage the equivalence of the above issue with the vertex col-
oring problem. Our main result is to prove that the minimum number of roles
is sharply concentrated around its expected value. A further contribution is to
show how this result can be applied as a stop condition when striving to find out
an approximation for the basicRMP. The proposal can be also used to decide
whether it is advisable to undertake the efforts to renew a RBAC state. Both these
applications can result in a substantial saving of resources. A thorough analysis
using advanced probabilistic tools supports our results. Finally, further relevant
research directions are highlighted.

1 Introduction

An access control model is an abstract representation of security technology, providing
a high-level logical view to describe all peculiarities and behaviors of an access control
system. The Role-Based Access Control (RBAC, [1]) is certainly the most widespread
access control model proposed in the literature for medium to large-size organizations.
The simplicity of this model is one of the main reasons for its adoption: a role is just a
collection of privileges, while users are assigned to roles based on duties to fulfil [10].

The migration to RBAC introduces several benefits, such as simplified system admin-
istration, enhanced organizational productivity, reduction in new employee downtime,
enhanced system security and integrity, simplified regulatory compliance, and enhanced
security policy enforcement [6]. To maximize all these advantages, the model must be
customized to describe the organizational roles and functions [3]. However, this migra-
tion process often has a high economic impact. To optimize the customization, the role
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engineering discipline has been introduced. It can be defined as the set of methodolo-
gies and tools to define roles and to assign permissions to roles according to the actual
needs of the company [5].

To date, various role engineering approaches have been proposed in order to address
this problem. They are usually classified in literature as: top-down and bottom-up. The
former carefully decomposes business processes into elementary components, identi-
fying which system features are necessary to carry out specific tasks. This approach
is mainly manual, as it requires a high level analysis of the business. The bottom-up
class searches legacy access control systems to find de facto roles embedded in existing
permissions. This process can be automated resorting to data mining techniques, thus
leading to what is usually referred to as role mining.

Since the bottom-up approach can be automated, it has attracted a lot of interest
from researchers who proposed new data mining techniques particularly designed for
role engineering purposes. Various role mining approaches can be found in the litera-
ture [17, 3, 20, 18, 19, 22, 7, 12, 16]. A problem partially addressed in these works is the
“interestingness” of roles. Indeed, the importance of role completeness and role man-
agement efficiency resulting from the role engineering process has been evident from
the earliest papers on the subject. However, only recently have researchers started to
formalize the role-set optimality concept. One possible optimization approach is min-
imizing the total number of roles [18, 7, 12]. Yet, the identification of the role-set that
describes the access control configuration with the minimum number of roles is an
NP-complete problem [18]. Thus, all of the aforementioned papers just offer an ap-
proximation of the optimal solution in order to address the complexity of the problem.
However, since none of them quantify the introduced approximations, it is not possible
to estimate the quality of the proposed role mining algorithm outcomes.

Contributions. In this paper we provide a probabilistic method to optimize the num-
ber of roles needed to cover all the existing user-permission assignments. The method
leverages a known reduction of the role number minimization problem to the chromatic
number of a graph. The main contribution of this work is to prove that the optimal role
number is sharply concentrated around its expected value. We further show how this
result can be used as a stop condition when striving to find an approximation of the
optimum for any role mining algorithm. The corresponding rational is that if a result is
close to the optimum, and the effort required to discover a better result is high, it might
be appropriate to accept the current result.

Roadmap. This paper is organized as follows: Section 2 reports relevant related works.
Section 3 summarizes the main concepts used in the rest of the paper; namely, a formal
description of the RBAC model, some probabilistic tools, and a brief review of graph
theory. In Section 4 the role minimization problem is formally described. Section 5 pro-
vides the main theoretical result and discusses some practical applications of this result.
Finally, Section 6 presents some concluding remarks and further research directions.

2 Related Work

Kuhlmann et al. [11] first introduced the term “role mining”, trying to apply existing
data mining techniques (i.e., clustering similar to k-means) to implement a bottom-up
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approach. The first algorithm explicitly designed for role engineering is described in
[17], applying hierarchical clustering on permissions. Another example of a role min-
ing algorithm is provided by Vaidya et al. [20]; they applied subset enumeration tech-
niques to generate a set of candidate roles, computing all possible intersections among
permissions possessed by users.

The work of Colantonio et al. [3,4] represents the first attempt to discover roles with
business meanings. The authors define a metric for evaluating good collections of roles
that can be used to minimize the number of candidate roles. Vaidya et al. [18, 19] also
studied the problem of finding the minimum number of roles covering all permissions
possessed by the users, calling it the basic Role Mining Problem (basicRMP). They also
demonstrated that such a problem is NP-complete. Ene et al. [7] offer yet another alter-
native model to minimize the number of candidate roles. In particular, they reduced the
problem to the well-known minimum clique partition problem or, equivalently, to the
minimum biclique covering. Actually, not only is the role number minimization equiv-
alent to the clique covering, but it has been reduced to many other NP problems, like
binary matrices factorization [12] and tiling database [9] to cite a few. These reductions
make it possible to apply fast graph reduction algorithms to exactly identify the optimal
solution for some realistic data set—however, the general problem is still NP-complete.

Recently, Frank et al. [8] proposed a probabilistic model for RBAC. They defined
a framework that expresses user-permission relationships in a general way, specifying
the related probability. Through this probability it is possible to elicit the role-user and
role-permission assignments which then make the corresponding direct user-permission
assignments more likely. The authors also presented a sampling algorithm that can be
used to infer their model parameters. The algorithm converges asymptotically to the
optimal value; the approach described in this paper can be used to offer a stop condition
for the quest to the optimum.

3 Background

In this section we review all the notions used in rest of the paper, namely the RBAC
entities, some probabilistic tools, and some graph theory concepts.

3.1 Role-Based Access Control

The RBAC entities of interest are:

• PERMS, the set of access permissions;
• USERS, the set of all system users;
• ROLES, the set of all roles, namely permission combinations.
• UA ⊆ USERS ×ROLES, the set of user-role assignments; given a role, the func-

tion assigned_users : ROLES → 2USERS identifies all the assigned users.
• PA ⊆ PERMS ×ROLES, the set of permission-role assignments; given a role, the

function assigned_perms: ROLES → 2PERMS identifies all the assigned perms.

In addition to the RBAC standard entities, the set UP ⊆USERS×PERMS identifies
permission to user assignments. In an access control system it is represented by entities
describing access rights (e.g., access control lists).
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3.2 Martingales and Azuma-Hoeffding Inequality

We shall now present some definitions and theorems that provide the mathematical basis
we will further discuss later on in this paper. In particular, we introduce: martingales,
Doob martingales, and the Azuma-Hoeffding inequality. These are well known tools
for the analysis of randomized algorithms [15, 21].

Definition 1 (Martingale). A sequence of random variables Z0,Z1, . . . ,Zn is a martin-
gale with respect to the sequence X0,X1, . . . ,Xn if for all n≥ 0, the following conditions
hold:

• Zn is function of X0,X1, . . . ,Xn,
• �[|Zn|]≤ ∞,
• �[Zn+1 | X0, . . . ,Xn] = Zn,

where the operator�[·] indicates the expected value of a random variable. A sequence
of random variables Z0,Z1, . . . is called martingale when it is a martingale with respect
to himself. That is �[|Zn|]≤ ∞ and�[Zn+1 | Z0, . . . ,Zn] = Zn.

Definition 2 (Doob Martingale). A Doob martingale refers to a martingale constructed
using the following general approach. Let X0,X1, . . . ,Xn be a sequence of random vari-
ables, and let Y be a random variable with �[|Y |] < ∞. (Generally Y , will depend on
X0,X1, . . . ,Xn.) Then

Zi =�[Y | X0, . . . ,Xi], i = 0,1, . . . ,n,

gives a martingale with respect to X0,X1, . . . ,Xn.

The previous construction assures that the resulting sequence Z0,Z1, . . . ,Zn is always a
martingale.

A useful property of the martingales that we will use in this paper is the Azuma-
Hoeffding inequality [15]:

Theorem 1 (Azuma-Hoeffding inequality). Let X0, . . . ,Xn be a martingale s.t.

Bk ≤ Xk−Xk−1 ≤ Bk + dk,

for some constants dk and for some random variables Bk that may be functions of
X0,X1, . . . ,Xk−1. Then, for all t ≥ 0 and any λ > 0,

Pr(|Xt −X0| ≥ λ )≤ 2exp

( −2λ 2

∑t
k=1 d2

k

)
. (1)

The Azuma-Hoeffding inequality applied to the Doob martingale gives the so called
Method of Bounded Differences (MOBD) [14].

3.3 Graphs Modeling

This section describes some graph related concepts that will be used to generate our
model. A graph G is an ordered pair G = 〈V,E〉, where V is the set of vertices, and E
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is a set of unordered pairs of vertices. We say that v,w ∈ V are endpoints of the edge
〈v,w〉 ∈ E . Given a subset S of the vertices V (G), then the subgraph induced by S is the
graph where the set of vertices is S, and the edges are the members of E(G) such that
the corresponding endpoints are both in S. We denote with G[S] the subgraph induced
by S. A bipartite graph is a graph where the set of vertex can be partitioned into two
subsets V1 and V2 such that ∀〈v1,v2〉 ∈ E(G),v1 ∈V1,v2 ∈V2.

A clique is a subset S of vertices in G, such that the subgraph induced by S is a
complete graph, namely for every two vertices in S there exists an edge connecting
the two. A biclique in a bipartite graph, also called bipartite clique, is a set of vertices
B1 ⊆V1 and B2 ⊆V2 such that 〈b1,b2〉 ∈ E for all b1 ∈ B1 and b2 ∈ B2. In other words,
if G is a bipartite graph, a set S of vertices V (G) is a biclique if and only if the subgraph
induced by S is a complete bipartite graph. In this case we will say that the vertices of
S induce a biclique in G. A maximal clique or biclique is a set of vertices that induces
a complete subgraph, and that is not a subset of the vertices of any larger complete
subgraph.

A clique cover of G is a collection of cliques C1, . . . ,Ck, such that for each edge
〈u,v〉 ∈ E there is some Ci that contains both u and v. A minimum clique partition
(MCP) of a graph is a smallest by cardinality collection of cliques such that each vertex
is a member of exactly one of the cliques; it is a partition of the vertices into cliques.
Similar to the clique cover, a biclique cover of G is a collection of biclique B1, . . . ,Bk

such that for each edge 〈u,v〉 ∈ E there is some Bi that contains both u and v. We say
that Bi covers 〈u,v〉 if Bi contains both u and v. Thus, in a biclique cover, each edge of
G is covered at least by one biclique. A minimum biclique cover (MBC) is the smallest
collection of bicliques that covers the edges of a given bipartite graph, or in other words,
is a biclique cover of minimum cardinality.

4 Problem Modelling

4.1 Definitions

The following definitions are required to formally describe the problem:

Definition 3 (System Configuration). Given an access control system, we refer to its
configuration as the tuple ϕ = 〈USERS,PERMS,UP〉, that is the set of all existing
users, permissions, and the corresponding relationships between them.

A system configuration represents the user authorization state before migrating to RBAC,
or the authorizations derivable from the current RBAC implementation—in this case, the
user-permission relationships may be derived as:

UP = {〈u, p〉 | ∃r ∈ ROLES : u ∈ assigned_users(r) ∧ p ∈ assigned_perms(r)}

Definition 4 (RBAC State). An RBAC state is a tuple ψ = 〈ROLES,UA,PA〉, namely
an instance of all the sets characterizing the RBAC model.

An RBAC state is used to obtain a system configuration. Indeed, the role engineering
goal is to find the “best” state that correctly describes a given configuration. In particu-
lar, we are interested in finding the following kind of states:
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Definition 5 (Candidate Role-Set). Given an access control system configuration ϕ ,
a candidate role-set is the RBAC state ψ that “covers” all possible combinations of
permissions possessed by users according to ϕ , namely a set of roles such that the
union of related permissions exactly matches with the permissions possessed by the
user. Formally

∀u∈USERS,∃R⊆ROLES :
⋃
r∈R

assigned_perms(r) = {p∈ PERMS | 〈u, p〉 ∈UP}.

Definition 6 (Cost Function). Let Φ,Ψ be respectively the set of all possible system
configurations and RBAC states. We refer to the cost function cost as

cost : Φ×Ψ →�+

where �+ indicates positive real numbers including 0; it represents an administration
cost estimate for the state ψ used to obtain the configuration ϕ .

The administration cost concept was first introduced in [3]. Leveraging the cost metric
enables to find candidate role-sets with the lowest effort to administer them.

Definition 7 (Optimal Candidate Role-Set). Given a configurationϕ , an optimal can-
didate role-set is the corresponding configuration ψ that simultaneously represents a
candidate role-set for ϕ and minimized the cost function cost(ϕ ,ψ).

The main goal related to mining roles is to find optimal candidate role-sets. In the
next section we focus on optimizing a particular cost function. Let cost indicate the
number of needed roles. The role mining objective then becomes to find a candidate
role-set that has the minimum number of roles for a given system configuration. This is
exactly the basicRMP. We will show that this problem is equivalent to that of finding the
chromatic number of a given graph. Using this problem equivalence, we will identify
a useful property on the concentration of the optimal candidate role-sets. This allows
us to provide a stop condition for any iterative role mining algorithm that approximates
the minimum number of roles.

4.2 The Proposed Model

Given the configuration ϕ = 〈USERS ,PERMS ,UP 〉 we can build a bipartite graph
G = 〈V,E〉, where the vertex set V is partitioned into the two disjoint subset USERS
and PERMS, and where E is a set of pairs 〈u, p〉 such that u∈USERS and p∈ PERMS.
Two vertices u and p are connected if and only if 〈u, p〉 ∈ UP.

A biclique coverage of the graph G identifies a unique candidate role-set for the
configuration ϕ [7], that is ψ = 〈ROLES ,UA ,PA 〉 . Indeed, every biclique identifies a
role, and the vertices of the biclique identify the users and the permission assigned to
this role. Let the function cost return the number of roles, that is:

cost(ϕ ,ψ) = |ROLES | (2)

In this case, minimizing the cost function is equivalent to finding a candidate role-set
that minimizes the number of roles. This corresponds to basicRMP. Let B a biclique
coverage of a graph G, we define the function cost ′ as:

cost ′(B) = cost(ϕ ,ψ)
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where ψ is the state 〈UA ,PA ,ROLES〉 that can be deduced by the biclique coverage
B of G, and G is the bipartite graph built from the configuration ϕ that is uniquely
identified by 〈USERS ,PERMS ,UP〉. In this model, the problem of finding an optimal
candidate role-set can be equivalently expressed as finding a biclique coverage for a
given bipartite graph G that minimizes the number of required bicliques. This is exactly
the minimum biclique coverage (MBC) problem. In the following we first recall both
the reduction of the MBC problem to the minimum clique partition (MCP) problem [7]
and the reduction of MCP to the chromatic number problem.

From the graph G, it is possible to construct a new undirected unipartite graph G′
where the edges of G become the vertices of G′: two vertices in G′ are connected by an
edge if and only if the endpoints of the corresponding edges of G induce a biclique in
G. Formally:

G′ =
〈
E, {〈e1,e2〉 | e1,e2 induce a biclique in G}〉

The vertices of a (maximal) clique in G′ correspond to a set of edges of G, where the
endpoints induce a (maximal) biclique in G. The edges covered by a (maximal) biclique
of G induce a (maximal) clique in G′. Thus, every biclique edge cover of G corresponds
to a collection of cliques of G′ such that their union contains all of the vertices of G′.
From such a collection, a clique partition of G′ can be obtained by removing any redun-
dantly covered vertex from all but one of the cliques to which it belongs to. Similarly,
any clique partition of G′ corresponds to a biclique cover of G. Thus, the size of a min-
imum biclique coverage of a bipartite graph G is equal to the size of a minimum clique
partition of G′.

Finding a clique partition of a graph G = 〈V,E〉 is equivalent to finding a coloring of
its complement G = 〈V,(V ×V )\E〉. This implies that the biclique cover number of a
bipartite graph G corresponds to the chromatic number of G′ [7].

5 A Concentration Result for Optimal Candidate Role-Sets

Using the model described in the previous section, we will prove that the cost of an op-
timal candidate role-set ψ for a given system configuration ϕ is tightly concentrated
around its expected value. We will use the concept of martingales and the Azuma-
Hoeffding inequality to obtain a concentration result for the chromatic number of a graph
G [14,15]. Since finding the chromatic number is equivalent to both MCP and MBP, we
can conclude that the minimum number of roles required to cover the user-permission
relationships in a given configuration is tightly concentrated around its expected value.

Let G be an undirected unipartite graph, and χ(G) its chromatic number.

Theorem 2. Given a graph G with n vertices, the following equation holds:

Pr(|χ(G)−�[χ(G)]| ≥ λ )≤ 2exp

(−2λ 2

n

)
(3)

Proof. We fix an arbitrary numbering of the vertices from 1 to n. Let Gi be the sub-
graph of G induced by the set of vertices 1, . . . , i. Let Z0 =�[χ(G)] and Zi =�[χ(G) |
G1, . . . ,Gi]. Since adding a new vertex to the graph requires no more than one new color,
the gap between Zi and Zi−1 is at most 1. This allows us to apply the Azuma-Hoeffding
inequality, that is Equation 1 where dk = 1.
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Note that this result holds even without knowing �[χ(G)]. Informally, Theorem 2
states that the chromatic number of a graph G is sharply concentrated around its ex-
pected value. Since finding the chromatic number of a graph is equivalent to MCP, and
MCP is equivalent to MBC, this result holds also for MBC. Translating these concepts
in terms of RBAC entities, this means that the cost of an optimal candidate role-set of
any configuration ϕ with |UP |= n is sharply concentrated around its expected value ac-
cording to Equation 3, where χ(G) is equal to the minimum number of required roles.
It is important to note that n represents the number of vertices in the coloring problem
but, according to the proposed model, it is also the number of edges in MBP; that is, the
user-permission assignments of the system configuration.

Figure 1(a) shows the plot of the Equation 3 for n varying between 1 and 500,000,
and λ less than 1,500. It is possible to see that for n = 500,000 it is sufficient to choose
λ = 900 to assure that Pr(|χ(G)−�[χ(G)]| ≥ λ ) ≤ 0.1. In the same way, choosing
λ = 600, then Pr(|χ(G)−�[χ(G)]| ≥ λ ) is less than 0.5. Figure 1(b) shows the values
for λ and n to have the left part of the inequality in Equation 3 to hold with probability
less than 0.5, 0.3, and 0.1 respectively.

Setting λ =
√

n logn, Equation 3 can be expressed as:

Pr(|χ(G)−�[χ(G)]| ≥
√

n logn)≤ 2
n2 (4)

2exp(-2λ2/n)
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Fig. 1. Relationship between the parameters λ , n and the resulting probability
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That is, the probability that our approach differ from the optimum more than
√

n logn is
less than 2/n2. This probability becomes quickly negligible as n increases. To support
the viability of the result, note that in a large organization there are usually thousands
user-permission assignments.

5.1 Applications of the Bound

Assuming that we can estimate an approximation �̃[χ(G)] for �[χ(G)] such that
|�̃[χ(G)−�[χ(G)]| ≤ ε for any ε > 0, Theorem 2 can be used as a stop condition
when striving to find an approximation of the optimum for any role mining algorithm.
Indeed, suppose that we have a probabilistic algorithm that provides an approximation
of χ(G), and suppose that its output is χ̃(G). Since we know �̃[χ(G)], we can use
this value to evaluate whether the output is acceptable and therefore decide to stop the
iterations procedure. Indeed, we have that:

Pr(|χ(G)− �̃(χ(G))| ≥ λ + ε) ≤ 2exp

(−2λ 2

n

)
.

This is because

Pr(|χ(G)− �̃(χ(G))| ≥ λ + ε) ≤ Pr(|χ(G)−�(χ(G))| ≥ λ )

and, because of Theorem 2, this probability is less than or equal to 2exp
(−2λ 2/n

)
.

Thus, if |χ̃(G)− �̃[χ(G)]| ≤ λ + ε holds, then we can stop the iteration, otherwise we
have to reiterate the algorithm until it outputs an acceptable value.

For a direct application of this result, we can consider a system configuration with
|UP | = x. If λ = y, the probability that |χ(G) − �[χ(G)]| ≤ y is greater than
2exp

(−2y2/x
)
. We do not know�[χ(G)], but since |�̃[χ(G)]−�[χ(G)]| ≤ ε we can

conclude that |χ(G)− �̃[χ(G)]| < y + ε with probability at least 2exp
(−2y2/x

)
. For

instance, we have considered the real case of a large size company, with 500,000 user-
permissions assignments. With λ = 1,200 and ε = 100, the probability that |χ(G)−
�̃[χ(G)]| < λ + ε is at least 99.36%. This means that, if �̃[χ(G)] = 24,000, with the
above probability the optimum is between 22,700 and 25,300. If a probabilistic role
mining algorithm outputs a value χ̃(G) that is estimated quite from this range, then it
is appropriate to reiterate the process in order to find a better result. Conversely, let us
assume that the algorithm outputs a value within the given range. We know that the
identified solution differs, from the optimum, by at most 2(λ + ε), with probability at
least 99.36%. Thus, one can assess whether it is appropriate to continue investing re-
sources in the effort to find a better solution, or to simply accept the provided solution.
This choice can depend on many factors, such as the computational cost of the algo-
rithm, the economic cost due to a new analysis, and the error that we are prone to accept,
to name a few.

There is also another possible application for this bound. Assume that a company is
assessing whether to renew its RBAC state, just because it is several years old [19]. By
means of the proposed bound, the company can establish whether it is the case to invest
money and resources in this process. Indeed, if the cost of the RBAC state in use is
between �̃[χ(G)]−λ − ε and �̃[χ(G)]+λ + ε , the best option would be not to renew
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it because the possible improvement is likely to be marginal. Moreover, changing the
RBAC state requires a huge effort for the administrators, since they need to get used to
the new configuration. In our proposal it is quite easy to assess if a renewal is needed.
This indication can lead to important time and money saving.

Note that in our hypothesis, we assume that the value of �̃[χ(G)] is known. Cur-
rently, not many researchers have addressed this specific issue in reference to a generic
graph, whereas plenty of results have been provided for Random Graphs. In particular,
it has been proven [13, 2] that for G ∈ Gn,p:

�[χ(G)]∼ n
2log 1

1−p
n

We are presently striving to apply a slight modification of the same probabilistic tech-
niques used in this paper, to derive a similar bound for the class of graphs used in our
model.

6 Conclusions and Future Works

In this paper we proved that the optimal administration cost for RBAC, when striving
to minimize the number of roles, is sharply concentrated around its expected value.
The result has been achieved by adopting a model reduction and advanced probabilistic
tools. Further, we have shown how to apply this result to deal with practical issues in
administering RBAC; that is, how it can be used as a stop condition in the quest for the
optimum.

This paper also highlights a few research directions. First, a challenge that we are
currently addressing is to derive an estimate of the expected optimal number of roles
(�[χ(G)]) from a generic system configuration. Another research path is applying both
the exposed reduction and the probabilistic tools to obtain similar bounds while simul-
taneously minimizing more parameters.
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Abstract. Garg and Abadi recently proved that prominent access control logics
can be translated in a sound and complete way into modal logic S4. We have
previously outlined how normal multimodal logics, including monomodal logics
K and S4, can be embedded in simple type theory and we have demonstrated
that the higher-order theorem prover LEO-II can automate reasoning in and about
them. In this paper we combine these results and describe a sound (and complete)
embedding of different access control logics in simple type theory. Employing
this framework we show that the off the shelf theorem prover LEO-II can be
applied to automate reasoning in and about prominent access control logics.

1 Introduction

The provision of effective and reliable control mechanisms for accessing resources is
an important issue in many areas. In computer systems, for example, it is important to
effectively control the access to personalized or security critical files.

A prominent and successful approach to implement access control relies on logic
based ideas and tools. Abadi’s article [2] provides a brief overview on the frameworks
and systems that have been developed under this approach. Garg and Abadi recently
showed that several prominent access control logics can be translated into modal logic
S4 [18]. They proved that this translation is sound and complete.

We have previously shown [10] how multimodal logics can be elegantly embedded in
simple type theory (STT) [15,5]. We have also demonstrated that proof problems in and
about multimodal logics can be effectively automated with the higher-order theorem
prover LEO-II [12].

In this paper we combine the above results and show that different access control
logics can be embedded in STT, which has a well understood syntax and semantics
[22,4,3,9].

The expressiveness of STT furthermore enables the encoding of the entire translation
from access control logic input syntax to STT in STT itself, thus making it as transparent
as possible. Our embedding furthermore demonstrates that prominent access control
logics as well as prominent multimodal logics can be considered and treated as natural
fragments of STT.

Using our embedding, reasoning in and about access control logic can be automated
in the higher-order theorem prover LEO-II. Since LEO-II generates proof objects, the
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entire translation and reasoning process is in principle accessible for independent proof
checking.

This paper is structured as follows: Section 2 reviews background knowledge and
Section 3 outlines the translation of access control logics into modal logic S4 as pro-
posed by Garg and Abadi [18]. Section 4 restricts the general embedding of multimodal
logics into STT [10] to an embedding of monomodal logics K and S4 into STT and
proves its soundness. These results are combined in Section 5 in order to obtain a sound
(and complete) embedding of access control logics into STT. Moreover, we present
some first empirical evaluation of the approach with the higher-order automated theo-
rem prover LEO-II. Section 6 concludes the paper.

2 Preliminaries

We assume familiarity with the syntax and semantics and of multimodal logics and
simple type theory and only briefly review the most important notions.

The multimodal logic language ML is defined by

s,t ::= p|¬s|s∨ t|�r s

where p denotes atomic primitives and r denotes accessibility relations (distinct from
p). Other logical connectives can be defined from the chosen ones in the usual way.

A Kripke frame for ML is a pair 〈W,(Rr)r∈I:={1,...,n}〉, where W is a non-empty set
(called possible worlds), and the Rr are binary relations on W (called accessibility rela-
tions). A Kripke model for ML is a triple 〈W,(Rr)r∈I , |=〉, where 〈W,(Rr)r∈I〉 is a Kripke
frame, and |= is a satisfaction relation between nodes of W and formulas of ML satis-
fying: w |= ¬s if and only if w �|= s, w |= s∨ t if and only if w |= s or w |= t, w |= �r s if
and only if for all u with Rr(w,u) holds u |= s. The satisfaction relation |= is uniquely
determined by its value on the atomic primitives p. A formula s is valid in a Kripke
model 〈W,(Rr)r∈I , |=〉, if w |= s for all w ∈W . s is valid in a Kripke frame 〈W,(Rr)r∈I〉
if it is valid in 〈W,(Rr)r∈I , |=〉 for all possible |=. If s is valid for all possible Kripke
frames 〈W,(Rr)r∈I〉, then s is called valid and we write |=K s. s is called S4-valid (we
write |=S4 s) if it is valid in all reflexive, transitive Kripke frames 〈W,(Rr)r∈I〉, that is,
Kripke frames with only reflexive and transitive relations Rr.

Classical higher-order logic or simple type theory STT [5,15] is a formalism built
on top of the simply typed λ -calculus. The set T of simple types is usually freely
generated from a set of basic types {o, ι} (where o denotes the type of Booleans) using
the function type constructor→.

The simple type theory language STT is defined by (α,β ,o ∈T ):

s,t ::=
pα |Xα |(λXα sβ )α→β |(sα→β tα)β |(¬o→o so)o|(so∨o→o→o to)o|(Π(α→o)→o sα→o)o

pα denotes typed constants and Xα typed variables (distinct from pα ) . Complex typed
terms are constructed via abstraction and application. Our logical connectives of choice
are¬o→o,∨o→o→o andΠ(α→o)→o (for each typeα). From these connectives, other logical
connectives, such as⇒,∧,⊥, and (, can be defined in the usual way. We often use binder
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notation ∀Xα s and ∃Xα t for (Π(α→o)→o(λXα so)) and ¬(Π(α→o)→o(λXα ¬to)). We
denote substitution of a term sα for a variable Xα in a term tβ by [s/X ]t. Since we consider
α-conversion implicitly, we assume the bound variables of B avoid variable capture. Two
common relations on terms are given byβ -reduction andη-reduction. Aβ -redex (λX s)t
β -reduces to [t/X ]s. Anη-redex (λX sX)where variable X is not free in s,η-reduces to s.
We write s=β t to mean s can be converted to t by a series of β -reductions and expansions.
Similarly, s=βη t means s can be converted to t using both β and η .

Semantics of STT is well understood and thoroughly documented in the literature
[9,3,4,22]; our summary below is adapted from Andrews [6].

A frame is a collection {Dα}α∈T of nonempty domains (sets) Dα , such that Do =
{T,F} (where T represents truth and F represents falsehood). The Dα→β are collec-
tions of functions mapping Dα into Dβ . The members of Dι are called individuals. An
interpretation is a tuple 〈{Dα}α∈T , I〉 where function I maps each typed constant cα to
an appropriate element of Dα , which is called the denotation of cα (the denotations of
¬, ∨ andΠ are always chosen as intended). A variable assignment φ maps variables Xα
to elements in Dα . An interpretation 〈{Dα}α∈T , I〉 is a Henkin model (general model)
if and only if there is a binary function V such that Vφ sα ∈ Dα for each variable as-
signment φ and term sα ∈ L, and the following conditions are satisfied for all φ and all
s,t ∈L: (a) VφXα = φXα , (b) Vφ pα = Ipα , (c) Vφ (sα→β tα) = (Vφ sα→β )(Vφ tα ), and (d)
Vφ (λXα sβ ) is that function from Dα into Dβ whose value for each argument z ∈Dα is
V[z/Xα ],φ sβ , where [z/Xα ],φ is that variable assignment such that ([z/Xα ],φ)Xα = z and
([z/Xα ],φ)Yβ = φYβ if Yβ �= Xα .1

If an interpretation 〈{Dα}α∈T , I〉 is a Henkin model, the function Vφ is uniquely
determined. An interpretation 〈{Dα}α∈T , I〉 is a standard model if and only if for all α
and β , Dα→β is the set of all functions from Dα into Dβ . Each standard model is also a
Henkin model.

We say that formula A ∈ L is valid in a model 〈{Dα}α∈T , I〉 if an only if VφA = T
for every variable assignment φ . A model for a set of formulas H is a model in which
each formula of H is valid.

A formula A is Henkin-valid (standard-valid) if and only if A is valid in every Henkin
(standard) model. Clearly each formula which is Henkin-valid is also standard-valid, but
the converse of this statement is false. We write |=ST T A if A is Henkin-valid and we
write Γ |=ST T A if A is valid in all Henkin models in which all formulas of Γ are valid.

3 Translating Access Control Logic to Modal Logic

The access control logic ICL studied by Garg and Abadi [18] is defined by

s ::= p |s1 ∧ s2 |s1 ∨ s2 |s1 ⊃ s2 |⊥|(|A says s

p denotes atomic propositions, ∧ , ∨ , ⊃ , ⊥ and ( denote the standard logical connec-
tives, and A denotes principals, which are atomic and distinct from the atomic propo-
sitions p. Expressions of the form A says s, intuitively mean that A asserts (or

1 Since I¬, I∨, and IΠ are always chosen as intended, we have Vφ (¬s) = T iff Vφ s = F ,
Vφ (s∨ t) = T iff Vφ s = T or Vφ t = T , and Vφ (∀Xα so) = Vφ (Πα (λXα so)) = T iff for all
z ∈Dα we have V[z/Xα ],φ so = T . Moreover, we have Vφ s = Vφ t whenever s=βη t.
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supports) s. ICL inherits all inference rules of intuitionistic propositional logic. The
logical connective says satisfies the following axioms:

, s ⊃ (A says s) (unit)
, (A says (s ⊃ t) ⊃ (A says s) ⊃ (A says t) (cuc)
, (A says A says s) ⊃ (A says s) (idem)

Example 1 (from [18]). We consider a file-access scenario with an administrating prin-
cipal admin, a user Bob, one file file1, and the following policy:

1. If admin says that file1 should be deleted, then this must be the case.
2. admin trusts Bob to decide whether file1 should be deleted.
3. Bob wants to delete file1.

This policy can be encoded in ICL as follows:

(admin says deletefile1) ⊃ deletefile1 (1.1)
admin says ((Bob says deletefile1) ⊃ deletefile1) (1.2)
Bob says deletefile1 (1.3)

The question whether file1 should be deleted in this situation corresponds to prov-
ing deletefile (1.4), which follows from (1.1)-(1.3), (unit), and (cuc).

Garg and Abadi [18] propose the following mapping �.� of ICL formulas into modal
logic S4 formulas (similar to Gödels translation from intuitionistic logic to S4 [19] and
by providing a mapping for the additional connective says ).

�p� = �p

�s∧ t� = �s�∧�t�
�s∨ t� = �s�∨�t�
�s⊃ t� = � (�s� ⊃ �t�)

�(� = (
�⊥� = ⊥

�A says s� = �(A∨�s�)

Logic ICL=⇒ extends ICL by a speaks-for operator (represented by =⇒ ) which
satisfies the following axioms:

, A =⇒ A (refl)
, (A =⇒ B) ⊃ (B =⇒ C) ⊃ (A =⇒ C) (trans)
, (A =⇒ B) ⊃ (A says s) ⊃ (B says s) (speaking-for)
, (B says (A =⇒ B)) ⊃ (A =⇒ B) (handoff)

The use of the new =⇒ operator is illustrated by the following modification of
Example 1.

Example 2 (from [18]). Bob delegates his authority to delete file1 to Alice (see
(2.3)), who now wants to delete file1.

(admin says deletefile1) ⊃ deletefile1 (2.1)
admin says ((Bob says deletefile1) ⊃ deletefile1) (2.2)
Bob says Alice =⇒ Bob (2.3)
Alice says deletefile1 (2.4)
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Using these facts and (handoff) and (speaking-for) one can prove deletefile (2.5)

The translation of ICL=⇒ into S4 extends the translation from ICL to S4 by

�A =⇒ B� = �(A ⊃ B)

Logic ICLB differs from ICL by allowing that principals may contain Boolean con-
nectives (a denotes atomic principals distinct from atomic propositions):

A,B ::= a |A ∧ B |A ∨ B |A ⊃ B |⊥|(

ICLB satisfies the following additional axioms:

, (⊥ says s) ⊃ s (trust)
If A≡( then , A says⊥ (untrust)
, ((A ⊃ B) says s) ⊃ (A says s) ⊃ (B says s) (cuc’)

Abadi and Garg show that the speaks-for operator from ICL=⇒ is definable in
ICLB. The use of ICLB is illustrated by the following modification of Example 1.

Example 3 (from [18]). admin is trusted on deletefile1 and its consequences
(3.1). (3.2) says that admin further delegates this authority to Bob.

(admin says⊥) ⊃ deletefile1 (3.1)
admin says ((Bob ⊃ admin) says deletefile1) (3.2)
Bob says deletefile1 (3.3)

Using these facts and the available axioms one can again prove deletefile (3.4).

The translation of ICLB into S4 is the same as the translation from ICL to S4. However,
the mapping �A says s� = �(A∨�s�) now guarantees that Boolean principal expres-
sions A are mapped one-to-one to Boolean expressions in S4.

Garg and Abadi prove their translations sound and complete:

Theorem 1 (Soundness and Completeness). , s in ICL (resp. ICL⇒ and ICLB) if and
only if , �s� in S4.

Proof. See Theorem 1 (resp. Theorem 2 and Theorem 3) og Garg and Abadi [18].

4 Embedding Modal Logic in Simple Type Theory

Embeddings of modal logics into higher-order logic have not yet been widely studied,
although multimodal logic can be regarded as a natural fragment of STT. Gallin [16]
appears to mention the idea first. He presents an embedding of modal logic into a 2-
sorted type theory. This idea is picked up by Gamut [17] and a related embedding has
recently been studied by Hardt and Smolka [20]. Carpenter [14] proposes to use lifted
connectives, an idea that is also underlying the embeddings presented by Merz [24],
Brown [13], Harrison [21, Chap. 20], and Kaminski and Smolka [23].
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In our previous work [10] we pick up and extend the embedding of multimodal log-
ics into STT as studied by Brown [13]. The starting point is a characterization of mul-
timodal logic formulas as particular λ -terms in STT. A distinctive characteristic of the
encoding is that the definiens of the �R operator λ -abstracts over the accessibility rela-
tion R. As we have shown this supports the formulation of meta properties of encoded
multimodal logics such as the correspondence between certain axioms and properties
of the accessibility relation R. And some of these meta properties can be efficiently
automated within our higher-order theorem prover LEO-II.

The general idea of this encoding is very simple: Choose base type ι and let this
type denote the set of all possible worlds. Certain formulas of type ι → o then cor-
respond to multimodal logic expressions, whereas the modal operators ¬ , ∨ , and �r

itself become λ -terms of type (ι → o)→ (ι → o), (ι → o)→ (ι → o)→ (ι → o), and
(ι → ι → o)→ (ι → o)→ (ι → o) respectively.

The mapping �.� translates formulas of multimodal logic ML into terms of type ι → o
in STT:

�p� = pι→o

�r� = rι→ι→o

�¬ s� = λXι ¬(�s�X)
�s ∨ t� = λXι (�s�X)∨ (�t�X)
��r s� = λXι ∀Yι (�r�X Y )⇒ (�s�Y )

|p| = pι→o

|r| = rι→ι→o

|¬| = λAι→o λXι ¬(AX)
|∨| = λAι→o λBι→o λXι (AX)∨ (BX)
|� | = λRι→ι→o λAι→o

λXι ∀Yι (RX Y )⇒ (AY )

The expressiveness of STT (in particular the use of λ -abstraction and βη-conversion)
allows us to replace mapping �.�by mapping |.|which works locally and is not recursive.2

It is easy to check that this local mapping works as intended. For example,

|�r p∨�r q)| := |∨ |(|� | |r| |p|)(|� | |r| |q|)=βη��r p∨�r q)�
Further local definitions for other multimodal logic operators can be introduced this

way. For example, |⊃| = λAι→o λBι→o λXι (AX)⇒ (BX), |⊥| = λAι→o ⊥, |(| =
λAι→o (, and |∧ |= λAι→o λBι→o λXι (AX)∧ (BX).

A notion of validity for the λ -terms (of type ι → o) which we obtain via definition
expansion is still missing: We want Aι→o to be valid if and only if for all possible worlds
wι we have (Aι→o wι ), that is, w ∈ A. This notion of validity is again introduced as a
local definition:

|Mval| := λAι→o ∀Wι AW

2 Note that the encoding of the modal operators �r is chosen to explicitly depend on an accessi-
bility relation r of type ι → ι → o given as first argument to it. Hence, we basically introduce
a generic framework for modeling multimodal logics. This idea is due to Brown and it is this
aspect where the encoding differs from the LTL encoding of Harrison. The latter chooses the
interpreted type num of numerals and then uses the predefined relation≤ over numerals as fixed
accessibility relation in the definitions of � and �. By making the dependency of �r and �r

on the accessibility relation r explicit, we cannot only formalize but also automatically prove
some meta properties of multimodal logics as we have previously demonstrated [10].



Automating Access Control Logics in Simple Type Theory with LEO-II 393

Garg and Abadi’s translation of access control into modal logic as presented in Section
3 is monomodal and does not require different �r -operators. Thus, for the purpose of
this paper we restrict the outlined general embedding of multimodal logics into STT to
an embedding of monomodal logic into STT. Hence, for the remainder of the paper we
assume that ML provides exactly one �r -operator, that is, a single relation constant r.

We next study soundness of this embedding. Our soundness proof below employs
the following mapping of Kripke frames into Henkin models.

Definition 1 (Henkin model MK for Kripke Model K). Given a Kripke model K =
〈W,(Rr), |=〉. Henkin model MK = 〈{Dα}α∈T , I〉 for K is defined as follows: We choose
the set of individuals Dι as the set of worlds W and we choose the Dα→β as the set of
all functions from Dα to Dβ . Let p1, . . . , pm for m≥ 1 be the atomic primitives occuring
in modal language ML. Remember that �r is the only box operator of ML. Note that
|p j|= p j

ι→o and |r|= rι→ι→o. Thus, for 1 ≤ i ≤ m we choose Ip j
ι→o ∈ Dι→o such that

(Ip j
ι→o)(w) = T for all w ∈ Dι with w |= p j in Kripke model K and (Ip j

ι→o)(w) =
F otherwise. Similarly, we choose Irι→ι→o ∈ Dι→ι→o such that (Irι→ι→o)(w,w′) = T
if Rr(w,w′) in Kripke model K and (Irι→ι→o)(w,w′) = F otherwise. Clearly, if Rr is
reflexive and transitive then, by construction, Irι→ι→o is so as well. It is easy to check
that MK = 〈{Dα}α∈T , I〉 is a Henkin model. In fact it is a standard model since the
function spaces are full.

Lemma 1. Let MK = 〈{Dα}α∈T , I〉 be a Henkin model for Kripke model K = 〈W,
(Ri)i∈I , |=〉. For all q ∈ L, w ∈W and variable assignments φ the following are equiva-
lent: (i) w |= q, (ii) V[w/Zι ],φ (�q�Z) = T , and (iii) V[w/Zι ],φ (|q|Z) = T .

Proof. We prove (i) if and only if (ii) by induction on the structure of q. Let q = p
for some atomic primitive p ∈ L. By construction of MK , we have V[w/Zι ],φ (�p�Z) =
V[w/Zι ],φ (pι→o Z) = (I pι→o)(w) = T if and only if w |= p. Let p =¬s. We have w |=¬s
if and only w �|= s. By induction we get V[w/Zι ],φ (�s�Z) = F and hence V[w/Zι ],φ ¬(�s�Z)
=βη V[w/Zι ],φ (�¬s�Z) = T . Case p = (s∨ t) is similar. Let q = �r s. We have w |=
�r s if and only if for all u with Rr(w,u) we have u |= s. By induction, for all u with
Rr(w,u) we have V[u/Vι ],φ (�s�V ) = T . Hence, V[u/Vι ],[w/Zι ],φ ((�r�ZV )⇒ (�s�V )) = T
and V[w/Zι ],φ (∀Yι ((�r�ZY )⇒ (�s�Y ))) =βηV[w/Zι ],φ (��r s�Z) = T .

We leave it to the reader to prove (ii) if and only if (iii).

We now prove soundness of the embedding of normal monomodal logics K and S4
into STT. In the case of S4 we add axioms that correspond to modal logic axioms T
(reflexivity) and 4 (transitivity).3 Here we call these axiom R and T.

Theorem 2 (Soundness of the Embedding of K and S4 into STT). Let s ∈ML be a
monomodal logic proposition.

1. If |=ST T |Mval s| then |=K s.
2. If {R,T} |=ST T |Mval s| then |=S4 s, where R and T are shorthands for ∀Xι→o

|Mval�r X⊃X | and ∀Xι→o |Mval�r X⊃�r �r X | respectively.

3 Note that T = (�r s⊃ s) and 4 = (�r s⊃�r �r s) are actually axiom schemata in modal logic.
As we show here, their counterparts in STT actually become proper axioms.
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Proof
(1) The proof is by contraposition. For this, assume �|=K s, that is, there is a Kripke
model K = 〈W,(Rr), |=〉 with w �|= s for some w ∈W . By Lemma 1, for arbitrary φ
we have V[w/Wι ],φ (|s|W ) = F in Henkin model MK for K. Thus, Vφ (∀Wι (|s|W ) =
Vφ |Mvals|= F . Hence, �|=ST T |Mvals|.

(2) The proof is by contraposition. From �|=S4 s we get by Lemma 1 that |Mvals| is
not valid in Henkin model MK = 〈{Dα}α∈T , I〉 for Kripke model K = 〈W,(Rr)〉. Rr in K
is reflexive and transitive, hence, the relation (Ir) ∈Dι→ι→o is so as well. We leave it to
the reader to verify that axioms R and T are valid in MK . Hence, {R,T} �|=ST T |Mvals|.
Reasoning problems in modal logics K and S4 can thus be considered as reasoning prob-
lems in STT. Hence, any off the shelf theorem prover that is sound for STT, such as our
LEO-II, can be applied to them. For example, |=ST T |Mval�r (|, |=ST T |Mval�r a⊃
�r a|, and |=ST T |Mval�r(a⊃b)∨(�r a⊃�r b)| are automatically proved by LEO-II
in 0.024 seconds, 0.026 seconds, and 0.035 seconds respectively. All experiments with
LEO-II reported in this paper were conducted with LEO-II version v0.98 4 on a note-
book computer with a Intel Pentium 1.60GHz processor with 1GB memory running
Linux.

More impressive example problems illustrating LEO-II’s performance for reasoning
in and about multimodal logic can be found in our previous work [10]. Amongst these
problems is also the equivalence between axioms �r s⊃s and �r s⊃�r �r s and the
reflexivity and transitivity properties of the accessibility relation r:

Example 4. |=ST T (R∧T)⇔ (reflr∧trans r) where R and T are the abbreviations
as introduced in Theorem 2 and refl and trans abbreviations for λRι→ι→o ∀Xι
RX X and λRι→ι→o ∀Xι ∀Yι ∀Zι RX Y ∧RY Z⇒ RX Z. LEO-II can solve this modal
logic meta-level problem in 2.329 seconds.

5 Embedding Access Control Logic in Simple Type Theory

We combine the results from Sections 3 and 4 and obtain the following mapping ‖.‖
from access control logic ICL into STT:

‖p‖ = |�r p|= λXι ∀Yι rι→ι→o X Y ⇒ pι→o Y

‖A‖ = |A|= aι→o (distinct from the pι→o)

‖∧‖ = λS λT |S∧T |= λSι→o λTι→o λXι S X ∧T X

‖∨‖ = λS λT |S∨T |= λSι→o λTι→o λXι S X ∨T X

‖ ⊃ ‖ = λS λT |�r (S⊃T )|
= λSι→o λTι→o λXι ∀Yι rι→ι→o X Y ⇒ (SY ⇒ T Y )

‖(‖ = |(|= λSι→o (
‖⊥‖ = |⊥|= λSι→o ⊥

‖says‖ = λA λS |�r (A∨S)|
= λAι→o λSι→o λXι ∀Yι rι→ι→o X Y ⇒ (AY ∨SY )

4 LEO-II is available from http://www.ags.uni-sb.de/˜leo/.

http://www.ags.uni-sb.de/~leo/
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Table 1. Performance of LEO-II when applied to problems in access control logic ICL

Name Problem LEO (s)

unit {R,T} |=ST T ‖ICLval s ⊃ (A says s)‖ 0.031
cuc {R,T} |=ST T ‖ICLval (A says (s ⊃ t)) ⊃ (A says s) ⊃ (A says t)‖ 0.083
idem {R,T} |=ST T ‖ICLval (A says A says s) ⊃ (A says s)‖ 0.037
Ex1 {R,T,‖ICLval (1.1)‖, . . . ,‖ICLval (1.3)‖} |=ST T ‖ICLval (1.4)‖ 3.494

unitK |=ST T ‖ICLval s ⊃ (A says s)‖ –
cucK |=ST T ‖ICLval (A says (s ⊃ t)) ⊃ (A says s) ⊃ (A says t)‖ –
idemK |=ST T ‖ICLval (A says A says s) ⊃ (A says s)‖ –
Ex1K {‖ICLval (1.1)‖, . . . ,‖ICLval (1.3)‖} |=ST T ‖ICLval (1.4)‖ –

It is easy to verify that this mapping works as intended. For example:

‖admin says⊥‖ := ‖says‖‖admin‖‖⊥‖
=βη λXι ∀Yι rι→ι→o X Y ⇒ (adminι→o Y ∨⊥)
=βη |�r (admin ∨ ⊥)|=βη��r (admin ∨ ⊥)�
= ��admin says⊥��

We extend this mapping to logic ICL⇒ by adding a clause for the speaks-for connec-
tive =⇒ :

‖ =⇒ ‖= λA λB |�r (A⊃B)|= λAι→o λBι→o λXι ∀Yι rι→ι→o X Y ⇒ (AY ⇒ BY )

For the translation of ICLB we simply allow that the ICL connectives can be applied
to principals. Our mapping ‖.‖ needs not to be modified and is applicable as is.

The notion of validity for the terms we obtain after translations is chosen identical to
before

‖ICLval‖= λAι→o |MvalA|= λAι→o ∀Wι AW

Theorem 3 (Soundness of the Embeddings of ICL, ICL⇒, and ICLB in STT). Let
s ∈ ICL (resp. s ∈ ICL⇒, s ∈ ICLB) and let R and T be as before. If {R,T} |=ST T

‖ICLvals‖ then , s in access control logic ICL (resp. ICL⇒, ICLB).

Proof. If {R,T} |=ST T ‖ICLvals‖ then |=S4 s by Theorem 2 since ‖ICLvals‖ =
|Mvals|. This implies that , �s� for the sound and complete Hilbert System for S4
studied by Garg and Abadi [18].5 By Theorem 1 we conclude that , s in access control
logic ICL (resp. ICL⇒, ICLB).

Completeness of our embeddings of ICL, ICL⇒, and ICLB into STT can be shown
by similar means [8]. This also implies soundness and completeness for the entailed
embedding of intuitionistic logic into STT.

We can thus safely exploit our framework to map problems formulated in control
logics ICL, ICL⇒, or ICLB to problems in STT and we can apply the off the shelf

5 See Theorem 8 of Garg and Abadi [18] which is only given in the full version of the paper
available from http://www.cs.cmu.edu/˜dg/publications.html.

http://www.cs.cmu.edu/~dg/publications.html
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Table 2. Performance of LEO-II when applied to problems in access control logic ICL⇒

Name Problem LEO (s)

refl {R,T} |=ST T ‖ICLval A =⇒ A‖ 0.052
trans {R,T} |=ST T ‖ICLval (A =⇒ B) ⊃ (B =⇒ C) ⊃ (A =⇒ C)‖ 0.105
sp.-for {R,T} |=ST T ‖ICLval (A =⇒ B) ⊃ (A says s) ⊃ (B says s)‖ 0.062
handoff {R,T} |=ST T ‖ICLval (B says (A =⇒ B)) ⊃ (A =⇒ B)‖ 0.036
Ex2 {R,T,‖ICLval (2.1)‖, . . . ,‖ICLval (2.4)‖} |=ST T ‖ICLval (2.5)‖ 0.698

reflK |=ST T ‖ICLval A =⇒ A‖ 0.031
transK |=ST T ‖ICLval (A =⇒ B) ⊃ (B =⇒ C) ⊃ (A =⇒ C)‖ –
sp.-forK |=ST T ‖ICLval (A =⇒ B) ⊃ (A says s) ⊃ (B says s)‖ –
handoffK |=ST T ‖ICLval (B says (A =⇒ B)) ⊃ (A =⇒ B)‖ –
Ex2K {‖ICLval (2.1)‖, . . . ,‖ICLval (2.4)‖} |=ST T ‖ICLval (2.5)‖ –

Table 3. Performance of LEO-II when applied to problems in access control logic ICLB

Name Problem LEO (s)

trust {R,T} |=ST T ‖ICLval (⊥ says s) ⊃ s‖ 0.049
untrust {R,T,‖ICLval A≡(‖} |=ST T ‖ICLval A says⊥‖ 0.053
cuc’ {R,T} |=ST T ‖ICLval ((A ⊃ B) says s) ⊃ (A says s) ⊃ (B says s)‖ 0.131
Ex3 {R,T,‖ICLval (3.1)‖, . . . ,‖ICLval (3.3)‖} |=ST T ‖ICLval (3.4)‖ 0.076

trustK |=ST T ‖ICLval (⊥ says s) ⊃ s‖ –
untrustK {‖ICLval A≡(‖} |=ST T ‖ICLval A says⊥‖ 0.041
cuc’K |=ST T ‖ICLval ((A ⊃ B) says s) ⊃ (A says s) ⊃ (B says s)‖ –
Ex3K {‖ICLval (3.1)‖, . . . ,‖ICLval (3.3)‖} |=ST T ‖ICLval (3.4)‖ –

higher-order theorem prover LEO-II (which itself cooperates with the first-order theo-
rem prover E [25]) to solve them. Times are given in seconds.

Table 1 shows that LEO-II can effectively prove that the axioms unit, cuc and idem
hold as expected in our embedding of ICL in STT. This provides additional evidence
for the correctness of our approach. Example 1 can also be quickly solved by LEO-
II. Problems unitK , cucK , idemK, and Ex1K modify their counterparts by omitting the
axioms R and T. Thus, they essentially test whether these problems can already be
proven via a mapping to modal logic K instead of S4. LEO-II answers this questions
positively for the cases of cucK , and Ex1K .

Tables 2 and 3 extend this experiment to the other access control logics, axioms and
examples presented in Section 3.

In a separate technical report [8] we present the concrete encoding or our embedding
together with the problems unit, cuc, idem, and Ex1 in the new TPTP THF syntax [11],
which is also the input syntax of LEO-II.

6 Conclusion and Future Work

We have outlined a framework for the automation of reasoning in and about different ac-
cess control logics in simple type theory. Using our framework off the shelf higher-order
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theorem provers and proof assistants can be applied for the purpose. Our embedding of
access control logics in simple type theory and a selection of example problems have
been encoded in the new TPTP THF syntax and our higher-order theorem prover LEO-
II has been applied to them yielding promising initial results. Our problem encodings
have been submitted to the higher-order TPTP library [1] under development in the EU
project THFTPTP and are available there for comparison and competition with other
TPTP compliant theorem provers such as TPS [7].

Recent experiments have shown that the scalability of our approach for reasoning
within access control logics still poses a challenge to LEO-II. However, more promising
is the application of LEO-II to meta-properties of access control logics analogous to
Example 4 and its use for the exploration of new access control logics.

Acknowledgments. Catalin Hritcu inspired this work and pointed to the paper by Garg
and Abadi. Chad Brown, Larry Paulson, and Claus-Peter Wirth detected some problems
and typos in an earlier version of this paper. Also Deepak Garg provided very valuable
feedback to this work.
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Abstract. This paper analyses potential legal responses and consequences to the
anticipated roll out of Trusted Computing (TC). It is argued that TC constitutes
such a dramatic shift in power away from users to the software providers, that it
is necessary for the legal system to respond. A possible response is to mirror the
shift in power by a shift in legal responsibility, creating new legal liabilities and
duties for software companies as the new guardians of internet security.

1 Introduction

Trusted Computing (TC), a project commenced by an industry organization known as
the Trusted Computing Group (TCG), was set up to achieve higher levels of security
for the information technology infrastructure. It was driven by the recognition that it is
insufficient to rely on users taking the necessary precautions, such as regularly updated
firewalls and anti-virus systems themselves. The notion of ’trust’ as used in this paper
is not the sociological concept, but was taken from the field of trusted systems, that is
systems that can be relied upon to perform certain security policies. Nonetheless, the
outcome ultimately would be to allow the user to ”blindly trust” his computer again,
without a constant need for self-monitoring. Prevention of Denial of Service (DoS)
attacks, the performance of access control and monitoring and the achievement of scal-
ability are just some of the numerous technical challenges that the current distributed
systems need to overcome. A trusted environment must fulfil three basic conditions:
protected capabilities; integrity measurement and integrity reporting, all creating and
ensuring platform trust [4].

TCG is an alliance of promoters like AMD, Hewlett-Packard (HP), IBM, Intel Cor-
poration, Microsoft, Sun Microsystems Incorporation and of contributors like Nokia,
Fujitsu-Siemens Computers, Philips, Vodafone and many more. The project was tar-
geted to allow the computer user to trust his own computer and for ”others” to trust that
specific computer [15]. In a more intuitive way, as Ross Anderson [2] noted,

TC provides a computing platform on which you cannot tamper with the appli-
cation software, and where these applications can communicate securely with
their authors and with each other.

D. Gritzalis and J. Lopez (Eds.): SEC 2009, IFIP AICT 297, pp. 399–409, 2009.
c© IFIP International Federation for Information Processing 2009
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A preliminary literature survey suggests that while computer scientists seem primarily
concerned with the technical feasibility of implementing TC, legal academics have tended
to concentrate on content control and privacy issues [1,2,3,5,6,9,11,16,17,19,20,25,27].
Neither group appears to be overly concerned with an analysis of the implications of the
imposition of legal liability for failure within such a system, or potential responsibility for
wider social and legal concerns to which they may give rise. If greater legal responsibility
is placed upon hardware/software providers, this may have a significant impact upon the
speed and scope of system roll-out, and may leave the system vulnerable to threats from
market pressures. This paper will analyse how law and regulatory responses to TC can
on the one hand address some of the widespread public concern about the technology,
while on the other hand can create both incentives and disincentives for TC developers to
take a greater share of the burden to secure the information infrastructure from malicious
attacks.

2 The TC Environment: Protecting the IT Infrastructure

Attacks on computing infrastructure safety is an increasingly safety critical matter, as a
large and vital number of system procedures depend on it. The weak spot in the defence
against DoS attacks - an obvious technical challenge - is unsophisticated customers
who forget updating their software. As software providers can increasingly take on this
task on behalf of the end-user, there is increased pressure on big software companies
to take on more of the responsibility for internet safety [8]. Consequently, software
and hardware industries try to find ways to create more secure systems - like TC. The
importance of the security of the information infrastructure has, belatedly, also been
recognised by governments worldwide. In the UK, the House of Lords Select Commit-
tee on Science and Technology submitted in 2007 a comprehensive report on personal
internet security [13], which identified not only a long list of current dangers, but also
the key stakeholders and their respective responsibility for internet security. They con-
clude that:

The current emphasis of Government and policy-makers upon end-user respon-
sibility for security bears little relation either to the capabilities of many indi-
viduals or to the changing nature of the technology and the risk. It is time for
Government to develop a more holistic understanding of the distributed respon-
sibility for personal Internet security. This may well require reduced adherence
to the ”end-to-end principle”, in such a way as to reflect the reality of the mass
market in Internet services.

However, in its 2007 report, the House of Lords did not ask for a change in the
attribution of legal liability to software vendors. In its follow-up report in 2008 [12],
a much more aggressive stance towards the role of vendor liability was taken, and the
Government was urged to raise the potential for substantive changes in the legal liability
of software vendors for the safety of the internet both in the EU and internationally. With
similar considerations also taking place elsewhere, the solution promoted by the TC
community can also be seen as an attempt to pre-empt potential legislative imposition
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of liability - if industry is seen playing its part, governments may be more reluctant to
impose new statutory burdens1.

This paper proposes a new look at the interaction between internet security, trusted
computing and legal liability. It is argued that even if technical solutions to internet
security will decrease the pressure on governments to introduce new liability legislation,
the shift of power and control away from the user to software providers will also change
the legal landscape of liability and the attribution of legal responsibility, with or without
new legislative initiatives.

TC is often seen as a threat to privacy, understood in its more common meaning as
a political concept. It gives multinational companies access to information we would
prefer to keep private. But following the analysis of reliance liability by Collins [7], it
is argued that TC is intimately linked to a rather different understanding of privacy, one
that software companies may well want to preserve. Privacy in the field of contract law
is linked to, but different from, the political concept of privacy. Classical contract law
embodied a notion of ’privacy’ (or privity) of contract2. This concept restricted heav-
ily possible liabilities arising from contractual relations to the parties of the contract.
More specifically, it meant two related things: - one that a contract is private between
parties and the other that the individual does not owe legal obligations to associates.
However, modern contract law recognises increasingly systematic exceptions to this
principle. In particular, as Collins notes, ’reliance liability’ has increasingly been ac-
cepted as a conceptual foundation of both tort and contract law. In practical terms, this
means that liability can be imposed between persons outside a contractual nexus if one
of them relied reasonably on the performance of the other party. A typical example is
the possible legal recognition of the interests of an employer who hired a person on rec-
ommendation of a third party. While there is no contractual relation between employer
and recommender, legal systems are increasingly willing to conceptualise this relation
as quasi-contractual and protect through the imposition of liability the reasonable ex-
pectation or reliance of the employer in the correctness of the recommendation. We
will examine whether TC’s services can be understood in analogy to such a recommen-
dation, whether as a result reliance liability should ensue, if TC promoters are aware
of this possibility and whether they tend to take any action about the liability issue in
general.

While delictual (reliance) liability is a paradigmatic example of the rebalancing be-
tween power and responsibility discussed in this paper, there are other possibilities on
the horizon that are just as troublesome: at present, enforcement of internet law, both
private and criminal, rest on the ability to create reliable and authentic (digital) evi-
dence. The ”Trojan defence”, a claim that a third party had access to a suspect’s ma-
chine, is a notable threat to this precondition of enforceable internet law. However, TC
would grant a much larger number of people remotely accessing people’s computers,
potentially invalidating any evidence secured from the machine. Can the state impose
the right type of standards on the TC providers, and enforce compliance, to counter this

1 Parallel developments to this strategy can be found elsewhere, e.g. in the response of gun
manufacturers to the thread of state imposed liability for misuse of guns by unauthorised users,
by exploring the use of biometric devices that make this type of misuse impossible.

2 For a comparative analysis see [23].
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threat? Will on the substantive law side the fact that TC providers routinely gather data
about illicit activities on customer’s computers carry also a legal obligation to act on
this knowledge?

3 The TC Controversy

The proponents of TC suggest that TC promises to provide four crucial advantages:
reliability, security, privacy and business integrity. Together these guarantee a system
that will be available when in need, that will resist any attack once protecting the sys-
tem itself and the data, that will give the demanded privacy to the user and finally that
provides to businesses the ability to interact effectively with their customers. Also, TC
could provide protection from viruses due to the fact that a check will be applied to all
files trying to ”enter” the system. New applications will be structured to achieve protec-
tion while this means that TC could be used to restrict access to everything from music
files to pornography to writings that criticize political leaders. As our last, and for the
time being fictitious, example shows, this approach is not without controversy. Content-
owning businesses may wish to prevent end-users from doing particular things with files
e.g. ripping copyright music files; and employers may wish to control employees’ abil-
ity to access and/or distribute information across corporate networks, and so support
this functionality. However, individuals are likely to have significant concerns about the
effect of such technical solutions on their rights for privacy and freedom of speech. This
may well lead possible buyers to refuse the purchase of TC systems [2].

There is also a significant risk in such a scenario of the promotion of anti-competitive
behavior. The personal computing market already faces competitive failures caused by
the domination of ”Wintel”; adding TC, where ’non-trusted’ computers and applica-
tions can be frozen out, and unauthorized files can be barred or deleted, without signif-
icant safeguards, may only make things worse [10,22].

Given the foregoing, it is unsurprising that TC has given rise to a number of con-
troversies between its proponents and opponents. This is due to the fact that the aim
of TCG will provide more trustworthiness from the point of view of software vendors
and the content industry, but there is a real danger that it will be perceived as less trust-
worthy by the users, despite an objective increase in security. There are two reasons
for this. First, because of the perception of constant surveillance by software providers,
that generates a persistent feeling of exposure. Second, because research into risk and
risk perception shows that risks are perceived comparatively more serious when people
do not feel in control. Even though statistically speaking air travel is more secure than
driving a car, the lack of control that an air passenger experiences increases also the per-
ception of being at risk. Similarly, TC requires the user to trust a third party, a ”pilot”.
Consequently opponents say that cryptographic systems do not offer enough security
for the computer and thus for the user, but instead provide vendors and technology com-
panies with the freedom to make ”decisions about data and application that typically
have been left to users” [26]. Proponents state that the implementation and application
of technologies that provide TC will increase users’ trust in their ability to protect their
systems from malicious code and guard their data from theft.

Some harsh critics have emerged, who will not be easily won over. Richard Stallman,
founder of the Free Software Foundation and creator of the well-known GPL open



In Law We Trust? Trusted Computing and Legal Responsibility 403

source license, is one such opponent to TC. He declares that ”treacherous computing”,
as he brands TC, will allow content providers, together with computer companies to
make the computers obey them, instead of the users. In other words, the ”computer will
stop functioning as a general-purpose computer” and ”every operation may require
explicit permission” [24]. Even when one does not buy this specific conspiracy theory,
it does bring one of the problems with TC to the point: it signifies a dramatic shift in
power away from the user towards the software providers, a shift to which the law ought
to react by also shifting liability and more general legal responsibility.

Table 1. Brief overview of the TC controversy

Proponents Opponents

TC will provide: Concerns on:

• reliability
• security
• privacy
• business integrity
• protection
• more trustworthiness
• increment of user’s trust for protection

• invasion of privacy
• breach of security
• freedom of speech
• non-trusted applications can be frozen out

and unauthorized files can be remotely
deleted

• less trustworthiness due to:

– constant surveillance by TC providers
– lack of user control

• user restrictions
• loss of anonymity
• mandatory use of TC technology to grant

communication

4 Critisism of TC

A number of problems will arise from the adoption of TC technology. The foremost
problems as stated by the opponents of TC are that sharing of content will be much
more difficult due to the fact that TC will be used for what they term ”Digital Restric-
tions Management”, so that videos, music and other multimedia can be played only on
a specified computer. Secondly, Digital Rights Management (DRM) will be used for
email and documents, leading to documents and emails that will disappear, or will not
be readable on certain computers. Restrictions in downloading and installing all types
of software unless permitted by the TC technology may also cause problems. Critics
also suggest that TC might threaten Open Source Software (OSS) development, as both
OSS operating systems and applications may fail to be recognized as trustworthy by TC
systems, which will then refuse to run them. In addition, programs that use TC when
installed will be able to continually download new authorization rules through the In-
ternet and impose those rules automatically. In such circumstances it is claimed, that
computers may apply the new instructions downloaded, without notification, to such a
degree that a user will no longer be able to fully interact with their computer [2,24].
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It is almost inevitable that TC will cause problems of incompatibility with legacy
systems, both hardware and software. As a result, users (home or business) may find
themselves at risk of ”forced upgrades” and lost data from old applications e.g. applica-
tions whose serial numbers have been removed from support schedules or blacklisted.
For businesses the impact will also be on the economical area. The cost of any swap-
ping between products plus the cost of training the employees for proper use of the new
products will be extravagant [2]. Although this paper does not focus on this aspect of
TC, this clearly has the potential to raise competition law issues - particularly where
existing near-monopoly players such as Microsoft and Intel are involved [22].

Remote Censorship is another ”feature” that TC can provide. Applications that delete
pirated music or other non-authenticated files via remote-control are possible. Ander-
son’s ”traitor tracing” applications that report files that are not authenticated in order
to report the user and then remotely delete the files, are about to be applied in business
models [2].

Interoperation with other products will be achieved only where the vendor wants it to
be applied. Vendors have a very good reason as to why they would want the latter to hap-
pen: because then all buyers will purchase the same product from the same company -
so that they can interoperate with each other - and therefore there will be a network
effect. In such a market, the leading company may choose not to interoperate with other
companies and thus locking all other companies outside this network and all the users
inside it [10].

Opponents of TC have not been unaware of these implications, and some have
claimed that the reason for Intel investing in TC was a ”defensive play” [2]. By in-
creasing market size, enlargement of the company will be achieved. Anderson points
out that”They were determined that the pc will be the hub of the future home network”
and that Microsoft’s motivation was the economic enlargement by the cost created by
switching software to any similar competitive products [2].

As a result of the short overview on the aforementioned issues, it is foreseeable that
power is taken away from the user - i.e. user restrictions, loss of anonymity, mandatory
use of the TC technology to grant communication with other networks and personal
computers. Then again, the paper argues that this must be controlled and rebalanced by
increasing the legal liability and responsibility of the TC providers for the favor of the
user.

Summarizing the above-mentioned study concerning the critisim that has emerged from
TC:

• Difficult sharing of content due to DRM
• Documents and email can be remotely deleted or unreadable
• Downloading and installing software restrictions
• Might constist a thread to OSS development
• User interaction problems
• Incompatibility with legacy systems
• High cost for swapping between products and employees’ training
• Competition law
• Remote cencorship
• Interoperation with other products
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5 Law Addressing These Ethical Concerns

TC is characterised by a dramatic shift of power and control away from the human
user to the software itself; power that is ultimately exercised by software providers. The
overall argument we present in this paper, is that with such great powers, great responsi-
bility will have to come (legally regulated). Governments (and citizens) will ultimately
accede to this power shift, and the resulting dangers to values such as personal privacy
and autonomy, only if there is a corresponding increase of responsibility on the side of
the software provider.

5.1 Imposing ’Reliance Liability’

As an example of this rebalancing of power and responsibility, the paper aims to argue
that the nature of TC lends itself to the imposition of reliance liability at some point
in the future. TC becomes a guaranteed seal of approval on which third parties will
increasingly rely. To the extend that TC providers anticipate this development at all, an
insurance based solution seems likely to have the potential to further increase the digital
divide.

We argue that TC has the potential to change radically the way we think about inter-
net governance. It will shift the balance of power totally to commercial entities, more
specifically to the members of the TCG. One argument of the paper is that the legal
analysis of this shift has so far been very limited, and where it took place at all, has
been highly selective. We also argue that the discussion so far has not taken account
of the fact that a power shift of this magnitude will (or should) also result in a shift of
responsibility, and ultimately liability, to the commercial entities. After describing such
a theory of ’legal responsibility in an age of trusted computing’, issues such as DRM
and copyright will have to be revisited.

It is suggested that a possible outcome of greater legal responsibility, created either
through the use of express warranties, or through implied terms imposed by the courts,
is an increase in the cost of TC, as hardware and software producers seek to reduce their
financial exposure via insurance. This in turn raises questions about the cost/benefit of
TC systems to end-users, and whether the use of such systems would further exacerbate
the ’digital divide’ amongst end-users. The uncertainty about ’digital divide’ issues is
increased by the fact that in the literature, different players in the TC environment ap-
pear to have different end-user groups in mind. HP seems to be aiming TC at corporate
users, whilst other companies such as Microsoft, with its Palladium initiative, seems
to have wider aims. Will potential liability play as large, or perhaps a larger part in
determining the viability of TC as copyright and privacy issues?

Liability for faulty software is an area of considerable legal controversy, not least
because it remains unclear in UK law whether software is to be treated as a good, a
service, or something else. The distinction is important because it determines the nature
and scope of liability that can be implied into a contract, and also to some extent what
can be legitimately excluded by contract. TC further complicates the issue because a
failure in such a system may be hardware or software related. Hardware is clearly a
good [3] - if software is deemed to be a service or sui generis in nature, this suggests
that different components of the TC concept might be held to different standards.
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In a TC world, my computer can ”trust” other computers that identify themselves as
”Trusted Computing”, and in turn is trusted by them. If the system fails, two possible
scenarios occur:

1. I behave less conscientiously, relying on the TC protection, and my economic in-
terests are damaged (by downloading e.g. malware). This is primarily a contractual
issue between me and the TC provider. However, a dimension of complexity is
added by the fact that without TC, my computer may not be any longer functional
as an internet enabled device (as other machines will not talk to it). This ”must
have” aspect of TC means that the scope to exclude contractually liability by the
TC provider may well be limited under good faith rules.

2. Someone else, relying on my computer’s certificate, downloads harmful software
from me. Does this third party have any claims against my TC provider, given that
he acted in reasonable reliance on the TC certificate?

It has been suggested in the past that it would be useful to apply pressure to software
vendors to improve software security and to ensure that the software provides the se-
curity it should provide, and that if this is not the case, then purchasers should be able
to sue the software vendors for any kind of harm caused by the use of their products.
However, while the House of Lords report [13] does indeed suggest that this type of
liability can play a role to incentivize software producers to develop more secure ap-
plications, so far there is no attempt made to attribute liability to software producers if
they deliver software that is ”designed unsafe”. TC software would by design be more
secure, but also ”warrant” this security explicitly. Potentially therefore, the law could
create a counterproductive incentive structure: Software that is by design (relatively)
unsafe might avoid liability for damage caused by malicious software, but the compar-
atively more secure TC could be held liable because its security is contractually and
explicitly guaranteed.

Chandler [5] analyses two approaches where the law could intervene in the software
development process to provide the standards that the end-user demands. The first ap-
proach is the use of regulations or laws to overcome market failures (i.e. where the
market fails to put pressure on manufacturers to produce more secure software, such
as in a monopoly situation) by mandating minimum security standards. The second ap-
proach is ”to impose liability for negligently-designed software” [5] an approach that
presents some advantages for example:

software intended for use in conditions where design flaws may lead to sub-
stantial losses may be treated differently from software that does not present
high risks. [5]

Chandler [5] notes that applying a negligence standard to software security might
be a way forward, but specifically warns that taking that path might cause the software
industry to take measures that while improving security could have other, less desirable
implications (loss of consumer freedom and the implications for competition). She also
clarifies (in the context of DDoS attacks) that, currently, purchasers may find it difficult
to sue vendors for liability for damage caused by their product’s failure. Firstly, license
terms disclaiming or limiting liability may affect possible lawsuits. Secondly, users
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may face counterclaims of contributory negligence if they did not maintain properly
their security by patches or virus scanning.

5.2 Imposing the Duty to Preserve Evidence

The literature review indicates that TC providers can identify computer crimes [2,21]
that fall under the UK Computer Misuse Act. This can be easily done through the
tamper-resistant security chip that will be contained in the trusted computing platform.
Trustworthiness verification will be performed from the operating system before exe-
cution from the client [18].

Moreover, Professor Zittrain speaking in images, has stated that the TC:

...will employ digital gatekeepers that act like the bouncers outside a nightclub,
ensuring that only software that looks or behaves a certain way is allowed in.
The result will be more reliable computing – and more control over the machine
by the manufacturer or operating system maker, which essentially gives the
bouncer her guest list. [28]

Given that the TC providers will have the control over the client machine, and will
know about computer crime, this brings up the questions whether they should be re-
sponsible to mention this crime to the authorities and in addition whether they are re-
sponsible to ensure that any data recovered during an investigation of a customer’s TC
are not tarnished. From the above statement of [28] it is clear that the TC providers,
will have the control over the machines, and they will be able to access the machines in
any possible way. This raises a lot of issues, like privacy and the owner’s reference on
”Trojan defense”.

Pleading the ”Trojan defense” has and will continue to be a legal issue, as long as
there is lack in tracking and tracing cyber-attacks as Lipson stated .

The lack of proven techniques for effectively and consistently tracking sophis-
ticated cyber-attacks to their source (and rarely to the individuals or entities
responsible) severely diminishes any deterrent effect. Perpetrators feel free to
act with nearly total anonymity. [14]

This makes things worse, as with the TC platform, the group of people accessing the
PC widens considerably to potentially any individuals within a TC organization that can
legally or maliciously get access to the relevant control interfaces. Thus, the possibility
and the danger for malicious intrusions will be larger and the legal tracking route will
be more complicated.

Conversely, when a TC provider spots illicit software on its customer’s computer,
it might make them under some legal regimes complicit in the crime. From this point
an issue arises; what is the legal obligation of the TC organization? There are in fact,
two possible answers: either the TC provider informs the user and arrange the matter
discreetly and unofficially, or the TC provider can report the illegal material.

6 Conclusions

The security of the communication infrastructure has belatedly gained by governments
the interest that it deserves. In addition to the protection of safety critical infrastructure,
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consumers too need to be confident in internet security to allow digital economies to
flourish. The House of Lords Report rightly criticized the UK government for over-
emphasizing the responsibility of individual computer users. However, its main recom-
mendation is a more prominent role of the state. TC offers an alternative, where security
is not entrusted to the user, nor enforced by state sanctions, but embedded into the very
fabric of the internet.

However, this would entail a dramatic shift of power away from consumers and state
regulatory bodies to the software providers, a shift that has been described as unaccept-
able by many commentators. The argument that has been developed in this paper stated
that such a shift can be justifiable, but only if it is accompanied by an equivalent shift in
legal responsibility. With software providers taking on a role previously deemed to be
the prerogative of the state (i.e. protection of crucial infrastructure), the user-TC relation
needs to come closer to the citizen-state relation. Users will only accept TC as a tech-
nology that in fact infringes their autonomy if they can rely on robust legal safeguards if
things go wrong. Imposing reliance liability is as we argued one well-established legal
mechanism to address this power/responsibility shift that worked well in other fields of
economic activity. But since it makes TC providers liable in tort for the proper func-
tioning of user’s computers also outside the contractual nexus (and hence outside their
control) it may well increase the costs and decrease the incentives for TC development.
Similarly, we argued that other legal duties previously associated with the state, such
as the robust preservation of evidence in criminal proceedings and crime investigation
more generally, may have in parts to be transferred to TC providers. So far, our research
indicates that awareness of these possible developments in the TC community is low.
They need to be raised to ensure that the costs, benefits and dangers can be properly
quantified.
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Abstract. Individual privacy has become a major concern, due to the intrusive
nature of the services and websites that collect increasing amounts of private in-
formation. One of the notions that can lead towards privacy protection is that of
anonymity. Unfortunately, anonymity can also be maliciously exploited by at-
tackers to hide their actions and identity. Thus some sort of accountability is also
required. The current Internet has failed to provide both properties, as anonymity
techniques are difficult to fully deploy and thus are easily attacked, while the
Internet provides limited level of accountability. The Next Generation Internet
(NGI) provides us with the opportunity to examine how these conflicting prop-
erties could be efficiently applied and thus protect users’ privacy while holding
malicious users accountable. In this paper we present the design of a scheme,
called Persona that can provide anonymity and accountability in the network
layer of NGI. More specifically, our design requirements are to combine these
two conflicting desires in a stateless manner within routers. Persona allows users
to choose different levels of anonymity, while it allows the discovery of malicious
nodes.

1 Introduction

Advances in Information and Communication Technologies (ICT) that make data col-
lection and processing fast and efficient, have brought privacy protection to the spotlight.
For that reason several anonymity mechanisms have been proposed and implemented
[1]. Most of these mechanisms rely on providing anonymity in the higher network lay-
ers, like the application or transport layer, while for efficiency and usability reasons they
use weaker mechanisms for anonymity protection (e.g. no use of dummy traffic). This
however can introduce greater threats to anonymity. For example TOR [2], one of the
most popular anonymizing networks, has been proven vulnerable to several attacks that
could degrade the level of anonymity provided [3,4].

The disadvantage of making use of the application layer to provide anonymity is that
applications are not necessarily bound to using the anonymity service. It is possible
to circumvent the anonymizing procedures by directly making use of the functionality
of the lower layers. For example, a javascript or flash file embedded in an html page
could initiate another connection to a third party server without using the anonymiz-
ing application, which could reveal the user’s IP address. Thus, it is important to apply
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anonymizing procedures at the lowest networking layer possible, so as to avoid applica-
tion bypasses and lower layer attacks. However, due to the structure of today’s Internet,
there is no straightforward implementation. For that reason, Next Generation Internet
(NGI) can be used as a point of reference and infrastructure, so as to design and ex-
plore an efficient and effective anonymity solution. Despite the need for privacy and
anonymity, there is also a need for some sort of accountability not only for security
purposes but also for purposes such as billing, management, measurement, etc [5].

In this paper we present a solution that incorporates both privacy and accountability
in the network layer, in the context of NGI. We introduce Persona, a scheme that de-
scribes the design of a network layer which provides routing and addressing services in
a manner which ensures that packets are routed and delivered with the highest level of
anonymity between the communicating parties. Finally, if required, Persona can be used
to reveal anonymity in an appropriate manner, thereby providing the right degree of ac-
countability as required. We must mention that in this paper we decided to focus our
design requirements on combining the conflicting desires of anonymity and account-
ability in the network layer. However, anonymity could be also applied as an overlay in
a higher networking layer, as used today. Answering the question whether anonymity
techniques should be applied in the network layer, or in an overlay in a higher net-
working layer, is out of the scope of this paper. Our work is inspired by research like
Accountable Internet Protocol [6], and SIFF [7], at least in the context of discussion
about NGI. More specifically, we do not refer to the NGI as the means of a new radi-
cal design proposal for the internet; rather we try to improve the current network layer,
by adding the components necessary to meet the requirements of both anonymity and
accountability. It is for these changes that we refer to NGI.

In this paper we make two major contributions. First, we introduce a novel approach
to provide anonymity in the network layer. This paper is the first one, to our knowledge,
that provides anonymity per packet, rather than per session, and in stateless manner in
the routers. Second, we discuss how this approach is applicable to the NGI and we show
how our novel approach provides accountability in case of misbehaving nodes. The
paper is organized as follows. In section 2 we provide definitions of the relevant terms,
and we elaborate on our assumptions, the attacker model and the attacks that our scheme
defends against. In Section 3 we present the design and functionality of Persona, while
in section 4 we discuss the evaluation of our scheme in terms of anonymity, efficiency
and applicability. In section 5 we discuss some related work and finally, in section 6 we
present some ideas for further research.

2 Definitions, Assumptions and Attacker Model

Anonymity is a concept that has received wide research attention, due its ability to
protect privacy. For that reason a precise set of formal definitions has been proposed
for the concepts of anonymity and its relevant terms [8]. In this context, anonymity
of a subject is defined as the property by which the subject is not identifiable within a
set of subjects, the anonymity set [8]. Since most communications are a bi-directional,
anonymity is often distinguished to sender and receiver anonymity. Sender anonymity
is achieved when it is not possible to identify the sender within a set of possible subjects
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that sent the message. Similarly receiver anonymity is achieved when it is not possible
to identify the receiver of the message within a set of possible receivers [8]. Another
important term relevant to anonymity is pseudonymity which is defined as the use of
pseudonyms as IDs. Pseudonyms refer to identifiers of a subject other than one of the
subject’s real names [8]. An advantage of pseudonymity over the previous terms is that
accountability for misbehavior can be enforced. Accountability can be defined as the
state of a subject being held responsible for a certain action taken by that subject. It is
easy to see that if a subject is held accountable for a particular action, that subject is no
longer anonymous.

Our proposed architecture is described within the context of some assumptions.
The first set of assumptions is with regards to the network infrastructure. Specifically,
we assume that ISPs will not have any legacy systems or routers. All links between the
sender and receiver are assumed to go through new hardware that supports our solution.
As far as the hardware infrastructure is concerned we make the following assumptions.
First, we assume routers that have the computational power to perform encryption and
decryption with symmetric keys in hardware. Additionally we assume that routers will
come equipped with a Trusted Platform Module (TPM). A TPM is a microcontroller
that stores keys, passwords and digital certificates [9]. This is a safe assumption con-
sidering most new desktops and laptops already come equipped with these. Finally, we
assume that TPM units are actually as secure and tamper resistant as they are claimed
to be. We do not try and define a secure TPM protocol but assume the ones defined are
secure and work as described [9]. It must be mentioned that the assumption for hard-
ware capabilities of encryption and decryption, is a weak assumption; the architecture
would still be effective without this assumption, and its efficiency would be decreased
by only a small factor as we analyze later.

Finally, to define a valid solution, assumptions need to be made on the capabilities
of the attacker. In our scheme we assume a rather strong attacker model as defined
in [10]. Following this attacker model, several attacks on anonymity protocols have
been proposed, with traffic analysis attacks being considered the most potent ones. In
this context, the attacks, against which we provide anonymity guarantees, are Brute
Force Attacks, Communication Pattern Attacks, Timing Attacks and Packet Counting
Attacks [11].

3 Persona

As mentioned in section 2 anonymity and accountability are the two conflicting no-
tions. However, pseudonymity enables users to hide their true identity, until some event
is triggered by which a third party can reveal it. In this paper we focus on providing
sender anonymity and accountability by exploiting the notion of pseudonymity. Persona
is structured around the following concept. While a packet is being routed through the
network and towards the destination, we obfuscate the source address (in each hop) to
provide anonymity (through pseudonymity). Additionally, we want the ability to trace
back the origin of the packet, for accountability and routing replies. These two proper-
ties can be achieved through symmetric cryptography.More specifically, in the “forward
path” encryption helps obfuscate the source address, while in the “trace-back path”



Persona: Network Layer Anonymity and Accountability 413

decryption helps reveal the original path. It can be seen that the approach used for packet
replies is also used for accountability. The only difference is the context in which the
traceback functionality is provided. For this reason, we focus on describing the techni-
cal details of tracing back packets, as accountability has several additional policy related
issues that are out of the scope of this paper. However, we do provide a description on
how accountability can be achieved, using our scheme.

3.1 First Hop Communication

Today, when a user registers with an ISP, it is common for the ISP to provide the user
with a router in order to connect to the ISP and the Internet. As mentioned in the previ-
ous section, we assume that routers come installed with a TPM. Embedded within the
TPM are symmetric keys that the router shares with the ISP. The ISP also has routers
that use TPMs, to ensure trusted and secure software execution, attestation, and key
storage.

When the user first connects to the network through his router, the keys in the TPMs
are used to encrypt the information exchanged between the ISP and the user. This in-
cludes 1) the addresses of the routers that the user can contact as “first hop” from an ISP
perspective (i.e. the routers that will eventually provide the anonymizing service), and
2) the shared keys between these routers and the user. After the “handshake”, each user
connected to the ISP follows a traffic sending pattern in order to exchange information
in a secure and anonymous way. First the TPM of the user’s router pseudorandomly
chooses one of the newly received trusted routers to forward the packet. Thus, each
packet will be forwarded to the Internet through a different router. In the case of a node
compromise the attacker only has a probabilistic opportunity of identifying the sender.
The second pattern that each user follows is that all packets sent are of same length.
This length can be ISP specific, and can be established through the initial TPM hand-
shake. This way traffic analysis attacks are prohibited and the attacker cannot correlate
between messages’ sizes. Next, the users of the ISP continuously send packets, by using
dummy traffic whenever the user has no data to send. Thus, timing attacks and traffic
pattern analysis are also difficult to achieve. This means that the link capacity between
the users and the ISP will be always completely utilized. It has been shown that dummy
traffic is the only way to protect against timing attacks [4]. Our model makes weaker
and more efficient assumptions than previous proposed ones (like mix nets [12]), since
the only part of the network that will utilize its maximum capacity at all times will be
the connection between the user and the ISP. In conclusion, by requiring the usage of
dummy traffic only in the first hop of the communication, we strike a balance between
strong anonymity guarantees and efficiency (i.e. realistic use of dummy traffic). Finally,
the receiver’s address is encrypted using the shared key between the TPM of the user’s
router and the TPM of the ISP’s router.

For the rest of the paper we assume that the receiver’s address is sent in clear text
after the first hop (i.e. the ISP of the sender). If a receiver’s key is known (either public
or shared), the router (i.e. the network layer) can also encrypt the payload, so as to
provide confidentiality to the upper layers, especially if the higher level applications do
not use encryption.
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3.2 Persona Network Operation

As mentioned in the introduction, our approach introduces the concept of per packet
anonymity. In order to achieve this, the packets need to be uniquely identifiable, at least
for a given time interval, in order to avoid collisions. For that reason, the user (sender)
has a Sequence Number (SN) which is incremented for each packet sent. We identify
each packet by two unique fields. The first is the sender’s IP, which will be unique in
the Internet, and the second is the SN. If the SN is 128 bits long each user can send 2128

distinct packets before there is a duplicate packet in the network.
After the user has created a packet following the principles described in the previous

section, she forwards the packet to the ISP. The main goal of the ISP is to hide the source
identity of the packet. Each router holds a secret key that it can use for encryption. Using
that key and a symmetric encryption function, the router maps the source IP address of
the sender, to another randomly selected IP address from the range that its ISP holds.
After the IP address has been changed the packet is forwarded to the Internet, according
to the routing tables that the router has. This way the ISP shuffles the address of each
packet and the attacker cannot determine the user that actually sent each packet. Finally
the ISP routers batch the packets to be sent before actually forwarding them to the
network. The communication and messages exchanged between the user and the router
are as follows1:

Fig. 1. Message exchanged between User and Router

where KUR is the key shared by the user and the specific router, AddressR is the IP
address of the router, and destination is the IP address of the recipient. This opera-
tion will be done by each router until the packet reaches the destination as shown in
Figure 2 (IPv4 addresses are used due to familiarity reasons with addressing).

It is easily understood that if sender anonymity is to be achieved, the receiver will
not know how to reply to the packet. The reason is that there is no tunnel established,
and thus there is a need to keep some state in order to return the reply to the sender.
However by using the above scheme, packets can be routed to the original sender even
if no state is kept. To better illustrate this, we will use an example. Let us assume that

1 The semantics of the equations of the network operations are the following: The left column
is used to denote the parties that take place in a given operation. If there is a single party, for
example “a” then the right column is the action performed locally by that party. If there is a
statement of the format “a => b”, then this means that a sends to b, the message that exists in
the right column. The right column denotes either actions or message contents. Ek(m) => q,
denotes encryption of m under key k and q as the result of the encryption. Dk(q) => m, means
decrypt q using key k and get m as the result of the decryption. If the right column is a message,
then the symbol || is used to denote concatenation of the information that are included in the
packet.
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Fig. 2. Example of Persona Routing

after the first packet was forwarded to the Internet as explained above. Table 1 in Figure
3 depicts the operations that will take place in the last 2 hops (i.e. the router immediately
before the receiver, and the receiver itself; the sequence of hops is Rn−1 => Rn =>
Receiver). Now, the receiver has to create a packet that will have as destination the
duple (IPd||SNd) and forward it to Rn in order to send a reply, following the steps
depicted in Table 2 in Figure 3.

Fig. 3. Process of Routing Back Replies to Sender

Using this scheme, packets can be routed backwards, without the need for the routers
to keep any state. The only distinction that needs to be made by the routers is whether
the packet is being sent “forward” or “backwards”, so as to know whether to encrypt or
decrypt. This can be done by an identifier, for example a single bit, which would be set
by the receiver before sending his reply.

Given the size of the Internet in terms of hosts, routers and packets being sent, we
use the SN in each packet to minimize the possibility of collision in an intermediate
router (no packet is the same in the network since there are 10128 unique packets per
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address). If no SN was used, a router could end up assigning the same output IP address
to two different incoming packets due to its limited IP address range. For example, if a
router has an input of 210 distinct IPs, an output range of 210 distinct IPs and a SN of
128 bits then there must be 2138 packets (128 bits of SN and 10 bits of IP range) sent
before there is a possibility of collision of two different packets, with different sources.
Thus by using SN it can be ensured that there will be no collision until the SN space
is exhausted2. One assumption that we made was that each router has the same size of
input and output IP ranges. However this might not always be the case. Let us assume
that a given router R has some IP range that it can use in order to map outgoing IP
addresses (denoted as “/x” output, where x is essentially the number of bits the router
can manipulate), while it receives input from other routers that also have some IP range
(denoted as “/y” input). It is expected that a lot of routers in the Internet will have a
smaller output space than input space, and thus our router R will need y-x additional
bits in order to perform one-to-one mapping. In order to include these additional bits to
the packet, we use piggybacking.

Having explained the operation of the routers, we now discuss in detail the structure
of the packets that our scheme uses. As mentioned previously, our protocol ensures
collision free operation until the SN space is exhausted, after which each router changes
its key. For this solution to be effective, the router needs to add some information in each
packet, about the key it used for changing the IP address of the particular packet. The
information that needs to be stored in each packet in order to make our protocol more
efficient includes: 1) Sequence Number, 2) index of Router’s secret key, 3) size of input
space of addresses, 4) size of output space of addresses3, and 5) the level of anonymity
required. The level of anonymity is an optional variable that could be used to route the
message through paths that provide better anonymity, but have more latency. Essentially
all this information could be piggybacked in the packet. Thus all that needs to be added
in the IP header will be the indexing of this information.

3.3 Persona Accountability

In the previous sections we discussed how our scheme operates in terms of routing
and anonymity preservation. In this section we are going to describe how our scheme
ensures accountability. As mentioned in the beginning of section 3, the operational prin-
ciples of accountability are structured around backwards routing. Thus we will describe

2 It must be mentioned that although there are 64 bits for addressing, not all of them are available
to a particular router. If that was the case, and every router was assigning output (pseudo)
addresses, based on all 64 bits, then it would be really difficult to keep track of the routing
of packets (i.e. routing tables). Thus in order not to modify the routing tables, and yet allow
Persona to fully operate, we assume that each router will only output addresses that he has
been assigned; this means that each router will be able to manipulate only a number of bits
(that correspond to its IP range), and not all the 64 available ones. This is depicted in the
example where we assume a 10 bit manipulation.

3 The input and output space, are the /x and /y that the router used during the encryption of the
message. In a dynamic environment like the Internet, relationships between ASes and IPSs
might change, and thus x and y are not expected to remain static, and thus the router needs to
know what were the variables used for encryption at a particular time.
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the context in which backwards routing can be used for accountability. We will classify
accountability into two categories; short term and long term. By short term account-
ability we refer to the accountability about attacks that are “currently” taking place
like DoS attacks, DDoS attacks, network scanning, etc, which essentially require the
identification of the attacker as soon as possible. For better illustrating Persona’s ac-
countability operations, we assume that there exist other mechanisms that deal with IP
spoofing. In short term accountability, ISPs can cooperate in order to identify and stop
malicious attackers. For example, let as assume that a DoS attack takes place against
a specific IP address (e.g. webserver). The router that forwards the packets to that IP
address, can backtrace the routers from which it received the packets by decrypting the
IPs reported by the webserver. Then it can contact these routers, reporting that a DoS
attack takes place. If this procedure is applied recursively backwards, the originator of
the attack can be found, and if the routers cooperate (i.e. routers can query other routers
for packet throttling and the recipients of the requests indeed apply that throttling), the
attack can be mitigated.

Long term accountability refers to examples like fraud detection, were the attacker is
found after days or moths of investigation or forensics. In that case, the routers could be
queried for past key usage, and since they keep a table of all keys used in the past in the
corresponding table, the attacker could be easily tracked down (if memory constraints
are placed on the table, past keys can always be stored on external backup media).

4 Persona Evaluation

In this section we are going to describe how our scheme defends against the attacks
mentioned in section 2 and provide an efficiency analysis of Persona. Persona resists
anonymity attacks as follows. 1) Brute Force Attack: In this attack, the attacker fol-
lows the life of every single packet that enters the network. Persona, by encrypting the
packet during the first hop (possibly adding some nonce to each packet), and the sub-
sequent source IP change, renders this attack useless. The user is at least provided with
k anonymity where k is the number of active senders of ISP. 2) Communication Pat-
tern Attacks: In this scenario the attacker monitors the two ends of a communication
channel and tries to correlate entering and exiting packets. This attack is thwarted fairly
well with the dummy traffic introduced in our solution. The use of dummy traffic and
change of source IP address prevents the attacker from knowing which entering packet
corresponds to the exiting packet. The best the strongest attacker can do is to deduce
the originating ISP. The attacker still cannot determine which of the ISP’s customers
sent the packet. 3) Timing Attacks: Here, the attacker can deduce the origination of a
packet based on the amount of time it took to reach the destination. In our scheme the
ISP batches the messages and thus it is difficult for the attacker to identify which client
of the ISP actually sent the message. Additionally, if more routers implement batch-
ing, the level of anonymity achieved is greater. Finally, even if the packets follow the
same route, the attacker will not be able to apply timing attacks. This is because the
source address will be changing for each packet and the attacker will not be able to tell
if there are multiple senders sending to a single receiver. Thus she will not be able to
deduce the identity of the senders or even the number of senders. 4) Packet Counting
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Attacks: The attacker can connect unusual bursts of outgoing traffic with unusual bursts
of incoming traffic. Since our model uses dummy traffic and same packet size there are
no bursts of traffic to identify.

Our solution incorporates most of the suggested countermeasures proposed in mix-
nets, namely encryption, same packet size, batching and dummy traffic [11]. These
countermeasures are applied at minimum to the first hop, between the user and the ISP.
Thus at minimum, each user will have a level of k-anonymity, where k is the number
of active users connected to the ISP at a particular moment. This makes our scheme
resilient to additional attacks that are defeated with these countermeasures, whilst the
level of anonymity our scheme provides, increases with the number of routers that ac-
tually implement the abovementioned properties.

In order to provide the abovementioned anonymity guarantees and functionality, Per-
sona requires a lot of cryptographic operations to take place in each router and for each
packet. We know that for symmetric encryption there can be approximately 107 opera-
tions per second in 1 GHz processor if done in hardware. Let us assume that users are
using a line speed of 100Mbps, and that an average IPv6 packet size is used (i.e. 20000
bytes without Ethernet limitations). Each user will be sending, and each router will be
receiving, 103 packets per user, and thus, given that it can calculate 107 operations per
second, 104 users per router per second can be accommodated. For the first router that
belongs to the ISP, multiple routers can be used, both for increase anonymity and bet-
ter efficiency. The only bottleneck would be top level routers. These routers already
have to forward packets at line speed, so there is a tradeoff between the anonymity and
the efficiency that NGI will offer. In that case the optional bits for level of anonymity
discussed in the previous section could be used.

Finally it has to be mentioned that we approached the problem of anonymity and
accountability from a network layer’s perspective. That is we did not take into account
the above protocols, and we only defined the services that are going to be provided to
them. However, one question that might be of importance is how our protocol can assist
and support connection oriented services (e.g. TCP). In that case we see two possible
solutions. The first one is the redesign of the transport layer so as not to use IP addresses
as point of reference for keeping sessions’ state. The second solution would be to have a
handshake between the sender and the server, so as the sender is granted with a session
identifier that he can use for session identification. This identifier can be encrypted
alongside with the payload, so as to avoid traffic analysis based on its identification in
the various packets.

5 Related Work

Currently, most of the techniques used for anonymity make use of the concept of mix
networks introduced by Chaum [12]. Mix networks, are networks composed of mix
servers which batch a set of messages encrypted by their corresponding public keys.
They then decrypt these messages and send them out in a rearranged order such that
an external observer cannot tell which outgoing messages correspond to incoming mes-
sages. Babel [13], Mixmaster [14], Mixminion [15] and Onion routing [16] are some
of the most important systems based on mix networks. A common aspect of all the
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solutions mentioned above is that none of these systems have accountability as one of
their main goals, as Persona does. In addition, in Persona the sender does not need to
know the path that the packet will follow, as done in Onion Routing for example. More-
over Persona does not encrypt the packet in an “onion style” with the public keys of the
routers which has additional efficiency advantages.

Two systems that make use of pseudonymity in the network to achieve anonymity
are Freedom [17] and Tarzan [18]. Both these techniques are similar, in the sense
that the user connects to a node anonymously. This node then sends the packet to the
destination but changes the source address of the packet by assigning it a pseudonym.
Once a packet is sent the receiver sends a reply addressed to the pseudonym. The node
that had performed the network address translation while sending maps the pseudonym
to the original address and sends the reply to the sender using the anonymous channel.
The two approaches differ in the way a user connects to the node doing the network
address translation. However, in both cases the sender requires information about the
path between itself and the exit node performing the NAT. Our approach differs from
these approaches in three ways. Firstly, we do not need to keep any state in the nodes
to translate the IP addresses back to the original address. This saves a lot of memory
and the time to look up the translations in memory. Secondly, we do the translation
per packet and not per session. This increases the Unlinkability between the sender and
receiver as each packet is routed independently giving the attacker little information.
Thirdly, in our scheme the sender does not need to set up the path every time before
sending a packet. This path is preconfigured when the router is installed. Not having to
set up the path avoids wasting time.

6 Conclusions and Further Research

This paper has presented Persona, a scheme that incorporates anonymity and account-
ability in the network layer of the Next Generation Internet. We have proposed a novel
approach by which each packet is provided with anonymity, thus achieving stronger
properties from previous solutions. Additionally we adopted proven solutions from pre-
vious research on anonymity techniques, so as to ensure a maximum level of anonymity,
at minimum within the ISP of a client. Finally, we described how our scheme can be
used for achieving accountability, in cases of malicious and misbehaving users. Con-
tinuing our effort, we examine how we can optimize our solution and provide addi-
tional types of anonymity (e.g. recipient anonymity). Additionally we examine how our
scheme can be applied to the current Internet. Finally we are planning to do simulations
so as to identify the tradeoffs of our approach in terms of current IP deployment and
existing anonymity techniques.
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Abstract. The recent development of the Internet, especially the expanding use
of social software and dynamic content generation commonly termed as Web 2.0
enables users to find information about almost every possible topic on the Web.
On the downside, it becomes more and more difficult to decide which informa-
tion can be trusted in. In this paper we propose the enhancement of Web 2.0 by
a scalable and secure cross-platform reputation system that takes into account a
user’s social network. Our proposed solution Jason is based on standard meth-
ods of the semantic web and does not need a central entity. It enables the fast
and flexible evaluation of arbitrary content on the World Wide Web. In contrast
to many other reputation systems it provides mechanisms to ensure the authen-
ticity of web content, thus, enabling the user to explicitely choose information
published by trusted authors.

Keywords: Trust management, reputation system, secure semantic web, identity
management, privacy-preserving data management, secure information
integration.

1 Introduction

Internet users have increasing possibilities not only to consume but also to publish infor-
mation. Numerous wikis, weblogs, communities and other platforms collect and pub-
lish information users generate. The most popular example used by many users when
they would have consulted an encyclopedia 20 or even 10 years ago is Wikipedia1. The
English version contains more than 2.6 million articles at the beginning of 2009. While
printing a dictionary is expensive and the review process of articles is usually long, gen-
erating web content is cheap and easy. It needs neither technical nor other specialised
know-how from the authors. This leads to the drawback that the quality of information
on the Internet is very difficult to estimate.

Information on the Internet changes frequently. Controversial topics might be
changed often by different editors who wage a so-called ”edit war”. For this reason
once-established trust in information might not be continuously given. To help users in
estimating the quality of arbitrary objects reputation systems have been designed and
established that collect the opinions others announced about its quality.

1 http://www.wikipedia.org/
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However, most users do not only collect information from one website or community
but make use of various sources of information on the Internet. There is the need for a
cross-platform reputation system independent from one single provider that allows to
compare information from different sources.

In this paper we present our scalable and secure cross-platform reputation system
Jason that was built utilizing methods and techniques of the semantic web like the
Resource Description Framework (RDF) [8]. Every rating is annotated to a content as
meta information. The collected ratings form the content’s reputation.

In contrast to many papers we neither propose a certain algorithm for calculating a
reputation nor we define a specific set of possible reputations or ratings. Instead, we
allow every user to assign his own meaning to a certain rating and spread this interpre-
tation within his social network. Every user evaluating this rating might either use the
interpretation of the rating presented by his social network or he creates his own based
on his experience with the rater, the content rated and/or the author. As long as an au-
thor is not part of a rater’s social network he is usually not able to distinguish between
positive and negative ratings of this rater. Thus, he will hopefully publish all ratings
along with the content.

The remainder of this paper is structured as follows. In section 2 we outline our ap-
plication scenario and its requirements. Section 3 presents the design of our system. The
results of validating it by means of a prototype implementation are given in section 4.
Finally, we come up with some concluding remarks and an outlook on future work.

2 Scenario

2.1 Terminology

Reputation assigned to web content can help the content’s users, i. e. the readers, to
estimate its truth or usefulness. Therefore, users who are already able to estimate the
content can become raters and make use of a rating algorithm to give a rating to the
content. The reputation of the content is then calculated from these ratings with the help
of a reputation algorithm. There exist countless models to design rating and reputation
algorithms [5].

The propagation of reputation and ratings of a content needs some kind of rep-
utation network. A reputation network is a social network that can be modelled as a
graph with its vertices describing the members of the network and the directed edges
between them representing the information flow when propagating ratings from one
user to another.

Raters usually give subjective ratings that are influenced by their personal estimation
of the truth or usefulness of the content. Thus, for the evaluation of a content’s rep-
utation users have not only to trust in the rater’s honesty but also need some means to
map the rater’s subjective rating to their own view. Hence a trust network overlaying
the reputation network is needed. The vertices of the trust network are once again the
users. However, the directed edges in the trust network describe the trust a user has in
a rating he receives from another member of the network. We do not further elaborate
the numerous existing trust models to implement trust in a social network. Instead, we
demand that both the sources and the context of some rated information (including all
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those who created, stored, evaluated and propagated reputation) are weighted according
to the trustworthiness they have for the evaluator of a reputation. An example for such a
technical trust model that makes use of interpersonal context-specific trust is developed
in [1]. Unfortunately, this model is by far too complex for practical applications with a
large number of users.

After their creation reputation and ratings have to be stored somewhere. The storage
of reputation and ratings might either be distributed on user devices in the reputation
network, centrally stored at specific reputation servers or decentrally stored with the
content itself. All reputation stored can only be evaluated by a user of the reputation
system if there is an information flow in the reputation network towards him.

2.2 Requirements

As outlined above there are five components of a reputation system:

– rating algorithm of the content rater,
– reputation algorithm,
– propagation of reputation and ratings,
– storage of ratings and reputation, and
– evaluation of a content’s reputation by the content user.

To find design options for these components one has to consider several security re-
quirements. Our solution follows a multilateral secure approach [10] to respect all
stakeholder’s security requirements. Together, these requirements form a subset of the
generic security requirements of a reputation system stated in [3]:

Availability of reputation. As a functional requirement, each user of the reputation
system wants to access reputations to estimate the quality of web content.

Integrity of web content and ratings. Users want web content and ratings to be pre-
served from manipulations, both in propagation and in storage.

Accountability of authors and raters. Users want a content’s authors and raters to be
accountable for the web content they provided respectively rated.

Completeness of reputation. Users want the aggregated reputation to consider all rat-
ings given. During the storage and propagation of reputation it should not be pos-
sible for the entities involved to omit certain ratings.

Pseudonymity of raters and authors. Users want to rate and provide web content un-
der a pseudonym to not necessarily allow others to link this rating to their real name.
In the real world there are also authors who write under a pseudonym and many
services in the Internet also allow the use of pseudonyms instead of real names
following EC Directive 95/46 [4].

Unlinkability of ratings and web content. Users want to rate and provide different
web content without being linkable. Otherwise behaviour profiles of pseudonyms
(e.g. time and frequency of web site visits, valuation of and interest in specific
items) could be built. If the pseudonym can be linked to a real name the profile can
be related to this real name as well.

Anonymity of users. Users want to evaluate reputation anonymously to prevent others
from building personal behaviour profiles of their possible interests.
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Confidentiality of ratings. Although a reputation system’s functional requirement is
to collect and provide information about a reputation object, raters might prefer
to provide only a subset of their ratings to a specific group of other users while
keeping it confidential to all others.

3 System Design

In the following we outline a multilateral secure system design using existing technolo-
gies. It was designed with special emphasis on the scalability for large user sets. As
in real life it considers the already established trust relationships in a user’s social net-
work. In addition to the basic components of a reputation system identified in section 2
we introduce a public key infrastructure and privacy-enhancing identity management as
further elements for realising multilateral security.

3.1 System Components

3.1.1 Public Key Infrastructure (PKI)
Web content can be identified in the Web 2.0 by its URI (Universal Resource Identi-
fier). A web content’s URI represents a globally unique description of its address and
name. However, it does not give any information about recent changes or substitutions
of the content behind this URI. To ensure the integrity of web content and ratings our
system needs to establish a public key infrastructure for digital signatures in the reputa-
tion network. By utilizing the PKI an author can sign his content as well as a rater can
sign his rating whereas the signatures can be verified by any member of the reputation
network. To improve the efficiency for large content (e. g., multimedia data) we ap-
ply a cryptographically secure hash function on the content and only sign the resulting
value. The combination of URI and signature can then be used as a unique identifier of
unmodified web content.

3.1.2 Privacy-Enhancing Identity Management
The public keys of our PKI must not be linked to real names but only to pseudonyms
to enable pseudonymity of raters and authors. If accountability of raters and au-
thors should be given an identity provider is needed who is either able to reveal a
pseudonym’s corresponding real name or to pay a fee for misuse deposited by the
pseudonym’s owner in advance. Unlinkability of web content and ratings can be
reached by using unlinkable pseudonyms and respecting unlinkable public keys. A
user-controlled privacy-enhancing identity management system (PE-IMS) [2] can as-
sist a user in separating different pseudonyms’ contexts. Unfortunately, prototype im-
plementations like PRIME2 currently do not assist Web 2.0 technologies. First systems
exploring also this field of research are only expected to be developed, e. g. PrimeLife3.
For this reason our design is open for interoperability with identity management but

2 Privacy and Identity Management for Europe (http://www.prime-project.eu/),
funded by the European Union in the 6. Framework Programm, March 2004 - May 2008.

3 Privacy and Identity Management in Europe for Life, funded by the European Union in the 7.
Framework Program, starting March 2008.

http://www.prime-project.eu/
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currently does not implement it. Following [12] we propose to use different keys for
every context and role a user is involved in. For the role this means separating authors
and raters. For the context this means separating roughly the topic discussed in the web
content authored or rated, e.g., separating Linux expertise and Roman history expertise.
This makes different web content of the same author unlinkable to each other. The same
holds for the rater who rated different contexts.

3.1.3 Rating Algorithm
Our approach aims at giving the user the largest possible flexibility in defining his
subjective set of possible ratings. This holds both for the concrete values as for the
size of the set. The user u with a pseudonym pu is free to define his finite rating set
Rpu = {r1,r2, . . . ,rn}. Every rating ri within the rating set represents a degree of useful-
ness or truthfulness content might have for him. A possible example for such a rating
set might be school marks or just the distinction between good and bad.

To achieve unlinkability of a user’s different possible ratings every element of the
rating set Rpu is mapped to a different public key by

fpu : {r1,r2, . . . ,rn}→ {pkr1 , pkr2 , . . . , pkrn}

So we have a two-level pseudonym instantiation. The principle of separating con-
text and role by different pseudonyms is dealt with on the first level by a PE-IMS.
On the second level for the rating algorithm different ratings are made unlinkable by
choosing different public keys. This needs an appropriate PKI and typically also iden-
tity providers for installing these public keys to guarantee accountability of the users.
These two levels are illustrated in figure 1.

Fig. 1. Relation of a user’s pseudonyms, rating sets and public keys

The ratings given in the system are not publicly known. A rater might inform his
friends in the reputation network to which rating a public key corresponds (grey part in
figure 1). In other words, he reveals a partial view of the function f . These friends may
of course re-distribute this correspondence to others in the reputation network. Further-
more, users in the reputation network can recognize recurring public keys themselves
and are free to map them to their own ratings. However, confidentiality of ratings
against unauthorized users is still given in a weak sense.
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3.1.4 Reputation Storage and Propagation
We choose to store every rating given to a content as meta data together with the web
content itself. Therefore, the reputation of a content is given by the set of ratings avail-
able as meta data with the content. This should guarantee the best possible availability
of reputation. The integrity of web content and ratings is secured by digital signa-
tures of their author resp. rater as outlined above. Web content can be made accessible
anonymously by an anonymising service. If web content and/or reputation information
should be paid for an anonymous payment system is needed. This reaches anonymity
of users.

The author and provider of web content is usually not aware which ratings he actu-
ally received from raters and how these ratings are evaluated as reputation of his web
content by other users. This will hopefully encourage authors not to omit single ratings
given but to attach all ratings to the semantic information of their web contents. This
should enhance completeness of reputation. Another concept would be to assume that
users only recommend web content and give only positive ratings as it is suggested in
[13]. However, this approach does not allow the distinction between missing and bad
reputation making the reputation system less expressive.

3.1.5 Reputation Algorithm and Evaluation of a Content’s Reputation
If a user v wants to evaluate the reputation of a content he has to define a reputation
algorithm for calculating the reputation from the ratings available as meta data of the
content. Let Rv be the set of reputations a content might have for v. Let further Kpk

be the set of public keys known in a reputation network. A single user evaluating a
content’s reputation usually knows only a subset of the corresponding public keys of
the signatures provided for the content in question.

Now let (pk1, . . . , pkn) ∈ K∗pk be the tuple of public keys with which a content was
signed and that are known to the user evaluating the content. Then the user v has to
define a reputation algorithm in the form of a function

repv : K∗pk→ Rv

that maps the tuple of signatures to a reputation. The reputation the tuple of rat-
ings is mapped to might correspond to a rating he would have given himself under a
pseudonym pv but it needs not.

We abstract here from the concrete reputation algorithm. It should respect the trust
values assigned to the information flow in the trust network. These might be individual
trust values that are adapted frequently. It might also consider the mapping functions
fpu between public keys and ratings other users in the reputation network told him. One
possibility for the reputation algorithm is the generation of trust trees from the relations
between users as in TrustNet [11] or EigenTrust [6].

3.2 System Composition

Our system tries to reach best possible integration into the existing Web 2.0 paradigm
without loss of flexibility by relying only on well-founded and platform independent
technologies. In other words, it does not require essentially more than a common web
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Fig. 2. Jason’s basic system architecture

browser and a cross-platform application software. In the following we describe the
basic components of our system architecture depicted in figure 2.

The Jason core component represents the heart and brain of our system. It is respon-
sible for all security sensitive and performance critical operations. This includes both
the generation of ratings and the adoption of authorship. For the publication of newly
generated ratings, authorship statements or other public data it relies on a storage back
end that forms the necessary interface with the content provisioning platform, e.g. a
web site or community platform. As a user-centric component it also takes care of man-
aging the user’s pseudonyms and his acquaintance. The necessary data for these tasks is
stored in the pseudonym and the acquaintance database respectively. Finally, the core
component provides a message based interface for the implementation of a graphical
user interface nearby a given reputation object. We define at least three such GUIs: one
to display the actual rating of a reputation object (reputation presentation), one to state
its author (author presentation) and one to integrate the authorship takeover process
into the underlying content provisioning platform (authorship confirmation). By de-
coupling the user interface from the core functionality we aim at enabling concurrency,
thus minimizing latency times.

4 Validation

We validated our proposed system architecture by a first prototype implementation
based on the Java Runtime Environment 1.5. The Java Security API is used to realise
the necessary cryptographic primitives, i.e. cryptographic hash functions and digital
signatures. The usability of our prototype was evaluated in a limited field trial.
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4.1 Prototype Implementation

Our prototype implementation realises the generic system architecture presented in the
previous section. The core component is implemented by a Java application to be locally
run at the user’s device. On startup, the user has the choice to generate a new pseudonym
or to login with an already created one. For each pseudonym one has to define at least a
specific rating set and a password to secure the corresponding sensitive data like private
keys. As the reputation function in our current implementation is based on the statisti-
cal average of all given ratings the user must also map each element of the rating set
to a base metric, thus, allowing for ratio measurement. Corresponding configurations
must be added for each new acquaintance to define the mapping between his ratings
and the personal preferences. The acquaintance as well as the pseudonym database are
realized by RDF/XML files that are secured by the already mentioned password. The
definition of a rating set element shown in listing 1 presents an exemplary part of such
an RDF/XML structure. Line 1 declares the identifier of the element whereas in line
2 the corresponding numerical value of the base metric is defined. Line 5 binds a spe-
cific public key to the element in question, thus enabling the interpretation of a rating.
Finally, line 6 links the element to a friend’s rating set element.

1 <rdf:Description rdf :ID=”good”>
<jason:numValue>2</jason:numValue>

3 <jason:statedBy>
<rdf:Alt>

5 <rdf: li >http :// jason.nourl .xxx/pk good.rdf.xml</rdf: li >
<rdf: li >Alice#Acceptable</rdf:li>

7 </rdf:Alt>
</jason:statedBy>

9 </rdf:Description>

Listing 1. Exemplary RDF representation of a rating set element

To minimize user interferences Jason’s prototype core implementation does also pro-
vide a FTP/SFTP-Backend to automatically publish any user specific public data on a
configurable web server.

The representation of the reputation information as well as the authorship statement
is realised by two Java Script applets ReputationApplet.jar and AuthorIndicationAp-
plet.jar respectively. Listing 2 summarizes the essential code fragment to include those
applets in web content. Line 1–6 handle the annotation of web content with reputation
information whereas line 7–12 describe the inclusion of authorship information. Line 2
and 8 define the content in question, line 3 and 9 point to the RDF document in which
the ratings and authorship statements are collected, whereas line 4 and 10 provide a link
to the storage back end at the content provisioning platform, i.e. the web server. In our
prototype this is realised by a simple PHP-based CGI script.

4.2 Experiences with the Prototype

We tested our prototype on three different platforms, namely MAC OS X 10.4, MS
Windows XP Pro and Ubuntu Linux, without any severe problems. The tests were con-
ducted by several test persons. Time-consuming cryptographic operations (like sign-
ing or hashing content) are done while the user already performs other actions and by
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1 <APPLET archive=”ReputationApplet.jar” code=”ReputationApplet” width=150 height=36>
<PARAM NAME=”content” VALUE=”http://en.wikipedia.org/wiki/Jason”>

3 <PARAM NAME=”RDF” VALUE=”http://jason.nourl.xxx/StdFile.rdf.xml”>
<PARAM NAME=”replyTo” VALUE=”http://jason.nourl.xxx/jason upload.php”>

5 Your browser does not support Java, so nothing is displayed.
</APPLET>

7 <APPLET archive=”AuthorIndicationApplet.jar” code=”AuthorIndicationApplet” width=150 height=20>
<PARAM NAME=”content” VALUE=”http://en.wikipedia.org/wiki/Jason”>

9 <PARAM NAME=”RDF” VALUE=”http://jason.nourl.xxx/StdFile.rdf.xml”>
<PARAM NAME=”replyTo” VALUE=”http://jason.nourl.xxx/jason upload.php”>

11 Your browser does not support Java, so nothing is displayed.
</APPLET>

Listing 2. Integrating Jason in a web page

caching values already loaded at the user side and only loading the differences. Unfor-
tunately, the delay at reputation system startup cannot be eliminated because this time
is needed to initialise the system in a way that the other actions become less consuming
(e.g., loading keys and trust values).

4.3 Fulfilment of Security Requirements

The system design fulfills the security requirements of a reputation system as listed in
section 2.2 in the sense of multilateral security:

Availability of reputation. The availability of a content’s reputation for a content user
v depends on several factors:

– Other users need to be willing to rate this content.
– The public key of a rater needs to be available for a content user.
– The content user needs to use this public key in a function repv to map a set of

public keys the content was signed with to a reputation.

In social networks information spreading characteristicly depends on several fac-
tors. This also holds for the public keys to be distributed. Actually, to establish an
information flow it must exist a path from the rater to the content user to commu-
nicate the necessary public keys. Every possible vertice on such a path propagates
the public key with a certain probability. Additionally, there is a probability that the
node itself checked whether he agrees to a function value repv(pk) he received and
that he sends a (possibly updated) function to other nodes. Due to the observation
in social networks that neighbours more likely seem to have the same attributes/at-
titudes [7] the agreement of a neighbour to a function seems to be more impor-
tant than a simple forward. There exists both research on information spreading in
models of social networks that usually make assumptions on uniformly distributed
probabilities in certain areas of a social network depending on its structure and on
the evaluation of actual information spreading in existing social networks like the
one built by GPG keys [14] or Flickr [9].

Integrity of web content and ratings. The integrity of data is based on the crypto-
graphic security of the digital signatures and hash functions used.
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Accountability of authors and raters. The PE-IMS and its identity providers guaran-
tee the accountability of the users making pseudonymous signatures.

Completeness of reputation. For information distribution the same holds as already
outlined for the availability of ratings.

Pseudonymity of raters and authors. The PE-IMS allows users to choose their
pseudonyms appropriately to separate contexts and roles.

Unlinkability of ratings and web content. The pseudonyms used for making ratings
are bound to the different possible ratings and are not re-used as an author.

Anonymity of users. Visiting a website and evaluating a reputation anonymously can
be realised on the communication layer by an anonymising service.

Confidentiality of ratings. The confidentiality of ratings is a contradicting require-
ment to the availability of reputation and rating. In our system this means that for
a given public key pk a user v’s corresponding function value repv(pk) is confi-
dential to unauthorised users. This means there should not exist any path in the
network that forwards v’s function value in an accountable way to unauthorised
users. Unauthorised users might know a set of possible function values but they
should not know to which function value the public key is mapped to for v.

5 Conclusion and Future Work

We developed a scalable and secure cross-platform reputation system and demonstrated
its usability for the average Internet user who evaluated our prototype implementation.
Our system is based on open and standardised data formats (RDF/XML). In future
work we will extend our system that both authors and raters can collect reputation.
Future user testing will be done by offering templates as sets of possible ratings to
enhance both usability and privacy. Furthermore, we intent to integrate our system with
evolving user-controlled PE-IMS instead of a separate program.
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Abstract. SSL is the primary technology used to secure web communications. 
Before setting up an SSL connection, web browsers have to validate the SSL 
certificate of the web server in order to ensure that users access the expected 
web site. We have tested the handling of the main fields in SSL certificates and 
found that web browsers do not process them in a homogenous way. An SSL 
certificate can be accepted by some web browsers whereas a message reporting 
an error can be delivered to users by other web browsers for the same certifi-
cate. This diversity of behavior might cause users to believe that SSL certifi-
cates are unreliable or error prone, which might lead them to consider that SSL 
certificates are useless. In this paper, we highlight these different behaviors and 
we explain the reasons for them which can be either a violation of the standards 
or ambiguity in the standards themselves. We give our opinion of which it is in 
our analysis. 

1   Introduction 

The technology used for securing web-based applications is mainly SSL (Secure 
Socket Layer) [8] or its equivalent standard TLS (Transport Layer security) [9]. SSL 
relies on X.509 certificates, called here SSL certificates, to provide the confidential-
ity, authentication, and integrity services for web-based applications. 

X.509 certificates are digital identity cards that bind a public key to an entity’s 
name. The entity can be a person, mobile phone, server or any other type of machine. 
Certificates are issued by Certification Authorities and the X.509v3 standard [6] de-
fines the syntax of these certificates and the semantics of their various fields. Some of 
the fields are mandatory and some are optional extensions. RFC 5280 [2] refines 
X.509 for use on the Internet. The Certification Authority (CA) represents the heart of 
a public key infrastructure (PKI). 

Before using a certificate, the relying party1 (RP) must check whether the certifi-
cate is valid or not. The validation process is a complicated task and a multi-risk op-
eration [4]. In the web, executing the validation process by the relying party for each 
                                                           
1 The entity that relies on the data in the certificate before making its decisions. 
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SSL connection is impractical for human users. So web browsers execute this process 
automatically on behalf of them. This implies that web browsers have to be trusted by 
the users, and consequently, that they should all behave in the same way when proc-
essing the same SSL certificate. Web browsers are supposed to conform to the public 
key standards in order to handle certificates in a uniform way and they should be as 
transparent as possible from the user’s point of view. The experiments presented in 
this article show that this is not true. Two web browsers might give two different re-
sponses for the same certificate. And they often ask complex questions of the user 
(e.g., “The servers’ certificate chain is incomplete, and the signer(s) are not registered. 
Accept?”). The origin of the differences of behavior is due to either violations of the 
standards by the browser manufacturers or ambiguity of the standards themselves 
which leads to multiple interpretations. We give our opinion of which it is in our 
analysis. 

We have tested the latest versions of three popular web browsers (Internet Explorer 
7, FireFox 3 and Opera 9.5). The results we obtained have been analyzed to under-
stand the origins of the problems. We have also evaluated the next generation of SSL 
certificates called Extended Validation certificates (EV certificate) [5] to see if they 
solve the problems or not. When the cause of inconsistent behavior is the ambiguity 
of the standards, we propose explicit corrections to the standard to clarify this. 

The rest of this paper is structured as follows. Section 2 exposes and analyses the 
results of tests executed on the three web browsers, and shows why the behaviors of 
the web browsers are heterogeneous. We also propose remedies to the problems of 
heterogeneous behavior. In section 3, we discuss the exact role of the relying party. 
Finally, in section 4 we conclude our study. 

2   Analysis of Web Browsers’ Behavior 

In this section, we provide the results of our tests with Internet Explorer 7 (IE7),  
Firefox 3 (FF3) and Opera 9.5(OP9) when they validate SSL certificates containing 
various standard fields. We focus our tests on the fields related to the subject, the key 
usage and the certificate status. Our approach is to understand the exact meaning  
applied to these fields by web browsers in web secured communications, by testing 
their responses when they are confronted with specific test values. The results are 
analyzed by comparing them to the expected behaviors described in the X.509 stan-
dards [6][2]. However, the latter are sometimes ambiguous which may explain the di-
versity of the browsers’ behavior in some cases. 

During our experiments, we found three possible responses when web browsers 
handle SSL certificates, denoted as follows: 

• A: accept the certificate without any intervention by the user, 
• W: inform the user about the existence of a problem by showing a warning mes-

sage and asking him/her to take a decision, 
• R: refuse the certificate and prohibit the access to the web server without any in-

tervention by the user. 
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2.1   SSL Certificate Subject 

The SSL certificate subject represents the web server. The identity of the server may 
be either a Fully Qualified Domain Name (FQDN) or an IP address or both. FQDNs 
and IP addresses are different types of name (called name forms in the standards). A 
web server could hold many FQDNs that all point to the same IP address, e.g. as in 
virtual hosting.  

2.1.1   What Do the Standards State about the Subject? 
The X.509 standard [6] states that the subject field identifies the entity associated with 
the public-key found in the subject public key field. An entity could have one or more 
alternative names, of different types (or forms), held in the subjectAltName extension. 
According to the X.509 standard, an implementation which supports this extension is 
not required to process all the name types. If the extension is flagged critical, at least 
one of the name types that is present must be recognized and processed, otherwise the 
certificate must be considered invalid. 

RFC 5280 states that the subject name may be carried in the subject field and/or 
the subjectAltName extension. If the subject naming information is present only in the 
subjectAltName extension, then the subject name should be empty and the subjec-
tAltName extension must be critical. According to this statement an SSL certificate 
can hold multiple names in a combination of the Subject field (CN component) and 
the Subject Alternative Name (SubjectAltName) extension. These names must all re-
fer to the same entity, although a browser need not recognize all the different name 
types. 

2.1.2   Test and Results 
The identity of a server could be represented by a FQDN value or by an IP address or 
both. We have performed experiments to test certificates holding the two types of 
name separately as well as both types together. 

In the first set of experiments, we tested how the browsers reacted when the certifi-
cate contains zero, one or more FQDN names. We configured our web server to re-
spond to requests sent to either www.server1.com or www.server2.com. As the names 
could be mentioned in either or both of the Subject Name - Common Name (SCN) 
and SubjectAltName - DNS Name (SAN-DNS) fields, we have tested the following 
different combinations of names in our web server certificate: 

1. SCN=www.server1.com, SAN-DNS=www.server2.com 
2. SCN=null, SAN-DNS=www.server2.com 
3. SCN=www.server1.com, no SAN-DNS field 
4. SCN=null, no SAN-DNS field 
5. SCN=null, SAN-DNS = www.server1.com and www.server2.com. 

For each combination, we recorded the reaction of each web browser when access-
ing www.server1.com and www.server2.com (Table 1). We also state whether the 
certificate is Valid (V) or Invalid (I) according to the X.509 standards. Because we 
obtained the same results when the SubjectAltName extension was marked critical or 
not, we haven’t indicated this in Table 1. 
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Table 1. Multiple FQDN Server Identities 

 IE7 FF3 OP9 X.509 

                By address 

    Values in fields 

S1 S2 S1 S2 S1 S2 S1 S2 

i) SCN=S1, SAN-DNS=S2 W A W A A A ? V 

ii) SCN=Null, SAN-DNS=S2 W A W A W A I V 

iii) SCN=S1, no SAN-DNS A W A W A W V I 

iv) SCN=Null, no SAN-DNS W W W W W W I I 

v) SCN=Null, SAN-DNS=S1,S2 A A A A A A V V  
Where: S1 = www.server1.com, S2= www.server2.com 

Table 2. IP Address Server and/or FQDN Identities 

IP recognition IE7 FF3 OP9 X.509 

              Accessed by 

 Values in fields 

S1 @IP S1 @IP S1 @IP S1 @IP 

i) SAN-IP=192.168.0.6 W W W A W W I V 

ii) SAN-DNS=S1, SAN-
IP=192.168.0.6 

A W A A A W V V 

iii) SAN-DNS=S1, no SAN-IP A W A W A W V I 

iv) SAN-DNS=null, SAN-
IP=192.168.0.6 

W W W A W W I V 

 
Where: S1 = www.server1.com, @IP=192.168.0.6 

 
In the second set of experiments, we tested how the browsers react when an IP ad-

dress only, or an IP address and a FQDN, or a FDQN only, are used to identify a web 
server running at an IP address (with or without the DNS name S1).  In all cases the 
SCN field was null. We obtained the same results when the subjectAltName was 
marked critical or not, so we have not shown these results in Table 2. 

2.1.3   Analysis of the Results 
An X.509 certificate binds an identity (the identity of a web server is either a FQDN 
name or an IP address) to a public key. When the identity of the server is null  
(Table 1 iv) the browser cannot authenticate the server, so the SSL certificate is inva-
lid. Whether a browser should immediately refuse an invalid certificate (R) or ask the 
user what to do (W) is partly a usability issue and partly a security issue. But it is not 
a standard’s issue. The standards will only give guidance on whether a certificate is 
invalid or not, but will not advise a relying party what to do with it. From a security 
perspective, if the browser cannot authenticate the web server, the certificate should 
be rejected (R). From a usability perspective the user could be given a choice (W), al-
though in practice most users simply click OK to all the pop up windows so invalid 
certificates end up being accepted. RFC 5280 mandates that the IP address if present 
must contain either four (for IPv4) or sixteen (for IPv6) octets, and that the FQDN if 
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present must not be null. So the Table 1 iv) certificate is clearly invalid. But none of 
the browsers reject it. Instead they ask the user what to do. 

If, the standards are not clear about a certificate’s validity, this can lead to web 
browser implementers holding different interpretations of this. FQDNs should be held 
in the SAN-DNS extension since this is designed to hold DNS names. However they 
may also be stored in the common name of the subject distinguished name field 
(SCN). But what if they are stored in both? [2] states “if the only subject identity in-
cluded in the certificate is an alternative name form then the subject distinguished 
name MUST be empty (an empty sequence), and the subjectAltName extension 
MUST be present.” In Table 1, certificate i) appears to violate this rule. But nowhere 
does the standard explicitly state that such a certificate is invalid; and anyway one can 
argue that this certificate actually contains two name forms: a subject distinguished 
name and a SAN DNS name. So this probably explains why IE7 and FF3 treat it as 
invalid, whilst OP9 treats it as valid. This is why we show a ? in Table 1 i). We have 
raised the ambiguity of the X.509 standard with ISO/ITU-T and a defect report has 
been raised and accepted. 

[2] says that web browsers must “recognize” the SAN extension, but only that “all 
parts of the subject alternative name MUST be verified by the CA”. This does not 
place any requirements on the web browser to do likewise. Similarly [6] states “An 
implementation is not required to be able to process all name forms”. So browsers do 
not have to support SAN-IP, and in fact, IE7 and OP9 do not, so they do not recognise 
the IP name of the server. FF3 on the other hand does support the IP name form and 
so does recognise the server’s name. This accounts for the different results of Table 2 
i), ii) and iv). Whilst all three browsers are still conformant to the standard, they give 
different results, and a user is not likely to know that this is because the IP name form 
is not supported by IE7 and OP9. 

2.1.4   Do EV Certificates Solve the Problem? 
According to the guidelines of the EV certificate, the domain name field can contain 
one or more host domain name(s) owned or controlled by the subject and be associ-
ated with Subject’s server. But it doesn’t clarify the situation when the identities are 
held in the CN component and/or in the SAN extension. Also the support of the IP  
option is not required in this type of certificate. So unfortunately the support for EV 
certificates will not solve the problems we have identified above. 

2.2   Key Usage, Extended Key Usage 

Key usage and extended key usage are used to determine the purpose of the public 
key contained in the certificate. An SSL server certificate could have a key usage  
extension or not. The standards [2][6] don’t constrain the authorities to issue SSL cer-
tificates with key usage extensions. 

2.2.1   What Do the Standards State about the Key Usage and Extended Key 
Usage Extensions? 

The X.509 standard [6] states that if either the extended key usage or key usage exten-
sions are recognized by the relying party then the certificate must be used just for one of 
the purposes indicated in the certificate. The key usage and the extended key usage must 
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be treated separately but they must have consistent values. If there is no purpose consis-
tent with both fields, then the certificate shall not be used for any purpose [6]. 

RFC 5280 states that the key usage extension, when it appears, should be a critical 
extension. For an SSL certificate, RFC 5280 recommends that the key usage, when it 
is defined, should have the value of “digital signature, key encipherment and/or key 
agreement” and the consistent value of the extended key usage should be “Server  
Authentication”.  

The RFC 5280 [2] doesn’t restrict any combination of values. The appropriate values 
for the Key usage extension for particular algorithms are specified in RFC 3279 [7], and 
other RFCs [2]. For the RSA algorithm, any combination of digitalSignature, nonRepu-
diation, keyEncipherment and dataEncipherment may be present in the key usage  
extension [7]. 

2.2.2   Tests and Results 
Technically, the RSA algorithm needs the keyEncipherment value for enciphering the 
secret keys. Any other value is not needed for the RSA algorithm. 

In this experiment, we tested how the web browsers reacted when they validated a 
certificate which conveyed an RSA public key and had a key usage value different 
from “keyEncipherment”. The same results were obtained when the key usage was  
 

Table 3. Key Usage Test 

 IE7 FF3 OP9 X.509 

KU=KA and EKU absent I 

KU=DE and EKU absent I 

KU=DE, KA and EKU absent 

A W R 

I 

KU=KA and EKU=SA I 

KU=DE and EKU=SA I 

KU=DE, KA and EKU=SA 

A W R 

I 

KU=KE and EKU absent V 

KU=KE,DE and EKU absent V 

KU=KE,KA and EKU absent V 

KU=KE,DE,KA and EKU absent 

A A A 

V 

KU=KE and EKU=SA V 

KU=KE, DE and EKU=SA V 

KU=KE,KA and EKU=SA V 

KU=KE, DE, KA and EKU=SA 

A A A 

V 

KU absent and EKU=CA R A R I 

KU=KE and EKU=CA R A R I 
                     Where: KU: Key Usage extension, EKU: Extended Key Usage extension 

DE: dataEncipherment, KE: keyEncipherment, KA: keyAgreement, CA: ClientAuth,                      
SA: ServerAuth 
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critical or not, which is correct. We chose wrong values “keyAgreement” and 
“dataEncipherment” and the correct value “keyEncipherment” as test values for the 
key usage extension. The final column indicates whether the certificate is valid or  
invalid according to the standards. 

2.2.3   Analysis of Results 
Here, the diversity of the web browsers’ behaviors is due to violations of the stan-
dards when the key usage and/or the extended key usage extension contain wrong 
values. Certain certificates which should have been treated as invalid were treated as 
acceptable by IE7 and FF3. OP9 behaved correctly in all the tests and rejected invalid 
certificates (without asking the user, who is not likely to know anyway). Specifically, 
IE7 accepted certificates when the key usage had wrong values of data encryption or 
key agreement instead of key encipherment, and FF3 when the extended key usage 
had the wrong value of client authentication instead of server authentication. Al-
though not shown in the table, the previous version of Firefox 2 behaves correctly and 
blocks these accesses. We are not convinced that FF3’s behavior in the first six test 
cases, by asking the user if they wish to use a certificate with an unsuitable key usage 
value by adding an exception is very helpful, since this will invariably result in an in-
valid certificate being accepted. 

2.2.4   Do EV Certificates Solve the Problem? 
The guidelines of the extended validation certificate add new requirements about the 
presence of the key usage extension for the root certificate and the sub root certificate. 
For subscriber certificates, EV certificates should follow RFC 5280, so no new  
requirements are introduced here.  

2.3   Revocation 

The primary objective of revocation is to remove a non valid certificate from circula-
tion as quickly as possible. This is usually done by asking the relying party to check 
the certificate’s status before accepting it. 

Certification authorities can revoke a certificate by either publishing its serial 
number in a Certificate Revocation List (CRL) that can be downloaded from a reposi-
tory, or by running a specialized server that can be accessed by the Online Certificate 
Status Protocol (OCSP) [1]. CrlDistributionPoints (CDP) and AuthorityInfoAccess 
(AIA) extensions are used to hold the CRL and the OCSP indicators respectively in a 
certificate. 

In general, most of the relying parties agreements [e.g. 3] state that relying parties 
are responsible for taking the risk of using revoked certificates. As a result, relying 
parties must be aware of the certificate’s status before using it in a transaction. 

2.3.1   What Do the Standards State about the CRL Distribution Points and 
Authority Info Access Extensions? 

The X.509 standard states that the CDP extension can be, at the option of the certifi-
cate issuer, critical or not; but it recommends it to be non-critical for interoperability 
reasons. When it is a critical extension, the certificate-using systems shall not use the 
certificate without first retrieving and checking the certificate against the downloaded 
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CRL [6]. However, when the extension is not critical the certificate-using systems can 
use the certificate only if the revocation checking is not required by a local policy or it 
is accomplished by other means [6]. 

According to RFC 5280, the CDP and AIA extensions should be non-critical  
extensions, but it recommends supporting these extensions by the authorities and  
applications [2]. 

2.3.2   Tests and Results 
In the first experiment, we show what are the supported approaches in each web 
browser and if it is automatically configured or not (Table 4). 

Table 4. Supported Approaches 

 IE7 FF3 OP9 

CRL checking Automatic Manual Automatic 

OCSP checking Automatic Manual Automatic 

Where: Automatic means that the browser checks the certificate status automatically, 
and , Manual means that the browser needs to be configured in order to check the cer-
tificate status,  but once configured checking can be automatic. 

In the second experiment (Table 5), we show the reaction of web browsers when 
the OCSP server is down and checking is automatic.  

Table 5. OCSP Server is Down 

 IE7 FF2 FF3 OP9 

OCSP server is down A R A/R configurable A 

 
In the third experiment (Table 6), we test the reaction of web browsers when they 

encounter a certificate signed by an unknown authority. 

Table 6. Unknown Authority 

IE7 FF3 OP9 Not trusted authority 

W W W 
 

Table 7. Certificate is on CRL 

 IE7 FF3 OP9 

CRL retrieved R R R 

CRL not retrieved  A A A and degrade 
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In the fourth experiment (Table 7) we test what happens when we put the certifi-
cate serial number on a CRL which is pointed to from a CDP extension, when the 
CRL can and cannot be retrieved by the browser. 

2.3.3   Analysis of Results 
The heterogeneity of revocation processes comes from the different implementation 
efforts by the web browser manufacturers.  

Maintaining a revocation service (either CRLs or OCSP) is a requirement for CAs. 
The standards [2][6] also recommend, but do not mandate, that relying parties ensure 
that the certificates are not revoked before they rely on them.. However, when the 
AIA and CDP extensions are present and understood, the relying parties are required 
to process them. X.509 states about the CDP extension “a certificate-using system 
shall not use the certificate without first retrieving and checking a CRL from one of 
the nominated distribution points” Therefore browsers should not ignore these exten-
sions and they should fetch the revocation information and check it before accepting a 
certificate.  

There is some ambiguity over what should happen when a CA says it maintains an 
OCSP service but does not. RFC 2560 [1] states “the OCSP client suspends accep-
tance of the certificate in question until the responder provides a response” and “In 
the event such a connection cannot be obtained, certificate-using systems could im-
plement CRL processing logic as a fall-back position”. Thus in the second experiment 
(Table 5), the responses provided by IE7 and OP9 are not compliant to the standard. 
Only FF2 and FF3 reject the certificate, although the latest version allows users to 
configure the browser to accept them. If the browsers cannot fetch the CRL informa-
tion, then Table 7 shows that none of the browsers are fully conformant as none of 
them block access, although OP9 removes the padlock icon and asks the user not to 
send sensitive information. 

We conclude that the implementation of the verification mechanisms by the web 
browsers is weak to say the least, and may allow a relying party to use a revoked cer-
tificate without being aware of this: 

• Not all web browsers support the automatic verification of certificate status (Table 4) 
• When an OCSP server is down the behavior of the browsers is generally not safe 

(Table 5).  
• FF3 updates the CRL list according to the next update field of the CRL list. But in 

reality, nothing prevents a CA from publishing an updated CRL list before the time 
indicated in this field.  

• The relying party may establish a SSL connection with a site without verifying its 
certificate status and without authenticating the server (Table 6). 

• If CRLs are not available the browsers will continue to use the certificate even 
though they may have been revoked (Table 7). 

2.3.4   What Do EV Certificates Say about the Problem? 
The guidelines of the EV certificate ask the root authorities to maintain an online 
24x7 repository mechanism whereby Internet browsers can automatically check 
online the current status of all certificates. Conforming CAs must issue a certificate 
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with either the CDP extension or the AIA extension. However, the guidelines prohibit 
the CAs from marking these extensions as critical. S 

3   Discussion 

Sometimes the web browser informs the user of an error in the certificate and asks 
him/her to take a decision to accept or refuse a connection with the web server, whilst 
other times the web browser just prohibits the user from accessing the web server or 
makes the connection immediately even though the certificate is (potentially) invalid. 
Why are there these conflicting behaviors? Which is the best one? The standards 
don’t answer these questions as they only consider whether a certificate is valid or 
not. The relying party must make the decision [6] what to do next, but the relying 
party is sometimes the browser acting on behalf of the user, and sometimes it is the 
user himself. 

Certificate processing should be divided into 2 steps: the validation process (VP) 
and the decision process (DP). The VP consists of validating the information in a cer-
tificate. Most of this processing requires a computer system (e.g. checking a digital 
signature), some of it requires a human being (e.g. deciding which CA to trust). When 
the VP process is finished, the DP can choose to accept or not the server’s certificate 
and then make a secure connection, an insecure connection or no connection at all 
with the server. The latter decision can be based on the certificate’s validity and other 
information (such as failure to get revocation information). However, today, if the 
browser decides the certificate is valid, it automatically makes the connection without 
asking the user to decide. If the browser decides the certificate is invalid, then it may 
decide to send a warning message to the user, and let the user performs the DP, or it 
may prohibit the user from accessing the web server, and perform the DP itself on be-
half of the user. Worse still, occasionally the browser makes the connection automati-
cally using a certificate which it incorrectly decided was valid, without telling the user 
about this, so that it is opening the user up to potential harm. 

If the browser manufacturers had considered the role of the relying party (RP) as 
two sub-roles, one for the DP and the second for the VP, their behavior could have 
been more consistent. If a human user performs the DP role and the browser performs 
the VP role, then the browser cannot either refuse to make a connection or automati-
cally make a connection. The downside of this is that users may get bored with mak-
ing these decisions and hence always make the connection regardless. If however the 
browser performs both roles (DP and VP), then the three sets of responses that we see 
today are possible, and not all browsers will behave in the same way. 

4   Conclusions 

Which web browser processes SSL certificates in a standardized way? Our experi-
ments have shown that each browser has some non-conformant features. Although the 
browser implementations were mostly compliant with the standards, occasionally the 
standards were ambiguous and subject to multiple interpretations which may explain 
some of the conflicting browser behaviors. Our study was based on an experimental 
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approach to identifying the non-standard behavior and clarifying the ambiguities in 
the standards. 

The solution to these problems is twofold. Firstly, promoting and clarifying the 
standards, and secondly, ensuring the web browsers are compliant to these standards. 
A third approach may be to let the users decide when and if to connect to a web server 
after the browser informs them of the status of a certificate. Our experiments have led 
to a defect report on the X.509 standard that has been balloted and accepted. Also our 
studies show the need for acceptance testing tools to ensure the conformity of web 
browsers to the standards. 
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