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Preface

This book is a collection of scientific papers presented at the German Workshop
on Robotics—a convention of researchers from academia and industry working
on mathematical and algorithmic foundations of robotics, on the design and analy-
sis of robotic systems as well as on robotic applications. As a new event of the
Deutsche Gesellschaft fiir Robotik (DGR, German Robotics Society), the workshop
took place at the Technische Universitit Carolo-Wilhelmina zu Braunschweig on
June 9-10, 2009.

Covering some of the most important ongoing robotics research topics, this vol-
ume contains 31 carefully selected and discussed contributions. All of them were
presented at the workshop that was attended by 80 researchers representing a wide
range of research areas within robotics. The papers are organized in ten scientific
tracks: Kinematic and Dynamic Modeling, Motion Generation, Sensor Integration,
Robot Vision, Robot Programming, Humanoid Robots, Grasping, Medical Robot-
ics, Autonomous Helicopters, and Robot Applications. Two invited talks by Antonio
Bicchi and Atsuo Takanishi presented surveys of research activities in the fields of
human-robot interaction and humanoid robotics.

The Program Committee was comprised of Karsten Berns, Oliver Brock, Wol-
fram Burgard, Martin Buss, Thomas Christaller, Riidiger Dillmann, Bernd Finke-
meyer, Martin Hégele, Bodo Heimann, Dominik Henrich, Gerd Hirzinger, Alois
Knoll, Helge-Bjorn Kuntze, Gisbert Lawitzky, Jiirgen RoBmann, Roland Siegwart,
Markus Vincze, and Heinz Worn. After an extensive review and discussion process,
the committee met at February 17, 2009, and composed the scientific program from
a pool of 49 submissions.

Organizing scientific conventions with a high level of originality cannot be per-
formed by individuals alone. One always has to intercommunicate, to discuss, to
exchange knowledge and experiences — to work together. Without the help of many
people, the organization of the meeting would not have been possible. This includes
all Program Committee members as well as all technical reviewers. A special word
of thanks goes to Ilona Engel for her great and diligent support during all stages of
the organization and, in particular, for the work she did during the workshop. Ralf
Westphal organized the Web site in an excellent way, and he was responsible for the
registration procedure. Regarding design and layout of all handouts, Simon Winkel-
bach was our design specialist for all issues concerning the workshop. The greatest
word of thanks is — of course— due to all authors and participants of the German
Workshop on Robotics. Finally, we would like to acknowledge the financial support
of the Technische Universitit Carolo-Wilhelmina zu Braunschweig and the KUKA
Roboter GmbH.

Braunschweig Torsten Kroger
June 2009 Friedrich M. Wahl
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Joint Dominance Coefficients:
A Sensitivity-Based Measure for Ranking
Robotic Degrees of Freedom

Klaas Klasing, Dirk Wollherr, and Martin Buss

Abstract. Many robotics applications require a weighting scheme for individual
degrees of freedom in a kinematic linkage. Such schemes are used for example in
path and motion planning algorithms to penalize large end-effector movements or
scale distance computations for the retrieval of nearest neighbors. Most often, the
weights are manually picked and heuristically adjusted for specific linkages. In this
paper we propose joint dominance coefficients as a universal tool for estimating the
influence of each degree of freedom of a robot on the overall robot displacement.
The measure is easy to compute, converges quickly and can be applied to any kind
of parameterized kinematic linkage, including tree-structured and closed kinematic
chains. A mathematical derivation is provided along with application examples for
various robotic linkages. The results show that the method accurately and reliably
yields the desired weights.

1 Introduction

Most robotics applications involve kinematic linkages with several degrees of free-
dom (DoF). These DoF arise from revolute or prismatic joints that connect the robot
links. The overall geometry of the robot is usually parameterized by the DoF of
the base link (movement of the robot base) and the joint values (angles for revolute
joints, distances for prismatic joints), which describe the robot configuration. A cen-
tral question for many applications is how the overall robot displacement depends
on the degrees of freedom of the robot. Such a dependency measure is useful for
example in the context of path and motion planning applications, where DoF that
cause larger displacements must be penalized by corresponding weights.

While for prismatic DoF there is a linear relationship between parameter change
and robot displacement, for revolute DoF the overall displacement is a nonlinear
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function of the robot configuration. As an example, consider a 20-link serial kine-
matic chain with equally long links connected by revolute joints. When the chain is
fully extended, an angular change in the first joint has a much larger influence on
overall robot displacement than the same angular change applied to the 19" joint in
the chain. However, for a configuration in which the robot is *folded’ to its minimal
expansion, for both the first and the 19" joint an angular change has the same effect
on overall displacement. The influence of each DoF on robot displacement is there-
fore configuration dependent. The question addressed in this paper is whether there
is a practically feasible way of assessing the influence of each DoF over all possible
robot configurations.

The measure presented in the following provides an automated numeric proce-
dure for assigning a weight to each degree of freedom that correctly captures the
overall influence of the respective DoF on the robot displacement. To the best of
our knowledge there exists no method that is able to generically derive meaningful
coefficients similar to those obtained by our approach.

The remainder of this paper is structured as follows: Section [2] briefly reviews
existing related methods. SectionBlpresents prerequisites, a derivation of joint dom-
inance coefficients as well as an efficient way to calculate the coefficients in practice.
Section ] demonstrates the application of the method to a number of different kine-
matic linkages. A discussion of the results and the applicability of the method is
given in Section[3

2 Related Work

The problem of weighting the links in a kinematic linkage is equivalent to the prob-
lem of scaling an underlying distance metric. In the field mechanism design find-
ing suitable distance metrics for specific linkage topologies is an active research
topic [1 2. In the context of sampling-based path planning suitable distance met-
rics are relevant for effective sampling [3]], nearest neighbor searching [4] and local
planning [3]]. All of these works are related in that they try to provide a consistent
and meaningful notion of distance within the topology defined by the linkage. In
contrast, this paper is not concerned with deriving new metrics for specific linkages.
Instead it aims to provide a universal numeric measure for each DoF in a linkage,
which can then be used to adjust a given metric.

The proposed coefficients can also be used for the analysis of kinematic
linkages. In this respect they are loosely related to swept volume [6l [7]], which
represents a powerful tool for analyzing the reachable workspace of a kinematic
linkage. However, for the simple purpose of finding suitable weights for spec-
ifying DoF displacement influence, swept volume methods are somewhat of an
overkill. While weights similar to the coefficients proposed in this paper could be
derived from swept volume methods for many linkages, these methods are compu-
tationally expensive and require detailed geometric considerations. In contrast, the
proposed joint dominance coefficients only need a parametrization of the forward
kinematics as well as a number of representative points on the linkage. Although
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only moderately sized tree-structured linkages are examined in this paper, the
sampling-based nature of joint dominance coefficients makes them perfectly suit-
able for closed-loop parametrizations, such as [8], as well as systems with many
DoF. In both cases analytical derivation of similar coefficients from swept volume
quickly becomes infeasible because of the complexity increase.

Joint dominance coefficients are also loosely related to the individual Lipschitz
constants that can be used to bound robot displacement for iterative collision check-
ing [3]. While our approach provides an average value per DoF, the Lipschitz
constants represent an upper limit for displacement on a per-DoF basis. To our
knowledge there exists no automated generic procedure for deriving these constants;
in fact in most path planning applications that utilize iterative collision checking, the
DoF scaling is usually hand-tuned until certain displacement constants seem to be
met.

3 Methodology

In this section the concept of joint dominance coefficients is derived and a method
for efficient calculation of the coefficients is presented.

3.1 Distance Metrics

In the following we will assume that a robot .27 (¢) has n degrees of freedom that are
parameterized by a vector g € R", ¢ = [q; ... gn|. The geometry of the robot <7 is
defined over either R? or R?. The set of all possible robot configurations makes up
the so-called configuration space €, or simply C-space [9}[5]]. Each DoF is assumed
to be bounded by joint imits [g; min, @i max)-

A central prerequisite for all research methods that utilize the configuration space
of a robot is a notion of the distance between two configurations ¢ and ¢’. For many
applications a simple Euclidean distance in joint space

pe(q.q) = |la—4|, (1)

works sufficiently well for the purposes of nearest neighbor searching, uniform sam-
pling of configurations etc. However, if the linkage contains many revolute joints,
the metric does not respect the topology of the configuration spac and for many
pairs of configuration (g,q") does not reflect the actual displacement of the robot in
the world.

A much better measure is provided by the so-called robot displacement metric [55]]

po(a,q') = max{|la(q) —a(d)]||} )

! For n+ 1 links attached by n revolute joints the configuration space has the topology of an
n-dimensional torus.
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that yields the maximum distance that any point on the robot <7 has been displaced.
Unfortunately, pp(g,q’) cannot be efficiently computed for generic kinematic link-
ages in practice, however, as we shall see in the following, it is possible to find
efficient approximations.

3.2 Derivation of the Joint Dominance Coefficient Vector

To distinguish between the *importance’ of different degrees of freedom, a so-called
Jjoint dominance coefficient for each DoF/joint is proposed. This coefficient reflects
how much a given degree of freedom influences the overall average displacement of
the robot.

Fig. 1 Several representa-
tive points on a kinematic 1
linkage can be used to

1
. . T
approximate the robot dis- 2 ‘)‘)

placement metric.

o7,

For simplicity of derivation consider the serial kinematic linkage depicted in Fig-
ure [1l Let the position of the end effector (in orange) with respect to frame 3 be
denoted by 3p,. The values of the rotational jointsﬂ will be denoted by ¢, g2, and
q3 and the corresponding homogeneous transformation matrices 71 (¢1), T>(¢3), and
T3(g3). Then, the position of the end effector in world coordinates is given by

pe="T\-'T-°Ts-*p. = f(q). (3)
The local sensitivity of the end effector position f(g) with respect to the value of
the ith joint g; is — for a given configuration ¢* = [q7, ..., iy, i, 4}, (s -+ Gp) —
given by
af(q) /
= i)| - 4
2ai |, fa], )

Note that the sensitivity derivative is a vectorial function of ¢g;. Taking the Euclidean
norm of this vector to obtain its magnitude and integrating over the joint limits of
the respective joint g; yields

" qi,max
alg) = |
4i.min

2 All derivation steps hold for prismatic joints as well as for more complicated tree-
structured linkages, too.

I (i)

.|, da 5)
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which is a scalar measure that indicates how much ¢g; influences end effector dis-
placement over its joint range. Two further adjustments are necessary to obtain a
meaningful coefficient for the entire configuration space: Firstly, sensitivity is a lo-
cal measure that may drastically differ for different configurations. Since the goal is
to have one coefficient per joint for the entire configuration space, the overall mea-
sure is aggregated by randomly sampling n; configurations g7, where j = 1,...,n;.
The average influence of joint g; on the end effector position is then given by

1 5 qi,max
O; = z /

ng j=1 qi,min

I

| dgi. 6
ai||,% ©)

Secondly, a good displacement metric should not only take into account the end
effector, but essentially the movement of any link on the robot. The robot displace-
ment metric from () would be an ideal measure for this but is hard to calculate
in practice. We therefore propose to use a collection of n, representative points
P1,---,Pn, on the robot for expressing the overall displacement. Obviously, the po-
sition of each point is calculated from a sequence of transformation matrices and
can be represented by corresponding functions f1(g),.. ., fu, (¢). Such points would
usually be chosen at the robot base, at the origin of each coordinate frame and at
each end effector. For the simple robot from Figure [[] all highlighted points would
be chosen as representative points.

Then, the overall displacement between two configurations g and ¢’ is expressed
by the new metric

pr(q.q') = Zp, | fi(a) — fi(d)]],- 7
i=1

Therefore, the overall average influence of a given joint on the robot displacement
from (), which we call joint dominance coefficient, is given by

1 np ns qi,max ,
o= XX [ r@
=174

Ns j=1k

i |, 44 ®)

i,min

When calculated for each joint, the resulting vector 6 = [0 - - - 0, of joint domi-
nance coefficients should be normalized to obtain

O
1 o 1
loll, loll,

*

(o

©)

n

This joint dominance coefficient vector indicates what percentage of the overall av-
erage displacement of a robot is caused by each degree of freedom.
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3.3 Calculation of the Joint Dominance Coefficient Vector

In a practical implementation, the calculation of the partial derivatives f’(g;) as well
as the analytical evaluation of the integral would require a symbolic math engine.
Although the derivatives exhibit a certain structure and can be broken down into a
finite series of sin and cos expressions that stem from the transformation matrices,
arbitrary kinematic linkages may still cause arbitrarily complex symbolic terms that
need to be integrated. For efficient calculation of ¢ it is therefore desirable to have
a numeric approximation of (§). Such an approximation can be achieved in two
steps: Firstly, the derivative is substituted by a difference quotient, and secondly
the integration is replaced by a summation. To this end each degree of freedom
is gridded at a certain resolution and n, samples ¢; 1,...,q;,, are placed evenly
between g; uin and g; jmax, 1.€. i1 = qi min and g, », = g; max. For notational feasibility,
let g(i,k,1) denote the kth randomly generated configuration vector for which the ith
entry (corresponding to the ith DoF) has been set to g; ;. Then the resulting term for
the approximated joint dominance coefficient is

np ng np—1

LY S S itk )~ ek + )] (10)

”S,1k111

Since the vector is normalized in the end and n; is the same for all degrees of
freedom the factor nlJ can be dropped. After rearranging the order of summation,
one obtains

ng ny—1

ZZPP (i, j.k),q(i, jk+1)), (11)

=1 k=1

where p is the displacement metric from (7).

To summarize, 6* is calculated by generating n, random configurations, comput-
ing — for each configuration — the displacement pp between each two consecutive
configurations spaced at n, even steps in [qi7ml-n,qi7mux] for the ith degree of freedom,
adding all displacements for each i and finally normalizing the vector. Note that the
estimation has a runtime complexity of O(n - ng-n,) and thus is linear in the number
of DoF.

3.4 Remarks

Several remarks are in order for the chosen way of calculating the coefficients.
Firstly, the algorithm relies on random sampling to aggregate the local sensitivity-
based measures to an overall measure for the entire configuration space. Random
sampling was preferred over sampling on a grid, because the number of samples
on a grid increases exponentially with the number of DoF. In fact this is the same
problem that led researchers to turn to sampling-based path planning as a means
for solving high-dimensional planning problems. Consequently, much the same
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requirements apply for the sampling sequence. Since we try to achieve a fairly uni-
form covering of the configuration space with a finite number of ng samples, the
sampling sequence should be dense [3]]. For our purposes we used uniform random
sampling in the hypercube bounded by the individual [g; min, @i max). A deterministic
(quasi-random) alternative would be the use of Halton points [10]. Since the number
of samples is known beforehand it is also possible to use Hammersley points [11]] or
lattice sampling [12]).

A second remark concerns the convergence of the computation. A detailed proof
is omitted due to space constraints but can be constructed along the following lines:
The integral in the inner term of (),

/qllmax
q

i,min

I ()

i |, 44 (12)

has been replaced by its Riemann sum in (I0), which implies asymptotic conver-
gence as n, grows. The convergence of the overall coefficient with growing n, then
depends on the continuous differentiability of the configuration space manifold, and
the denseness of the sampling sequence. An empirical study of the convergence is
presented in the following section, which allows for specifying recommended values
for n, and ny.

4 Application to Kinematic Linkages

To evaluate the meaningfulness of the proposed coefficients, the method was applied
to the four kinematic linkages depicted in Figure[2l All of them represent robots in a

Table 1 Admissable DoF ranges for each robot.

Robot DoF qi,min qi,max
simple3 1 -15m 15m
2 -100° 100°
3 -90° 90°
snake6 1,2 -21.5m 21.5m
3 -180° 180°
4,5,6 -90° 90°
crab11 1,2 -25m 25m
3 -180° 180°
4,6,8,10 -55° 55°
5,79,11 -20° 20°
tree11 1,3,4,5,6,8,9,10,11 -20° 20°

2,7 -45° 45°
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>

(a) simple3 (b) snake6 (c) crabi1 (d) treetd

Fig. 2 Four robots used for evaluation: (a) A simple robot with 3 DoF (b) A snake robot with
6 DoF (c) A crab-like robot with 11 DoF (d) A tree-like robot with 11 DoF.
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Fig. 3 Joint dominance coefficients of the four robots. Translational and rotational DoF of
the base link have the strongest influence (a), (b), and (c). For each DoF the coefficient nicely
reflects the position in the kinematic tree and the available joint range.
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Fig. 4 Convergence of the first joint dominance coefficient of the crab11 robot.

2D world. Their respective degrees of freedom are marked by the numbered circles.
The simple3 robot in Figure Pla) can move in the horizontal direction and actuate
its rotational joints. Both the snake6 robot and the crab11 robot can translate and
rotate freely in the plane and actuate all indicated degrees of freedom. The tree11
robot has a fixed base, but can actuate any of its revolute joints.

Table [1 lists the admissable range of each DoF for all four robots. The transla-
tional DoF were constrained to the ranges usually used in planning scenarios, i.e.
the size of the workcell the robot would move in.

The joint dominance coefficient vectors of the four robots are shown in
Figures[3(a)-(d). The coefficients were calculated with n, = 20 and ny = 100. Quite
clearly, the values nicely reflect the overall influence of each DoF. The translational
DoF of the base dominate because they cause the largest displacement, regardless
of the remaining configuration. After that, the rotation of the base has the great-
est influence, followed by the hierarchy of the individual DoF in the kinematic
tree.

Figure@shows the value of the first joint dominance coefficient o7 of the crab11
robot plotted over different values of n, and nﬂ It can be seen that the value con-
verges quite quickly in n, and decently fast in ng. For n, > 10 and ng > 50 the value
remains invariant in the first three significant digits. Individual simulations over 7,
and n; for the other robots showed the exact same convergence behavior.

3 Equivalent results would be obtained for a 3D world, as the displacement is measured by
the sum of Euclidean distances and the joints are assumed to have only one revolute or
prismatic DoF each.

4 Since the algorithm uses random sampling, each value was averaged over 20 runs. The
variance was observed to converge proportionally with the mean.
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5 Conclusion

In this paper we have presented Joint Dominance Coefficients, a novel numeric pro-
cedure for estimating the influence of each DoF in a kinematic linkage on the over-
all displacement. The algorithm makes use of random sampling in the configuration
space to assess the displacement caused by a change in each DoF over its range. The
method was observed to converge quickly and yield meaningful weights for various
tree-structured kinematic linkages.

The presented applications mainly stem from our involvement with sampling-
based path planning. In fact the proposed method was developed to overcome the
repeatedly encountered problem of manually having to pick suitable weights for
a given linkage; however, we expect that it can be useful far beyond the domain
in which we have examined it. Future research could aim at extending the method
to the mentioned Lipschitz constants or to providing coefficients for dynamic con-
straints, i.e. maximum joint velocities.

Acknowledgements. This work is supported in part within the DFG excellence initiative
research cluster Cognition for Technical Systems — CoTeSys, see also www . cotesys.org.

References

1. Angeles, J.: Fundamentals of Robotic Mechanical Systems: Theory, Methods, and Algo-
rithms (Mechanical Engineering Series). Springer, New York (2006)

2. Eberharter, J., Ravani, B.: Local metrics for rigid body displacements. Journal of Me-
chanical Design 126, 805-812 (2004)

3. Kuffner, J.: Effective sampling and distance metrics for 3d rigid body path planning. In:
Proceedings of the IEEE International Conference on Robotics and Automation, ICRA
(2004)

4. Yershova, A., LaValle, S.M.: Efficient nearest neighbor searching for motion planning.
In: Proceedings of the IEEE International Conference on Robotics and Automation
(2002)

5. LaValle, S.M.: Planning Algorithms. Cambridge University Press, Cambridge (2006)

6. Abdel-Malek, K., Blackmore, D., Joy, K.: Swept volumes: Foundations, perspectives,
and applications. International Journal of Shape Modeling (2002)

7. Weld, J.D., Leu, M.C.: Geometric representation of swept volumes with application to
polyhedral objects. Int. J. Rob. Res. 9(5), 105-117 (1990)

8. Tang, X., Thomas, S.L., Amato, N.M.: Planning with reachable distances: Fast enforce-
ment of closure constraints. In: Proceedings of the IEEE ICRA (2007)

9. Latombe, J.-C.: Robot Motion Planning. Kluwer, Norwell (1991)

10. Halton, J.H.: On the efficiency of certain quasi-random sequences of points in evaluating
multi-dimensional integrals. Numerische Mathematik 2, 84-90 (1960)

11. Hammersley, J.M.: Monte-Carlo methods for solving multivariable problems. Annals of
the New York Academy of Science 86, 844-874 (1960)

12. Matousek, J.: Geometric Discrepancy. Springer, Berlin (1999)



Learning Kinematics from Direct
Self-Observation Using Nearest-Neighbor
Methods

Hannes Schulz, Lionel Ott, Jiirgen Sturm, and Wolfram Burgard

Abstract. Commonly, the inverse kinematic function of robotic manipulators is de-
rived analytically from the robot model. However, there are cases in which a model
is not a priori available. In this paper, we propose an approach that enables an au-
tonomous robot to estimate the inverse kinematic function on-the-fly directly from
self-observation and without a given kinematic model. The robot executes randomly
sampled joint configurations and observes the resulting world positions. To approx-
imate the inverse kinematic function, we propose to use instance-based learning
techniques such as Nearest Neighbor and Linear Weighted Regression. After learn-
ing, the robot can take advantage of the learned model to build roadmaps for motion
planning. A further advantage of our approach is that the environment can implic-
itly be represented by the sample configurations. We analyze properties of this ap-
proach and present results obtained from experiments on a real 6-DOF robot and
from simulation. We show that our approach allows us to accurately control robots
with unknown kinematic models of various complexity and joint types.

1 Introduction

Robotic manipulators typically require a Cartesian controller that maps the three-
dimensional world space coordinates to joint configurations. The equations for the
inverse kinematics can analytically be derived in advance when a robot model is
available. Careful parameter calibration then ensures high accuracy in positioning
tasks.

In the emerging field of home robotics, robots are likely to be assembled without
surveillance of an engineer, meaning that no accurate construction model is avail-
able at design time. Further, home robots need to operate for extended periods of
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Fig. 1 Schematic overview of the proposed controller. Configurations are sent to the robot,
the world-position is visually observed and recorded. Configurations for novel world posi-
tions are obtained by locally interpolating between known configurations.

time, during which they might be subject to damage, inaccurate repairs or other
unforeseen modifications. This requires the development of new approaches to ro-
bust self-adaptation of the robot’s internal kinematic models.

In this paper we introduce methods that can be used to approximate the inverse
kinematic function without an a priori model. The robot visually observes the effects
of its motor-commands on the position of its end-effector. The robot can then use
these observations to estimate the kinematic function using nearest-neighbor meth-
ods (Figure[T)). The remainder of this paper is organized as follows: SectionPlrelates
our paper to other approaches on kinematic learning. In Section[3 we introduce our
approach on using nearest-neighbor methods for inverse kinematics estimation and
planning. In Sectiond] we analyze the performance and robustness in experiments
on a real robot and in simulation.

2 Related Work

The problem of learning kinematics of robots has been investigated heavily in the
past. In classical engineering, a typical solution starts out with a parameterized for-
ward model, whose parameters are iteratively optimized in order to minimize the
prediction error. However, only few approaches exist that do not rely on such a pri-
ori models of the robot.

Dearden and Demiris [2] present a method which estimates the parameters for
the motion and observation model of a recursive Bayesian filter from visual obser-
vations. Whereas this approach has been applied successfully to a gripper with two
separately controlled fingers, the sheer size of the parameter space prevents us from
the direct application to highly complex robots. Sturm et al.[9] presented an alter-
native method that also uses Bayesian networks to estimate the robot model. In this
work, the networks are learned by visually observing the individual parts of the
robot while performing random movements. The authors estimate the global robot
structure by learning the actuator models and finding the network topology that best
explains the data in terms of data likelihood. The resulting model can then be used
to predict the end-effector pose, so that gradient descent strategies can be applied
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for solving inverse kinematics. Our method presented in this paper, being simpler
in nature, requires only a single marker on the end-effector instead of a marker for
every rigid body part.

In the approach presented by Cheah et al.[1], the robot learns, instead of the end-
effector position, only the Jacobian, which describes the first derivative of the robot’s
kinematics and dynamics, using the visually observed world position of the end-
effector, the joint velocities and configurations. The Jacobian can then be applied for
calculating the inverse kinematics. The approach is evaluated on 2-DOF (degrees of
freedom) robots in a 2D workspace only. In our experiments we demonstrate, that
our approach also works in the full 3D space and also with up to 6-DOF.

In the area of visual servoing (see the work by Malis for an overview [8]) the
robotic arm is typically controlled locally by observing the effect of motor com-
mands on the end-effector in the image space. As visual servoing is a pure online-
technique that relies on visual feedback, it cannot be used for (offline) planning. We
could however apply visual servoing to improve the accuracy of our method after a
plan has been generated.

To sum up, compared to previous approaches our method does not rely on prior
knowledge of the robot model, it scales better even with an increasing number of
DOF, and allows for global planning. Additionally, our approach is able to implicitly
represent the environment and to handle self-collisions.

3 The Model-Free Approach

We collect data by sending a configuration request ¢ = (¢1,42,...,4,) to a robot
with n joints and observing the resulting end-effector position x = (x;,x5,x3) in 3D
space. After m trials, this results in a kinematic database

S= (<q1,x1>7<q2,x2>,...,(qm,xm>).

If a collision is encountered, the corresponding sample is rejected. We describe two
online learning methods for estimating the inverse kinematics from the acquired
data. This allows us to generate a valid configuration q for a given target position x.
We furthermore present an approach for planning based on the kinematic database.

3.1 Nearest Neighbor Method

Using a probabilistic formalization, we assume that the collected samples in S are
drawn from a joint probability distribution p(q,x) defined by the unknown under-
lying mechanical model. Estimating a configuration "¢ that is supposed to yield
x'8 then corresponds to finding a configuration that maximizes the conditional
probability

target target )

q"* = argmax p(q[x
q
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q q
o)
starget
NWN q NWN
ytarget X ytarget pY
(a) Nearest Neighbor (b) Linear Weighted Regression

Fig. 2 Visualization of our approach for a 1-DOF robot. (a) Shaded areas: Collected samples,
NWN: Nearest world-neighbor of x'3¢t, Horizontal line: Joint position §%"¢° associated with
NWN. (b) Circles: Subset of collected samples which are close to NWN in configuration
space, Shaded area: p(q,x), with an assumed linear relationship between x and ¢. Evaluation
of fitted linear function g(x) at the desired world position x"*"€® yields desired configuration

§*'&, Lighter shading of samples indicates higher world space distance to x'4'€°t and thus
less influence on the slope of g(x).

As a first approximation, we search for the closest world-neighbor to the target loca-

tion x""€! in our database, and assign the associated joint value to """
~target . target i
qe :argmm”x g —X’H2 (1)

q'eS

This idea is also visualized for a 1-DOF robot in Figure 2al

There are two obvious disadvantages of this method: First, it is sensitive to the
noise in the observations. Second, the accuracy of the method is directly related to
the sample density in S. Interestingly, it does not rely on the dimensionality of q
or the effective complexity of the mapping between configuration space and world
space; in particular, the database lookups can be implemented very efficiently for
example by using KD-trees [4]. Also, in the noise-free case, the nearest neighbor
(NN) method will converge to the true function in the limit.

3.2 Linear Weighted Regression

To improve the NN method one can interpolate between the k-nearest neighbors
in configuration space. However, this interpolation is not straightforward since the
configurations resulting in a single world position are ambiguous, as a robot may
have multiple ways to approach it. We solve this problem by interpolating only
between configurations that are “close” in configuration space. We start by selecting
the nearest neighbor (q",x") to x*& in world space and from there select the set
of k nearest neighbors in configuration space:
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S=argmin Y |[lq—q"| 2
SCS,|S|=k (q,x)eS

This locally selected subset S of kinematic samples can now be used for interpola-
tion, because all samples in S are neighbors in configuration space.

Note that rotational joints, for example, move the end-effector on a circular path.
Even though it is possible to interpolate between the joint angles, the information
how a joint affects the position of the end-effector is part of the model, which is not
available. We assume that the actuators are locally linear, allowing us to fit a linear
model to the samples in S such that for a 1-DOF robot whe have

V{(q,X) € S: g =w3x3+woxs +wixi +wy, 3)

where w = (w3, wy, wy,wp) is the weight vector defining a plane.

Since the data contains observation noise and the assumption of local linearity is
only an approximation, the linear model will not fit perfectly. Therefore, we estimate
w from the least-squares solution

~ . . . . . 2 .
W = argmin z (q’ — (w3x5 +waxy +wix) + wo)) = argmin || Xw — Q||§7 %)
w steS w

where X € R¥*# with N = |§] is the number of joint neighbors used. Q0 € R¥*! are
the corresponding joint values and w € R**! are the weights we want to estimate.
Using SVD [55], Equation @) can be solved efficiently. To reduce the effects of non-
linearity, we weight the error introduced by a sample and thus its influence on the
slope of the function by the inverse of its squared world space distance to x'&t,
Given the weights W, we can determine the configuration §*'¢* for a novel world
position X"t a5

At t ~ target -~ target ~ target ~
argmax p(g|x) & U = W3xy © + WXy WX, S 4+ W
q

When this method is extended to multiple joints, the weight vector w needs to to
be replaced by a weight matrix W. This would treat the individual joints as being
independent during the maximization of p(q|x"®€®"). Of course, this is not the case,
choosing the value of one joint limits the possible values of subsequent joints. Ac-
tually, finding the configuration with highest likelihood of leading to a pose x®€%! in-
volves finding the global maximum, i.e., computing argmax,, , p(qi,-..,qn[X"*).
We suggest to find this maximum greedily by factorizing this probability distribution
according to the chain rule as

target target )

= argmax p(q1,...,qu|X
q1---4n

= argmax p(q1|x"¢) p(qa|x
q1---4n

q

target target

76]1)---p(qn\X 7q]7“‘7Qn71)
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and then maximizing the factors one by one, extending the linear least-squares
model from Equation (@) for each joint:
argmax,, p(qi[x™"&")

qtarget — argmax,, p(qZ |X

target

target

argmax,, p(qn[x“¥,q1,...,qn-1)

In this way, the linearization of the kinematic model for each joint takes into account
all previous joints. Note that the factorization in Equation (@) is valid even for an
arbitrary order of the joints.

3.3 Path Planning

With the methods described above, we can infer joint configurations that move the
robot arm to previously un-encountered target positions. The data stored in the kine-
matic database S implicitly encodes information about the robot itself and the sur-
roundings, as it contains only samples from accessible, obstacle-free regions both
in configuration space and world space. In the following, we present a planning
method based on probabilistic roadmaps [[7]. Planning is performed directly in the
kinematic database, by using a cost metric combining world space and configuration
space metrics.

From our kinematic database, we create a undirected graph with the nodes cor-
responding to the samples in the kinematic database. Two nodes s',s/ € S are as-
sumed to be connected in the graph, when they are close in world space, i.e.,
I =], < .

The planning problem then reduces to finding the shortest path (7(0),...,7(n))
through the graph [6]. To avoid long initial paths and to get as close as possible to
the target, we add a starting node at the current configuration ™™ of the robot,
and an ending node close to x'48t;

5" = argmin ||qi —q s"") = argmin ||xi —XtaIgetﬂz.
s'eS s'eS

current
27

We find the shortest path using the A* algorithm. Our cost function takes into ac-
count differences in world space and in configuration space:

nil (a ’ g _qir(i+1>H2> ’
2

i=0

0] _Xn(H-l)H +B ‘
2

where o = 1/dnax, and B can be set likewise to 1 divided by the maximum joint
distance. The squared joint-distance causes the planner to prefer many small steps
through the roadmap instead of one large one. This increases the resolution of the
controlled path and simultaneously penalizes shortcuts through potential obstacles
that appear as unpopulated regions in the roadmap.
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Fig. 3 Robots used for testing. (a) Robots with rotational and prismatic (“rails”) joints, (b)
Simulated 6-DOF robot, and (c) Real-world 6-DOF counterpart.

4 Results

We first investigate the performance of both methods for a varying number of joints.
Then, the influence of different joint types is evaluated. Finally we applied the meth-
ods to both a simulated version of our 6-DOF robot and the real robot composed of
rotatory Schunk PowerCube modules.

4.1 Positioning Accuracy

We compared the accuracy of the a simulated robot with 3 versus 6 active joints.
The results are displayed in Figure dal For an arm length of 100cm operating in a
hemisphere. The Nearest Neighbor method achieves an accuracy of 9.0cm (3-DOF)
and 10.7 cm (6-DOF) with 300 samples, while Linear Weighted Regression obtains
an accuracy of 5.2cm and 8.3 cm, respectively. Note that the decrease in accuracy of
Nearest Neighbor can only be attributed to the increasing workspace volume. Linear
Weighted Regression, however, additionally suffers from the increasing dimension-
ality in configuration space, nevertheless it outperforms Nearest Neighbor in both
cases.

Another property we investigated was the ability to cope with different types
of joints. For this purpose, we constructed two robots. The first robot (similar to
Figure has five rotational joints in the arm. For the second robot (Figure 3a) we
replaced three rotational joints with prismatic joints.

Analyzing the accuracy of both methods, we find that Linear Weighted Regres-
sion outperforms Nearest Neighbor on both robots (Figure[dh)). As expected, Nearest
Neighbor performance drops when the workspace volume increases. The accuracy
of Linear Weighted Regression increases since prismatic joints conform to the lin-
earity assumption and are thus better suited for interpolation.
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Comparison by Joint Count Accuracy vs. Robot Complexity (500 Samples)
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Fig. 4 (a) Accuracy of our methods on 3 and 6-DOF robots with arm length of 1m. (b)
Prismatic joints (conform to linearity assumption) increase accuracy of LWR, although
workspace volume increases. Contrarily, Nearest Neighbor (NN) performance decreases.
Model A contains only rotational joints, while Model B contains prismatic joints as well.

Accuracy (mm)
Accuracy (mm)

4.2 Real Robot Evaluation

The following experiments aim at evaluating the general performance of the ap-
proaches with a complex robot, with six rotational joints. Our robot “Zora”, de-
picted in Figure Bd consists of a B21 base and a robotic arm composed of Schunk
Powercubes on top with a total length of 100cm.

In order to observe the 3D position of the end-effector, we placed a 20cm x 20cm
x 20cm AR-Toolkit [3] marker cube on it (Figure[3d). We inferred the end-effector
position from the 6D pose of the observed markers, with an average observation ac-
curacy of 7.4cm. Alternatively, motion capturing systems or a robot-mounted cam-
era observing its position with respect to the environment could be used.

The database S was filled with 250 samples by sending a joint-configuration to
the robot and observing the resulting world position of the end-effector. The record-
ing took approximately two hours. These joint-configurations were generated by
choosing a random value for each joint.

We evaluated our methods in simulation by determining the accuracy of our sim-
ulated robot with respect to the samples gathered on the real robot for noise-free
ground truth comparison.

With Nearest Neighbor, we achieved a positioning accuracy of 8.2cm (0 =
6.0cm), whereas we determined the accuracy of Linear Weighted Regression to
be 5.7cm (0 = 5.8cm). The reported values were obtained on an arm with a length
of 100cm.

4.3 Path Planning

We qualitatively tested our planning system described in Section 3.3l To this end,
we constructed a simple test environment containing a 2-DOF planar robot and two
obstacles. The robot had to move to random positions in its workspace. We then
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Planning in Configuration Space Planning in World Space
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Fig. 5 Planning in configuration space (left) and world space (right). Our method is able to
find a path short in both spaces. Blue regions indicate areas inaccessible to the robot (self-
collisions, obstacles). Yellow: recorded samples. Blue lines: roadmap of Planner. Red lines:
sample trajectory.

analyzed the resulting trajectories. The 2D visualization of world space and the
corresponding configuration space with a sample trajectory is displayed in Figure[3l

Although the trajectory does not run close to obstacles in world space, the corre-
sponding configuration space trajectory is avoiding such an obstacle by following
a curved path. Moreover, the path is curved more than necessary in configuration
space to allow an almost straight path in world space. It therefore seems that our
approach can help to circumvent problems that would occur if planning was only
performed in configuration space.

5 Conclusions

In this paper, we presented a general and efficient approach to learn the inverse kine-
matic function for robots with unknown mechanical design. In contrast to classical
approaches, which require the knowlege of the model to determine the kinematic
function, we collect data consisting of visually observed end-effector positions and
the corresponding robot configurations. We then locally approximate the inverse
kinematic function. Further, we showed how a planner can construct a probabilistic
roadmap directly from the kinematic database. In experiments carried out with sim-
ulated and real robots with varying number of DOFs and joint types, we obtained
accurate positioning results.

In future work, we would like to extend the world space representation to full 6D,
i.e., control both the translational and rotational components. For the planning, we
want to additionally include those kinematic samples that were previously rejected
due to (self-)collisions. Thanks to the simplicity and efficiency of our approach, we
plan to realize a real-time implementation on an embedded device in near future.
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Guidelines for Low Mass and Low Inertia
Dynamic Balancing of Mechanisms and Robotics

Volkert van der Wijk and Just L. Herder

Abstract. Dynamic balance of machines is important when, for example, high pre-
cision in combination with low cycle times is necessary. One of the major problems
with dynamic balancing is that considerable mass and considerable inertia need to
be added to the mechanism. So far, only a few studies have been carried out into the
comparison of various dynamic balancing principles in order to reduce these addi-
tions. Based on the findings of these studies, this paper aims to formulate guidelines
for the design of dynamically balanced mechanisms with low mass and low inertia
additions. Furthermore, the influence of limited design space on the resulting mass
and inertia is investigated.

1 Introduction

Whenever mechanisms and robots have to move at high speeds, dynamic motion of
the machine elements induces vibrations (shaking forces and shaking moments) to
their base and surroundings, causing noise, wear and fatigue [6], discomfort and
inaccuracy [12]]. Dynamically balanced mechanisms (i.e. mechanisms of which both
linear momentum and angular momentum are constant) however do not induce vi-
brations. Therefore, high accuracy in combination with low cycle times is possible.
Further advantages include that in factories, machines do not influence one another
and floors do not need a special construction to withstand machine’s dynamic loads.
For moving objects and vehicles (at the ground or in space), dynamic balance is
important to maintain position, orientation and stability [} [T]].

One of the major problems with dynamic balancing is that a considerable amount
of mass and a considerable amount of inertia need to be added to the mechanism
[4, [12], while generally also the complexity of the mechanism is increased. As an
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example, Wu and Gosselin in 2005 [14] were the first to completely dynamically
balance a 6-Degree-of-Freedom (DoF) spatial parallel mechanism. However to bal-
ance a payload of 50 grams, 15 counter-masses (CM) and 9 counter-inertias (ClI,
counter-rotating elements), totalling 4.5 kg, had to be added, yielding a ratio of bal-
ancer elements’ total mass over payload of 90.

It is likely that this disadvantage is an important reason for the limited research
and application interest in dynamic balancing. In (planar) machines, dynamic bal-
ancing is more common than in (spatial) robotics. To reduce the increase of mass
and inertia, and hence complexity, to an acceptable level, dynamic balancing usu-
ally is done partly. The most common approaches include to only force balance
some elements [6} 7], to dynamically balance some specific frequencies [2], and
constrained optimization of design parameters [9]. However, to reach the accuracy
in combination with the production speed that future mechanisms and robotics will
need to have, complete dynamic balancing (i.e. eliminating all shaking forces and
shaking moments) with a low addition of mass and inertia is necessary.

Only few studies and numerical experiments have been done concerned with the
comparison of general balancing principles regarding their addition of mass and
addition of inertia [4} [12] (13} [TT]]. These studies argue that, for the investigated bal-
ancing principles, dynamic balancing tends to increase the mass and inertia consid-
erably. In the case that both low mass and low inertia are of concern, the balancing
principle of *duplicate mechanisms’ (Fig. [Th), where three axial and mirror copies
of the initial mechanism are added and altogether result in a dynamically balanced
system, proved to be the most advantageous balancing principle. It also turned out
that the use of ’Counter-Rotary Counter-Masses’ (Fig. [Ib), where the CM for force
balancing also is used as CI for moment balancing, is more advantageous than the
common practice of applying separate CI’s for moment balancing (Fig.[Ik).

The objective of this article is to formulate general guidelines for the develop-
ment of dynamically balanced machinery that have a minimum of additional mass
and a minimum of additional inertia, based on the literature cited above. In addition,
the influence of the design space, i.e. the space that is available for the balancing ele-
ments, is taken into account, since in practise this often has a considerable influence
on the performance.

There is a difference between the inertia of an element and the inertia of the
mechanism. This paper deals with the minimization of the inertia of the mechanism,
which is represented by the reduced inertia as defined in [8]. This is the inertia of
the mechanism reduced to the input parameters, in fact the inertia that an actuator
feels when driving the system.

The discussion of low mass and low inertia dynamic balancing is divided in three
different sections. First the influence of the balancing principles and their applica-
tion, i.e. the resulting balancing architecture, on the mass and inertia additions is
discussed. The influence of the balancing parameters, i.e. the masses and dimen-
sions of the elements, is treated in the second section. The third section investigates
the influence of the design space on the mass and inertia additions in dynamically
balanced mechanisms. After these three sections general guidelines for low mass
and low inertia dynamic balancing are formulated and listed.
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2 Influence of Balancing Architecture

The architecture of the elements that are added to the mechanism for dynamic bal-
ancing, influences the addition of mass and the addition of inertia. The architec-
ture of these balancing elements depends both on the choice of balancing principle
with which the mechanism is balanced and how the chosen balancing principle is
applied. In [12] and [13], from literature concerning planar and spatial, serial and
parallel mechanisms, in total three fundamental and generally applicable balancing
principles were found, which are shown in Fig.[Il Figure [Th shows the principle of
duplicate mechanisms (DM). Although for moment balancing a single mirror copy
would be sufficient, three horizontal and vertical mirror copies of the initial mecha-
nism are necessary for the full elimination of the shaking forces in both horizontal
and vertical direction. Figure [Tk shows the principle of Separate Counter-Inertias
(SCI), where a counter-mass (CM) (m*) is used for force balancing only, while mo-
ment balancing is accomplished with a separate counter-inertia (CI) (If)). Figure[Tb
shows the principle of Counter-Rotary Counter-Masses (CRCM) where the moment
is balanced by using the inertia of the CM (I*) itself.

The influence of the architecture of these principles on the addition of mass and
inertia depends on the contribution of the balancing elements to the dynamic bal-
ance [13]]. For the SCI-principle, the CM does only contribute to the force-balance,
however the inertia of the CM increases the inertia of the mechanism and since the
inertia is balanced by the CI, the inertia of the CI increases also. For the CRCM
principle, the CM contributes to both the force and moment balance. The inertia of
the CM is directly used to balance the inertia of the mechanism.

The influence of the element contribution to the dynamic balance is also shown in
[10], where a double pendulum is balanced with CRCMs as shown in Fig.[2l There
are various ways to apply the CRCM principle to a double pendulum, for instance
by simply stacking two CRCM-balanced links with the configuration of Fig. [Tb.

Fig. 1 General balancing principles, balancing by using (a) Duplicate Mechanisms (DM),
(b) Counter-Rotary Counter-Masses (CRCM) and (c) Counter-Masses and Separate Counter-
Inertias (SCI) (source [13]]).
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However the configuration of Fig.[2|showed to be most advantageous for low inertia
addition, since the inertia I; of the CRCM of link 2 is balancing the moment of
link 2 for any motion of the linkage, while it does not influence the inertia I} of the
CRCM at link 1.

Regarding the addition of mass, both the CRCM and SCI principle have the same
problem. Although the CM m} contributes to the dynamic balance of link 2, it nega-
tively influences CM m . In fact CM m itself must also be balanced, which is done
by CM mj and is an important source of mass addition. The reason for this is that
CM mj is balancing link 2 about a moving point, while if link 2 would be balanced
about a fixed point directly, the problem would be eliminated.

An example of this is shown in [T1]], where a double pendulum is balanced with
only one CRCM (as a balanced pantograph). The problem in this case is that, in
order to balance both the force and moment of each link for any motion, the mass
distribution is not constant, even though the CoM remains stationary at the fixed
point O. This means that the inertia of the mechanism depends on the position and
velocity of the mechanism. Hence it is not possible to balance the moment of this
mechanism solely with mechanical elements (passive balancing). In [I1] this prob-
lem is solved by actively counter-rotating the CRCM with an additional actuator
(active balancing). The results indeed show that this approach is more advantageous
than the passive approach with CRCMs.

The contribution of the balancing elements to the dynamic balance is not the
reason why the DM principle turned out to be the most advantageous for low mass
and low inertia dynamic balancing. Since one mirror copy is sufficient for balancing
the moment of the mechanism, the two other copies only contribute to the force
balance, however they increase the inertia of the mechanism. The advantage of the
DM principle will become clear in the next section.

In summary, an architecture in which all balancing elements contribute to both
the force and moment balance and where the mechanism is force balanced about a

Fig. 2 CRCM principle ap-
plied to a double pendulum
in a low inertia configura-
tion. Because the CRCM of
link 2 at point C is driven
by a chain connection with
a gear that is mounted on
the base at O, the inertia
I3 of this CRCM does not
influence the inertia I} of
the CRCM at link 1 (source
(10).
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stationary point directly is most advantageous for dynamic balancing with low mass
and low inertia addition. This applies to any mechanism, from single-DoF planar to
multi-DoF spatial. Expanding the idea of combining the function of force balancing
and the function of moment balancing into the same element to the architecture of
the mechanism itself, it could be stated that for low mass and a low inertia dyna-
mically balanced mechanisms all the mechanism links should be, besides kinemati-
cally relevant, also dynamically relevant by contributing to the dynamic balance.

3 Influence of Balancing Parameters

From the studies in [11]], [12]] and it can be concluded that the main parameters
of the balancing elements of concern for the addition of mass and addition of iner-
tia are the position of the CM with respect to its center-of-rotation (CoR) and the
transmission ratio of the counter-rotation with the rotation of the mechanism. The
former parameter determines the mass of the CM and the mechanism inertia to be
balanced while the latter determines the inertia of the CI.

Two other parameters that influence the mass and inertia addition are the mass
distribution (inertia) of the CM that is not used for moment balancing and the mass
of the CI that is not used for force balancing. While the former influences the mech-
anism inertia to be balanced, the latter influences the total mass of the system. Of a
CM that is also used as CI, the mass distribution is determined solely by the main
parameters.

Table 1 Equations for force balance, moment balance, mechanism inertia and total mass for
the CRCM and the SCI principle of the mechanisms in Fig. [Tl (source [13])).

CRCM principle SCI principle
Force Balance:  ml =m*Il* ml = m*[*
Dynamic Balance: 1 +mi? +m*I*> +kI* =0 T+ml? + T +m* 2 4 kI =0
Mechanism Inertia: Ig?d =I+ml?+m* 12+ k¥ Ig?d =I+mlP?+T" +m* "> + 2L,
Total Mass:  myoy = m+m* Moy = m+m* +m,

In the influence of these parameters becomes most clear by using the mech-
anisms of Fig. [[] as an example. The equations for the force balance, the moment
balance, the mechanism inertia and the total mass of the mechanisms are given in
Table[Il Substituting the force balance and moment balance equations in the equa-
tions of the total mass and mechanism inertia results for the CRCM principle in

I
mt()t :m<1+l*> (1)
150 = I mlP + mil* + k (I +mi + mll) S
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and for the SCI principle in

l "
Myor :m<1—|—l*>—|—ma (3)
150 = T4 mlP - mll* + I 4k (I +mi® + mil* + 1) )

For the DM principle the equations for the mechanism inertia and total mass are

Mot = 4m (5)
154 = 4(I+ml?) (6)

In this example the position of the CM is represented by /* and the transmission
ratio by k. For the SCR principle it is visible that besides the influence of [* and &,
the mass of the CI my; influences the total mass and the mass distribution of the CM
I influences the inertia of the mechanism, while these influences do not exist for
the CRCM principle since the inertia of the CM is used as CI. The equations for the
DM principle do not have any balancing parameters. The only possibility is to copy
the initial mechanism three times.

For both the CRCM as the SCI principle holds that a large transmission ratio
results into a large mechanism inertia. According to the equation of the moment
balance in Table[I] a large transmission ratio results into a small inertia of the CI.
This implies that for a low addition of mechanism inertia, the inertia of the CI should
be large. The explanation for this is the quadratic appearance of the transmission
ratio in the equations of the mechanism inertia.

This last observation is the reason why the DM principle proved to be the most
advantageous for the combination of low mass and low inertia dynamic balancing.
The transmission ratio of the DM principle is relatively low (—1) and the inertia of
the counter rotating elements is large, since their inertias depend on the length of
the links which have a relatively large size. Generally, links can be characterized by
having a relatively large inertia with respect to their mass.

A large [* results for both the CRCM as the SCI principle into a low total mass
but also into a large inertia of the mechanism. This means that there is a trade off
between the addition of mass and the addition of inertia.

The comparing studies of [11]], [12]] and were limited to 2-dof mechanisms.
With multi-DoF planar or spatial mechanism, where DoFs influence one another,
optimal values for the mechanism inertia and the total mass are likely to exist.
Whenever the parameter values for the minimum inertia are different than for the
minimum mass, a trade off remains. This still needs further investigation.

4 Influence of Design Space

The previous section showed that for low mass addition, CMs should be placed
far away from their CoRs and for a low inertia addition the inertia of the CIs should
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be large, which by keeping the mass low means a large size. However in practise
the dimensions of the balancing elements are limited by the design space. The com-
parative studies did not take this into consideration yet. Two interesting questions
however arise. What is the optimal design of the mechanism within a specific design
space and in relation with the other machine components, what is the optimal design
space?

Figure Bh shows the CRCM principle of Fig. [[b, however here the CRCM is
designed as a ring to obtain a large inertia. Also the transmission ratio is kept small.
If the workspace of this manipulator by full rotation is the circumscribed circle
about the mechanism, it is not possible to place other machine components within
this space since they would interfere with the manipulator. However, it is possible to
place the balancing elements in this area. By choosing the design space to be equal
to the workspace, no concessions need to be done for the design of other machine
parts.

If the target of the configuration of Fig. Bh is to have a low inertia, [* and I*
have to be large. However by increasing the link length /* the size of the CRCM
decreases and hence the inertia of the CRCM decreases. Increasing the size of the
CRCM results into a decreasing [*. This means that by taking the design space into
account, an optimum for the addition of inertia to the mechanism will exist.

Figure Bb shows a situation in which the design space is outside the workspace
and might depend on, for instance, the location of the other machine components
or the available space behind the machine in the factory. The target is to design the
most advantageous mechanism for low mass and low inertia dynamic balancing. In
Fig. Bb the configuration is shown that has the largest CRCM for a large inertia.
Although both increasing and decreasing the length /* makes the CRCM become
smaller, it does not mean that the lowest mechanism inertia is found in this position.

L / ------------- . Design Space
Design Space ™. .
& Work Space h

Work Space

Fig. 3 Design limitations due to the available space for the dynamic balancing elements. (a)
Design space equal to workspace; (b) Design space outside the workspace.
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The ring-shaped CRCM of Fig.[Qrequires a large empty space. In fact the CRCM
can attain any shape as long as its CoM is at the CoR of the CRCM. The CRCM can
for in instance be a link as shown in Fig.[db with transmission ratio k = —1. The DM
principle already showed that counter-rotating links (CRL) are advantageous. Al-
though the length of this CRL is larger than the diameter of the ring shaped CRCM,
the design space that is necessary for the balancing elements is much smaller. With
this solution it is possible to place other machine components nearby.

Figures [3 and @] showed some approaches, that are also suitable for multi-DoF
planar and spatial mechanisms, of integrating dynamic balancing into machines.
The best solution however, still depends on the wishes of the designer since a trade
off between mass addition and inertia addition must be made. To assist the designer
with this choice, [12] introduces the Mass-Inertia factor g which is defined as

‘LLZWM-HA%FZW_;-IAJ‘ (7
J

and weights the relative addition of mass and the relative addition of inertia with
to be chosen weight factors wy and w; respectively. i and /; are the mass ratio
and the inertia ratio of input parameter j which are calculated with 7z = 7" and

tot
Ir_ed

J. — 0
I; = Jedo+ Mior and

J
parameter before balancing, respectively, and m;,; and I;‘“" are the total mass and

mechanism inertia after balancing, respectively. For the lowest Mass-Inertia factor,
the balanced mechanism is optimal for low mass and low inertia. An optimization
of the balanced mechanism for low mass and low inertia including also the design
space may be most useful when the complete mechanism is taken into account,
including all other machine parts.

Ijr-e”{’" are the total mass and the mechanism inertia per input

Work Space

Design Space

Fig. 4 Optimizing the mass and inertia addition together with the design space.
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5 Guidelines for Low-Mass and Low-Inertia Dynamic
Balancing

Minimal addition of mass and minimal addition of inertia

e For a minimal addition of mass and inertia, all elements of the mechanism in-
cluding links, counter-masses, and counter-rotary counter-masses have to con-
tribute to both the force balance and the moment balance of the mechanism for
any motion of the mechanism. For existing mechanisms this applies to the addi-
tional elements while for the design of new mechanisms it applies to all elements.
Mechanism links have to be positioned such that they counter-rotate with other
links which means that dynamic balancing already starts within the kinematics
of the unbalanced mechanism.

e For minimal addition of mass and inertia, the design space of the mechanism that is
available for the position and the motion of balancing elements has to be maximal.

e For minimal addition of mass and inertia, the use of separate counter-rotations
must be omitted.

Minimal addition of mass

e For minimal addition of mass, counter-masses and counter-rotary counter-masses
have to be placed at maximum distance from their center of rotation.

e For minimal addition of mass, the balancing elements (counter-masses, counter-
rotary counter-masses, counter-rotating links) have to be positioned such that
they do not need to be balanced by other counter-masses.

Minimal addition of inertia

e For minimal addition of inertia, counter-masses and counter-rotary counter-
masses have to be placed at minimum distance from their center of rotation.

e For minimal addition of inertia, counter-masses that are fixed to their link and
elements that do not contribute to the moment balance must have minimal inertia.

e For minimal addition of inertia, geared counter-rotating elements themselves
must have maximal inertia.

e For minimal addition of inertia, the gear- and transmission ratios of the counter-
rotating elements have to be minimal.

Minimal addition of mass or inertia

e A trade off between the addition of mass and the addition of inertia must be
made. The designer has to decide the relative importance of each for the intended
purpose.

6 Conclusion

Based on the results of some comparative studies into several balancing principles
and by taking into account the limitations of the design space, general guidelines
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for designing dynamically balanced mechanisms that have a low mass and a low
inertia were formulated. Although a trade off between the addition of mass and the
addition of inertia seems unavoidable, by optimization of the balancing parameters
and the design space choices can be made judiciously.
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Probability-Based Robot Search Paths

Jan Deiterding and Dominik Henrich

Abstract. The aim of this work is to show that robots can be improved using
knowledge present or gained in previous executions of the task. Here, this knowl-
edge is used to create search paths tailored to the problem at hand. We describe
two approaches to create such paths automatically which enable robots to find an
unknown position faster than standard paths. The solution presented here is not
limited to the robotic domain, but can also be used for other purposes such as
searching for injured persons after accidents. Our approach is evaluated through
simulations and we show that these paths perform adequately well or even better
than standard paths.

1 Introduction

Industrial robots are able to perform complex tasks without symptoms of fatigue,
exhibiting highest precision and speed. However, these tasks are nearly always
executed in a fixed environment; that is the precision is gained by ensuring that all
objects are placed in exactly the same position every time. All parts need to have
the same dimension, position, orientation, etc. Only by employing external sensors
such as vision or force/torque sensors, we can enable a robot to deal with impreci-
sions and variations occurring in the objects and the environment. The price for
this flexibility is that sensor based motions are slow compared to pre-computed
motions. Especially when searching objects, the time required is significant.

In [4] we have classified changes that can occur between two executions of the
same robot program by two characteristics: The origin of the change and the ro-
bot’s reaction to it (Table 1). Here we differentiate four types of change: (a) An
indeterminacy is something we are not aware of at this moment, but once we have
learned about it, it will remain constant for a prolonged period of time. (b) Varia-
tions on the other hand occur every time the robot performs the task at hand. (c)
Faults and errors happen when a sudden, unforeseen change in the workspace oc-
curs. (d) A drift is similar to variations but not caused by the task itself, but by
gradual changes within the workspace, e.g. the settings of machines and tools
change over time.
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Lehrstuhl fiir angewandte Informatik III, Universitit Bayreuth,
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In this paper, we are interested in ways of dealing with variations. A search mo-
tion must be performed to determine the variation in the current execution of the
task. The central idea of this paper is to re-use knowledge gained in previous
searches to create search paths tailored to the task and thus shorten the time span
required for the search.

The rest of this paper is organized as follows: In the next section, we give a
short overview of related work concerning this topic. Based on this, we describe
how a search path can be optimized with regard to a given probability density.
Additionally, we introduce a modification to our sorting algorithm to further op-
timize the path for probability densities with multiple maxima. Then we show the
validity of our approach in simulations and compare the results with standard
search paths in a two-dimensional environment.

Table 1 Classification of changes that can occur between multiple executions of the same
program [4].

Origin of change
Caused by the task Caused by abrasion
. One-step learning Indeterminacies Faults and errors
Reaction to change ) ) o .
Continuous learning ~ Variations Drifts

2 Related Work

The topic of robots performing some kind of search is very broad, so we will only
refer to work dealing with searches in industrial environments and results which
can be transferred to this domain.

A good overview is given in [8]. Despite the fact that sensor data processing
has made significant progress allowing for relatively fast processing capabilities,
standard search motions which only use minimal sensory information are still
commonly used in industrial applications. A reason for this is that especially small
and medium companies lack experts skilled in sensor data processing. Also of in-
terest are the works of [10] and [6] which cover robot motion planning based on
sensor data and probability densities.

If a search cannot be avoided, usually cameras are used that supervise the
search area for the given variation. While this approach is straightforward and has
the advantage that the localization can be made while the robot performs some
other task, this is only applicable if the search area can be monitored at all. A typi-
cal example for a task where this is impossible is the assembly of a gear box in a
car. Tolerances are extremely small and the search area is occluded by other parts
of the vehicle so camera supervision is impossible and local sensors must be used.

Sharma [7] incorporates stochastic models into gross motion planning and de-
fines a stochastic assembly process that yields increased performance.

An important area of research outside the industrial domain is complete cover-
age paths in mobile robotics. Here a robot must cover an area e.g. to search for
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injured people after an accident. A good overview of this area of research is given
by [12]. Also of interest is [11], which uses a genetic algorithm approach and
knowledge gained in previous executions to optimize the path of a mobile robot.

In summary, efficient search strategies are one of the central problems of robot-
ics. While there are many specific solutions, e.g. [1] and [5], these are nearly al-
ways tailored towards specific tasks and the results can rarely be transferred to
other areas. Here, we take a more general approach to search motions for indus-
trial applications and outline the requirements for optimized search strategies. In
industrial applications, the search area is precisely defined and does not change
over multiple executions. The ideas presented in this paper are independent from
the type of sensor used, the only requirement is that it provides a binary decision
whether the goal of the search has been found or not. We only deal with the search
itself, not with any actions that have to be taken by the robot afterwards, e.g., ac-
tually inserting a peg into a hole. Examples how this can be achieved using sen-
sors are given in [2] and [3].

3 Search Paths Based on Probability Densities

In this section, we present the concept of a search path generated along a given
probability density. The idea is that the robot stores successful positions from pre-
vious executions and creates a probability density from this knowledge. This can
be achieved by employing the methods described in [9]. The path is not fixed and
may change with every update of the probability density.

3.1 Robot Search Paths

A search is a motion that covers a specified area in order to locate an object whose
exact position p, is unknown. Exactly one object is searched for at a time. Here,
we set the following preconditions:

1. The search area can be m-dimensional, but its boundary in every dimension
must be a straight line. The area can be divided into a set S of cells describing
discrete (hyper) cubes with fixed edge length Ac. When the robot moves to a
cell, the whole area covered by that cube is probed. The decision whether p, is
found is binary, so there are no hints guiding us towards the goal. We assume
that it takes a constant time span to check if the goal is located in a cell.

2. Any movement between two cells is allowed. There is no need for a neighbour-
ing connection between two cells. No cell lying between the current and the
next is tested when moving there.

3. A valid search path P = (py,...,pis) must visit each cell of the whole area at least
once. We include the possibility that the search fails: p, € S. A search path is

then an ordered sequence of all cells in S.
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4. The distance between two cells ¢;,c; € Sis relevant when planning the path.

There is a positive cost function d(c;c;) describing the time and effort to move
from cell ¢; to ¢;. Two neighbouring cells have unit distance.

5. There is a probability density ¢ describing the chance that the object lies within
any given cell. This density may be continuous.

Additionally, a change of direction in the search path may slow down the mo-
tion in order to perform the turn along the path. We disregard this factor here.

Conditions 1 to 4 describe the general requirements imposed on a search path.
Condition 5 is a new addition describing the knowledge we have about the loca-
tion of the object that we are searching. This allows us to begin the search in the
most probable cell and descend along the density instead of employing a pre-
determined path.

There are three criteria along which we compare different search paths to each
other: Their total (maximum) length / and the expected number of cells visited
E(P) as well as the expected length of the path E;(P) for the given probability
density ¢(p;) and path P:

Pl

EC(P)ZZ P(p)-i EL(P):ZZ|1¢(pi).d(pi—"pi)

A developer faced with the task of designing a search path should consider two
aspects. On one hand, it may be useful to limit the total length to its minimal
value, so the path is not exceedingly long. On the other hand, if the (average)
search time is crucial, it may make more sense to create a search path with higher
total length but lower expected values. The decision, which of the two expected
values is more important, depends on the type of search: If the movement between
two cells is relatively fast compared to the time it takes to check a cell, the number
of cells visited is significant. In case of slow motions, e.g. controlled movements
along surfaces, the expected length is of more importance.

There are two de facto standard search paths for searches in two-dimensional
environments: A zigzag path and a spiral path. Both paths can be easily extended
to more than two dimensions. The zigzag path is usually chosen if the probability
density is uniform, so there is no need to start in a specific cell. The spiral path is
usually chosen when ¢ is unimodal, e.g. Gaussian, with mean in the middle of S.
In this case the search starts in the most likely position and gradually descends
along ¢. Note, that both paths are optimal regarding their length; no cell is visited
twice.

i=

3.2 Optimizing Search Paths

Now, we are interested in finding search paths that optimize the expected values
for a given probability density. A search path which is minimal in this sense will
find p, as soon as possible.

To create a search path P with lower expected values than a standard path for
the given dimension of S, one has to approach cells with high probability first
while neglecting cells with low probability until the end of the search. In case the
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expected length of the path is of importance, it should be attempted to minimize
huge jumps across S as much as possible. The downside is that the distance of two
consecutive cells in P now may be much higher than 1. So this search path may
not be minimal with respect to the total length.

In a sorting strategy to generate an optimized search path, the cells of S are or-
dered like this: The beginning of the path is the most probable cell, so

po={cilc;e SAVc; e S:0(c;)2p(c;)}
The remaining cells of the path are chosen by a recursive definition: We always

choose the next cell according to its probability in relation to its distance d to the
current cell, so

(c;) N o(c j)

Pk 41 ={Ci|Ci€ S\{po,...,pk}/\che S\{pg.-» P }: }

d(Pk,Ci)n d(Pk,Cj)n

The impact of the distance when choosing the next cell is controlled by the ex-
ponent n, which must not be negative. The choice of this parameter depends on the
type of application and must be chosen by the developer. The lower the value of n,
the lesser the impact on the distance in the selection process. So cells with a high
distance to the current cell may be selected as well. The higher # is, the more the
selection process favours cells which lie close to the current cell. Note, that if # is
set to zero, the cells are simply ordered along their respective probability. This
will minimize the expected number of cells visited, but result in an extremely long
total path, as it will cover great distances to move from one cell to the next (Figure
1, left). Vice versa, if n is set to infinity, the path always moves to neighbouring
cells (Figure 1, right). Technically, we cannot get stuck in dead ends, because of
Condition 2. But it is possible that we must move to a cell far away from the cur-
rent one, because there are no neighbouring cells left. This strategy is not heuristic
but always computes the best path for the given probability density and choice of
n. It may be possible that more than one path exists with the same expected value.
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Fig. 1 Impact of the distance when sorting cells. Both paths start at the center. Left: The
relative distance between the cells has no impact at all. Right: The relative distance be-
tween the cells is of infinite impact.
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An example is shown in Figure 1 on the right for a Gaussian distribution. All spi-
ral paths that start in the center will have the same expected value regardless of the
fact which neighbouring cell is visited first. The strategy presented here only
computes one of these paths. Which one this will be depends on the ordering of
cells with the same probability and relative distance to the current cell.

3.3 Search Space Subdivision

This ordering works very well if ¢ has only one maximum or if the impact of the
distance is chosen so that only cells close to the current cell are selected. But, if
there are two or more maxima with a significant distance relative to each other
(Figure 2, left), the path generated by this approach will oscillate between these
maxima. Because of this, we extend our approach and introduce a divide-and-
conquer strategy to split S into separate regions. We will repeat this process until
the generated regions only contain one or zero maxima and then generate separate,
optimized paths for each region with the sorting strategy. Finally, we connect all
subpaths once more with the sorting strategy.
The algorithm in pseudo code looks like this:

(00) createSmartPath(bool top, list<path> paths) {

(01) if (findMaxima () == 0) {

(02) createZigZagPath () ;

(03) addThisPathToList (paths) ; }

(04) else if (findMaxima() == 1) {

(05) orderCellsByProbability () ;

(06) addThisPathToList (paths) ; }

(07) else {

(08) subspaces = splitSearchSpace() ;

(09) foreach (subspace)

(10) createSmartPath(false, paths);}
(11) if (top)

(12) finalpath = orderPathsByProbability (paths)}

The function call in Line O takes two parameters: The Boolean parameter top
describes if this is the topmost function call and the list paths is empty initially.
Successive calls of this function will add subpaths to this list. In Lines 1 to 6, ei-
ther a standard zigzag path or a probability ordered path is fitted into the given re-
gion, if there is none or only one maximum in that area. The result is added to
paths. Otherwise the area is split into separate regions (Line 8). A simple ap-
proach is to perform a horizontal and a vertical cut through the geometric center of
S. Other approaches would be to employ Voronoi diagrams between the maxima
for a more fitting split. If the area is divided into separate regions, the same func-
tion is called to determine a path for this region (Lines 9 and 10). As a result, we
have calculated a subpath for every region of the whole area. Now these paths are
connected to each other by using the sorting strategy (Lines 11 and 12).

This extension yields the advantage that the path will not oscillate between two
or more maxima, but remains in the immediate surrounding of one maximum. The
downside is that — regardless of the value of n — there will always be a significant
distance we have to bridge between two regions. This will worsen the total length
of the path.
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4 Experimental Results

In this section, we describe simulation results to show how optimized search paths
compare to standard search paths for various probability densities. We have lim-
ited the simulations to a two-dimensional workspace. In this case, the paths are al-
ready complex compared to a one-dimensional search, but can still be visualized.

4.1 Simulation Setup

We have set up a two-dimensional squared workspace with an edge length of 15
cm. The position we are trying to find is a hole with a diameter of 1.5 cm. We
have set the size of the cells in S to Ac = 1 ecm®. This gives us 225 cells in the
search area. So, there are 225! possible search paths, which is already too much
for a brute-force computation.

We have created three probability densities:

1. A Gaussian density ¢, with mean p,, = (7,7) cm in the middle of S and ¢
1 cm.

2. A mixed Gaussian density ¢,, consisting of four maxima at p; = (3, 3) cm, p,
(11,3) em, p; = (3, 11) cm, p; = (11, 11) cm and ¢ =1 cm each (Figure 2, left).
A typical example for such a density is a peg-in-hole task on a square plate
where the hole is not centered and the plate may be rotated by 90°, 180° or
270°.

3. An off-centered density ¢, with a maximum along the third quadrant in a circle
around p,, with radius r = 5 cm (Figure 2, right). A typical example for such a
density is a peg-in-hole task where the plate may be rotated by any value be-
tween 0° and 90°.

We have not used a uniform density, because no knowledge is present in such a
density. To that effect, the expected value of all search paths is identical. The only
difference will be in the total length. Because of that it is sufficient to use a stan-
dard search path.
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Fig. 2 Multi-modal probability density (left) and density where the maximum is along a
quarter circle in the third quadrant of S (right) used in the simulations.
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4.2 Comparison to a Standard Search Path

In two experiments, we used these three densities and generated search paths for
each one. The first time, we only used the sorting strategy and the second time the
divide-and-conquer strategy. For each density, we generated paths with varying
values for n in the range [0;10] with increments of 0.1. We then compared the
generated paths to a standard spiral path starting in the center and measured the ra-
tio by which the total length and the expected values differ from this standard
path. Figure 1 shows two paths for the Gaussian probability density with a low
and a high value for n. Since there is only one maximum present, both strategies
generate the same paths. Figures 3 and 4 show generated paths for a value of n =
5.6 for the second and the third probability density.

We can see that the sorting strategy generates paths that follow the underlying
density and prefer neighbouring cells. Nevertheless, these paths can lead to dead
ends. In this case substantial jumps have to be made to reach unvisited cells. The
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Fig. 3 Generated paths for the multi modal probability density outlined in Fig.2, left. Left:
The path generated with the sorting strategy starts at (11,11). Right: The path generated
with the divide-and-conquer strategy starts at (3,3).
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divide-and-conquer strategy reduces these jumps by separating S into distinct re-
gions. Although here jumps may be necessary as well, these are limited to some
extent.

Now we compare both strategies to a spiral path. Figure 5 shows the ratio by
how much the generated paths relate to the spiral path for different values of n.
We compare all paths by the expected number of cells visited before p, is found,
the length of this expected path and the total path length. All results are set into re-
lation to a spiral path starting at the center of S. A value larger than one means,
that the generated path performs superior to the spiral path. Vice versa, a value be-
low one means that the path performs worse than the spiral path.

Once more, the results of the divide-and-conquer strategy for the Gaussian den-
sity are not shown, because this strategy generates the same paths as the sorting
strategy. In all cases, the total path length (blue and brown lines) is worse than that
of the spiral path, which is already optimal. But, with higher values of n, the paths
draw near the optimal length. For low values of n, the divide-and-conquer strategy
produces slightly better results, because in this case, all jumps are limited to the
current region.

For low values of n, the sorting strategy generates paths that test significantly
fewer cells than the spiral path (red line). But, because these cells are far apart, the
expected length covered (green line) can be worse than that of the spiral path.
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Fig. 5 Comparison of the generated paths to a standard spiral path. Top left: For a Gaussian
density ¢,. Bottom left: For a mixed Gaussian density ¢,,. Top right: For an off-centered
density ¢,.
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With higher values for n, the two lines converge, because now neighbouring cells
are preferred, similar to the spiral path. The higher n gets, the lower the advantage
of the sorting strategy, because of the dominance of neighbouring cells in the se-
lection process.

The divide-and-conquer strategy showed no significant improvement in com-
parison to the sorting strategy. In case of the off-centered density, the expected
number of cells and the expected length of the path (purple and turquoise lines)
are higher than the spiral path but lower than the sorting strategy. The overall path
length is only slightly better than the sorting strategy and only for low values of n.
In case of the mixed Gaussian density, the expected number of cells and the ex-
pected path length are even worse than for the spiral path, because the splitting al-
gorithm cuts the area and only moves to the next subsection, when the current
subsection is completely covered. Because there are many cells with very low
probability in every subsection, this lowers the expected values significantly. It
may be possible to achieve better results with a more sophisticated splitting algo-
rithm, but this exceeds the scope of this paper.

4.3 Random Probability Distributions

In the next step, we have generated random probability densities in order to evalu-
ate our strategies for a broader set of probability densities. We have created these
densities by randomly placing k Gaussians uniformly in the search area. For every
value of k, we have created 100 different probability densities. Then, the sorting
strategy was applied to each density with various settings for n. We compared the
generated paths to the standard spiral path and computed the average for each
combination of k and n. The results are shown in Figure 6.
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Fig. 6 Expected length of path (left) and total length of path (right) in relation to a standard
spiral path for a varying values of k and n.

We can see that the generated paths perform better than the spiral path for low
values of k regardless of the choice of n in terms of the expected length of the path
(Figure 6, left). The more Gaussians are combined the more the overall probability
density converges to a uniform density. In this case neither the optimized paths
nor the spiral paths are superior because there is no information present in the
probability density at all. When we take a look at the overall length of the search
path (Figure 6, right), once more we can see that paths generated with a low
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impact of the relative distance between two cells are significantly longer than the
spiral path. With increasing n, the optimized paths are nearly as short as the spiral
path. There are two noteworthy aspects: The ratio increases faster for high values
of k. This is because the Gaussians lie closer to each other. But for high values of
k and n, the ratio decreases. This is because now there are so many Gaussians in
the overall density that the path tends to get stuck in corners and large jumps have
to be made to approach the next free cell increasing the total length.

5 Conclusion

The aim of this work is to show that search paths based on probability densities
are capable of locating the position in question faster than standard search paths.
The central idea is to search in areas with high probability of success first in order
to maximize the expected value.

We have described the general requirements for path planning and three ways
to rate search paths. While standard paths are optimal with respect to the total
length, optimized paths can improve these in terms of the average time the search
takes. We have shown in simulations that, for Gaussian probability densities, the
optimized paths perform almost as well as standard paths and better if there is
more information present about the search area. The strategies presented in this
paper are no heuristics, but always compute the best path for a given probability
density and choice of the impact of the distance between two consecutive cells.

The advantage of our approach is that standard search paths can be seen as spe-
cial solutions to the more general approach taken here. The algorithms to create
optimized paths can be incorporated into the programming environment and no
additional knowledge is required by the developer. The update of the probability
density describing the search area and the path planner itself can be completely
hidden from the developer.

The next step is to test reasonable splitting algorithms for the divide-and-
conquer strategy to further improve the expected values. Various approaches to
subdivide the search area, such as Voronoi diagrams, can be taken and compared
to each other. So far, we have separated the search area into hypercubes. An inter-
esting approach may be to use a hexagonal grid, providing us with more
neighbours for a local path planner.
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Mapping and Navigation of Mobile Robots in Natural
Environments

Jirgen RoBmann, Petra Krahwinkler, and Arno Biicken

Abstract. With support of the North-Rhine Westphalian Ministry of Environment
algorithms are being developed to construct “tree maps” by delineating single
trees from remote sensing data like LIDAR, ortho photos and satellite imagery.
These tree maps are in turn used as a basis for a new approach to forest working
vehicle localization and navigation to overcome GPS limitations under a forest
canopy. Experiments already showed that the availability of the tree map in con-
nection with statistical sensor fusion strategies greatly improves the accuracy for
navigation of autonomous vehicles in the forest.

1 Forest Navigation

Navigation is not only needed “in the streets and on other planets” but also as a
part of new logistic approaches in forestry applications. Modern work machines
like wood harvesters can automatically cut trees, remove branches and cut the logs
into stems with the desired lengths but an expert is still needed to plan a thinning
project and to mark the trees to fell by hand. The harvesting and thinning proc-
esses can be made more efficient if the forest ranger can employ IT to mark the
trees using geographic coordinates instead of colored crosses sprayed on the
stems. In order to realize a new approach to tree marking based on augmented re-
ality the forest machines have to be able to locate itself accurately. The new local-
ization techniques also greatly support automatic navigation to the next tree to fell.
Signal absorption in the forest canopy leads to poor results from GPS sensors in a
forest with errors up to 50m and more. Furthermore the canopy leads to intermi-
tant problems where not enough signals can be picked up for several seconds. An-
other problem is that even if a detailed terrain model is available, other factors as
understory and ground humidity influence the movements of an autonomous robot
in the forest. Commonly, wheel spin and slipping further induce errors into a posi-
tion estimation based on forward projection and odometry.
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Other approaches as described in [7] and [8] use differential GPS (DGPS) sen-
sors as their main source of information on the position. In [8] a DGPS sensor is
combined with laser scanners and a Kalman Filter approach. However our ex-
periments also with a high precision DGPS sensor showed that also these sensors
do not provide the capability — and accuracy — to position the working machine
with respect to a single tree. Also high-precision DGPS sensors suffer from signal
loss under the canopy as they also require strong satellite signals to calculate a
reliable position.

2 Map Building

Current car navigation systems use their knowledge — the map-information — to
correct the position estimation determined by a GPS receiver. If the GPS position
fix is within a certain range around a street, it will be moved towards the closest
point on the “virtual street” and displayed at this position. In order to use a similar
strategy in the forest we first have to think about a map representation of the trees
and a semi-automatic way to generate an appropriate map.

2.1 Data Acquisition

All examples in this paper are based on data recorded in summer 2007 using a
Riegl LMS-Q560i scanner. The data shows about 450km? in the area “Schmallen-
berg” which is located close to Winterberg, Germany. The resolution of the
LIDAR data was specified to be between 4 and 6 points per square-meter in gen-
eral and 12 points in some selected areas. The Riegl scanner delivers full wave-
form data which was processed into one first echo point and one last echo point
per ray. The point-cloud of the first echoes was directly transferred into a grid-
based representation with a cell-size of 0.4m x 0.4m, the so-called Digital Surface
Model (DSM), while the last echo data was first (semiautomatically) filtered in
order to eliminate plants, buildings and other disturbances before it was also con-
verted into a grid-based representation. Due to impenetrability of a dense canopy
or of buildings the resulting Digital Terrain Model (DTM) shows gaps. To fill the
gaps it was interpolated which delivers a representation called a Filled Digital
Terrain Model (FDTM). In a last step a Differential Model (DM, also known as
normalized digital surface model nDSM or canopy height model CHM) was cal-
culated as the difference between DSM and FDTM. The DM gives the height of
the crown surface of a tree above the ground. This is the most important LIDAR
data set for single tree delineation.

2.2 Data Processing

The LIDAR DM can be seen in two ways: As a three-dimensional model of the
canopy or as a two-dimensional height-map (Figure 1). The latter view facilitates
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the use of a watershed algorithm for single tree delineation [1]. With a standard
watershed-algorithm the z-axis of the three dimensional data is only used to gen-
erate gradients and calculate affiliations, resulting in a set of areas, each annotated
with its size. So the size of the region would be the only criterion to decide
whether a region represents a tree or only a branch of a tree.

In contrast to this, the use of full 3D-information allows to consider the volume of
a peak pointing out of the canopy — instead of only the area of a cutting surface. We
decided to better approximate the peak-volumes by extending the watershed-
algorithm to work on three dimensional data. For the illustration of this advanced ap-
proach, we will use a sectional drawing through a three dimensional DM. Figure 2a
shows some trees and the sectional drawing above them. To make it easier to imagine
rainfall and water-flow the sectional drawing is turned upside down in the subsequent
images with the most significant points — the maximum heights in the original data
that may represent tree-tops — as local minima of the graph. Figure 2b illustrates the
idea of a standard watershed algorithm. Water is poured over the area uniformly. The
water-flow is simulated and the amount of arriving water is measured at all local
minima.

Fig. 1 The Source Data: Differential Model in Height Map-Representation and in 3D-
Visualisation.

To get the volumetric information, we “fill” the DM with water. Then, in each
cycle, we puncture the point having the “highest water-pressure” acting on it and
measure the amount of water streaming out of this opening. (Figure 2c) The result
is a value which is always higher or equal to the real volume of the peak. The in-
teresting feature is that the result is far away from the real volume for the most ex-
treme points (for the most likely treetops) but very close to the real volume for the
critical peaks that are hard to decide. This way, the tallest trees in a surrounding
are preferred during the generation - which is usually the best solution.

For each opening that receives a volume higher than a user-specified threshold,
a tree is generated in the map using the x and y position of the puncture - which is
always the highest point within its peak —, the z value taken from the FDTM. The
tree is annotated with its height which can be derived from the DM. Figure 2d
shows a situation where only one peak is left. The remaining volume is below the
threshold so there will be no additional tree generated at this position.
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Fig. 2 Single Tree Detection in LIDAR data. a) Trees and LIDAR Information, b) Water-
shed-Algorithm, c) Volumetric Algorithm — First Cycle, d) Last Cycle.

In contrast to the known 2D approach, the volumetric approach adds another
dimension to the data used for calculation and makes it easier to decide whether a
peak is a tree or just a branch of a tree. This is especially valuable for the available
data because the z-axis of the grid-based DM-model has a resolution of 1cm com-
pared to the 0.4m-resolution of the x- and y-axis.

In areas where no LIDAR data is available, image data can be used to extract
tree positions. A LIDAR DM and a greyscale photo are quite similar, the main dif-
ference is the fact that treetops in the spectral image may have the same brightness
but represent different heights. This lack is not important when we generate a map
of tree-positions which is enough for localisation purposes. It turns out that the
volumetric algorithm performs well on LIDAR and spectral data.

By using the volumetric algorithm, the percentage of correctly detected treetops
could be increased significantly compared to the watershed-algorithm.

2.3 Data Processing

The described algorithms were implemented in the Verosim 4D-GIS. The
volumetric algorithm only needs one threshold so it can easily be controlled inter-
actively and adjusted to different forest conditions. The threshold value for this al-
gorithm depends on age and density of the forestry unit. The result of changing the
threshold is displayed in real-time to help the user finding the correct value for
each forest unit.
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Fig. 3 Results of the volumetric
Algorithm in comparison to trees
measured in the field.

To test the precision and reliability of the volumetric algorithm the position of
all trees at a test-site were collected in the field. Figure 4 shows these ground-truth
trees in red while the automatically generated trees are marked in blue (spruce)
and brown (beech). The algorithm proves to deliver results up to a detection rate
of 95% in coniferous units which are ready to harvest. A comparison between the
volumetric algorithm and the 2d watershed can be found in [4].

The volumetric approach generates a database of single trees calculated from
remote sensing data. Along with the trees and their geo-coordinates the height and
the diameter at breast-height are determined. This data can be used to generate a
tree-map with a mean error between 0.5 and 1.5m which is still below the mean
tree distance of about 2.5m.

3 Localization

In order to test the algorithms described below, a virtual model was created based
on the calculated tree map. It contained the forest as well as a wood harvester,
which was operated as an autonomous robot. Furthermore the harvester was
equipped with virtual laser scanners to retrieve the required information about the
surrounding.

The first tests were conducted in a virtual environment. In order to take the
evaluation of the algorithm a step further a data logging part was added to the al-
gorithm. It allows recording sensor data on a real machine and provide it for
playback.

3.1 “Visual GPS”

Based on the tree map, which was generated from remote sensing data, and the
tree group, which was detected by one or more laser scanners, a matching
algorithm can be run.
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Fig. 4 Laser scanner beams and
extracted tree group.

Therefore a particle filter algorithm as described in [5] was implemented. A
single tree as a landmark cannot be associated with its corresponding tree in the
map, however patterns of tree positions can be matched. As an initial guess the
position of an inaccurate GPS sensor is used and the particles are distributed in an
area with the GPS position at its center. As shown in figure 2, a square area was
chosen to guarantee even particle distribution and short calculation time. Each par-
ticle represents a hypothesis for the position of the vehicle and is tested for its
probability to represent the searched position.

Fig. 5 Particle initialization and Particle concentration after resampling.

As not only the location of a vehicle in the forest is unknown but also its orien-
tation, the heading has to be estimated along with the position.. Therefore the
probability measure used in the propagation step was enhanced. Instead of em-
bracing only the distances of the trees, their relative position is used considering
the heading @, of the current particle:
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The rotation variant approach directly calculates the heading of the vehicle but
the sensibility towards rotation, which results from the new probability measure,
leads to a higher number of particles which have to be used during the initializa-
tion step.

Fig. 6 The modified
wood-harvester.

3.1.1 Local Search

To overcome the high calculation time the number of particles has to be reduced.
Therefore the initial position is estimated by using an ordinary GPS sensor or the
last known position. Although the GPS measurement is faulty in the forest it can
limit the search to a restricted area. Machines most often start at the edge of a for-
est stand, at a forest road or an opening. At these spots the canopy usually is trans-
parent and GPS sensors work with higher precision. Therefore they provide a
good initialization for the algorithm.

In the following steps the previous position can be used instead of or in combi-
nation with the output of the GPS sensor for determining the search area. The pre-
vious position provides a better initial pose estimation than the GPS sensor and
therefore gives the opportunity to further decrease the search area. On the con-
trary, the GPS position provides important information during the startup phase
and in can be used to solve the “kidnapped robot”-problem.

To reduce the number of trees for which the distance has to be calculated, trees
with a distance from the initial pose estimation X, below the sum of the estima-
tion of the maximal position error and the maximal distance of the trees in the
scanned tree group from the reference position are extracted from the tree map.

X —XR|

tree

Xcandidale - XGPS <r + max

error
tree group

4 Results

The simple criterion presented here proved to be reliable in the vast majority of
cases. Problems can occur when the tree group contains trees, which are not part
of the tree map (“false positive”). This can happen due to missing trees in the tree
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map or faulty tree cognition in the local laser scanner measurement. In the first
case the understory might not have been detected in the airborne laser scanner
data. In the second case other objects like the harvesters aggregate might have
been mistaken to be a tree or the laser beams might have hit the ground and a tree
is detected in the irregular measurement due to the structure of the ground. How-
ever the used algorithm to identify trees in the laser scanner measurements was
adapted to prevent the detection of false positives.

The case of trees not detected in the local laser scanner measurements but con-
tained in the tree map (“false negative”) does not lead to problems in the pose
estimation step. The reason for this is that the algorithm searches for a correspond-
ing tree for each unit in the tree group. For a false positive no corresponding tree
can be found whereas a false negative is simply not considered. However if the si-
ze of the tree group is too small the estimation errors grow. The minimum number
of trees depends on the search area radius. At a size below 15 trees the number of
faulty position increases rapidly as more similar patterns can be found.

To evaluate the accuracy of the system on a real wood harvester a surveyors
office was instructed to measure the vehicles position at 7 distinct locations. At
each position the sensor input data was written to file for several seconds. This
data was evaluated and for each location more than 45 pose estimations were cal-
culated. The differences of the calculated and the measured positions are shown in
figure 7

y[m]

Fig. 7 The modified wood-harvester.
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The mean error amounts to approximately 0.55m.

Furthermore the algorithm was tested in action on non-flat surface. Although
the laser scsanner beams hit the ground several times, the algorithm worked relia-
bly as long as enough trees could be found and matched.

5 Conclusion

The presented algorithm — as a method which combines a new single tree delinea-
tion approach with advanced robot localization and sensor fusion techniques —
proved to be an excellent basis for the development of forest work machines into
“autonomously working robot”. Practical tests — e.g. of the localization features in
preparation of the KWF fair 2008 — were very successful and proved that the de-
sired accuracy to navigate to single trees in the map can be achieved. Furthermore,
the applications showed that the required sensors and the computational power can
be integrated into standard forest work machines in a professional manner without
“voiding the guarantees”.

Currently, the sensor fusion idea of the algorithm is taken further to be able to
update the map based on the data generated by the machines at work. The ideas
are somewhat related to known SLAM approaches, again combining forest spe-
cific knowledge with autonomous robot know how.
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Sensor-Based Online Planning of Time-Optimized
Paths in Dynamic Environments

Thorsten Gecks and Dominik Henrich

Abstract. Dynamic environments, in which robots and for example humans share
a common workspace impose a variety of requirements on path planning algo-
rithms, including real-time capabilities and collision tests based on sensor input.
We propose a randomized-roadmap-based path planning algorithm that limits the
number of collision tests and distance calculations to a volume achievable in real-
time, while still being able to achieve high path clearance and statistical complete-
ness given an unlimited number of planning cycles. It does so by exploiting the
knowledge about static portions of the environment using a static, collision-
checked roadmap and by interleaving planning and execution. Image-based dis-
tance measurements are induced by the graph search algorithm and interpolated to
allow planning of time-optimized paths on the roadmap with a reduced number of
distance measurements.

1 Introduction

Robots are emerging from their stereotyped role as dumb, mechanical tools in
separated environments and becoming user-friendly, cooperative workmates.
Thus, sensible reactions to dynamic environments are becoming a predominant is-
sue. Safety and intuitive usability during user interaction are important aspects, as
well as efficiency and availability on the process side. A building block for these
kinds of robots is the ability to detect and cope with objects in the robot’s work-
space in a reactive fashion.

Planning in the presence of dynamic obstacles is a challenging problem, espe-
cially if these obstacles are unknown in advance, meaning that the information
about their location and geometry has to be acquired by sensors. For robots with a
high degree of freedom, it is hard to explicitly translate workspace obstacles into
configuration space in order to reconstruct the free/occupied configuration space
as a whole. In consequence, collision tests or distance measurements to obstacles
are time-consuming for each robot configuration.
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The demand for a high-clearance planning method is generated from two sides:
a psychological component and a safety component. Humans do not feel comfort-
able when faced with a speedy, heavy-duty robot arm in close proximity. This
becomes even more relevant, when the worker is performing a different task re-
quiring his full attention and, due to distraction, no immediate reaction to errone-
ous robot movements is possible. The safety component requires the robot to
reduce its speed in the vicinity of dynamic obstacles so it could react safely to un-
foreseen obstacle movements within the remaining time to collision. This
distance-based robot speed regulation generally favors high-clearance paths for
time-optimized path planning.

2 State of the Art

Distance-optimized or maximum-clearance path planning has long been a field of
research that has produced a variety of methods. Principally, these methods ex-
plore a local portion or the global, complete workspace or configuration space of
the robot, computing a path from the start to the goal, while maintaining a great
distance to all obstacles all along its way.

The most reactive and real-time capable algorithms are the family of potential
field methods [7]. Simulated potential fields allow the calculation of repulsive
forces that can be translated into robot movements. While several extensions exist,
this method is generally susceptible to local minima that prevent the robot from
reaching the goal. Those extensions commonly rely on a specific modelling and/or
a complete knowledge of obstacles in the robot configuration space [1].

Another family of methods relies on geometric information about obstacles
(either in workspace or configuration space), that is easy to decompose in that it
relies on simple geometric primitives (i.e. B-Reps with planar surfaces). Based on
a decomposition of the free space, it is possible by searching the connectivity
graph to find a path from the start to the goal with maximized clearance [11]. This
technique can be combined with the previously mentioned potential fields if
each decomposed cell contains a local potential field that repels the robot
away from the cell boundaries, while still allowing it to react to dynamic
obstacles [8].

A combination of artificial forces and roadmap-based planning was presented
in [2, 10]. The elastic strip method initially uses an arbitrary planner to produce an
optimal path from the start to the goal. Upon execution, the path is deformed by
any moving dynamic obstacles due to artificial repulsive forces associated with
those obstacles. While this approach is real-time capable and complete, the path
can become highly inefficient if obstacles deform it from the initial state to such
an extent that re-planning becomes necessary. Also, paths that were originally ob-
structed can become viable if obstacles move, but are not considered after the
initial path planning.

For the class of probabilistic roadmap planners, several algorithms have been
proposed to either sample configurations on the medial axis of the free space [6]
or to retract the path to the medial axis in a post-processing step after planning
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through a standard probabilistic roadmap [3]. Both methods rely on detailed
knowledge of the obstacle surfaces in the planning space.

As we have seen from this section, the approaches presented so far either pro-
vide real time reaction to dynamic obstacles but can become caught in local min-
ima (and thus are incomplete) or rely on the exact knowledge of the configuration
space or the execution of a high number of collision tests, which is impractical for
robots with a high degree of freedom. In the following section we will outline a
path planning algorithm that is able to provide real time path planning while
generating high-clearance paths in dynamic environments.

3 Real-Time Shortest-Path Planning Algorithm

In this section, we will give a short overview of the basic techniques that we use
as a basis for path planning in dynamic environments. Section 4 extends these
techniques towards time-optimized path planning. For further details on the fol-
lowing, see [4].

The basic algorithm described below is real-time-capable under the assumption,
that the most computationally intensive part of planning is the collision tests (or
distance calculation) and not the graph search. In our case, each collision test
takes 1...5 ms to compute, while the graph search without collision tests on a rea-
sonably-sized roadmap has an average runtime of well below 10 ms. To separate
graph searching and collision tests, the graph search algorithm rests upon an ab-
stract layer, which provides the edge costs determined by the collision test. The
number of collision tests/distance calculations used is then adaptable and transpar-
ent to the graph search algorithm. Thus, the overall runtime can be tailored to the
real-time demands imposed of the application.

The proposed path planning algorithm is based on a static randomized roadmap
G(V, E), consisting of a set of vertices V and a set of edges E. Edges and vertices
are tested in an offline setup step for collision with a known static environment.
Online tests refer to the unknown, dynamic objects in the environment, which are
detected by sensors, such as multiple surveillance cameras. As these online tests
are relatively expensive, their number is reduced by several techniques such as
lazy collision checking and interleaving of planning and execution. The following
pseudo code outlines the major components.

In the function planPath the start (current) v, and the goal robot configuration
v, are connected to the roadmap G via connect(v), which constructs a new vertex
v, if it does not already exist. It then adds collision-tested connections from the
new vertex to its k neighbors. As long as the target is not reached, planning
searchShortestPath(v,, v...) and execution phases executePath(P) are interleaved.
The function searchShortestPath(...) finds the shortest path from v, to v, via the
roadmap G using the graph searching algorithm A*, if it exists. If no path is re-
turned by searchShortestPath(...) and the goal does not collide with unknown ob-
stacles (detected by collision(O,xmowns Veurr)), the function addVertex(V) samples a
new node (uniform or non-uniform, see [3]) and connects it to theroadmap.
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planPath(v.,,,, Ve ) executePath(P)
connect(V ;) while(v,,,, #v,)
connect(v,,) if (testPath(O pinown » Veurr» P)
while(v,,,, #vg) setlnvalid(e,,,,, )
P = searchShortestPath(v,,,,v ) connect(G,V oy )
if(P={}) return
executePath(P) else
else if (not collision(O,moun >V ) Veurr = driveRobot(P, At)
addVertex()

A valid path is executed in the function executePath(P). The function festPath
(Ountnowns Veurrs P) tests the given path P from the current robot position v, to-
wards the goal. The depth of the test only depends on the available computing
power and the given collision test costs. If a collision occurs, the current edge e,
is invalidated and omitted in the next path planning phase. Non-invalidated edges
thus form a dynamic subgraph G4, which incrementally adapts to the current ob-
stacle situation as path execution proceeds. Invalidated edges are revalidated using
various methods described and evaluated in [4]. As a consequence of collision
checking before execution, the algorithm is guaranteed to find a collision-free path
to the goal and because of the randomized roadmap approach it is statistically
complete.

4 Time-Optimized Path Planning

In the context of human-robot cooperation and in general when dynamic obstacles
are involved, robot speed must be adapted to the current obstacle distance, thus
being able to react to movements of the unknown objects before a collision be-
comes unavoidable. The planning method described beforehand typically follows
the configuration space surfaces of the workspace obstacles, as it searches for the
shortest, collision-free path to the goal. In combination with speed regulation this
leads to rather long path execution times. Optimizing solely for maximum clear-
ance on the other hand could lead to highly inefficient path planning, producing
detours and also resulting in high path execution times, too. Thus, clearance com-
petes with path length. In the following sections we will outline how to solve this
conflict and how to meet real-time demands at the same time.

4.1 Basic Planning Algorithm

As a basic requisite for using the A* graph search, it is necessary to define edge
costs. Edge costs define vertex costs f{v) via the sum g(v) of edge costs from the
start vertex to the current vertex. Together with an estimation of costs to the target
h(v), we get: f(v) =w - g(v) + (1 — w) - h(v), the well known cost function of the
A* (here we choose w = 0.5). For time-optimized planning, edge costs are defined
by the time it takes to travel them (Eq. 1).
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In this general (approximating) term, the edge from v, to v, is subdivided into L
segments (v(u;), v(u;,;)), and a travel time is calculated for each one by dividing
the segment length by the robot speed s(d:), which is derived from the average dis-
tance d: to the workspace obstacles along the segment (v(u;), v(u;.;)). The dis-
tance-regulated speed may be a linear function (for some k > 0) of the form:

0 if d <d,
s(d) = (d —dy)k if deldy.d,,, | )
Smax = (dmax - d())k lf d> dmax

To address the real-time demands, the presented algorithm needs to reduce
costly distance calculations. Thus, the overall number of distance calculations is
limited per invocation of the path planning algorithm and unknown distances have
to be estimated at the roadmap points and along edges of the roadmap, as the
geometry of the configuration space obstacles is only implicitly known through
the collision test.

Edges are not subdivided to calculate distances along the edge, as the distances
between the subdivision points would have to be estimated again in an infinite re-
cursion, so that there is no obvious reason to do so. The distance function along
the edge is thus estimated from the distances determined at its vertices. The
following two sections describe the edge distance estimation techniques and the
vertex distance estimation from calculated vertices, which is also necessary due to
the limitation of distance calculations.

4.2 Distance Estimation for Roadmap Edges

In this section we will simplify all possible distance curves along a roadmap edge
to a discrete model, deriving several useful conclusions. The distances in the verti-
ces of the edge from v, to v, are given by d, = d(v,) and d, = d(v;,). Given a linear
connection in configuration space, the edge can be represented by v(1) = (1 — 1) v,
+ A v,. We want to derive the distance curve d(A). The environment is considered
to be static, that is, no model of obstacle movements exists, as no model of the ob-
stacles in configuration space exists.

In the proposed model, we subdivide A into L discrete steps A4 = 4/ L. For each
step, any point of the robot can move by a certain maximum distance, conserva-
tively approximated by the MAXMOVE method [5]. Thus, the distance to obsta-
cles can increase or decrease maximally by Ad = MAXMOVE " (AL(vy— v,)). The
distance distribution starts at (0, d,) and ends at (1, d,). The resolution of the grid
can be adapted so that (1, d,) can be represented by a discrete grid point (if
d S Q )

Within this model, the possible spectrum of distance curves can be represented
by sequences of L additions of the vector (1, =1). To simplify the syntax, we will
reduce this to a sequence of L +1-steps. Two invariants hold true for all possible
sequences:
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e The number of steps is fixed and given by the resolution of the grid. Specifi-
cally, this means that the sum of the occurances of +1 and —1 in the sequence is
constant: #(+1) + #(-1) =L

e As the endpoint (1, d,) must be reached, the following equation needs to be sat-
isfied: #(+1) — #(-1) =(d, — d,) / Ad

Based on these two invariants, it is clear that the number of +1-steps and
—1-steps is constant and each sequence is simply a permutation of any other valid
sequence. Following this result, there are two limiting distance curves of maxi-
mum distance and minimum distances, as seen in Figure 1.

aa

d, =

Fig. 1 Left: Model of distance curves. The gray area defines the range of all possible dis-
tance curves, the dashed curve represents a discrete example curve. Right: Point distance
estimation with estimated distance ranges expanding from calculated distances at point g,
and g to estimated point g;.

Thus, at least two distance curve estimations can be derived directly from this
model, a pessimistic edge distance estimation (the minimum distances curve) and
an optimistic edge distance estimation (the maximum distances curve). A third es-
timate that can be derived naturally from this model is the average edge distance
estimation. In the following, we will derive the equation of the latter estimation.

In the following, n is the number of +1-steps in the sequence and m the number
of —1-steps, such that L = n + m. The absolute number of all possible curves C,; is
then given by (selection without repetition, order does not matter):

L L L!
Cur=| == Q)
n nl(L—n)! n'm!

For the calculation of the average edge distance estimation, we take a look at
the expectation E (i) of the distance difference from step i to step i+1:

E 4y (i) = pi (+Ad) + p; (-Ad) “)

Where p;" is the probability that a +1-step is at the i-th position and p; the prob-
ability for a —1-step. The probability p;" is the number of all curves C;(i) with a +1
at step i divided by the number of all possible curves C,;:
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pi" is thus independent of i. With p;"= m/L the resulting Ey;, is independent of i:

E iy = (%)HM )+ (%](—Ad )= (” _LmJAd (6)

Thus, the average difference vector in each step is (A4, Ey). If we sum up all
difference vectors from (0, d,), we get:

d()=(0,d,)+ (AL E4,)L=(1,(n-m)4d)=(,d, +(d, —-d,)), (1)

which is the endpoint of all curves. So in effect, the average edge distance estima-
tion is a linear function connecting (0, d,) and (1, d,).

4.3 Distance Estimation in Roadmap Vertices

The distance d(v) to unknown obstacles in vertex v is estimated based on the dis-
tance of the neighbour vertices v,,..q. Generally, the distance d(v) may vary in the
range of d(Vp.q) * MAXMOVE’I(V — Vpred)- An estimated distance in a roadmap
vertex is thus represented as interval [/, 4] describing the range within which the
true obstacle distance falls.

If a new distance is measured in a vertex, the intervals of estimated neighbour
vertices and their successors in the roadmap need to be adapted. As it would be
very costly to update all dependent vertices of a roadmap upon distance calcula-
tion of a single vertex, the distance estimation of a vertex is updated in the expan-
sion steps of the graph searching algorithm. This may change edge costs, thus the
graph search algorithm D* [9] is used in a slightly modified form, to update all
dependent vertices in the search tree efficiently. Intervals are updated by using the
distance information (either calculated or an estimation interval) of connected
neighbour vertices, that are “more informed” (see also Figure 1, right). First, the
distance information of the neighbouring vertex is propagated along the connect-
ing edge using:

[lnew > hnew] = [lpred - dMM 4 hpred + dMM 1 3)

With dyy, = MAXMOVE™ (v — Vpred)- For vertices with a calculated distance
d.qie» the interval reduces to a point [ = h = d. ..

Second, the interval of the current vertex v, (which is [—oo, +00] initially) is
updated to the smallest common interval:

[ZCMV > hCMV ] = [max(lcur > lnew )’ min(hcur b4 hnew)] (9)

For edge cost calculation a single distance needs to be selected from the inter-
val. Three different selection functions can be specified similar to the edge
distance estimation: an optimistic vertex estimation fy,(v) = h, a pessimistic vertex
estimation fy;,(v) = [ and an average vertex estimation f;;,(v) = (I+h)/2.
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5 Discussion

Translated into a speed, the pessimistic edge or vertex estimations may cause the
goal to be unreachable, because the distances are estimated below the minimum
speed distance before the goal is reached on any possible path through the road-
map. To prevent this, a speed slightly above zero is chosen as minimum speed in
the speed function s(d) for path planning. This is safe, as the path is tested to be
collision free before execution and invalidated edges are just skipped by the plan-
ner. If a calculated vertex distance indicates a collision, all edges connected to that
vertex are invalidated.

Besides these basic considerations, the chosen estimation technique influences
the generated course of the path. The pessimistic vertex estimation biases the
planner to prefer shorter paths in estimated regions of the roadmap because of
high costs, while the optimistic estimation reduces path costs in the calculated re-
gions of the roadmap, because of low costs in the estimated regions. This leads to
obstacle evasion behaviour in the optimistic case and a goal-oriented behaviour in
the pessimistic case. This is confirmed by experimental results (Figure 2e, f). For
the edge estimations, the pessimistic edge estimator biases the path towards an ex-
tended clearance in comparison to the optimistic edge estimator.

In a dynamic environment, the distances calculated become invalid quickly
and thus need to be reset before execution of the planning algorithm each system
cycle. With only this limited environment information, the path planner can get
trapped in local minima or cycle in endless loops. Parameters influencing this be-
haviour are the number of vertices and edges and the number of available distance
tests per execution of the planner. In an environment with more or less static ob-
stacles, this behaviour is undesirable. If the planner can detect whether obstacles
move, it can keep distance calculations already done in previous planning cycles.
As safety is assured by the underlying collision testing before path execution, this
detection does not need to be exact. The planner may only degrade in performance
with respect to time-optimized paths when planning on distances that have
changed slightly due to small obstacle movements. The sensor system can thus de-
liver an underestimation of the workspace dynamics, indicating a static environ-
ment upon only small obstacle movements.

6 Experimental Results

In the following sections we present experimental results for a 2D simulated con-
figuration space and in a real world application with a six-degrees-of-freedom in-
dustrial robot. The 2D simulation environment operates the robot using the same
parameters (including the distance-speed-function s(d), see Eq. 2) and configura-
tion space size used in the real world application. The collision test and distance
calculation are slowed down artificially to resemble the behaviour of the
real-world sensor-based counterparts. The simulation environment ensures repeat-
ability of the experiments and is well-suited for visualization of the results. The
real-world application shows the feasibility of the approach.
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6.1 Simulation of a 2-DOF Robot

The simulation experiments were carried out with the shortest-path algorithm out-
lined in Section 3 and the distance-enhanced algorithm from Section 4 to allow for
speedup comparisons. The experiments comprised several standard benchmarks.
Some of the setups and results are depicted in Figure 2. All static roadmaps are

o
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c) d)

v e

Fig. 2 Robot paths in simulated 2D environments. Executed paths are indicated by dashed
lines. For the benchmarks SIMPLE (a,b) and DETOUR (c,d), the shortest path (left) and the
time-optimized path (right) are planned in a roadmap with random sampling. The start of
the planning task is at the left end of the path, the target at the right. Switchbacks that may
be present originate from insufficient planner information about the environment. Images
e), f) show a planning step (the robot’s progress is denoted by the dashed line and the
planned path is indicated by the solid dark gray line) with a moving object (movement indi-
cated by arrow). Both images use a time-optimized planner on a regular grid. e) Uses a
pessimistic estimator for roadmap vertices and f) an optimistic estimator. The optimistic es-
timator biases the graph searching D* to evade the obstacle, while the pessimistic biases it
to reduce path lengths to the target.
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initialized with either random or regular vertex sampling with two different sizes
(500 and 4000 vertices). Table 1 shows true complete path execution times sorted
by benchmark. The planning cycle time of the system is < 100 ms. The time-
optimizing planner speeds up the execution time from the start to the goal position
by up to 63 percent in the DETOUR benchmark.

Table 1 Benchmark results for shortest-path and time-optimizing planning algorithms,
Benchmark SIMPLE (1), SIMPLE with a moving object (2), DETOUR (3). Listed are av-
erage path execution times in seconds. The planning time in each system cycle is less than
100 ms, thus achieving an update rate of >10 Hz on a 2.2 GHz standard workstation.

Optimistic Edge Pessimistic Edge Dis-  Average Edge Distance
Distance Estimation  tance Estimation Estimation
Bench  Short- Optim. Pessim.  Optim. Pessim. Optim. Pessim.
-mark est-Path  Vertex Vertex Vertex Vertex Vertex Vertex
29.7 13.9 15.7 133 15.9 13.9 15.7
16.3 12.4 12.7 12.3 11.6 12.0 12.2
3 314 13.3 12.9 114 12.1 12.8 12.8

6.2 Real-World Application with a 6-DOF Industrial Robot

In this application (Figure 3), the robot speed is scaled up to a maximum of ca.
500mm/s based on its clearance. The system operates at 10 Hz frame rate. The
roadmap contains 5000 points, each one connected to ca. 15 neighbouring
vertices.

—

Fig. 3 Robot path in a real-world application. The original robot path is indicated by the
dashed line in a). The robot evades a worker entering to perform a maintenance task. The
robot executes the path indicated by the dashed line in c).
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7 Conclusion

We have presented a time-optimizing path planner for robots with high degree-of-
freedom. The planner offers real-time performance by limiting the number of dis-
tance calculations and collision tests, while being statistically complete and thus
being able to reach the goal even in cluttered environments given an unlimited
number of planning cycles. The costs of the collision test are further reduced by
offline testing the static environment. The distances are estimated and propagated
through the roadmap to benefit from a few calculated distances as much as possi-
ble. In the presence of distance-based speed regulation in human-robot coexis-
tence, massive speedups of up to 63 percent compared to the shortest-path solution
can be realized.
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Analysis of Strain Transfer to FBG’s for Sensorized
Telerobotic End-Effector Applications

Dean J. Callaghan, Mark M. McGrath, Ginu Rajan, Eugene Coyle,
Yuliya Semenova, and Gerald Farrell

Abstract. Sensorized instruments which cater for the measurement of interaction
forces during surgical procedures are not available on current commercial Mini-
mally Invasive Robotic Surgical (MIRS) systems. This paper investigates the
effectiveness of advanced optical sensing technology (Fiber Bragg Grating) as sur-
gical end effector strain/force sensors. The effects of adhesive bonding layer
thickness and length are specifically addressed owing to their importance for ef-
fective strain transfer and ensuring compactness of the resulting sensing arrange-
ment. The strain transfer characteristics of the compound sensing arrangement are
evaluated by the examination of shear transfer through the fiber coating and adhe-
sive layers. Detailed analysis of the sensing scheme is facilitated through the use
of FEA. Validation of the resulting models is achieved through experimentation
carried out on an application-specific evaluation platform. Results show that strain
values from an FBG are comparable to that of an electrical strain gauge sensor.

1 Introduction

Current commercially available MIRS systems greatly augment the surgeon’s
ability to carry out an operating procedure effectively but lack the facility to relay
haptic (kinesthetic and tactile) information to the user.

Dean Callaghan - Mark M. McGrath

School of Manufacturing and Design Engineering, Faculty of Engineering,
Dublin Institute of Technology, Bolton Street, Dublin 1, Ireland,
e-mail: {dean.callaghan,mark.mcgrath}@dit.ie

Ginu Rajan - Yuliya Semenova

Photonics Research Centre, Faculty of Engineering, Dublin Institute of Technology,
Kevin Street, Dublin 8, Ireland,

e-mail: {ginu.rajan,yuliya.semenoval}@dit.ie

Eugene Coyle

School of Electrical Engineering Systems, Faculty of Engineering,
Dublin Institute of Technology, Kevin Street, Dublin 8, Ireland,
e-mail: eugene.coyle@dit.ie

Gerald Farrell

School of Electronic and Communications Engineering, Faculty of Engineering,
Dublin Institute of Technology, Kevin Street, Dublin 8, Ireland,

e-mail: gerald. farrell@dit.ie



66 D.J. Callaghan et al.

This failure to provide for force measurement at the instrument end-effector re-
stricts the effectiveness of MIRS systems in the detection of interaction, cutting
and grasping forces during surgical tasks. A major obstacle in the provision of
force feedback in MIRS systems is attributed to the actual measurement of the
interaction forces [1].

Research is ongoing into the use of strain/force sensors for the measurement of
interaction forces at the instrument-tissue interface. Resistive strain gauge tech-
nology has been utilized either in the form of a modular sensor [2, 3] or attached
onto the instrument trocar [4-7]. These arrangements only measure interaction and
bending forces on the trocar and do not measure grasping and cutting forces. One
approach to overcoming this problem is the placement of strain/force sensing
transducers either onto the instrument tip or as close as possible to it. Resistive
strain gauges have been attached onto the tips of surgical graspers [8-10] and sub-
sequently provide for the measurement of the forces during grasping operations.
Sterilization of the arrangement as well as appropriate protection and shielding of
the sensors are two of the primary issues associated with the use of resistive strain
gauges on instrument tips.

Optical fiber sensors are being used as strain and force sensors in a number of
areas including robotic surgery. Moreover, this mode of sensing offers a number
of advantages, including, compact dimensions, immunity from electromagnetic in-
terference and multiplexing capabilities.

The NeuroArm neurosurgical robotic system which is designed to be MRI com-
patible and can be used within a closed magnet bore [11] utilizes optical sensing
methods. A three DOF optical force measurement scheme provides a sense of hap-
tic perception to the user. It is unclear from the system description whether or not
it has the capacity for measurement of grasping and scissor-cutting forces.

Park et al are investigating the feasibility of using FBG sensors in detecting the
deflection of surgical needles in an MRI environment [12]. Results indicate that
the FBG sensor can be used to estimate the tip deflection, but have also exhibited
some hysteresis due to ineffective bonding at the sensor-needle interface.

Work carried out by Greenish et al employed “U” shaped strain gauge sensors
(Entran ESU-025-1000), in the investigation of the forces generated along a pair
of scissor blades, whilst cutting a range of anatomical tissues [13]. Forces on the
scissor blades were found to be in the range of 2 N to 30 N for a range of biologi-
cal tissue types. An evaluation testbed developed by Callaghan er al [14] facili-
tates the measurement of blade forces while cutting a range of synthetic tissue
samples. Force values are in the range 2 N to 14 N with maximum blade strain of
121 pe.

This work presents preliminary investigations into the use of FBG’s as force
measurement sensors for robotic surgical end-effectors. An investigation was car-
ried out to ascertain the minimum bond length required to ensure uniform strain
over the FBG sensing element. Experimental validation of the FE results was car-
ried out on a novel application-specific test rig incorporating a simplified geomet-
rical realization of an actual surgical scissor blade. The rig design allows for the
bonding of both an electrical strain gauge (ESG) and a 5 mm FBG sensor, ena-
bling their respective performances to be evaluated for loads up to 30 N. This
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loading induces strain values of up to 350 pe in the blade allowing the effective-
ness of strain transfer from blade structure to the FBG sensor to be evaluated.

2 FBG Working Principle

An elementary fiber Bragg grating comprises of a short section of single-mode op-
tical fiber in which the core refractive index is modulated periodically using an in-
tense optical interference pattern [15], typically at UV wavelengths. This periodic
index modulated structure enables the light to be coupled from the forward propa-
gating core mode into backward propagating core mode generating a reflection
response. The light reflected by periodic variations of the refractive index of the
Bragg grating, having a central wavelength Ag, is given by [16],

Jg =2nA (1

where n.4 is the effective refractive index of the core and A is the periodicity of
the refractive index modulation.

The basic principle of operation of any FBG based sensor system is to monitor
the shift in the reflected wavelength due to changes in measurands such as strain
and temperature. The wavelength shift, Alg, for the measurement of applied uni-
form longitudinal strain, Ag, is given as,

Adg = A (1= pyAe (2)

where p, is the photo elastic coefficient of the fiber given by the formula,

2
Po :%[Plz—U(Pn—Plz)] 3)

where p;; and p;, are the components of the fiber optic strain tensor and v is the
Poisson’s ratio. For a silica core fiber the value of (1 - p,) is usually 0.78. Thus, by
measuring the wavelength shift, using techniques such as those described in [17],
changes in temperature or strain can be determined depending on which parameter
the FBG sensor is being used to measure.

A single mode optical fiber (SMF28) with an acrylate coating, containing an
FBG of peak reflected wavelength of 1550 nm and a peak reflectivity <70%, was
used in this experimental work. A 15 mm portion of the coating is removed to al-
low the 5 mm FBG to be written into the fiber core. A polyimide recoat, with a
stiffness value greater than that of the acrylate, had then been applied over the 15
mm portion, providing for enhanced strain transfer. The shift in the FBG reflected
wavelength due to strain is measured using an FBG interrogator from Smart Fi-
bers Ltd. (Wx-02). The internal temperature sensor of the interrogator is used to
compensate for ambient temperature fluctuations.

2.1 Strain Transfer Theory

Initial theoretical investigations into the strain transfer from a host material to a
cylindrical fiber were carried out by Cox [18]. The resulting derived solution is
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Fig. 1 (a) Structure of an optical fiber embedded within a host material (b) Material
displacements and radii.

adapted in this work to a four-layer cylindrical model for the purpose of identify-
ing the strain transfer parameters which influence strain transfer between host ma-
terial and fiber core. Following this, the derived expression is amended enabling
the embedded model to be utilized for a surface mounted arrangement.

A bare fiber encapsulated within a protective coating, adhesive layer and the
host material is illustrated in Fig. 1. The host material is the only element to which
an axial load (z-direction) will be directly applied. The resulting strain will be
transferred to the bare fiber as a result of shear strain within the two intermediate
layers. The average strain transfer coefficient (ASTC) &, is defined as the ratio of
the average strain over the bonded fiber, ;. to that of the host material, ¢,, and

can be calculated using the following expression,

a:ﬁ —1- Sil’lh(kL) (4)
kL cosh(kL)

m

where L is the length of the FBG sensor and k is the shear lag parameter encapsu-
lating the material and geometric properties of the fiber, coating and adhesive lay-
ers and is given by,

2 5)
1 C 1 m
EfrleiGcln [:j] + G—aln [:Lﬂ

where G, and G, are the shear modulii values for the protective coating and adhe-
sive layer respectively and E; being the Young’s modulus of the fiber material.

A surface mounted fiber differs from an embedded fiber in that the host mate-
rial does not fully encapsulate the coated fiber (Fig. 2(a)). A correction term
introduced by [13] which incorporates the adhesive layer thickness ¢, into expres-
sion (5) ensures its applicability to a surface mounted fiber.

K=
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Fig. 2 (a) Surface bonded FBG sensor (b) View of the optical fiber within the adhesive
layer.

2.2 FE Strain Transfer

In practice the adhesive layer will take up a flattened profile (Fig. 2(b)) which is
approximated as an ellipse for the purpose of this FE model. A previous study [19]
demonstrated that variation in side width and top thickness of the elliptical profile
had negligible effect on the strain transfer from host material to fiber core. It was
shown, however, that the adhesive layer thickness, #,, between the protective coat-
ing and the host material surface greatly influenced the average strain in the fiber
core. FE models in this work are being used to study the effects of varying the ad-
hesive layer thickness, bond length and stiffness values on the ASTC in a manner
representative of a surface mounted FBG.

A 0.03% uniform strain was applied to the host material in the axial (z) direc-
tion for each simulation. The following parameters were varied and the strain
distribution along the fiber core monitored after each simulation,

e The thickness of the adhesive layer between fiber coating and host material was
varied from 10 um to 200 pm.
e The Young’s modulus of the adhesive was set at either 2 GPa or 3 GPa.

The strain distribution along the fiber core for an adhesive Young’s modulus of
3 GPa over a range of thicknesses from 10 pm to 200 um is shown in Fig. 3(a).
Trends in the data show that the strain distribution over the bonded 5 mm length is
uniform over a region of approximately 1.5 mm for adhesive layer thicknesses be-
tween 10 pm and 30 um. A further reduction in the uniform strain length is ob-
served for layer thicknesses between 50 pm and 200 um. The average value
obtained from each of the hyperbolic strain curves in Fig. 3(a) represents the strain
in the fibre core. Shear concentrations through both the adhesive and protective
coating layers indicate that 100% uniformity in strain over the FBG length is
unattainable by bonding the 5 mm FBG length only. The ratio of the average core
strain to that of the host material (ASTC) is plotted in Fig. 3(b) for five different
adhesive layer thicknesses and Young’s modulus values of 2 and 3 GPa over a
Smm bond length only. Comparing the FE and the theoretical ASTC values it can
be seen that strain transfer is most effective when the adhesive layer thickness is
smallest (10 um) and its Young’s modulus is greatest (3 GPa). Reducing the stiff-
ness of the adhesive from 3 GPa to 2GPa has the effect of reducing the ASTC by
an average of 2%.
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Fig. 3 (a) FE strain distribution along fiber core (b) FE and theoretical ASTC values for
Smm bond length.

2.3 Influence of Fiber Bond Length

It can be seen from (4) that the ASTC is influenced by the shear lag parameter, &,
which incorporates material and geometrical properties including adhesive layer
thickness. The fiber bond length, L, also influences the effectiveness with which
the host material strain is transferred to the FBG core. Achieving accurate strain
measurement necessitates that a uniform strain distribution is obtained along the 5
mm grating region. This ensures that,

1. The strain sensitivity of the FBG (1.2 pm/ue) is valid, as this value is based on
the assumption of strain uniformity.

2. No spectral broadening or distortion of the reflected wavelength spectra occurs
which can result in measurement errors.

FE analysis was carried out to establish the minimum FBG bond length which
ensures strain uniformity over the Smm grating. Five models were created using
properties taken from an FBG employed in our experimental investigations, with
the bond length being the only variable. Ideally, the adhesive layer thickness
should be maintained as small as possible as outlined in Section 2.2, however
achieving values in this range is prohibited by the technique employed for attach-
ment of the fiber to the blade surface. This technique utilizes the dimensions of the
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original Acrylate coating (250 pm) either side of the recoated portion (133 um), to
maintain a consistent bond thickness of 58.5 um along the bond length. Results
from the simulations showed that for an adhesive layer thickness of 58.5 um, and
a 4 um thick polyimide coating, a minimum bond length of 11 mm ensures uni-
form strain distribution along the 5 mm FBG (Fig. 4).

2.4 Sensor Placement

Strain measurements from the FBG sensor can be compared with those obtained
from the FE model provided the strain field being measured by the sensor is
uniform along the bonded grating length. Assuming that the scissor blade can be
approximated as a uniformly tapered cantilever beam the point of maximum strain
as well as the strain distribution over the bonded region of the fiber is established
using the following expression,

_ 6F(L - Z) . (6)
< Eb(W —2ztang)

where z is the distance from the blade pivot point, F is the applied load, W is the
thickness of the blade at its pivot, b is the width of the blade, E is the Young’s
modulus of the blade material and ¢ is half the angle of the blade (Fig. 5(a)).

The maximum strain was found to occur at a location 14 mm from the blade
pivot point (Fig. 5(b)). Minimal strain variation (0.003%) is estimated between
11.5 mm and 16.5 mm on the blade surface onto which the FBG sensor is at-
tached. This small strain field variation will have negligible adverse effect on the
reflected FBG signal.

Preliminary investigations into the nature of the strain values for blades of propor-
tionately smaller dimensions revealed sufficiently large deflection and strain values
still exist. Analysis of a small blade with L =5 mm, » = 1.5 mm and W = 2 mm re-
veals that for loads up to 10 N, maximum strain values of up to 270 um are achieved.
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Fig. 5 (a) Blade geometry (b) Strain distribution on blade upper surface over a range of ap-
plied loads.
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3 Experimental Validation

An experimental testing platform has been developed allowing investigation into
the effects of adhesive layer thickness and bond length on the transfer of strain
from a host material to an FBG fiber. The test rig consists of a simplified blade ar-
rangement which is representative of one blade of a scissor end effector (Fig. 6).
Blade dimensions (L = 39 mm, b = 2.286 and W = 7.1 mm) are comparable to that
of a pair of straight blade Metzenbaum-Nelson scissors (nopa® instruments AC
110/18). The blade is symmetrical about its pivot point allowing for the simulta-
neous evaluation of an FBG strain sensor and an ESG. A self temperature-
compensated ESG (N11-MA-2-120) with a polyimide backing substrate was used
as the reference strain sensor. This established strain measurement technology
serves as the best available sensing technique or performance comparison. These
ESG readings represent the blade surface strain &,, at the fiber location, allowing

an indication of the ASTC value (4) to be obtained.

Bonding of the FBG sensor to the surface of the blade was achieved using a
special fixture incorporating four linear stages. This fixture allows the fiber to be
fixed at one location while the blade is aligned in the x, y and z planes prior to the
addition of the adhesive layer. After satisfactory alignment, the blade is lowered
and the adhesive layer is manually applied over the bond length (11mm). The
blade is then raised to its original position where it meets the fiber which is held in
position by an applicator containing a 250 pm deep groove. This groove ensures
that the fiber is fixed securely to the blade without squeezing the Acrylate coating
at the points of contact between applicator and blade (either side of the recoated
fiber). This technique is important since squeezing of the Acrylate coating during
bonding results in curvature of the recoated fiber and consequently an inconsistent
adhesive thickness along the adhesive bond length.

Symmetrical
Blade

Applied Load

Fig. 6 Experimental test apparatus with surface mounted FBG and ESG strain sensors.
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Fig. 7 FBG spectrum at
zero load and maximum
load.
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A range of loads in increments of 2 N between 0 and 30 N were applied to one
end of the symmetrical blade resulting in an equal load being applied at the oppo-
site end. This technique induces equal strain fields in each side of the blade. The
reflected spectra of the FBG sensor were measured using an optical spectrum ana-
lyzer (Agilent 86140B). The measured spectra for zero strain and maximum ap-
plied load have the same bandwidth with only a peak shift due to the induced
strain being observed (Fig. 7). This confirms that uniform strain is being induced
over the grating length, as an appropriate bond length of 11 mm is being used.
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The experimental data from the FBG and the ESG over the loading range of the
blades are presented in Fig. 8(a). Blade strains obtained using FE and elementary
beam theory are also presented. The strain values from the FBG sensor are in good
agreement with those from the surface mounted ESG with a maximum of 2.8 %
variation in strain being observed over the full range.

The theoretical ASTC is estimated using expression (4) where £, is the uniform

strain within the fiber core and ¢,, is the uniform strain on the blade surface meas-
ured by the surface mounted ESG. The FE simulation indicates that an ASTC of 1
is obtainable using an appropriate bond length, adhesive layer thickness and coat-
ing thickness. An ASTC value of 0.98 is calculated using FBG and ESG strain
values (Fig. 8(b)). This indicates the sensitivity of the FBG is comparable to that
of the more established ESG technology signifying its suitability for the proposed
measurement application. It is observed that the strain values from the FBG sensor
correlate closely with both the analytical and FE values also indicating that a high
level of strain transfer from blade to FBG is attained.

4 Conclusions

The aim of the present study is to assess the factors influencing strain transfer be-
tween the structure of a simplified scissor blade and the core of an FBG strain sen-
sor. FEA has been employed to improve on the theoretical analysis by creating a
more representative model of a surface mounted FBG sensor. Results revealed that
for a fixed bond length, a thin adhesive layer with a high Young’s Modulus value
allowed maximum strain transfer to be achieved along the middle portion of the
fiber only. It is essential that the fiber experiences a uniform strain over its full
sensing length so that accurate strain readings from an FBG can be obtained. Fur-
ther FE analysis based on the properties of the fiber revealed that for an adhesive
layer thickness of 58.5 pm, a minimum bond length of 11 mm ensures both
uniform strain distribution and maximum strain transfer to the FBG core.

A novel evaluation testbed was used which allows FBG and ESG strain read-
ings to be assessed simultaneously. Results show that the sensors are in good
agreement with a maximum variation of 2.8% between respective strain readings.
The ratio of the strain measured by the FBG to that of the ESG was found to be
0.98. Analysis of the reflected FBG spectrum at zero and maximum load reveals
that no errors occurred in the FBG strain measurements as a result of strain non-
uniformity along the grating. This indicates that 11 mm is an appropriate bond
length for the 5 mm FBG used, allowing strain uniformity and complete strain
transfer to be obtained.

It has been shown that an FBG sensor can be used in the measurement of strain
on a simplified scissor blade arrangement as effectively as an ESG sensor. Ensur-
ing appropriate bonding layer thicknesses and short fiber bond lengths widens the
potential application of FBG sensors in the field of telerobotic surgery where the
associated end-effectors have compact dimensions. Ongoing work involves incor-
porating the strain sensor into the blade structure, the aim of which is to make the
FBG an integral part of the sensorized end-effector unit. In conjunction with this,
an appropriate temperature compensation technique is being implemented which
will improve the accuracy of the strain/force measurement system.
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Intuitive Collision Avoidance of Robots Using
Charge Generated Virtual Force Fields

Alexander Winkler and Jozef Suchy

Abstract. This article presents an approach to intuitive collision avoidance of hand-
operated robots. Hand-operations are realized by means of zero-force impedance
control using force/torque sensor. Impedance control is then combined with the
method of artificial potential fields exerting force on the end-effector. This force can
be felt by human, who acts on the manipulator and cooperates with the robot. The
way to generate potential fields in this work is based on virtual electrical charges
placed on the obstacle surfaces. In comparison with other approaches this method
is quite universal and can be flexibly used for all forms of obstacles. It may be
favourable to implement an additional artificial damping field to prevent hurting ob-
stacles in the case of higher end-effector velocities. It is also possible to use this
approach with moving obstacles. In this situation the charges would be placed de-
pendent on sensor information provided e.g. by camera.

1 Introduction

To guarantee physical integrity of human operators, industrial robots usually worked
behind safety fences. In the last several years the so called safety controllers were
developed and they became more and more acceptable, [10]. The application of
safety controllers permits human-robot interaction which means coexistence and
collaboration between human and robot in the shared workspace, [7]], (8]

One kind of human-robot interaction is hand-operation of robots by means of
forces and torques affected by operators on the manipulator arm or end-effector.
Forces and torques can be measured by force/torque wrist sensor or by joint torque
sensors. Possible applications are assistance tasks where workpieces are handled
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jointly by human and robot. Furthermore, in this way the robot can learn and record
a complex task from operator. Moreover, human-robot cooperation is not restricted
just to industrial robots. It can be assigned also to service/domestic and to humanoid
robots.

In this context it may by useful to consider obstacles and restrictions within the
workspace in an intuitive manner. This means that in the present paper the operator
feels physically boundaries when operating the manipulator. One method to realize
this functionality is the integration of virtual potential fields in the workspace which
will result in vector force fields acting on the robot. Using potential fields is a well
known and investigated approach to planning paths of mobile or stationary robots,
[31, [9]. However, it makes also sense to apply virtual force fields in real time during
human-robot-interaction or robot-robot interaction. In comparison with commonly
used methods to generate the artificial potential field [6] in this contribution the
approach of virtual charges is preferred, because it is quite universal and can be used
for almost all forms and combinations of obstacles. The common effect of using
algorithms based on charges is their easy implementation in the robot controller in
contrast to high computing time. Though, nowadays the relatively high available
computing power makes this aspect more and more irrelevant.

In this paper the application of virtual force fields is focused to hand-operation
of robots. For this reason the next section delivers short insight into the field of
force guided or force controlled robots based on zero-force impedance control. Sec-
tion 3] introduces the new approach to real time generation of virtual forces around
obstacles and near restricted areas in the workspace. Within this approach due to
the presence of wrist force and torque sensor the algorithm lets the operator physi-
cally feel the neighborhood of real or virtual obstacles. It is based upon virtual point
charges placed on the obstacle surfaces. After implementation of hand-operation
via impedance control and generation of the artificial force vector field, some exper-
iments will demonstrate the performance of the algorithm. The presented algorithm
may be improved by some additional features, e.g. by adding artificial damping
field near obstacles [1]], described together with other features in section 3l Finally,
in section ] the short conclusion is given.

2 Hand-Operation of Robot Manipulators

Hand-guiding or hand-operation of robots by a human operator acting by means
of forces and torques on its end-effector or on the whole manipulator arm can be
understood as a special kind of robot force control, namely the zero-force-control.
For this purpose the robot is, as a rule, equipped with a wrist force/torque sen-
sor or with joint torque sensors. So, hand-operation can be performed in Cartesian
or in joint space. Another method is the estimation of the interaction forces and
torques from the joint motor currents in the case when these values are available,
[14]). Further approaches are possible in the future, e.g. the application of tactile
matrices.
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2.1 Hand-Guidance in Operation Space

With a six component force/torque sensor mounted in the robot wrist it would be ob-
vious to control the robot in operation space. Measured interaction forces will result
in linear motions of the robot tool, and interaction torques will generate rotations of
the tool. The relationship between interaction forces/torques and robot behavior can
be described by the general mappings .%, and .%

v=2,F) and ©=,(T) (1)

where F and T are the vectors of measured interaction forces and torques, respec-
tively. v is the vector of the linear velocity and ® represents the angular veloc-
ity of the tool frame. It will be also possible to compute the Cartesian interaction
forces/torques in tool frame from measured values of joint torque sensors. This,
however, seems not to be expedient because contact forces on the whole manipula-
tor arm are then taken into consideration.

2.2 Hand-Guidance in Joint Space

A different behavior of the robot in comparison with the operation space approach
can be achieved using the joint space approach to force guidance, [13]]. For this
purpose the interaction joint torques 7 have to be measured by joint torque sensors.
Alternatively, they can be calculated from measured values of force/torque wrist
sensor using the geometric Jacobian matrix J:

=y m @

These joint torques will result in the motion of the particular joint similarly
described by
4=74(1), 3)

where ( is the vector of joint velocities.

The advantage of hand-operated robot arms in joint space is that the generated
motion matches the expected motion of the particular mechanical system repre-
sented by its kinematics. Besides, it is eventually possible to pass singularities which
divide the task space of the manipulator without any problem, [12].

2.3 Linear Impedance Dynamics of the Hand-Operated Robot

The relationship between interaction forces/torques and the robot motion can be
understood as the enforced dynamics of the force controlled robot. Dynamics may
be comparatively freely defined by control algorithms. However, some restrictions
have to be taken into consideration. The parameters of this kind of dynamics have to
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match the dynamics of robot joint drives and the dynamics of operator to guarantee
the safety.

The common version of robot dynamics during hand-guidance is the dynamics
of mass-damper-system for each joint or each Cartesian degree of freedom. These
virtual mass-damper-systems can be implemented in the robot controller by

T, =MiGi+Dig; or F=mX;+dX; 4)

for motion generation in joint space or in operation space. In (@) 7; and F; represent
the interaction joint torques or the Cartesian interaction forces/torques, respectively.
Robot joint angles are given by ¢; and X; are the Cartesian coordinates of the tool
frame (X = [vy vy v, @, @y @,]" = [v ®]"). Whichever algorithm of hand-operation
will be implemented its dynamic behavior can be adjusted by the parameters of
virtual masses or mass moments of inertia m;, M; and damping coefficients d;, D;.
Hence, the zero-force controlled robot is realized by special type of well known
impedance control, [3].

3 Collision Avoidance Using Virtual Force Fields

Using hand-operation as a method of human-robot collaboration not desired colli-
sions between robot and environment should be avoided. Especially, when contact-
ing stiff surfaces high interaction forces may result in uncoordinated robot motions
endangering the operator.

It would be preferable if the human interacting with the robot could feel obstacles
during hand-guiding. One idea how to implement it is to make use of virtual forces
emitted by the obstacles and boundaries. These forces act against the interaction
force and show intuitively restrictions to the operator. The application of artificial
potential fields is a well known and investigated approach to path planning of mobile
and stationary robots, [3]]. In contrast to scalar potential fields the application of
vector force fields to human robot interaction induces a lot of new possibilities.
They can be also combined with the impedance control of the robot.

3.1 Generation of Virtual Force Fields

Convenient approach to generate the virtual force fields within the robot workspace
is based on virtual electric charges, which generate virtual electrostatic field in their
neighborhood. The electrostatic force Fj, between two charges O and Q; acts
according to:

1 010> r

e (|r|* I|r[|

Fip= (%)
In (@) € represents the electric permeability and r is the position vector between the
charges. The absolute force is reciprocally proportional to the square of the distance
between both charges. However, for realization of virtual force fields this particular
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form of dependence is not obligatory and (B) can be generalized introducing force
function .Z:

r

Fia =7 (|[r]]) (6)

[Ir|
Hence, the function .% describes the relationship between distance and virtual force.

For the generation of virtual force fields surrounding complex obstacles several
charges are necessary. Let the number of charges be n. It will be favorable to place
them on the whole surface of obstacle. In contrast to some other approaches taking
the form of obstacles directly into consideration when generating the force field, this
method is universal and easily programmable. Now, for the calculation of the virtual
force Fy acting against the operator near obstacles the principle of superposition

gives
n

b=3 (Fp-el) 278 ). g
& |lp—eil|

where p’ = [py py p] is the current position of the robot end-effector and e/ =
lex, ey, ;] describes the location of arbitrary virtual charge with respect to the world
frame. Force function .%; of each particular charge can be chosen individually. Nev-
ertheless, it may be convenient to choose one common function for all charges.

When choosing hyperbolic or exponential force functions the absolute force has
to be limited to avoid dangerous situations for the human operator. Furthermore,
a maximum action distance between charge and end-effector should be defined.
Outside of it the resulting force should be set to zero.

After processing the superposition of all force components the resulting virtual
force vector Fy acts against the real interaction forces Fy, thus giving rise to the
resulting force F:

F=Fy—-Fy (3

It does not seem to be expedient to generate virtual torques in the neighborhood of
an obstacle although it might be possible. It can be anticipated that the reaction of
the manipulator arm within the virtual force field depends on the mode of hand-
guiding. Using hand-guiding in operation space will result in position changes only
and the orientation of the tool will be kept constant. On the other side the joint space
approach will cause orientation changes, too.

3.2 Hand-Guided Industrial Robot Influenced by Virtual Forces

To demonstrate the approach to intuitive collision avoidance a six axis articulated
robot STAUBLI RX90B was used. It is equipped with a 6-DOF JR3 force/torque
wrist sensor to realize force guidance. The robot workspace can be seen in
Fig. [[l There are a number of virtual charges placed on the ground floor and on
the surface of the storage rack located on the left side. In the here presented case
the distance between every two charges is 100mm. This value was chosen to reduce
computation time of the robot program running on the commercial CS7B robot con-
troller. Obviously, the smaller distance would result in the smoother force field. The
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Fig. 1 Several virtual charges placed in the robot workspace.

force function of each charge is set to .7 () = 40000Nmm?-r—2, where r = ||p—e;||.
The force effect of each individual charge is limited by the distance of 150mm. The
resulting force of all virtual charges is saturated to the value of 15N.

Fig. 2l shows the force field in front of the robot generated by the charges placed
on the ground floor located at z = —400mm with respect to robot world frame. For
this purpose the absolute value of the virtual force vector on different planes has
been plotted. It can be seen that the maximum force value of 15N is reached at
the distance of approximately 50mm between end-effector and charge layer. As can
be seen, some valleys appear in the gaps between the charges. This effect may be
reduced by increasing the number of charges.

The force in dependence of distance between the end-effector and the border of
workspace can be seen in Fig.[3l For this purpose the y-coordinate is fixed to zero.
Because of the point charges the force field is somewhat wavy. Nevertheless, this
property will not downgrade the functionality of intuitive collision avoidance.

The functioning of this approach can be seen in Fig. @l A human operates the
manipulator by acting on its end-effector. The interaction force vectors are displayed
by the dashed arrows. Close to the ground floor some charges are placed which
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Fig. 2 Force field emitted by the ground floor charges on different distance planes.
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Fig. 3 Force field in dependence of obstacle distance.

generate the virtual force field. When the robot is guided closer to the obstacle the
repulsive force increases. This can be seen observing the solid arrows. For better
visualization the x-coordinate was kept constant by the operator. The combination
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Fig. 4 End-effector path and force in the neighborhood of an obstacle with virtual charges.

of the human interaction force and the virtual force emitted by the charges, results
in the corresponding end-effector path are also shown in Fig.[4l

3.3 Additional Aspects and Features

3.3.1 Limitation of Interaction Force Vector

Guiding the robot end-effector closely toward an obstacle a dangerous situation may
occur if the interaction force is higher than the virtual repulsive force emitted by
the obstacle. It is then possible that the end-effector crosses the charge layer and
crashes into the object because behind the charge layer the direction of the virtual
force vector suddenly changes. On the other side it will not be convenient to do
without limitation of the force function when r — 0 because dangerous situations
for the operator may also occur.

A very simple way to prevent overrun of the charge layer and crash is the satura-
tion of the interaction force of the human operator. It has to be guaranteed that the
maximum value of ||Fg|| is always smaller than the maximum value of ||Fy||. This
can be easily realized in the robot program. The charge layer is then an insurmount-
able barrier and protects the object.

3.3.2 Virtual Damping Field

Another aspect which has to be taken into consideration is the following one: The
force field may be seen as a variable virtual non-linear spring which brings the robot
back into a position far away from the obstacles. Regarding the dynamics of the
hand-guided robot defined in @) together with the virtual spring the behavior of the
manipulator will result in a non-linear spring-mass-damper system. If one considers
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the additional time delay of the human operating the manipulator and feeling the
obstacles it may easily occur that the whole system begins swinging. In the worst
case it will become unstable.

One approach to avoid this situation is the implementation of an additional virtual
damping field generated by the method of point charges. The simplest way is that
the virtual damping dy depends directly on the virtual force Fy:

dy = [dyx dy, de]T =dy (Fy) )

As the result dy will decelerate the current robot motion together with the dampings
of the linear impedance dynamics from (@) and stabilize the system.

3.3.3 Sources of Virtual Fields

Until now the virtual charges were placed manually during implementation of the
robot program. This method is applicable when the layout of the robot workspace is
simple. Another way might be to use the data from CAD of robot work cell. Then
the locations of the charges could be generated automatically.

Yet another possibility is collision avoidance between multiple moveable objects
using virtual force fields, e.g. between two robots [2] or a robot and a movable mech-
anism. In this case the positions of the charges located on the movable obstacle are
changing in every computation cycle. If so, the primary application of intuitive col-
lision avoidance during hand-operation becomes secondary. The effect of the virtual
force field can rather be seen as a kind of the so called non-contact impedance con-
trol, [11]]. Using this approach with commercial industrial robots, standard motion
control algorithms have to be combined with impedance control.

Besides the application of virtual force emitting robots to avoid collisions in
robot-robot collaboration the here presented approach will be extended for the pur-
pose of human-robot collaboration. The position of a worker in the robot work cell
can be detected by a 3D-camera, [4]. After that the human will be “cropped” with
virtual force charges. The resulting force field will prevent the manipulator from
touching the worker.

4 Conlusion

In this paper an approach to generating artificial force fields within the robot
workspace has been presented. The source of the field is a set of charges which can
be seen as electric charges. This force field can be applied to intuitively control colli-
sion avoidance when hand-operating the robot manipulator. If the robot is equipped
with a wrist force/torque sensor and the human performs hand-operation by push-
ing or pulling the end-effector he or she feels the virtual force field and brings the
robot away from the restricted areas. Usually the charges have to be placed on
the surfaces of obstacles. Thus, this approach is quite universal and can be easily
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implemented. The algorithm presented here was successfully verified on an indus-
trial robot hand-operated by a human.

In the next future further analysis concerning the force functions seems to be nec-
essary. The number of charges and the force functions assigned to them determine
the characteristics of the force field.

Besides human-robot collaboration an interesting scope of application may be
the robot-robot cooperation in the shared workspace. In this case virtual force fields
emitted by the robots will help to avoid their collisions. For this purpose the com-
monly used algorithms to control the robot motion have to be extended to include
the non-contact impedance control.

Furthermore, additional sensor information may be combined with the presented
approach to the force field generation. A camera or laser scanner can monitor the
work cell during human-robot collaboration. Human worker generates the virtual
force field by charges placed on his body to keep the robot away from himself. The
location of the charges is modified during every interpolation cycle by the camera
information.
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6D Pose Uncertainty in Robotic Perception

Wendelin Feiten, Pradeep Atwal, Robert Eidenberger, and Thilo Grundmann

Abstract. Robotic perception is fundamental to important application areas. In the
Joint Research Project DESIRE, we develop a robotic perception system with the
aim of perceiving and modeling an unprepared kitchen scenario with many objects.
It relies on the fusion of information from weak features from heterogenous sensors
in order to classify and localize objects. This requires the representation of wide
spread probability distributions of the 6D pose.

In this paper we present a framework for probabilistic modeling of 6D poses that
represents a large class of probability distributions and provides among others the
operations of fusion of estimates and uncertain propagation of estimates.

The orientation part of a pose is described by a unit quaternion. The translation
part is described either by a 3D vector (when we define the probability density
function) or by a purely imaginary quaternion (which leads to a prepresentation of a
transform by a dual quaternion). A basic probability density function over the poses
is defined by a tangent point on the 3D sphere (representing unit quaternions), and
a 6D Gaussian distribution over the product of the tangent space of the sphere and
of the space of translations. The projection of this Gaussian induces a distribution
over 6D poses.

One such base element is called a Projected Gaussian. The set of Mixtures of
Projected Gaussians can approximate the probability density functions that arise in
our application, is closed under the operations mentioned above and allows for an
efficient implementation.
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1 Introduction

As a basic tool in robotic perception, probability density functions of 6D poses need
to be represented. In order to be able to represent and process weak information from
imperfect sensors, widely spread densities need to be covered by the representation
and the inference mechanisms.

The more critical part in the representation of a rigid transform is the rotation.
The requirements concerning the parameterization of the rotation are contradictory,
but our design goal is to satisfy them as well as possible:

Unique: There should be only one representation for each orientation
Minimal: The rotation should be represented with few parameters
Composable: There should be an easy way to derive the parameters of the com-
posed rotation from the parameters of two rotations in the composition

e Smooth: The rotation should be an at least continuous, or better still a differen-
tiable function of the parameters.

e Distance and area preserving: Properties like areas or distances in the parameter
space should be preserved under rigid transform. This is important when we deal
with probability density functions over the rotations or transforms.

The formalism for the probability density function of the 6D poses should satisfy
the following properties:

e Coordinate System Independent: A coordinate change should only change the
arguments to the pdf, not the structure or the parameters of the pdf.

e Information Fusion: The formalism supports the fusion of two probability density
informations (for example maximum likelihood estimation).

e Information Propagation: The formalism supports the propagation of uncertain
information (i.e. a pose estimate) through an uncertain transform.

e The representation of the pdf uses not too many parameters, much fewer than for
example a particle set.

Since each position and orientation w.r.t a given coordinate system is the result
of a translation and a rotation. Position and translation can be and will be used
synonymously in this paper, as well as orientation and rotation. Also, pose and
(rigid) transform are used synomymously.

In Section [2l we will recapitulate various approaches to the parametrization of
rigid transforms and corresponding probability density functions. None of them ful-
fills all requirements listed above, but they provide ingredients to our synthesis.
In Section 3] we will present our approach to probability density functions over
rigid transforms. In Section F] we will recollect the presented system and indicate
directions of future work.



6D Pose Uncertainty in Robotic Perception 91

2 Previous Work

The representation of rigid transforms, and especially of orientation, in 3D is a cen-
tral issue in a variety disciplines of arts, science and engineering, and contributions
from various disciplines are available.

The most popular representations of a 3D rotation are rotation matrix, Euler an-
gles, Rodrigues vector and unit quaternions. For rotation matrices, renormalization
is difficult, Euler angles are not invariant under transforms and have singularities,
and Rodrigues vectors do not allow for an easy composition algorithm.

Stuelpnagel [9] points out that unit quaternions are a suitable representation of
rotations in 3D with few parameters, but does not provide probability distributions.

Choe [[7] represents the probability distribution of rotations via a projected Gaus-
sian on a tangent space. However, he only deals with concentrated distributions, and
he does not take translations into account.

Goddard and Abidi [4} [5]] use dual quaternions for motion tracking. They also
capture the correlation between rotation and translation. The probability distribution
over the parameters of the state model is a uni-modal normal distribution. This is an
appropriate model if the initial estimate is sufficiently certain, and if the information
that is to be fused to the estimate is sufficiently well focused. Dual quaternions pro-
vide a closed form for the composition of rigid transforms, similar to the transform
matrix in homogeneous coordinates (see also Kavan et al. [13]).

Antone [6] suggests to use the Bingham distribution in order to represent weak in-
formation. However, he does not give a practical algorithm for fusion of information
or propagation of uncertain information. Also, Love [[10] states that the renormal-
ization of the Bingham distribution is computationally expensive. Furthermore, it is
not (yet) clear to us how the Bingham distribution for rotations could be extended
to rigid transforms.

Mardia et al. [12]] use a mixture of bivariate von Mises distributions. They fit
the mixture model to a data set using the EM algorithm. This allows for modelling
widely spread distributions. However, they do not treat translations.

In general, the Jacobian is used to propagate the covariance matrix of a random
variable through a non-linear function. Kraft et al. [T1] use an unscented Kalman
Filter - this technique could be applied also in our setting. However, it would have
to be extended to the mixture distributions.

From the analysis of the previous work, we synthesize our approach as follows:
We use unit quaternions to represent rotations in 3D, and dual quaternions to obtain
a concise algebraic description of rigid transforms and their composition. The base
element of a probability distribution over the rigid transforms is a Gaussian in the
6D tangent space, characterized by the tangent point to the unit quaternions and
the mean and the covariance of the distribution. Such a base element is called a
Projected Gaussian. We use mixtures of Projected Gaussians to reach the necessary
expressive power of the framework.
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3 Pose Uncertainty by Mixtures of Projected Gaussian
Distributions

We assume that the quaternion as such is sufficiently well known to the reader. In
order to clarify our notation, at first some basics are restated.

3.1 Quaternions

Let H be the quaternions, i.e H = {g|g =a+ib+ jc+kd} , where a is the real part
of the quaternion, and the vector v = (b,c,d) is the imaginary part. The imaginary
units {i, j,k} have the properties i> = j> = k*> = ijk = —1,ij = k, jk = i,ki = j. The
quaternions can be identified with R* via the coefficients, g = a +ib + jc +kd ~
(a,b,c,d). The norm of a quaternion is defined as ||¢||> =a® + b? + ¢* + d?, the
conjugate of a quaternion as g* = a — ib — jc — kd .With the above properties of
quaternions we have ||¢|*> = ¢ * ¢*.

Analogously to the way that unit complex numbers z = cos(¢) + isin(¢) = '
represent rotations in 2D via the formula py; = zp for any point p € C, unit quater-
nions represent rotations in 3D.

A point (p1, p2, p3) in 3D is represented as the purely imaginary quaternion

p =ip1 + jp2 + kps3; arotation around the unit 3D axis v by the rotation angle 6
is given by the quaternion

q=cos(0/2)+sin(0/2) (ivi + jvo + kv3).

The rotated point is obtained as pyot = g * p* ¢* . Clearly, ¢ and —g represent the
same rotation, so the set U of unit quaternions is a double coverage of the special
orthogonal group SO(3) of rotations in 3D.

The set U of unit quaternions is identified with the 3-dimensional unit sphere
S5 in R*, and probability density functions on U are defined by probability density
functions on S3.

3.2 Base Element

For a sufficiently expressive set of probability density functions on the rotations we
choose a mixture of base elements.

Each base element is obtained by projecting a Gaussian distribution defined on
a tangent space onto the sphere of unit quaternions. This technique is illustrated in
Figure [Tl for the example of a 1-dimensional unit sphere in R%. Note that the peaks
are lower due to renormalization.

Definition 1: Let S3 be the 3-dimensional unit sphere in R* and r( be an ar-
bitrary point on S3. Further, let T (rg) ~ R be the 3-dimensional tangent space
to the sphere S3 at the point ry, with a local coordinate system that has the
point gg as origin. Further, let .4 (u,X) be a Gaussian distribution on T (rg) and
the corresponding probability density function be pr. With the 2-valued cent