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Abstract. Experiments conducted by the Knowledge-Based Intelligent Informa-
tion and Engineering Systems (KES) Centre use Java to gain its many advantages,
especially in a distributed and dynamically scalable environment. Interoperability
within and across ubiquitous computing operations has evolved to a level where
plug ’'n’ play protocols that invoke common interfaces, provide the flexibility re-
quired for effective multi-lingual communications. One example includes: dynamic
agent functionality within simulations that automatically adapt to incoming data
and/or languages via scripts or messaging to achieve data management and infer-
ence. This has been shown using demonstrations at the Centre herein. Many aspects
of the model involve web centric transactions, which involve data mining or the use
of other types of Intelligent Decision Support System (IDSS). Section One of this
paper provides an introduction, Section Two introduces the basic concepts of Deci-
sion Support System (DSS), Section Three discusses Intelligent Decision Support
System (IDSS) enhancements, Section Four explains how agents use a multi-lingual
dynamic environment, while Section Five highlights conclusions and future research
direction.
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1 Introduction

As technology advances, humans are increasingly introducing delays and/or er-
rors through the lack of response within prescribed system limits. Natural language
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interfaces are slowly gaining acceptance; however many enhancements are still re-
quired before these become reliable enough for widespread use. Researchers also
need to maintain the support of operators, therefore human involvement must be
integrated to avoid system conflicts and isolate the operators from dirty, dull or
dangerous tasks. Conversely, automation assists humans in becoming more pro-
ductive, increases safety and reduces the cost of manufacturing or equipment op-
eration. This research aims to develop an agent learning and teaming architecture
suitable for controlling distributed systems or systems-of-systems as plug-able com-
ponents in a Service-Oriented Architecture (SOA) using Web Services via common
interfaces.

In 1980 Tim Berners-Lee enabled seamless connectivity using the World Wide
Web (WWW)[TI[, while Marc Andreesen and Eric Bina coded Mosaic in (1992)[313
using HyperText Transfer Protocol (HTTP) to facilitate the presentation of re-
quested information [4]. A series of follow-on developments resulted in a logic
based protocol that could be cataloged into libraries and distributed in the for-
mat derived for Web-Services Description Language (WSDL) using an Extensible
Markup Language (XML) protocol over HTTP. “This rich service provides a pow-
erful mechanism of assembling information resources in context that require the
agile construction of virtual organizations [3]”. Many applications now use Web-
Service style components, technology and type safe languages (like SOAP), to pre-
serve the semantics, ontology and intent of the message transaction. AMAZON,
YAHOO and GOOGLE all use electronic kiosk style applications to transform re-
quests from semi-intelligent information retrieval, into information rich responses,
that is tailored using some form of server-side Decision Support System (DSS)
technology.

2 Decision Support System

DSS use “Systems” that value add to the data being collected (using a knowledge-
base to create an inference), prior to promulgating a response. A simple thermo-
stat uses a temperature sensor to extract environmental conditions (precise data),
while a comparatmﬁ sets the threshold used to switch between heating or cool-
ing modes. When not switching, the DSS simply waits for the temperature to
exceed a limit set by the operator (rules). More complex environmental control

' Tim Berners-Lee is acknowledged as the founder of the public version of the WWW,
however the original architects where a panel of 12 members board called the Internet
Architecture Board (IAB), employed by Defense Advanced Research Projects Agency
(DARPA) and headed by Vince Surf which first convened in 1974. This board created
standards, using instruments called Request For Comments (RFCs). The first topics raised
included: Domain Name Servers (DNSs), Network File Systems (NFSs), email, Universal
Resource Locators (URLs) and a host of subsequent protocols [2].

2 Purchased by Microsoft in 1994 and released as its Internet Explorer.

3 This is the logic center containing actuators and reference limits which are used to decide
to heat or cool.
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systems may be required, where that system controls a building, a complete
facility or even a complex variety of environments that are dispersed geographically.
Regardless of the technology used to generate the decision, the outputs relate to a
predefined set of judgments based upon readings changing in the environment being
controlled.

A DSS uses Computation Intelligence to collect, fuse and analyze data in order
to derive a decision to enhance a human’s ability in a given environmenfd. An ex-
pansion of research into a variety of DSSs created greater confidence in the decision
being generated by computers [6]]. The context could be used to determine the prob-
lem solving technique used. Examples include: communication-driven, data-driven,
document-driven, knowledge-driven and model-driven architectures.

The growing volume of data had an overall effect on the efficiency of these sys-
tems. A series of tools where developed to measure the validity and results of many
DSS. Factors such as; availability, accuracy, user response and operator ability, were
raised as constraints to be considered before specifying courses of action [7]]. The
history of these systems has bee well documented. Power (2007) [8] for instance
gives an excellent historical description of DSSs, which discusses many of the fun-
damental issues, however misses the vital human aspects. Keen reports on a study
relating to the theoretical aspects of organizational decision making”. A prelimi-
nary study was done at Carnegie in the 1950’s, while a more concise study from
MIT was completed in the early 1960s [9].

3 Intelligent Decision Support System (IDSS)

Intelligent agents are described as computational systems that have properties such
as autonomy, social ability, reactivity, and pro-activity [10]. Agent technology has
expanded to include the concept of IDSS as shown in Figure [1l Intelligence can
be described as a computational process that enables intelligence and interaction.
Agents are increasingly required to bridge the gap between humans and machines
and can be integrated to form social structures, that include teaming and learning.
To support a human in the supervisory loop, a dynamic interface has to constructed
to overcome the external constraints [11]]. According to Tweedale et al. (2006) [12]],
new research and technologies are beginning to focus on developing human-centric
multi-agent system in order to achieve mutual goals [13]]. To accomplish an auto-
mated task effectively computers, hardware, software and even firmware agents are
normally employed [14]. They must react to changes in the environment (reactivity)
and plan activities to solve their goals (pro-activity).

4 McCarthy developed LISP, enabling Bachman to create the first database management
system which was converted into an Intelligent Decision Support (IDS) application called
SAGE, while Feighambaum labeled his expert system DENDRAL.
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Fig. 1 The Principle of MAS within IDSS

4 Demonstration Examples

4.1 Teaming

Teams can be represented in many ways, however, experience from previous experi-
ments indicates that Intelligent Agents using MAS architecture in a Beliefs, Desires,
Intentions (BDI) framework that operates in a constrained environment is an effec-
tive model for this research. Agents have been defined in variety of ways as their
functionalities have grown in different fields [12].

The technology of MAS is becoming more popular because agents can be ig-
nored, informed, or forced to intelligently cooperate with one another, especially in
the field of e-commerce where large-scale data mining is employed [15]. According
to Dudek et al. (1993) [16]], using MAS has advantages over a single agent. For ex-
ample, replacing one complex robot with a group of simple robots that effortlessly
explore an unknown area. This reduces the design complexity of each robot, is more
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economical, robust and scalable. The overall rate of failure would also decrease
because if one or more robots fail, the whole system would still be able to function.
The shared knowledge among agents should contain the knowledge of meaningful
words and phrases the contextual information about particular issues or items of
interest to one or more agent [17]].

Adaptability refers to the MASs capacity to inter-operate and reorganize to form
a new subgroup or dynamically adopt the functionality required to complete other
tasks. For example, if the environment is small, it would limit the movement of
agents within a specified hierarchy. Dynamic filters or components can be instanti-
ated to achieve specific connectivity or customized configuration(s).

4.2 Component Messaging

Specialized techniques have been developed to enable the communication of agent
based software components and the exchange of information between specific ap-
plications. Agents can communicate by sending messages directly to one and other
using a prescribed format with rigid semantics. Theses messages are accepted
by all the agents within the MAS and actioned as required [18]]. Standards are
required in order to establish compatible communication among any agent that
gains access to that distributed MAS environment. Several common standards in-
clude: Agent Communication Languages (ACL), Knowledge Query Manipulation
Language (KQML), Foundation of Intelligent Physical Agents (FIPA) and Simple
Object Access Protocol (SOAP). Communication includes the delivery of complex
attitudes or behaviours [17]] through a specified architecture [12]. Therefore there is
arequirement to identify the: syntax, semantics and pragmatism used, especially the
symbols. Agents are able to communicate with other agents, using a specified prece-
dence and hierarchy [16], however the need for immediate and broadcast messaging
is becoming commonplace.

4.3 Decision Support

In some MAS, agents would be able to send direct messages to any individual agent
by knowing their address and Identification [[16]]. Other topologies include agents
only communicating with agents that are linked to them, for example, through a
graph network or a hierarchy structure. In a hierarchical structure, there might be
some controller agents who command and give tasks to other agents lower the hi-
erarchy where those agents are only able to communicate with the controller agent.
There are advantages and disadvantages to this type of structure. One advantage
is that it reduces and simplifies the interactions between the agents because agents
only interact with certain agents. However, one disadvantage is that communication
among the agents in this type of structure is sensitive to the failure of one or few of
the agents as this could cut the linkage of some group of agents from the rest of the
swarm.
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4.4 Micro-simulated Decision Support

People rely on automated systems to make decisions, especially when time lines or
expectations are compressed. There level of confidence and expertise in the system
being used will also effect their response to any inference generated. Humans prefer
simplicity and they attempt to streamline most processes to avoid stress, This may
result in them skipping the “cognitive effort required to gather and process informa-
tion [20]”, and rely on intuition [21]]. This method of coping often leads to mistakes
via mode confusion, especially during intense periods of mission critical operation.
Automation bias best explains the misuse of automated decision aids, although it
cannot account for the lack of use in cases were it may have assisted [22].

Better training techniques and alternate models are being researched to solve
some of these issues. The concept of using simulation to replicate the outcomes of
a virtual reality is not new. The practice of using simulation to rehearse a number of
possible outcomes, is becoming achievable, although real-time speeds are elusive.
Through a series of sequencing, appending or combining the results of previous sim-
ulation, the system is able to recommend more precise courses action which would
normally enhance the solution being sought. Doing this in parallel, at speeds that
are faster than real-time (micro-simulations), data can be extrapolated to backfill
missing variables or segments of a specific situation in order to gain an advantage in
a variety of situations performed. To achieve this milestone, a combination of care-
fully chosen operator estimates and/or beliefs could be used as stimulants during
specified scenario cycles. Each cycle must conform to a collection of rules, repeat-
able system states and consistent algorithms to stimulate the reality being attempted.

Thus using a combination of data analysis, mining and synthesis techniques in
micro-simulated scenarios, researchers can employ an iterative approach to prob-
lem solving, using a variety of technologies or scenario instantiations that operate
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in parallel across a distributed environment. This promotes the enhanced concept
of IDSS, which was initially described as Micro-Synthesized Simulated or Micro-
Simulated Decision Support [19], however at its latest research day Intel combined a
number of processes adopted above, they now call Model-Based Computing (MBC)
as shown in Figure [2l The technique involves: the analysis of a volume of data to
create a feasible model, use data to test instances of a parameter against a model
and create an instance of a potential model. By increasing the number of processing
elements within a system, analysts will be able to increase the number of parallel
variables or constraints used to solve the problem [23]].

5 Distributed Architecture

It is important for agents to gather knowledge about its environment to enable it to
make intelligent decisions and actions [24]. Agents can be equipped with sensors
to collect information. Communication between agents can be conducted directly
between two agents or through a facilitator or interpreter. The exchange of infor-
mation in a particular domain of knowledge that requires each agent to have shared
knowledge of concepts in a particular domain is known as ontology. Each domain
of knowledge would have its own ontology, although this can become flexible using
more modern protocols (like SOAPE. Figure[3ldisplays the physical architecture in-
voked in each computer/component to achieve distributed messaging based on this
framework.

SOA models are constructed using loosely coupled components based on Web
Services (Beans, Components or Enterprise Applications). Java classes are deployed
as Web Services to consume targeted objects. Monson-Haefel (2003) postulated that
Web Services, like distributed computing, is: “simply the hardest problem in com-
puter science [28]]”. SOA provides an abstracted service at any granularity, which is
great for hiding an entire system or sub-system. It can also become hierarchically
dynamic using web service. Figure [3] displays the physical architecture invoked in
each computer to achieve distributed messaging based on the SOAP framework.
SOAP should have been a simple answer to interoperability, however the lack of
proper standards initially made the job of distributing objects more frustrating than
necessary. XML, SOAP, WSDL and Web Services retain the key topics in making
successful distributed applications, although seamless integration of JAX-WS and
JAXB is required to achieve the low-level functions and interfaces.

The SOA capability was included in Java 5.0 (Mar 2006) and was updated in
Java 6.0 (Dec 2006). These Application Program Interfaces (APIs) reduced the ex-
pertise required by programmers to use Java Web Services in their SOA applications

5 SOAP is an inter-application cross-platform communication mechanism. It defines a sim-
ple and flexible communication format that is based on XML documents passed across
HTTP [25]. XML is used to represent data as an object instead of symbols and is passed in
a standardized text-based format [26]. Using the SOAP protocol, information is packaged
in SOAP messages that consists an envelope and body, with an optional header elements
[27].
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Fig. 3 Application Based on SOA Structure

(Knowledge about Generics and Annotations would aid productivity). Although de-
velopers will need to their update your knowledge on SOA, cross compilation of
WSDL to Java and deployment before launching into creating a distributed appli-
cation. Remote procedure code was includes in Java 4.0 (2002) with Web Services,
Binding, Meta-data and Run-time behavior undergoing significant revision to trig-
ger the tipping point of acceptance and wider spread implication.

6 Conclusion

Automation provides a path to increased productivity of many new machines and
applications. Humans have traditionally been a bottleneck that impedes that goal,
however technology is being used to erode that barrier. Agents, components, teams,
DSS, IDSS, MBC and modern distributed computing techniques are being used to
solve many of the issues encountered by researchers. Web services and SOAP are
elements of that future and have evolved to a point were its evolution is nearing
maturity. SOA makes it easier to product functional designs with limited function-
ality. Future testing and development is required to integrate these concepts with
inter-operable computing technologies before world class applications mature com-
mercially. The research conducted so far by KES has developed a blackboard design
upon which segregated functions can be integrated into an application of aimed at
achieving this goal.
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