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Preface

These Proceedings contain a selection of the lectures given at the conference BAIL
2008: Boundary and Interior Layers – Computational and Asymptotic Methods,
which was held from 28th July to 1st August 2008 at the University of Limerick,
Ireland. The first three BAIL conferences (1980, 1982, 1984) were organised by
Professor John Miller in Trinity College Dublin, Ireland. The next seven were held
in Novosibirsk (1986), Shanghai (1988), Colorado (1992), Beijing (1994), Perth
(2002), Toulouse (2004), and Göttingen (2006). With BAIL 2008 the series returned
to Ireland. BAIL 2010 is planned for Zaragoza.

The BAIL conferences strive to bring together mathematicians and engineers
whose research involves layer phenomena, as these two groups often pursue largely
independent paths. BAIL 2008, at which both communities were well represented,
succeeded in this regard. The lectures given were evenly divided between appli-
cations and theory, exposing all conference participants to a broad spectrum of
research into problems exhibiting solutions with layers.

The Proceedings give a good overview of current research into the theory, appli-
cation and solution (by both numerical and asymptotic methods) of problems that
involve boundary and interior layers. In addition to invited and contributed lectures,
the conference included four mini-symposia devoted to stabilized finite element
methods, asymptotic scaling of wall-bounded flows, systems of singularly per-
turbed differential equations, and problems with industrial applications (supported
by MACSI, the Mathematics Applications Consortium for Science and Industry).
These titles exemplify the mix of interests among the participants.

All papers in the Proceedings were subject to a standard refereeing process.
We are grateful to the authors and to the unnamed referees for their valuable
contributions, without which this volume would not exist.

Thanks are also due to the organizers of the mini-symposia at BAIL 2008,
to the judges of the Hemker prize, and to all the attendees for their enthusiastic
participation in the conference.

January 2009 Alan F. Hegarty (Limerick)
Natalia Kopteva (Limerick)
Eugene O’Riordan (Dublin)

Martin Stynes (Cork)
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Alleé Camille Soula, 31400
and
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Université Paul Sabatier, 118 route de Narbonne, 31062 Toulouse Cedex
France, mauss@cict.fr

J.J.H. Miller
Institute for Numerical Computation and Analysis, Dublin, Ireland
jm@incaireland.org

C. Moldoveanu
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High-Reynolds-Number Asymptotics
of Turbulent Boundary Layers: From Fully
Attached to Marginally Separated Flows
Dedicated to Professor Klaus Gersten on the occasion of his 80th birthday

Alfred Kluwick and Bernhard Scheichl

Abstract This paper reports on recent efforts with the ultimate goal to obtain a
fully self-consistent picture of turbulent boundary layer separation. To this end, it is
shown first how the classical theory of turbulent small-defect boundary layers can
be generalised rigorously to boundary layers with a slightly larger, i.e. moderately
large, velocity defect and, finally, to situations where the velocity defect is ofO.1/.
In the latter case, the formation of short recirculation zones describing marginally
separated flows is found possible, as described in a rational manner.

1 Introduction

Despite the rapid increase of computer power in the recent past, the calculation of
turbulent wall-bounded flows still represents an extremely challenging and some-
times insolvable task. Direct-Numerical-Simulation computations based on the full
Navier–Stokes equations are feasible for moderately large Reynolds numbers only.
Flows characterised by much higher Reynolds numbers can be investigated if one
resorts to turbulence models for the small scales, as accomplished by the method
of Large Eddy Simulation, or for all scales, as in computer codes designed to solve
the Reynolds-averaged Navier–Stokes equations. Even then, however, the numerical
efforts rapidly increase with increasing Reynolds number. This strongly contrasts
the use of asymptotic theories, the performance of which improves as the val-
ues of the Reynolds number become larger and, therefore, may be considered to
complement purely numerically based work.

With a few exceptions (e.g. [7, 21]), studies dealing with the high-
Reynolds-number properties of turbulent boundary layers start from the time- or,
equivalently, Reynolds-averaged equations. By defining non-dimensional variables

B. Scheichl (B)
Institute of Fluid Mechanics and Heat Transfer, Vienna University of Technology, Resselgasse
3/E322, A-1040 Vienna, Austria, E-mail: bernhard.scheichl@tuwien.ac.at

A.F. Hegarty et al. (eds.), BAIL 2008 - Boundary and Interior Layers.
Lecture Notes in Computational Science and Engineering,
DOI: 10.1007/978-3-642-00605-0, c� Springer-Verlag Berlin Heidelberg 2009

3



4 A. Kluwick and B. Scheichl

in terms of a representative length QL and flow speed QU and assuming incompressible
nominally steady two-dimensional flow they take on the form

@u

@x
C @v

@y
D 0; (1a)

u
@u

@x
C v

@u

@y
D �@p

@x
C 1

Re
r2u � @u02

@x
� @u0v0

@y
; (1b)

u
@v

@x
C v

@v

@y
D �@p

@y
C 1

Re
r2v � @u0v0

@x
� @v02

@y
: (1c)

Herein r2 D @2=@x2 C @2=@y2, and .x; y/, .u; v/, .u0v0/, �u02, �u0v0, �v02, and
p are Cartesian coordinates measuring the distance along and perpendicular to the
wall, the corresponding time mean velocity components, the corresponding velocity
fluctuations, the components of the Reynolds stress tensor, and the pressure, respec-
tively. The Reynolds number is defined by Re WD QU QL= Q�, where Q� is the (constant)
kinematic viscosity. Equation (1) describe flows past flat walls. Effects of wall cur-
vature can be incorporated without difficulty but are beyond the scope of the present
analysis.

When it comes down to the solution of the simplified version of these equa-
tions provided by asymptotic theory in the limit Re ! 1, one is, of course, again
faced with the closure problem. The point, however, is that these equations and the
underlying structure represent closure independent basic physical mechanisms char-
acterising various flow regions identified by asymptotic reasoning. This has been
shown first in the outstanding papers [5, 8, 10, 31], and more recently and in con-
siderable more depth and breath, in [24, 30] for the case of small-defect boundary
layers, which will be considered in Sect. 2. Boundary layers exhibiting a slightly
larger, i.e. a moderately large, velocity defect are treated in Sect. 3. Finally, Sect. 4
deals with situations where the velocity defect is of O.1/ rather than small.

2 Classical Theory of Turbulent Small-Defect Turbulent
Boundary Layers

We first outline the basic ideas underlying an asymptotic description of turbulent
boundary layers.

2.1 Preliminaries

Based on dimensional reasoning put forward by L. Prandtl and Th. von Kármán,
a self-consistent time-mean description of firmly attached fully developed turbulent
boundary layers holding in the limit of large Reynolds numbers Re, i.e. for Re ! 1,
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has been proposed first in the aforementioned studies [5, 8, 10, 31]. One of the main
goals of the present investigation is to show that this rational formulation can be
derived from a minimum of assumptions:

(a) All the velocity fluctuations are of the same order of magnitude in the limit
Re ! 1, so that all Reynolds stress components are equally scaled by a
single velocity scale uref, non-dimensional with a global reference velocity
(hypothesis of locally isotropic turbulence);

(b) The pressure gradient does not enter the flow description of the viscous wall
layer to leading order (assumption of firmly attached flow);

(c) The results for the outer predominantly inviscid flow region can be matched
directly with those obtained for the viscous wall layer (assumption of “simplest
possible” flow structure).

In the seminal studies [5,8,10,31],uref is taken to be of the same order of magnitude
in the fully turbulent main portion of the boundary layer and in the viscous wall layer
and, hence, equal to the skin-friction velocity

u� WD �
Re�1.@u=@y/yD0

�1=2
: (2)

This in turn leads to the classical picture, according to which (i) the stream-
wise velocity defect with respect to the external impressed flow is small and
of O.u� / across most of the boundary layer, while (ii) the streamwise veloc-
ity is itself small and of O.u� / inside the (exponentially thin) wall layer, and
(iii) u�=Ue D O.1= ln Re/. Furthermore, then (iv) the celebrated universal logarith-
mic velocity distribution

u=u� � ��1 lnyC C CC; yC WD y u�Re ! 1: (3)

is found to hold in the overlap of the outer (small-defect) and inner (viscous wall)
layer. Here � denotes the von Kármán constant; in this connection we note the cur-
rently accepted empirical values � � 0:384, CC � 4:1, which refer to the case of
a perfectly smooth surface, see [16] and have been obtained for a zero pressure
gradient.

This might be considered to yield a stringent derivation of the logarithmic law
of the wall (3), anticipating the existence of an asymptotic state and universality of
the wall layer flow as Re ! 1; a view which, however, has been increasingly chal-
lenged in more recent publications (e.g. [2–4]). It thus appears that – as expressed
by Walker, see [30] – “. . . although many arguments have been put forward over
the years to justify the logarithmic behaviour, non are entirely satisfactory as a
proof, . . . ”. As a result, one has to accept that matching (of inner and outer expan-
sions), while ensuring self-consistency, is not sufficient to uniquely determine (3).
In the following, from the viewpoint of the time-averaged flow description the
logarithmic behaviour (3), therefore, will be taken to represent an experimentally
rather than strictly theoretically based result holding in situations where the assump-
tion (b) applies. The description of the boundary layer in the limit Re ! 1 can
then readily be formalised. In passing, we mention that in the classical derivations,
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see [5, 8, 10, 31], the assumption (b) is not adopted and (3) results from matching,
rather than in the present study where it is imposed.

2.2 Leading-Order Approximation

Inside the wall layer where yC D y u�Re D O.1/ the streamwise velocity compo-
nent u, the Reynolds shear stress � WD �u0v0 and the pressure p are expanded in the
form

u � u� .xI Re/ uC.yC/C � � � ; (4a)

� � u2� .xI Re/ tC.yC/C � � � ; (4b)

p � p0.x/C � � � ; (4c)

where uC exhibits the limiting behaviour implied by (3):

uC.yC/ � ��1 lnyC C CC; yC ! 1: (5)

Assumption (c), quoted in Sect. 2.1, then uniquely determines the asymptotic expan-
sions of, respectively, u, � , and p further away from the wall where the Reynolds
stress � is predominant. Let ı0.xI Re/ characterise the thickness of this outer main
layer, i.e. of the overall boundary layer. In turn, one obtains

u � Ue.x/ � u� .xI Re/ F 0
1.x; �/C � � � ; (6a)

� � u2� .xI Re/ T1.x; �/C � � � ; (6b)

p � pe.x/C � � � ; (6c)

where � WD y=ı0. Here and in the following primes denote differentiation with
respect to �. Furthermore,Ue and pe stand for the velocity and the pressure, respec-
tively, at the outer edge � D 1 of the boundary layer (here taken as a sharp line with
sufficient asymptotic accuracy) imposed by the external irrotational flow.

Matching of the expansions (4) and (6) by taking into account (5) forces a
logarithmic behaviour of F 0

1,

F 0
1 � ���1 ln �C C0.x/; � ! 0; (7)

yields p0.x/ D pe.x/, and is achieved provided � WD u�=Ue satisfies the skin-
friction relationship

�=� � ln.Re�ı0Ue/C �.CC C C0/CO.�/: (8)

From substituting (4) into the x-component (1b) of the Reynolds equations (1) one
obtains the well-known result that the total stress inside the wall layer is constant to
leading order,
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duC=dyC C tC D 1: (9)

Moreover, the expansions (6) lead to a linearisation of the convective terms in the
outer layer, so that there Bernoulli’s law holds to leading order,

dpe=dx D �Ue dUe=dx: (10)

The necessary balance with the gradient of the Reynolds shear stress then deter-
mines the magnitude of the thickness of the outer layer, i.e. ı0 D O.u� /. As a
consequence, the expansions (6) are supplemented with

ı0 � � �1.x/C � � � ; (11)

which in turn gives rise to the leading-order outer-layer streamwise momentum
equation. After integration with respect to � and and employing the matching
condition T1.x; 0/ D 1, the latter is conveniently written as

.E C 2ˇ0/�F
0
1 � EF1 ��1F1;e F1x D F1;e.T1 � 1/; (12a)

F1;e WD F1.x; 1/; E WD 1 ��1
dF1;e

dx
; ˇ0 WD ��1F1;eUex

Ue
: (12b)

From here on, the subscript x means differentiation with respect to x. The bound-
ary layer equation (12a) is unclosed, and in order to complete the flow description,
turbulence models for tC and T1 have to be adopted. Integration of (12) then pro-
vides the velocity distribution in the outer layer and determines the yet unknown
function C0.x/ entering (7) and the skin-friction relationship (8), which completes
the leading-order analysis.

As a main result, inversion of (8) with the aid of (11) yields

� � ��Œ1 � 2� ln � CO.�/	; � WD 1= ln Re; @�=@x D O.�2/: (13)

The skin-friction law (13) implies the scaling law (iii), already mentioned in
Sect. 2.1, which is characteristic of classical small-defect flows.

2.3 Second-Order Outer Problem

Similar to the description of the leading-order boundary layer behaviour, the inves-
tigation of higher-order effects is started by considering the wall layer first. Substi-
tution of (4a), (4b), (8) into (1b) yields upon integration (cf. [30]),

1

Re

@u

@y
C � � �2U 2e � UeUex

�Re
yC C �UeUex

Re

Z yC

0

uC2 dyC C � � � : (14)

Here the second and third terms on the right-hand side account, respectively, for the
effects of the (imposed) pressure gradient, c.f. (10), and convective terms, which
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have been neglected so far. By using (5) and (12), the asymptotic behaviour of � as
yC ! 1 can easily be obtained (e.g. [30]). Rewritten in terms of the outer-layer
variable �, it is found to be described by

�

U 2e
� �2

�
1C 2

�0Uex

�Ue
� ln �C � � �

�
C �3

�
�0Uex

�2Ue
�.ln �/2 C � � �

�
C � � �; (15)

as � ! 0, which immediately suggests the appropriate generalisation of the small-
defect expansions (6a), (6b), (11):

u=Ue � 1 � �F 0
1 � �2F 0

2 C � � �; (16a)

�=U 2e � �2T1 C �3T2 C � � �; (16b)

ı0 � � �1.x/C �2�2.x/C � � �: (16c)

Here matching with the wall layer is achieved if

F 0
1 � ���1 ln �C C0.x/ ; F 0

2 � C1.x/; (17a)

T1 � 1C 2
�0Uex

�Ue
� ln � ; T2 � �0Uex

�2Ue
�.ln �/2; (17b)

as � ! 0, provided that the skin-friction relationship (8) is modified to explicitly
include an additional term of O.�/,

�=� � ln.Re�ı0Ue/C �.CC C C0 C �C1/C � � �: (18)

Similar to C0.x/, the function C1.x/ depends on the specific turbulence model
adopted, as well as the upstream history of the boundary layer.

2.4 Can Classical Small-Defect Theory Describe Boundary
Layer Separation?

An estimate of the thickness ıw of the viscous wall layer is readily obtained from
the definition of yC, see (3), and the (inverted) skin-friction relationship (13):
ıw D OŒ��1 exp.��=�/	. In the limit Re ! 1, therefore, the low-momentum
region close to the wall is exponentially thin as compared to the outer layer, where
Reynolds stresses cause a small O.�/-reduction of the fluid velocity with respect
to the mainstream velocity Ue.x/. This theoretical picture of a fully attached tur-
bulent small-defect boundary layer has been confirmed by numerous comparisons
with experimental data for flows of this type (e.g. [1, 14, 30]). However, it also
indicates that attempts based on this picture to describe the phenomenon of bound-
ary layer separation, frequently encountered in engineering applications, will face
serious difficulties. Since the momentum flux in the outer layer, which comprises
most of the boundary layer, differs only slightly from that in the external flow
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region, an O.1/-pressure rise almost large enough to cause flow reversal even there
appears to be required to generate negative wall shear, which hardly can be con-
sidered as flow separation. This crude estimate is confirmed by a more detailed
analysis dealing with the response of a turbulent small-defect boundary layer to a
surface-mounted obstacle, carried out, among others, in [28]. Moreover, to date no
self-consistent theory of flow separation compatible with the classical concept of a
turbulent small-defect boundary layer has been formulated.

The above considerations strikingly contrast the case of laminar boundary layer
separation, where the velocity defect is ofO.1/ across the whole boundary layer and
the associated pressure increase tends to zero as Re ! 1. It, however, also indicates
that a turbulent boundary layer may become more prone to separation by increasing
the velocity defect. That this is indeed a realistic scenario can be inferred by seeking
self-preserving solutions of (12), i.e. by investigating equilibrium boundary layers.
Such solutions, where the functions F1, T1, characterising the velocity deficit and
the Reynolds shear stress in the outer layer, respectively, solely depend on �, exist
if the parameter ˇ0 in the outer-layer momentum equation (12a) is constant, i.e.
independent of x. Equation (12a) then assumes the form

.1C 2ˇ0/�F
0
1 � F1 D F1;e.T1 � 1/; (19)

where

Ue / .x � xv/
m ; m D �ˇ0=.1C 3ˇ0/ ; �1F1;e D .1C 3ˇ0/.x � xv/: (20)

Herein x D xv denotes the virtual origin of the boundary layer flow. In the present
context flows associated with large values of ˇ0 are of most interest. By intro-
ducing suitably (re)scaled quantities in the form F1 D ˇ

1=2
0

OF . O�/, T1 D ˇ0 OT . O�/,
� D ˇ

1=2
0 O�, the momentum equation (19) reduces to

2 O� OF 0 D OFe OT ; OFe WD OF .1/ (21)

in the limit ˇ0 ! 1. Solutions of (21) describing turbulent boundary layers having
a velocity deficit measured by uref WD ˇ

1=2
0 u� � u� have been obtained first in [11].

Unfortunately, however, it was not realised that this increase of the velocity defect
no longer allows for a direct match of the flow quantities in the outer and inner layer,
which has significant consequences, to be elucidated below.

We note that in general ˇ0.x/ can be regarded as the leading-order contribution
to the so-called Rotta–Clauser pressure-gradient parameter (e.g. [24]),

ˇ WD �UeUexı�=u2� ; ı� WD ı0

Z 1

0

.1 � u=Ue/ d�: (22)

As already mentioned in [11], this quantity allows for the appealing physical
interpretation that uref is independent of the wall shear stress u2� for ˇ0 � 1.
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3 Moderately Large Velocity Defect

Following the considerations summarised in the preceding section, we now seek
solutions of (1) describing a relative velocity defect ofO."/, where the newly intro-
duced perturbation parameter " is large compared to � but still small compared
to one: � � " � 1. From assumption (a), see Sect. 2.1, we then have �u0v0 � "2,
and the linearised x-momentum equation immediately yields the estimate ı0 D "�,
where� D O.1/, for the boundary layer thickness. However, since �u0v0 � "2 with
"2 � u2� , the solution describing the flow behaviour in the outer velocity defect
region no longer matches with the solution for the universal wall layer as in the
classical case. As a consequence, the leading-order approximation to the Reynolds
shear stress must vanish in the limit � D y=ı0 ! 0. This indicates that the flow hav-
ing a velocity defect of O."/ in the outer main part of the boundary layer exhibits a
wake-type behaviour, leading to a finite wall slip velocity at its base and, therefore,
forces the emergence of a sublayer, termed intermediate layer, where the magnitude
of �u0v0 reduces to O.u2� /, being compatible with the wall layer scaling.

3.1 Intermediate Layer

Here the streamwise velocity component u is expanded about its value at the base
� D 0 of the outer defect region: u=Ue � 1 � "W � �Ui C � � � , so that the quanti-
ties W , Ui, assumed to be of O.1/, account, respectively, for the wall slip velocity,
given by u D Ue.1 � "W / with W > 0, and the dominant contribution to u that
varies with distance y from the wall. Integration of the x-momentum balance
then shows that the Reynolds shear stress increases linearly with distance y for
y=ı0 � 1:

� � �w � ".U 2e W /xy ; y=ıi D O.1/: (23)

Herein ıi denotes the thickness of the intermediate layer and � assumes its near-wall
value �w as y=ıi ! 0. Matching with the wall layer then requires that �w � u2� ,
which, by taking into account (22), yields the estimate ıi=ı0 D O.ˇ�1/. Also,
since �w � u2� , we infer that ıi D O.u2�="/ and, in turn, recover the relationship
" � u�ˇ

1=2, already suggested by the final considerations of Sect. 2.4. Formal
expansions of u and �u0v0 in the intermediate layer, therefore, are written as

u=Ue � 1 � "W.xI "; �/� �Ui.x; 
/; (24a)

� u0v0=.�Ue/2 � Ti.x; 
I "; �/ � 1C �
; (24b)

where 
 WD y=ıi D y"=.��2/ and � WD ��.U 2e W /x=U 2e .
To close the problem for Ui, we adopt the common mixing length concept,

�u0v0 WD `2
@u

@y

ˇ̌̌̌
@u

@y

ˇ̌̌̌
; (25)
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by assuming that the mixing length ` behaves as ` � �y for y D O.ıi/, which is the
simplest form allowing for a match with the adjacent layers. Integration of (24b),
supplemented with (25), then yields

�Ui D � ln 
 C 2 ln
�
.1C �
/1=2 C 1

�� 2.1C �
/1=2; (26)

from which the limiting forms

�Ui � �2.�
/1=2 C .�
/�1=2 CO.
�3=2/; 
 ! 1; (27a)

�Ui � � ln.�
=4/� 2 � �
=2CO.
2/; 
 ! 0; (27b)

can readily be inferred. The behaviour (27a) holding at the base of the outer
defect layer is recognised as the square-root law deduced first by Townsend in
his study [29] of turbulent boundary layers exhibiting vanishingly small wall shear
stress; the outermost layer so to speak “anticipates” the approach to separation as
the velocity defect increases to a level larger than u� . We remark that Townsend
in [29] identified the intermediate region as the so-called “equilibrium layer”, where
convective terms in (1b) are (erroneously within the framework of asymptotic
high-Reynolds-number theory) considered to be negligibly small. Equation (27b)
provides the logarithmic variation of Ui as 
 ! 0, required by the match with the
wall layer, which gives rise to the generalised skin-friction relationship

�

�
� ln

�
Re�2U 3e
ˇ
1=2
0

�
C ˇ0�W CO.�ˇ0/ � .1C "W / ln Re: (28)

Note that (28) reduces to (8) when ˇ0 D O.1/.
Having demonstrated that classical theory of turbulent boundary layers in the

limit of large Reynolds number can – in a self-consistent manner – be extended to
situations where the velocity defect is asymptotically large as compared to u� but
still o.1/, we now consider the flow behaviour in the outer wake-type region in more
detail.

3.2 Outer Defect Region

Following the arguments put forward at the beginning of Sect. 3, we write, by
making use of the stream function  , the flow quantities in the outer layer in the
form

p � pe.x/C "2P.x; �I "; �/; (29a)

 =Ue � y � "ıoF.x; �I "; �/; (29b)

�
h
u02; v02; u0v0

i
� U 2e "

2ŒR; S; T 	.x; �I "; �/: (29c)
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As before, here � D y=ı0 and we accordingly expand

Q � Q1 C "Q2 C � � �; Q WD F;P;R; S; T;W; (30a)

ı � "�1 C "2�2 C � � �; (30b)

ˇ=ˇv � B0.x/C "B1.x/C � � �; ˇv ! 1; (30c)

where we require (without any loss of generality) that ˇv equals ˇ0 at x D xv, so
that ˇ0 D ˇvB0 and B0.xv/ D 1, Bi .xv/ D 0, i D 1; 2; : : :. In analogy to (12), the
first-order problem then reads

1

Ue

d.Ue�1/

dx
�F 0

1 � 1

U 3e

@.U 3e �1F1/

@x
D T1; (31a)

F1.x; 0/ D F 0
1.x; 1/ D F 00

1 .x; 1/ D T1.x; 1/ D 0; (31b)

� ! 0 W T � .��F 00
1 /
2; F 0

1 � W1.x/ � .2=�/.��/1=2: (31c)

In the following we concentrate on solutions which are self-similar up to second
order, i.e. @F1=@x � @T1=@x � 0 and @F2=@x � @T2=@x � 0. By again adopt-
ing the notations F1 D OF .�/, T1 D OT .�/, and setting �1 D O�.x/, Ue D OU .x/,
we recover the requirements (20), (21) for self-similarity at first order resulting
from classical small-defect theory in the limit of large values of ˇv, in agreement
with (30b) and the definition of ˇ provided by (22):

B0 � 1; O� OFe D 3.x � xv/; OU D .C=3/1=3.x � xv/
�1=3; (32)

with a constant C , and

2� OF 0 D OFe OT ; OF .0/ D OT .0/ D OF 0.1/ D OF 00.1/ D OT .1/ D 0: (33)

If, as in the discussion of the flow behaviour in the intermediate layer, a mixing
length model OT D Œ`.�/ OF 00.�/	2 in accordance with (25) is chosen to close the
problem, integration of (33) yields the analytical expressions

OF 0.�/ D 1

2 OFe

"Z 1

�

z1=2

`.z/
dz

#2
; OFe D

(
1

2

Z 1

0

"Z 1

�

z1=2

`.z/
dz

#2
d�

) 1=2
: (34)

Equations (34) have been evaluated numerically by using a slightly generalised
version of the mixing length closure originally suggested in [13],

` D c`I.�/
1=2 tanh.��=c`/; I D 1=.1C 5:5�6/; c` D 0:085: (35)

Herein I.�/ represents the well-known Klebanoff’s intermittency factor proposed
in [9]. One then obtains W1 D OF 0.0/ :D 13:868, OFe :D 5:682, and d O�=dx

:D 0:528,
cf. (32). As seen in Fig. 1a, both OF 0 and OT vanish quadratically as � ! 1 as a result
of the boundary conditions OT .1/ D OT 0.1/ D 0, cf. (33). Also, note that OF 0 exhibits
the square-root behaviour required from the match with the intermediate layer as
� ! 0.
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Fig. 1 Quasi-equilibrium flows: (a) OF 0.�/, OT .�/, dashed: asymptotes found from (31b), (31c);
(b) canonical representation (37), dashed: asymptotes (see last paragraph of Sect. 3) and parabola
approximating the curve in the apex to leading order

Turning now to the second-order problem, we consider the most general case
that the wall shear enters the description of the flow in the outer layer at this level of
approximation (principle of least degeneracy). Therefore, we require "3T2.0/ � �2,
which finally determines the yet unknown magnitude of " relative to � , namely
that " � �2=3. Since, as pointed out before, " � �ˇ

1=2
0 , this implies that "ˇ0 D

� D O.1/. Inspection of the resulting second-order problem indicates that self simi-
lar solutions exist only if the external velocity distribution (32) predicted by classical
theory is slightly modified in the form

OU .x/ D .C=3/1=3.x � xv/
�1=3C�; 
 � �2=3
1 C � � �; (36)

where theO.1/-parameter 
1 satisfies a solvability condition that represents the in-
tegral momentum balance obtained from integrating the second-order x-momentum
equation from � D 0 to � D 1. It can be cast into the canonical form

9 OD2 O
 D 1C OD3: (37)

Herein OD D r1=3�1=3, O
 D r�2=3
1, and

r D OF �1
e

Z 1

0

. OF 02 � ORC OS/ d� : (38)

A graph of the relationship (37) which represents the key result of the analysis
dealing with quasi-equilibrium boundary layers having a moderately large velocity
defect is shown in Fig. 1b. Most interesting, it is found that solutions describ-
ing flows of this type exist for O
 	 O
� D 21=3=6 only and form two branches,
associated with non-uniqueness of the quantity OD, which serves as a measure of
velocity defect, for a specific value of the pressure gradient. Along the lower branch,
OD 
 OD� D 21=3 and decreases with increasing values of O
, so that classical small-

defect theory is recovered in the limit O
 ! 1, where OD � .9 O
/�1=2. In contrast,
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this limit leads to an unbounded growth of values OD 	 OD� associated with the upper
branch: OD � 9 O
 as O
 ! 1. This immediately raises the question if it is possible to
formulate a general necessarily nonlinear theory which describes turbulent bound-
ary layers having a finite velocity defect in the limit of infinite Reynolds number. We
also note that the early experimental observations made by Clauser, see [6], seem to
strongly point to this type of non-uniqueness.

4 Large Velocity Deficit

As in the cases of small and moderately small velocity defect we require the bound-
ary layer to be slender. However, in contrast to the considerations of Sects. 2 and 3,
the validity of this requirement can no longer be inferred from assumption (a) and
the balance between convective and Reynolds stress gradient terms in the outer pre-
dominately inviscid region of the boundary layer which now yields @�=@y D O.1/,
rather than @�=@y � 1 as earlier. A hint how this difficulty can be overcome is
provided by the observation that the transition from a small to a moderately large
velocity defect is accompanied with the emergence of a wake-type flow in this
outer layer. One expects that this effect will become more pronounced as the veloc-
ity defect increases further, suggesting in turn that the outer part of the boundary
layer, having a velocity defect of O.1/, essentially behaves as a turbulent free
shear layer. An attractive strategy then is to combine the asymptotic treatment of
such flows (e.g. [25]) in which the experimentally observed slenderness is enforced
through the introduction of a Reynolds-number-independent parameter ˛ � 1 with
the asymptotic theory of turbulent wall bounded flows.

4.1 Outer Wake Region

Let the parameter ˛ � 1 measure the lateral extent of the outer wake region, so that
Ny WD y=˛ D O.1/. Appropriate expansions of the various field quantities then are

p � pe.x/CO.˛/; (39a)

q � ˛ q0.x; Ny/C o.˛/; (39b)

where q stands for �,  , � WD �u0v0, �.x/ WD �u02, �.y/ WD �v02. From substitu-
tion into (1b–1c) the leading order outer wake problem is found to be

@ 0

@ Ny
@2 0

@ Ny@x � @ 0

@x

@2 0

@ Ny2 D �UeUex C @�0

@ Ny ; (40a)

Ny D 0 W  0 D �0 D 0; (40b)

Ny D �0.x/ W @ 0=@ Ny D Ue; �0 D 0: (40c)
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As in the case of a moderately large velocity defect, we expect a finite wall slip
Us.x/ WD @ 0=@ Ny at the base Ny D 0 of this outer layer, which yields the limiting
behaviour

@ 0=@ Ny � Us.x/CO. Ny3=2/ ; �0 � ƒ0 Ny CO. Ny3=2/; (41)

with ƒ0 WD UsUsx � UeUex > 0.
It is easily verified that the various layers introduced so far in the description

of turbulent boundary layers share the property that their lateral extent is of the
order of the mixing length ` characteristic for the respective layer. In contrast, the
scalings given by (39) imply that ` is much smaller than the thickness of the outer
wake region: ` � ˛3=2 � ˛. This is a characteristic feature of free shear layers, of
course, but also indicates that the outer wake region “starts to feel” the presence of
the confining wall at distances y � ˛3=2, which in turn causes the emergence of an
inner wake region.

4.2 Inner Wake Region

By introducing the stretched wall distance Y D y=˛3=2 D O.1/, inspection of (41)
suggests the expansions

 � ˛3=2Us.x/C ˛9=4 N .x; Y /C � � � ; (42a)

� � ˛3=2 NT .x; Y /C � � � ; ` � ˛3=2 NL.x; Y /C � � � ; (42b)

which leads to
NT D ƒ0Y: (43)

Furthermore, NT and N are subject to the boundary conditions

T .x; 0/ D N .x; 0/ D 0; (44a)

N Y � 2

3

ƒ
1=2
0

NL0
Y 3=2; Y ! 1; NL0 D limY!1 NL: (44b)

The solution of the inner wake problem posed by (43), (44) can be obtained in closed
form. It exhibits the expected square-root behaviour of N Y ,

N Y � NUs.x/C 2
.ƒ0Y /

1=2

�.x/
; NL � �.x/ NY ; Y ! 0: (45)

Here NUs.x/ denotes the correction of the slip velocity Us.x/ caused by the inner
wake region,

us � Us.x/C ˛3=4 NUs.x/C � � � ; (46a)
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NUs.x/ D �
Z 1

0

�
1

NL � 1

NL0

�
.ƒ0Y /

1=2 dY: (46b)

At this point it is important to recall the basic assumption made at the begin-
ning of this section, namely, that the slenderness parameter ˛ is independent of
Re, or more generally, asymptotes to a small but finite value as Re ! 1. As a
consequence, the outer and inner wake regions provide a complete description of
the boundary layer flow in the formal limit Re�1 D 0. If, however, 0 < 1=Re � 1

an additional sublayer forms at the base of the inner wake region. This sublayer
plays a similar role as the intermediate layer discussed in Sect. 3.1: there the mag-
nitude of the Reynolds shear stress, still varying linearly with distance from the
wall, is reduced to O.u2� /, which is necessary to provide the square-root behaviour
expressed in (45) and, finally, to allow for the match with the universal wall layer,
see [19].

4.3 Numerical Solution of the Leading-Order
Outer-Wake Problem

As earlier, a slightly modified version of the mixing length model proposed in [13]
will be adopted to close the outer wake problem posed by (40). Numerical calcu-
lations were carried out for a family of retarded external flows controlled by two
parametersms, k, with ms < 0, 0 
 k < 1:

Ue.xIms ; k/ D .1C x/m.xIms ;k/; (47a)

m

ms
D 1C k

1 � k
‚.2 � x/�1 � .1 � x/2�3: (47b)

Herein ‚ denotes the Heaviside step function. Self-similar solutions of the form
 0 D �0F.�/, � WD Y=�0, �0 D b.1C x/, where b D const and the position
x D �1 defines the virtual origin of the flow, exist for k D 0 if ms > �1=3 and are
used to provide initial conditions at x D 0 for the downstream integration of (40)
with Ue given by (47). As a specific example, we consider the case F 0.0/ D 0:95

of a relatively small velocity defect, imposed at x D 0, for which the require-
ment of self-similarity for �1 < x < 0 yields b

:D 0:3656 and ms
:D �0:3292. The

key results which are representative for the responding boundary layer and, most
important, indicate that the present theory is capable of describing the approach to
separation are displayed in Fig. 2. If k is sufficiently small, the distribution of the
wall slip velocity Us is smooth and Us > 0 throughout. However, when k reaches
a critical value kM

:D 0:84258, the slip velocity Us is found to vanish at a sin-
gle location x D xM , but is positive elsewhere. A further increase of k provokes
a breakdown of the calculations, accompanied with the formation of a weak sin-
gularity slightly upstream of xM at x D xG . A similar behaviour is observed for
the boundary layer thickness �0, which is smooth in the subcritical case k < kM ,
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Fig. 2 Solutions of (40) for jx � xM j � 1, jk � kM j � 1, dashed: asymptotes expressed
by (48b), (49)

exhibits a rather sharp peak �0;M for k D kM at x D xM, and approaches a finite
limit �0;G in an apparently singular manner in the supercritical case k > kM.

Following the qualitatively similar behaviour of the wall shear stress that replaces
Us in the case of laminar boundary layers, see [17,18,27], the critical solution with
k D kM is termed a marginally separating boundary layer solution. However, in
vivid contrast to its laminar counterpart, is is clearly seen to be locally asymmetric
with respect to x D xM where it is singular. This numerical finding is supported by
a local analysis of the flow behaviour near x D xM , carried out in [20]: it indicates
that Us decreases linearly with x upstream of x D xM but exhibits a square-root
singularity as x � xM ! 0C,

Us=P
1=2
00 � �B.x � xM /; x � xM ! 0�; (48a)

Us=P
1=2
00 � UC.x � xM /

1=2; x � xM ! 0C; (48b)

whereP00 D .dpe=dx/.xM /. It is found thatUC
:D 1:1835, whereas the constantB

remains arbitrary in the local investigation and has to be determined by comparison
with the numerical results for x 
 xM .

This local analysis also shows that a square-root singularity forms at a position
x D xG < xM for k > kM ,

Us=P
1=2
00 � U�.xG � x/1=2; x � xG ! 0�; (49)

with some U� to be determined numerically, and that the solution cannot be
extended further downstream. This behaviour, which has been described first in [12],
is reminiscent of the Goldstein singularity well-known from the theory of laminar
boundary layers and, therefore, will be termed the turbulent Goldstein singular-
ity. As shown in the next section, the bifurcating behaviour of the solutions for
k � kM ! 0 is associated with the occurrence of marginally separating flow.
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4.4 Marginal Separation

According to the original boundary layer concept, pressure disturbances caused by
the displacement of the external inviscid flow due to the momentum deficit, which
is associated with the reduced velocities close to the wall, represent a higher order
effect. Accordingly, higher-order corrections to the leading-oder approximation of
the flow quantities inside and outside the boundary layer can be calculated in sub-
sequent steps. However, as found first for laminar flows, this so-called hierarchical
structure of the perturbation scheme breaks down in regions where the displacement
thickness changes so rapidly that the resulting pressure response is large enough to
affect the lowest-order boundary layer approximation (e.g. [26]). A similar situation
is encountered for the type of turbulent flows discussed in the preceding section.
Indeed, the slope discontinuity of �0 and, in turn, of the displacement thickness
forces a singularity in the response pressure, indicating a breakdown of the hier-
archical approach to boundary layer theory. As for laminar flows, see [17, 18, 27],
this deficiency can be overcome by adopting a local interaction strategy, so that the
induced pressure disturbances enter the description of the flow in leading rather than
higher order.

Again, similar to laminar flows, three layers (decks) characterising regions of
different flow behaviour have to be distinguished inside the local interaction region,
see Fig. 3. Effects of Reynolds stresses are found to be confined to the lower deck
region (LD), having a streamwise and lateral extent of O.˛3=5/ and O.˛6=5/,
respectively. Here the flow is governed by equations of the form (40). The major-
ity of the boundary layer, i.e. the main deck (MD), behaves passively in the sense
that it transfers displacement effects caused by the lower deck region unchanged to
the external flow region taking part in the interaction process, the so-called upper
deck (UD), and transfers the resulting pressure response unchanged to the lower
deck. Solutions to the leading-order main and upper deck problems can be obtained
in closed form which finally leads to the fundamental lower deck problem. By using
suitably stretched variables, it can be written in terms of a stream function O . OX; OY /
as (see [20])

UD

IW

OW

y
y~aD0(x)

MD MD+

LD+LD

MD_

LD_

O(a3/5)

O(a6/5)

O(a3/5)

O(a3/2)

x

Fig. 3 Triple-deck structure, for captions see text, subscripts “�” and “C” refer to the continuation
of flow regions up- and downstream of the local interaction zone, dashed line indicates inner wake
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@ O 
@ OY

@2 O 
@ OY @ OX � @ O 

@ OX
@2 O 
@ OY 2 D �1 �ƒ.�/ OP 0. OX/C @ OT

@ OY ; (50a)

OT D @2 O 
@ OY 2

ˇ̌̌̌
ˇ@2 O 
@ OY 2

ˇ̌̌̌
ˇ ; (50b)

OP. OX/ D 1

π

Z 1

�1
C

OA0. OS/
OX � OS d OS (50c)

OY D 0 W O D OT D 0; (50d)

OY ! 1 W OT � OY ! OA. OX/; (50e)

OX ! �1 W O ! .4=15/ OY 5=2 C � OY ; 0 
 � 
 1; (50f)

OX ! 1 W O ! OX5=6FC. O�/; O� WD OY = OX1=3: (50g)

The first and second term on the right-hand side of (50a) account for the imposed
and induced pressure, respectively. The latter is given by the Hilbert integral (50c),
where OA characterises the displacement effect exerted by the lower deck region. The
far-field condition (50e) expresses the passive character of the main deck mentioned
before, whereas the conditions (50f), (50g) follow from the match with regions LD�,
LDC immediately upstream and downstream of the local interaction zone. The
analysis of region LDC determines the function FC. O�/. Finally, the parameter �
measures the intensity of the interaction process as the monotonically increasing but
otherwise arbitrary functionƒ.�/ expresses the magnitude of the induced pressure
gradient.

As a representative example of flows encountering separation, the distributions
of OA, OP , and the wall slip OUs WD .@ O =@ OY /. OX; OY D 0/, obtained by numerical solu-
tion of the triple-deck problem (50) for � D 0:019, ƒ D 3, are depicted in Fig. 4a.
Here the dot-and-dash lines indicate the upstream and downstream asymptotes,
obtained from the analysis of the flow behaviour in the pre- and post-interaction
regions (subscripts “�” and “+” in Fig. 3), while OXD and OXR denote the positions
of, respectively, detachment and reattachment. It is interesting to note that the pas-
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Fig. 4 Specific solution of (50), separation in S , reattachment in R: (a) key quantities, dashed:
asymptotes found analytically; (b) streamlines
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sage of OUs into the reverse-flow region where OUs < 0 causes the interaction pressure
OP to drop initially before it rises sharply, overshoots and finally tends to zero in the

limit OX ! 1. This is in striking contrast to laminar flows, where flow separation
always is triggered by an initial pressure rise, and reflects the fact that – in the case
of turbulent flows considered here – the streamwise velocity component at the base
OY D 0 of the lower deck region is allowed to take on finite values, whereas the

no-slip condition is enforced in its laminar counterpart.
Streamlines inside the lower-deck region are displayed in Fig. 4b which clearly

shows the formation of a recirculating eddy. Also, we draw attention to the increas-
ing density of streamlines further away from the wall and downstream of reattach-
ment, associated with the strong acceleration of the fluid there as evident from the
rapid increase of OUs.

The interaction process outlined so far describes the behaviour or marginally
separated turbulent flows in the limit 1=Re D 0. As in the case of conventional,
i.e. hierarchical, boundary layers having a velocity of defect of O.1/, additional
sublayers form closer to the wall if 1=Re � 1 but finite. Their analysis, outlined
in [19], provides the skin-friction relationship in generalised form to include the
effects of vanishing and negative wall shear – treated first in a systematic way in
[24] – but also shows that these layers behave passively insofar as the lower deck
problem (50) remains intact.

5 Conclusions and Outlook

In this study an attempt has been made to derive the classical two-layer structure
of a turbulent small-defect boundary layer from a minimum of assumptions. As
in [30], but in contrast to earlier investigations (e.g. [10]), the (logarithmic) law of
the wall is taken basically as an empirical observation rather than a consequence
of matching inner and outer layers, as the latter is not felt rich enough to provide
a stringent foundation of this important relationship reflecting the dynamics of the
flow close to the wall, which is not understood in full at present. Probably the first
successful model that describes essential aspects of this dynamics is provided by
Prandtl’s mixing length concept, proposed more than 50 years before the advent of
asymptotic theories in fluid mechanics. Significant progress has been achieved in
more recent years and, in particular, by the pioneering work of Walker (e.g. [30]),
whose untimely death ended a line of thought which certainly ought to be taken up
again.

Following the brief outline of the classical small-defect theory, it is shown how
a description of turbulent boundary layers having a slightly larger (i.e. moderately
large) velocity defect, where the outer predominately inviscid layer starts to develop
a wake-type behaviour, can be formulated. Further increase of the velocity defect
to values of O.1/ causes the wake region to become even more pronounced and is
seen to allow for the occurrence of reverse-flow regions close to the wall, resulting



High-Reynolds-Number Asymptotics of Turbulent Boundary Layers 21

in what we believe to be the first fully self-consistent theory of marginally separated
turbulent flows.

Unfortunately, however, this success seemingly does not shed light on the phe-
nomenon of global or gross separation associated with flows past (more-or-less)
blunt bodies or, to put it more precisely, flows which start at a stagnation point rather
than a sharp leading edge. Indeed, a recent careful numerical investigation for the
canonical case of a circular cylinder, presented, among others, in [22, 23], undoubt-
edly indicates that the boundary layer approaching separation exhibits a small rather
than a large velocity defect, leading in turn to the dilemma addressed in Sect. 2.4.
The accompanying asymptotic analysis based on the turbulence intensity gauge
model introduced in [15], however, strongly suggests that a boundary layer forming
on a body of finite extent and originating in a front stagnation point does not reach
a fully developed turbulent state, even in the limit Re ! 1. Specifically, it is found
that the boundary layer thickness and the Reynolds shear stress are slightly smaller
than predicted by classical small-defect theory, while the velocity defect in the outer
region, and, most important, the thickness of the wall layer are slightly larger. As
a consequence, the outer large-momentum region does not penetrate to distances
from the wall which are transcendentally small. In turn, this situation opens the pos-
sibility to formulate a local interaction mechanism that describes the detachment
of the boundary layer from the solid wall within the framework of free-streamline
theory at pressure levels which are compatible with experimental observation. This
is a topic of intense current investigations.
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A Deterministic Multiscale Approach
for Simulating Dilute Polymeric Fluids

David J. Knezevic and Endre Süli

Abstract We introduce a numerical method for solving the coupled Navier–Stokes–
Fokker–Planck model (i.e. a micro–macro model) for dilute polymeric fluids where
polymer molecules are modelled as FENE dumbbells. The Fokker–Planck equa-
tion is posed on a high-dimensional domain and is therefore challenging from
a computational point of view. We summarise analytical results for a Galerkin
spectral method for the Fokker–Planck equation in configuration space, before
combining this method with a finite element scheme in physical space to obtain
an alternating-direction method for the high-dimensional Fokker–Planck equation.
Alternating-direction methods have been considered previously in the literature for
this problem (e.g. by Chauvière & Lozinski); we present an alternative frame-
work here that is underpinned by rigorous numerical analysis, and numerical results
demonstrating the effectiveness of our approach. The algorithm is well suited to
implementation on a parallel computer, and we exploit this fact to make large-scale
computations feasible.

1 Introduction

In this paper we introduce a computational framework for solving the Navier–
Stokes–Fokker–Planck system of partial differential equations (also known as the
micro–macro model) that governs the evolution of a dilute suspension of dumb-
bells in a Newtonian solvent, which is a well-studied model of dilute polymeric
fluids [3, 23]. We refer to the approach of directly solving the coupled Navier–
Stokes–Fokker–Planck system as the deterministic multiscale method; this approach
has recently been used successfully in a number of papers by Lozinski, Chauvière
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and collaborators (see [4, 5, 19]), although those authors did not consider rigorous
numerical analysis of their algorithm – such analysis is a major emphasis in the
present paper as well as in [14, 15]. It is worth highlighting at the outset that there
is an extensive literature on numerical methods for this problem, but most of the
previous work on the subject addresses either fully macroscopic models (such as
the Olroyd-B model) in order to circumvent the multiscale nature of the Navier–
Stokes–Fokker–Planck system (see the text [23] for an overview of this field)
or uses a stochastic approach in which the micro–macro system is treated using
Monte–Carlo-type methods (cf. [22]). Compared to a fully macroscopic approach,
the primary advantage of the deterministic multiscale method is that it does not
involve “closure approximations”; the shortcomings of such approximations are
well documented [11, 17, 26]. Also, a possible drawback of the stochastic approach
is the presence of slowly decaying stochastic error terms. Variance reduction tech-
niques have been developed to minimise the impact of this stochastic error in
Monte–Carlo-type methods; nevertheless, circumventing this error completely is an
important motivation for moving to fully deterministic micro–macro methods. The
drawback of the deterministic multiscale approach, however, is that (as we shall
see below) the Fokker–Planck equation is posed on a high-dimensional domain,
and therefore solving it using deterministic methods is an imposing challenge from
the computational point of view. Following Chauvière & Lozinski, our approach is
to use an alternating-direction scheme to ameliorate the “curse of dimensionality”,
and we also use parallel computation to make large-scale simulations feasible in
practice.

As indicated above, we are considering a dilute solution of microscopic dumb-
bells, i.e. two beads of small mass connected by a spring. The spring force law F

�

has a corresponding potential,U W R�0 ! R, such that F
�
.q

�
/ D U 0.1

2
jq
�

j2/q
�

, where
q
�

2 D is the configuration vector (or end-to-end vector) of a dumbbell. Here we
consider the FENE force law [25], which, in non-dimensional form is:

U.1
2
jq
�
j2/ WD �b

2
ln

 
1 �

jq
�
j2
b

!
; F

�
.q

�
/ D

q
�

1 � jq
�
j2=b ; (1)

where D D B.0;
p
b/ � Rd , d D 2 or 3. We assume that b 2 .2;1/ (cf. [10]

or Example 1.2 in [2]), and in practice b is typically chosen in the range Œ10; 100	.
The theoretical results presented in this paper can be generalised to a broader class
of FENE-like potentials that satisfy Hypotheses A and B from [15]. For simplicity
of exposition, we restrict our attention to the FENE potential here.

Suppose the fluid is confined to a macroscopic physical domain �, assumed to
be a bounded open set in Rd . Let u

�
W .x

�
; t/ 2 � � Œ0; T 	 7! u

�
.x

�
; t/ 2 Rd denote

the macroscopic velocity field, and let p W .x
�
; t/ 2 � � Œ0; T 	 7! p.x

�
; t/ 2 R

denote the pressure. It is typical in this problem to let �
�

denote the macroscopic
velocity gradient, i.e. �

�
WD r

� xu�. Also, suppose the function .x
�
; q

�
; t/ 7!  .x

�
; q

�
; t/

represents the probability, at time t , of finding a dumbbell with center of mass in the
volume element x

�
C dx

�
and orientation vector in the element q

�
C dq

�
. Then, for a
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suspension of FENE dumbbells, we have the following system (in non-dimensional
form):

@u
�

@t
C u

�
� r

� xu� C r
� xp D �

Re
�xu� C b C d C 2

b

1 � �
Re Wi

r
� x � �

�
; (2)

r
� x � u

�
D 0; (3)
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F
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˝ q
�
 .x

�
; q
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; t/ dq
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; (4)

for .x
�
; t/ 2 � � .0; T 	, where  satisfies the Fokker–Planck equation:
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or .x
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; q
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; t/ 2 ��D� .0; T 	. The system (2)–(5) is subject to the initial conditions:
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In (2), Re is the Reynolds number, Wi is the Weissenberg number, which is the
ratio of microscopic to macroscopic time-scales, and � 2 .0; 1/ is the ratio of sol-
vent viscosity to total viscosity. In (5), M is the (normalised) FENE Maxwellian
defined by
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which, in the case of the FENE model, is M.q
�
/ WD 1

Z
.1 � jq

�
j2=b/b=2. In fact, the

form of the Fokker–Planck equation given in (5) uses a Kolmogorov symmetrisation
[16]; it is equivalent to the ‘standard’ form of the equation:
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but from our point of view the advantage of (5) is that the unbounded convection
coefficient (F

�
in (7)) is absorbed into a weighted diffusion term, which is conve-

nient from the point of view of analysis. It should be noted, however, that in [5]
Lozinski & Chauvière proposed a numerical method based on (7) in which the
substitution O WD  =M 2s=b was used1; it was shown in Sect. 3.2 of [15] that
with b 	 4s2=.2s � 1/ and s > 1=2, this also leads to a well-posed problem
and a stable semidiscretisation in any number of space dimensions, and hence all
of the analytical results developed in this paper could also be developed based
on the Lozinski–Chauvière substitution. Nevertheless, the symmetry of (5) sim-
plifies analysis of the numerical methods we consider, and therefore we focus on

1 Based on computational experience, Lozinski & Chauvière recommended s D 2 and s D 2:5
for d D 2 and d D 3, respectively.
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the Maxwellian-transformed form of the Fokker–Planck equation in (5) for the
remainder of this paper.

Since  is a probability density function (pdf) for each x
�

2 �, the initial datum
should be non-negative:

 .x
�
; q

�
; 0/ D  0.x�; q�

/ 	 0; for a.e. .x
�
; q

�
/ 2 � �D; (8)

and should also satisfy the following normalisation property:Z
D

 0.x�; q�
/ dq

�
D 1; for a.e. x

�
2 �: (9)

It is crucial to note that (5) is posed in 2d spatial dimensions, plus time. Since
the computational complexity of standard numerical methods for PDEs grows expo-
nentially with the dimension of the spatial domain, the high-dimensionality of (5)
represents a significant computational challenge. Therefore, in a coupled algorithm
for (2)–(6), solving the Fokker–Planck equation is generally the bottleneck step and
as a result the focus of this paper is on the analysis and implementation of efficient
numerical methods for (5).

In the papers of Lozinski, Chauvière et al. [4, 5, 18–20] and Helzel & Otto [9],
the authors decomposed the differential operator L from (5) by defining Lx and Lq
acting in the x

�
- and q

�
-direction, respectively. They then used an alternating-direction

numerical method (also referred to as an operator-splitting or dimension-splitting
approach) based on these operators.2 We pursue the same approach in this paper
and we shall survey a number of stability and convergence results that we proved
for our computational framework in the papers [14, 15].

Note that the splitting introduced above leads to a sequence of d-dimensional
solves at each time step rather than a single 2d-dimensional solve. Also, this splitting
of L allows different numerical methods to be used in � and D (resulting in, what
we call, a heterogeneous alternating-direction scheme). In Sect. 3 we consider het-
erogeneous alternating-direction numerical methods for the FENE Fokker–Planck
equation on � � D based on a finite element method in � and a single-domain
Galerkin spectral method in D. These are appropriate choices because a finite ele-
ment method is flexible enough to deal with the general domain �, whereas D is
always a ball in Rd , and therefore the Lq operator is well suited to a spectral dis-
cretisation via a polar or spherical coordinate transformation to a cartesian product
domain.

The structure of this paper is as follows. We begin in Sect. 2 with an overview of
the analysis and implementation of a Galerkin spectral method for the Maxwellian-
transformed Fokker–Planck equation in configuration space. This spectral method is
then integrated into an alternating-direction scheme for the full Fokker–Planck equa-
tion on��D in Sect. 3. Finally, we demonstrate the use of this alternating-direction
scheme in an algorithm for the coupled Navier–Stokes–Fokker–Planck system for a
channel flow problem of physical interest. We make concluding remarks in Sect. 5.

2 These authors used (7), but the idea applies to (5) in the same way.
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2 The Fokker–Planck Equation in Configuration Space

This section is concerned with the numerical approximation of the d -dimensional
Fokker–Planck equation posed in configuration space:

@ 

@t
C r

� q � .�
�
q
�
 / D 1

2Wi
r
� q �

�
Mr

� q

 

M

�
; .q

�
; t/ 2 D � .0; T 	; (10)

where the d �d tensor �
�

is assumed to belong to .CŒ0; T 	/d�d (i.e. it is independent
of x

�
) and is such that tr.�

�
/.t/ D 0 for all t 2 Œ0; T 	. It will be assumed throughout

that (10) is supplemented with the following initial and boundary conditions:

 .q
�
; 0/ D  0.q

�
/; for all q

�
2 D; (11)

 .q
�
; t/ D o

�q
M.q

�
/
	
; as dist.q

�
; @D/ ! 0C, for all t 2 .0; T 	: (12)

As in (8) and (9), the initial datum  0 is such that  0 	 0 and
R
D
 0.q

�
/ dq

�
D 1.

The motivation for studying this subproblem is that, as indicated in Sect. 1, an
efficient approach to the numerical solution of (5) in 2d C 1 variables is based
on operator-splitting with respect to .q

�
; t/ and .x

�
; t/. Thereby, the resulting time-

dependent transport equation with respect to .x
�
; t/ is completely standard,  t C

r
� x � .u

�
.x

�
; t/ / D 0, while the transport-diffusion equation with respect to .q

�
; t/

is (10).

2.1 Weak Formulation and Backward Euler Semidiscretisation

Following [15], let O' WD 'p
M

and r
� M O' WD p

M r
� q

� O'p
M

	
, and define the function

space H10.DIM/ to be the closure of C1
0 .D/ in the norm of H1.DIM/, and

H1.DIM/ WD



 2 L2.D/ W k
k2H1.DIM/

WD
Z
D

�
j
j2 C ˇ̌r

� M 

ˇ̌2	

dq
�
< 1

�
:

Then, (10) has the following weak formulation. Given O 0 WD  0=
p
M 2 L2.D/,

find O 2 L1.0; T I L2.D//\ L2.0; T I H10.DIM// such that

d

dt

Z
D

O O' dq
�

�
Z
D

�
�
q
�

O � r
� M O' dq

�
C 1

2Wi

Z
D

r
� M

O � r
� M O' dq

�
D 0; (13)

for all O' 2 H10.DIM/ in the sense of distributions on .0; T /, and O .�; 0/ D O 0.�/.
Notice that we solve for O ;  is recovered by setting  WD p

M O . The Lozinski–
Chauvière substitution introduced in Sect. 1 is identical to the substitution  WDp
M O in the case that s D b=4.
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It is shown in Sect. 2 of [15] that H1.DIM/ D H10.DIM/ and H10.D/ �
H10.DIM/.3 The connection between H10.DIM/ and H10.D/ will prove helpful
in the development of Galerkin methods for (13), since the construction of finite-
dimensional subspaces of H10.D/ and the analysis of their approximation properties
are well understood.

In [15], the following backward-Euler semidiscretisation of (13) was studied
in detail: Let NT 	 1 be an integer, �t D T=NT , and tn D n�t , for n D
0; 1; : : : ; NT . Discretising (13) in time using the backward Euler method yields the
following semi-discrete numerical scheme.

Given O 0 WD O 0 D  0=
p
M 2 L2.D/, find O nC1 2 H10.DIM/, n D

0; : : : ; NT � 1, such thatZ
D

O nC1� O n
�t

O' dq
�

�
Z
D

.�
�

nC1 q
�

O nC1/ � r
� M O' dq

�

C 1

2Wi

Z
D

r
� M

O nC1 � r
� M O' dq

�
D0;

for all O' 2 H10.DIM/.
The following stability lemma for (14) was proved in Sect. 3 of [15].

Lemma 1. Let �t D T=NT , NT 	 1, �
�

2 .CŒ0; T 	/d�d , O 0 2 L2.D/, and define
c0 WD 1C 4Wi bk�

�
k2L1.0;T /

. If �t is such that 0 < c0�t 
 1=2, then we have, for
all m such that 1 
 m 
 NT ,

k O mk2 C
m�1X
nD0

�t

����� O nC1 � O np
�t

�����
2

C
m�1X
nD0

�t

2Wi
kr

� M
O nC1k2 
 e2c0m�tk O 0k2:

Also, the existence and uniqueness of a weak solution of (13) was established
in Theorem 3.2 of [15]. The proof makes use of the stability result in Lemma 1 in
order to use compactness results for the bounded sequence of solutions to (14) as
�t ! 0C.

2.2 Fully-Discrete Spectral Method

Let PN .D/ be a finite-dimensional subspace of H10.DIM/, to be chosen below,
and let O nN 2 PN .D/ be the solution at time level n of our fully-discrete Galerkin
method:Z
D

O nC1
N � O nN
�t

O' dq
�

�
Z
D

.�
�

nC1 q
�

O nC1
N / � r

� M O' dq
�

C 1

2Wi

Z
D

r
� M

O nC1
N � r

� M O' dq
�

D 0 8 O' 2 PN .D/; n D 0; : : : ; NT � 1; (14)

O 0N .�/ WD the L2.D/ orthogonal projection of O 0.�/ D O .�; 0/ onto PN .D/. (15)

3 In fact, these results hold for all FENE-like potentials, cf. Sect. 1.
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The caseD � R2 was considered in detail in [15]. Suppose we transformD into the
rectangle .r; �/ 2 R WD .0; 1/ � .0; 2�/ using the polar coordinate transformation
q
�

D .q1; q2/ D .
p
br cos �;

p
br sin �/. Also, suppose that O 2 H10.D/ and let

Q .r; �/ WD O .q1; q2/. It was proved in Lemma 5.2 of [15] that Q can be written in
polar coordinates as follows:

Q .r; �/ D Q 1.r/C r Q 2.r; �/; .r; �/ 2 R D .0; 1/� .0; 2�/: (16)

Using the structure in (16), we defined in [15] the spectral basis A as A WD
A1 [ A2 where:

A1 WD f.1� r/Pk.r/ W k D 0; : : : ; Nr � 1g;
A2 WD fr.1� r/Pk.r/ˆi l.�/ W k D 0; : : : ; Nr � 1I i D 0; 1I l D 1; : : : ; N�g:

Pk is a polynomial of degree k in r 2 Œ0; 1	 and ˆi l.�/ D .1 � i/ cos.2l�/ C
i sin.2l�/, � 2 Œ0; �	. Notice that the polynomials in both A1 and A2 contain the
factor .1 � r/ in order to impose the homogeneous Dirichlet boundary condition
on @D. Basis A is defined in order to mimic the decomposition (16) of the weak
solution Q in polar coordinates: the role of span.A1/ is to approximate Q 1 while
span.A2/ is meant to approximate r Q 2.

Now, let PN .D/ be span.A/ mapped from R to D. Approximation results were
derived for this discrete space in Sect. 5 of [15], which enabled the derivation of the
following optimal order spectral convergence estimate for the fully-discrete spectral
method (14)–(15): for O 2 HkC1;lC1.D/ with k; l 	 1 we have,

k O � O N k`1.0;T IL2.D// C kr
�
M . O � O N /k`2.0;T IL2.D//


 C1N
�k
r

 
k O k`1.0;T IHk

r .D//
C k O k

`2.0;T IHkC1
r .D//

C
����@ O 
@t

����
L2.0;T IHk

r .D//

!

C C2N
�l
�

 
k O k`1.0;T IHl

�
.D// C k O k

`2.0;T IHlC1

�
.D//

C
����@ O 
@t

����
L2.0;T IHl

�
.D//

!

C C3�t

�����@2 O 
@t2

�����
L2.0;T IL2.D//

; (17)

(see Sect. 5 of [15] for definitions of the non-standard Sobolev spacesHkC1;lC1.D/,
Hk
r .D/ and Hl

�
.D/).

Note that we also considered a second basis, B, in [15], proposed by Matsushima
& Marcus [21] and Verkley [24], which satisfies the full pole condition on D
(cf. [7]), and therefore the space defined by B is contained in C1.D/ \ C0.D/.
The numerical method based on B was found to be more efficient in practice than
the one based on A for the FENE Fokker–Planck equation onD since O is typically



30 D.J. Knezevic, E. Süli

very smooth. Finally, we considered a basis in [14] in the case of d D 3, referred to
as basis C, which, following [4], was defined as follows:

C WD fY iklm W 0 
 k 
 Nr � 1; i 2 f0; 1g; l 2 f0; 2; 4; : : : ; Nsphg and i 
 m 
 lg;

where Y ik
lm
.r; �; �/ WD .1 � r/Qk.r/S

i
l;m
.�; �/, and the S i

l;m
are spherical harmon-

ics: S i
l;m
.�; �/ WD C.l;m/Pm

l
.cos�/..1 � i/ cos.m�/C i sin.m�//. Note that we

showed in [14] that a splitting of the form (16) is not required in the case of d D 3.
A range of numerical results for spectral methods based on A and B in the case

of d D 2 were presented in Sect. 7 of [15], and the convergence behaviour we
obtained in practice was consistent with (17). The numerical method based on C is
completely analogous, and it was shown in Sect. 2.6.3 of [13] that the convergence
behaviour of this method in three dimensions is essentially the same as for methods
A and B in two dimensions.

3 An Alternating-Direction Scheme for the Full Fokker–Planck
Equation

In this section, we describe numerical methods for the Maxwellian-transformed
Fokker–Planck equation posed on � � D � .0; T 	. Here we assume that u

�
is

an a priori defined velocity field. Once the numerical scheme for the Fokker–
Planck equation with a given u

�
is understood, it is straightforward to couple to

the Navier–Stokes equations. These methods build upon the q
�

-direction spectral
method introduced in Sect. 2. In this case, the weak formulation is as follows: Given
O 0 2 L2.� �D/, find O 2 L1.0; T I L2.� �D// \ L2.0; T IX / such that

O .x
�
; q

�
; 0/D O 0.x� ; q�

/; .x
�
; q

�
/ 2 � �D;

d

dt
. O ; �/C

�
u
�

� r
� x

O ; �
	

�
�
	
�
q
�

O ; r
� M �

	
C 1

2Wi

�
r
� M

O ; r
� M �

	
D 0 8 � 2 X ;

in the sense of distributions on .0; T /, and again is recovered by multiplying O byp
M . Following Sect. 2, we impose a zero Dirichlet boundary condition on�� @D

for t 2 .0; T 	. See [14] for the hypotheses on u
�

and for the definition of the space X .
The alternating-direction method under consideration here is nonstandard in the

sense that we consider d -dimensional cross-sections (rather than one-dimensional
cross-sections) of � � D. This leads to a formidable computational challenge
because we typically need to solve a large number of problems posed in d spa-
tial dimensions in each time-step. However, the method is extremely well suited
to implementation on a parallel architecture since the q

�
-direction solves are com-

pletely independent from one another, and similarly the x
�

-direction solves are
decoupled also. Our computational results in Sect. 4 were obtained using a parallel
implementation of the alternating-direction methods described here.
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3.1 The Alternating-Direction Methods

We now introduce the alternating-direction Galerkin methods for the weak formu-
lation given above. These algorithms combine a classical Douglas–Dupont-type
alternating-direction scheme [6] in the x

�
-direction, with a new quadrature-based

scheme in the q
�

-direction.
First of all, define the bases

fYk 2 PN .D/ W 1 
 k 
 NDg and fXi 2 Vh W 1 
 i 
 N�g; (18)

such that span.fYkg1	k	ND
/ D PN .D/ and span.fXig1	i	N�

/ D Vh, where Vh
is an H1.�/-conforming finite element space based on a mesh Th of �. Let O h;N
denote our discrete solution, such that O h;N 2 Vh ˝ PN .D/.

Also, we need to specify a quadrature rule on �. Let f.x
�m
; wm/; wm > 0; x�m 2

�;m D 1; : : : ;Q�g define an element-based quadrature rule on Th, where the x
�m

are the quadrature points and the wm are the corresponding weights. Therefore, for
functions f; g 2 C0.�/, the quadrature sum is evaluated element-wise as follows,

Q�X
mD1

wmf .x�m/g.x�m/ D
X
K2Th

QKX
lD1

wKl f .x�
K
l /g.x�

K
l /; (19)

whereQK is the number of quadrature points in element K . In [14], we introduced
hypotheses on this quadrature rule that are necessary for our numerical analysis;
we refer the reader to that paper for more details. The idea of using this quadra-
ture rule in the context of the alternating-direction scheme is that by performing
the q

�
-direction solves at quadrature points x

�m
we are able to recover a Galerkin

formulation for the numerical method on � �D.
Noting that O h;N can be written in terms of the coefficients f O ikg as O h;N WDPN�

iD1
PND

kD1 O ikXiYk 2 Vh ˝ PN .D/, we define the line functions, O k , for

k D 1; : : : ; ND , by O k WD PN�

iD1 O ikXi 2 Vh. Then we have O h;N .x�; q�/ DPND

kD1 O k.x�/Yk.q�/. These formulas shall be useful in the discussion of the
alternating-direction methods below.

We now define two alternating-direction methods, referred to as method I and
method II. The distinction between these schemes is that method I uses a semi-
implicit spectral method in the q

�
-direction (i.e. the term containing �

�
is treated

explicitly in time) whereas method II uses a fully-implicit temporal discretisation.

Method I: Semi-implicit scheme. Method I is initialised by computing the
L2.� �D/ projection of the initial datum O 0 2 L2.� �D/ onto Vh ˝ PN .D/, so
that O 0

h;N
2 Vh ˝ PN .D/ satisfies� O 0; 


	
D
� O 0h;N ; 


	
for all 
 2 Vh ˝ PN .D/: (20)
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Then, the alternating-direction method consists of two stages at each time-step:
the q

�
-direction stage and the x

�
-direction stage. We begin with the q

�
-direction stage,

which essentially uses the Galerkin spectral method in D from Sect. 2.
Suppose O n

h;N
2 Vh ˝ PN .D/. Then, in the q

�
-direction stage we compute

O n�
h;N

.x
�m
; �/ 2 PN .D/ for each m D 1; : : : ;Q� satisfying

Z
D
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h;N

.x
�m
; q

�
/� O n

h;N
.x
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; q

�
/

�t
Yl.q

�
/ dq

�

C 1

2Wi

Z
D

r
� M

O n�
h;N .x�m; q�

/ � r
� MYl.q

�
/ dq

�

D
Z
D

.�
�

n.x
�m
/ q

�

O nh;N .x�m; q�// � r
� MYl.q

�
/ dq

�
; (21)

for l D 1; : : : ; ND . In order to separate out the x
�

- and q
�

-direction dependencies
more clearly, we rewrite this equation in terms of line functions, i.e.:
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�
C�t

Z
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n.x
�m
/ q

�
Yk.q

�
// � r

� MYl.q
�
/ dq

�

�
;

(22)

for l D 1; : : : ; ND . This system is solved at each quadrature point x
�m

, m D
1; : : : ;Q�, and the linear solves are completely independent from one another.
This independence enables parallel computation to be used very effectively in this
context.

The q
�

-direction stage is complete once the values  n�
k
.x

�m
/, k D 1; : : : ; ND ,

m D 1; : : : ;Q�, have been computed, and then we can begin solving in the
x
�

-direction. In the x
�

-direction stage, we use a finite element discretisation of
the transport equation, t Cr

� x � .u
�
.x

�
; t/ / D 0, to update the output data from the

q
�

-direction stage. That is, for a given k, we find O nC1
k

2 Vh, satisfying:

Z
�

O nC1
k

Xi dx
�

C�t

Z
�

�
u
�

nC1 � r
� x

O nC1
k

	
Xi dx

�
D

Q�X
mD1

wm O n�
k .x

�m
/Xi .x�m/;

(23)
for i D 1; : : : ; N�, and, just as in the q

�
-direction, these computations are decoupled

from one another.
Once the x

�
-direction computations are complete, we have the numerical solution

at time level n C 1: O nC1
h;N

D PND

kD1 O nC1
k

Yk 2 Vh ˝ PN .D/. Hence method I
is defined by the initialisation (20), the q

�
-direction spectral method (22) and the

x
�

-direction finite element method (23). In Lemma 3.2 of [14] we show that method I
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is equivalent to a one-step Galerkin formulation on��D. This equivalent one-step
formulation allows standard tools of numerical analysis to be applied to explore the
stability and convergence properties of this method.

Method II: Fully-implicit scheme. Method II is very similar to method I, the sole
difference being that the term containing �

�
is now treated implicitly in time.

Using the line function notation of (22), the q
�

-direction numerical method is

defined as follows: Given the line functions O n
k

2 Vh, k D 1; : : : ; ND , determine

the values O n�
k
.x

�m
/ satisfying

NDX
kD1

O n�
k .x

�m
/

�Z
D

Yk.q
�
/ Yl.q
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/ dq

�
C �t

2Wi

Z
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� MYk.q
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� MYl.q
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/ dq
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Z
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nC1.x
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/ q

�
Yk.q

�
// � r

� MYl.q
�
/ dq

�

�
D

NDX
kD1

O nk .x�m/
Z
D

Yk.q
�
/ Yl.q

�
/ dq

�
;

(24)

for all l D 1; : : : ; ND , and for each quadrature point x
�m
; m D 1; : : : ;Q�.

The initialisation and x
�

-direction stages for method II are identical to those given
for method I, hence we omit them here.

Clearly methods I and II are closely related to one another. Note, however,
that from a practical point of view there is a trade-off in computational efficiency
between the two methods because, on the one hand, method I requires less com-
putation per time-step, since the matrix for the q

�
-direction linear systems can be

pre-assembled and LU-factorised only once since it is independent of �
�

, whereas the
q
�

-direction matrix for method II must be reassembled at each quadrature point. On
the other hand, however, the fully implicit temporal discretisation used by method II
tends to be more tolerant of large time-step sizes and coarse spatial discretisations
than the semi-implicit scheme of method I, especially for larger flow rates and
Weissenberg numbers (e.g. see Sect. 2.6.2 of [13]).

An important difference between methods I and II from the analytical point of
view is that there is no equivalent one-step formulation available for method II.
In [14], we proved stability and convergence results for method I based on its
equivalent one-step formulation. That is, with some assumptions on the x

�
-direction

quadrature rule, we established stability results of the form of Lemma 1 for method I
and, supposing that the set of shape functions for each element in Th contains all
polynomials of degree less than s C 1, we then proved the following error estimate
for method I:

k O � O h;N k`1.0;T IL2.��D// C kr
� M . O � O h;N /k`2.0;T IL2.��D//
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: (25)

This error bound assumes that basis A is used for the q
�

-direction spectral method; it
would be straightforward (but laborious) to extend (25) to bases B or C introduced
in Sect. 2.

We could not apply the same convergence argument to method II due to the
absence of an equivalent one-step formulation; nevertheless, in Lemma 3.4 of [14],
we proved the unconditional stability of method II.

4 The Micro–Macro Model

We now present some numerical results for a channel flow problem using a cou-
pled algorithm for the Navier–Stokes–Fokker–Planck system (2)–(6) (see [14] for
other computational results using the same approach, including a computation in the
d D 3 case). We implemented the Navier–Stokes solver using a Taylor–Hood mixed
finite element method [8] in the free C++ finite element library libMesh [12].
We used a finite element space of continuous piecewise quadratic functions for Vh,
and Vh was also used as the velocity space in the Taylor–Hood method, hence u

�h
,

the finite element approximation to u
�

, belongs to .Vh/d . The alternating-direction
method was implemented for parallel computation; the q

�
-direction spectral method

was implemented in PETSc [1] and libMesh was used for the x
�

-direction finite
element method (see [14] for more details of the implementation).

We considered a planar flow around a cylindrical obstacle in a channel. This is
a standard benchmark problem in the polymer fluids literature (cf. Chap. 9 of [23])
and was also considered using deterministic multiscale methods by Chauvière &
Lozinski in [4, 5, 19]. In the computation presented here, Th contained 1505 trian-
gular finite elements and Q� D 9030. For the q

�
-direction spectral method we used

basis A. We imposed a parabolic inflow velocity profile for u
�

on the left boundary of
� with Umax D 1, a Neumann condition on the right boundary, a no-slip condition
(u

�
D 0

�
) for the obstacle and top boundary, and a symmetry condition on the bottom

boundary. We used the parameters b D 12, � D 0:59, Re D 1 and we considered
two choices of the Weissenberg number, (1) Wi D 1 and (2) Wi D 3.
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Fig. 1 The components of �
�

at T D 5 for the Wi D 1 case



36 D.J. Knezevic, E. Süli
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Fig. 2 The components of �
�

at T D 5 for the Wi D 3 case
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Computational experimentation indicated that for both of these problems
method II is significantly more efficient than method I (to the point where the semi-
implicit method is computationally impractical), because, for the sake of stability,
method I requires tighter restrictions on �t and on the resolution of the discrete
space PN .D/ (cf. Sect. 2.6.2 of [13]). Thus, we only present numerical results for
the fully-implicit scheme here; for a detailed comparison of the two methods for a
model problem with a milder velocity field, see Sect. 5.1 of [14].

We solved case (1) using method II with .Nr ; N� / D .14; 14/, so thatND D 406

(recall that Q� q
�

-direction solves andND x�-direction solves are performed in each
time-step of the alternating-direction algorithm). More spectral modes were required
to resolve the solution in case (2) due to the larger Weissenberg number and hence
we used .Nr ; N� / D .30; 30/, i.e.ND D 1830, in that case. We took 500 time-steps
of size �t D 0:01 and Figs. 1 and 2 show the components of �

�
at T D 5 in cases

(1) and (2), respectively. These computations were performed on 80 processors of
the Lonestar supercomputer at the Texas Advanced Computing Center (TACC), and
took approximately 1.0 s per time-step in case (1) and 4.4 s per time-step in case (2)
to perform.

5 Conclusions

We have summarised a range of results obtained in [14] and [15] for the analysis and
implementation of numerical methods for solving the multiscale Navier–Stokes–
Fokker–Planck system, which models the flow of dilute polymeric fluids. Most of
our attention has been focused on the high-dimensional Fokker–Planck equation
posed on the domain��D in 2d spatial dimensions. We developed an alternating-
direction method for this equation that is efficient in practice and is also underpinned
by rigorous numerical analysis.

We coupled this alternating-direction method to a mixed finite element method
for the Navier–Stokes equations to obtain an algorithm for the coupled system
(2)–(6). This algorithm was used to obtain computational results for a channel
flow problem of physical interest. Parallel computation is particularly effective
in the context of this problem because our alternating-direction solver for the
high-dimensional Fokker–Planck equation is “embarrassingly parallel.”
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Temperature Factor Effect on Separated Flow
Features in Supersonic Gas Flow

V. Ya. Neyland, L.A. Sokolov, and V.V. Shvedchenko

Abstract The effect of the temperature factor (body temperature ratio to the stag-
nation temperature of external flow) on the separated flow features has been inves-
tigated in the supersonic gas flow near the concave angle. The strong effect of the
temperature factor on the separated zone length and on the corresponding aerody-
namic performances was revealed. It was shown that, if the angle is big enough,
such flow cannot be described by free interaction theory, i.e. by triple deck theory.

Nomenclature

U Velocity
p Pressure
� Density
T Temperature
H Total enthalpy
M Mach number
Re Reynolds number
Pr Prandtl number
ı Boundary layer thickness
` Boundary layer length

 Coefficient of viscosity
! Power in viscosity law
gw Temperature factor
� Specific heat ratio
x Longitudinal coordinate
y Normal coordinate
�x Separation zone length
� Flare angle
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1 Introduction

The investigation of separated flow in viscous supersonic flow near a flat plate
caused by the rear part of the flat plate deviating by an angle � is an important
task in the development of separated flow theory. It is also significant for the appli-
cations when temperature factor becomes small in the flight with high supersonic
speed. It is important that, when testing models in the wind tunnel, the temperature
factor may considerably differ from its flight value (Table 1). It can lead to the con-
siderable deviations of the aerodynamic performances and heat fluxes in the wind
tunnel from those in the actual flight. So far, the flow over the flat plate with deviated
rear part was investigated in many theoretical and experimental works. A review of
the results is given in [1–4].

During the first decades, theoretical investigations of these flows were divided
into two directions. For the developed separated flows included the pressure
“plateau” zone method with the criteria of Chapman–Korst [5, 6] was used. Later it
was shown [7] that the criteria method of Chapman (for laminar flows) corresponds
to the first approach of the strict asymptotic theory for Navier–Stokes equation. For
small separated zones and zones of incipient separation without developed pressure
“plateau” area, another approach based on the integral equations of the boundary
layer was more appropriate.

After the development of free interaction theory [8–11] (usually called “triple
deck” outside of Russia) the other multilayer solutions were obtained [7, 12].

Within asymptotic theory, the calculation of the flow near “compression corner”
with an angle of � � Re�1=4 was performed by many authors [11–14]. Recently
the author of [13] assumed that solution of this task within free interaction theory
only exists up to some critical value of �=Re�1=4. Later similar calculations were
performed in [14] more carefully and the authors showed that the conclusions of [13]
were caused by a wrong calculation method. But they referred to the asymptotic
reattachment theory developed in [7] which does not contain singularities. It should
be noted that the applicability of the free interaction theory is a complicated matter,
although the criticism of the numerical results of [13] by authors of [14] is, may be,
correct.

Table 1 Temperature factor in flight (Tw 
 1;000K) as compared with that in wind tunnel

H, km M D 10 15 20 25

40 0.193 0.0858 0.048 –
50 0.182 0.0807 0.046 –
60 0.196 0.0807 0.045 –
70 0.227 0.101 0.057 0.036

M T0 gw

3–5 750 0.4
6–10 1,075 0.279

10, 12, 14, 18 2,600 0.115



Temperature Factor Effect on Separated Flow Features 41

The present article is based on two methods: qualitative analytical investiga-
tion of flow physical features and numerical investigation of the Navier–Stokes
equations. The investigations assume that the flow is laminar everywhere.

2 Analytical Investigation

Let us consider supersonic flow over a flat plate at zero angle of attack. The rear part
of the plate is deflected by an angle � (Fig. 1). The angle � , Mach number M and
Reynolds number Re are so that the separated zone appears upstream of the angle.

Let us first consider the small separated zones and zones of arising separation.
For this purposes it is convenient to use the method described in the monographs
[15,16]. This approach was used in [8,9] for the free interaction theory development
which later was proposed in [10] under the name of triple deck and using a slightly
different way.

Thus, let us consider flow in a small vicinity of the separation point of the bound-
ary layer (Fig. 1). Let a small pressure difference�p=p � 1 be applied to the flow.
In the major part of the boundary layer, where the longitudinal component of the
velocity U is of the same order as the outer flow velocity Ue, we can use equation
of the longitudinal momentum, state equation and relation �eu2e � p to obtain

�UUx � px; �eUe�U � �p;
��

�
� �p

p
:

Then, in this part of the boundary layer (area 2 in Fig. 1), because of the continuity
equation, the disturbed streamline thickness assessment has the following form

�ı

ı0
� �p

p
;

where ı0 is the typical value of boundary layer thickness upstream of the interaction
area.

Near the wall, because of the boundary condition, in the undisturbed boundary
layer there is always area 3 where the dynamic pressure will be of order �p. It is

Fig. 1 Flow scheme
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only true near the separation point, because far from it the � p can be balanced by
viscous forces and the task becomes linear.

Thus, for area 3 we obtain the assessment

�3U
2
3 � �p: (1)

In area 3, using the relationship for the velocity profile in the undisturbed boundary
layer, we can obtain assessment

U3

Ue
� ı3

ı0
: (2)

In area 3 the flow upstream of the separation point is performed against inadvertent
pressure difference�p > 0 by viscous forces, i.e.

� U 23
�x

� 
3
U3

ı23
: (3)

Due to (1) the thickness of area 3 varies as the undisturbed value, then (1) and (2)
result in

ı3

ı0
� U3

Ue
�
s
�p

p
� �p

p
� �ı2

ı0
:

Thus, in the first approach, the total variation of the boundary layer momentum
thickness is produced by area 3.

This fact together with linear theory of supersonic flows (Ackeret formula) leads
to the last estimate

.M2
e � 1/1=2�p � �eU

2
e

ı3

�x
: (4)

To determine scales of the disturbed values �x, �p, U3, ı3 we get four equations
(1)–(4). They give us estimates of all the required values

�x � `Re�3=8;
�p

p
� Re�1=4;

U3

Ue
� ı3

ı0
� Re�1=8: (5)

The angle � which produces the separation of the boundary layer has the order of
the value Re�1=4 (` is the boundary layer length upstream of the separation point).

Using the estimates (5) we can develop asymptotic theory of Navier–Stokes
solution for the small separation zones at Re ! 1.

Let us consider this task for the flows with high supersonic speeds and small
temperature factor using limit

Re ! 1; M ! 1; gw D Hw

He
! 0;

where H is total enthalpy, indexes e and w correspond to the parameter values at
the outer boundary of the boundary layer and the wall respectively.
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Let us assume, that the interaction of the non-viscous flow with the boundary
layer is small up to the separation point. Then

ı0=` �
�


0

�0Ue`

�1=2
; Meı0=` � 1:

In the major part of the boundary layer (area 2 in Fig. 1) the gas temperature will be
of the order of the total temperature T0 [17], �2 � �0 � �e=M

2
e , 
2 � 
0, where

�0,
0 are the density and viscosity at T D T0.
Friction and heat flux to the wall maintain their orders of the value in the whole

boundary layer, i.e.�


dU

dY

�
y!0

� 
0
Ue

ı0
I

�


dg

dy

�
y!0

! 
0
1

ı0
:

Then the velocity and enthalpy profiles near the body surface will be (neglecting the
inessential constants):

g �
�
g!C1
w C y

ı0

�1=.!C1/
;
U

Ue
�
�
g!C1
w C y

ı0

�1=.!C1/
� gw : (6)

Depending on the relationship of gw and the disturbed pressure amplitude �p=p,
using (6) we can get profiles in the area 3

g!C1
w � ı3

ı0
g3 � gw ;

U3

Ue
� 1

g!w

ı3

ıo
(7)

g!C1
w � ı3

ı0
g3 �

�
ı3

ı0

�1=.!C1/
;
U3

Ue
�
�
ı3

ı0

�1=.!C1/
: (8)

Let us consider regime (7). Near the separation point

�p � �3U
2
3 ;

ı3

ı0
� g.1C2!/=2

w �
�
�p

p

�1=2
;
U3

Ue
� g1=2w

�
�p

p

�1=2
: (9)

The thickness of the area with non-linear disturbances (area 3,�ı3 � ı3) will be of
a greater order than that of the area 2 �ı2 if the following condition is valid

g.1C2!/=2
w

s
�p

p
� �p

p
! �p

p
� g1C2!

w : (10)

Then, using Ackeret formula (4) for the area 1 (the disturbed part of the external
non-viscous flow) we get an estimate for the length of the disturbed flow�x

�x

`
� Meı0

`
�
s
g1C2!
w

�p=p
: (11)

It shows that as gwdecreases,�x=` decreases also.
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Let us obtain an assessment for the critical pressure differential assuming, as
usual, that the viscous and inertial members are of the same order in the Navier–
Stokes equations.

�3U
2
3

�x
� 
3

U3

ı23
I �p

p
�
�

Me

ı0

`

�1=2
: (12)

Thus, when decreasing gw at fixed deflection angle of the plate rear part, the
separation zone length decreases (11).

Further decrease of gw violates conditions (7) and (10). Now, let us assume that

ı3

ı0
� �ı2

ı0
� �p

p
� g1C2!

w : (13)

Then, using Ackeret formula in the form of �p=p � Meı2=�x we get assessment
for the action�x

�x � Meı0: (14)

The relations (9) are true as long as area 3 remains almost isothermal (g!C1
w �

ı3=ı0).
Having assessment (13), let us estimate the critical pressure differential at this

regime, using the first estimate of (12)

�p

p
�
�

Me

ı0

`

�2=3
g�2.!C1/=3
w : (15)

The estimate shows that at fixed length of the disturbed area (14) decrease of gw
leads to the increase of the critical pressure difference (15). It means that at fixed
angle of deflection of plate rear part the separated area length will also decrease.

And finally, if the isothermal condition of area 3 (7) is violated, estimate (14) for
�x will remain because �ı2 � ı3. The estimate for g3, U3=Ue, and ı3=ı0 will
have the form of (8). Then for the critical value of the pressure difference which
produces separation initiation in the area 3 the following assessment is obtained,
using equations (1) and (3)

�p

p
� .Meı0=`/

1=.2!C1/:

This estimate is true for all small gw when equation (8) is valid.
Now, let us investigate the effect of gw on the separation zone length at a slightly

higher value of � when the zone appears with almost constant pressure but mix-
ing layer at the outer boundary of the separated zone is still much thinner than
the boundary layer separated from the body surface. To get the necessary assess-
ment let us assume that the Korst–Chapman condition [5] or asymptotic attachment
theory [7] is true.
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In this case the following relationship must be valid �inc � � � 1. The upper
limitation provides fulfilment of the condition ı4 � ı0, where �inc is the angle at
which mixing layer 4 leaves the body after separation.

At �inc � � we come back to the free interaction theory considered above (for
example, at � � Re�1=4 and gw � 1 the separation zone length �x is determined
by (5) according to free interaction theory (triple deck)).

At � � �inc friction forces acting on the gas along dividing streamline lead to
the dynamic pressure increase thus providing the possibility to counteract pressure
rise in the attachment area. The Korst–Chapman condition [5, 6] may be written as

�4U
2
4 � �p;

�p

p
� Me�: (16)

Here, index 4 designates parameters value at dividing streamline in the mixing layer.
As ı4 � ı0 i.e. the separated zone is short, �x=L � 1, so �4 � �w . Further, we
must estimate the rate of U4(�x) increase.

In the mixing layer 4 the acceleration occurs due to longitudinal momentum
transfer when friction forces act on streamlines of the separated boundary layer.
Thus, we can write down the following conditions

U4

ı4
� Ue

g!wı0
I �4U

2
4

�x
� 
4

U4

ı24
: (17)

In (17) the first condition corresponds to the conservation of friction stress value in
area 4 to its value in the separated boundary layer, where U � Ue, thickness ı0, and

4=
0 � g!w . The second condition in (17) is balance of orders of value of viscous
and inertial members in the longitudinal momentum equation.

Resolving (17) we obtain the estimates

ı4

ı0
� g.1C2!/=3

w

�
�x

`

�1=3
;

U4

Ue
� g.1C2!/=3

w

�
�x

`

�1=3
: (18)

Here, ` is boundary layer length up to the separation point, while �x is the mixing
zone length from the separation point to the attachment point. At gw � 1 (18) cor-
responds to the known selfsimilar solution of Prandtl equation for the mixing layer
between external flow with shear profile and stagnation zone. Now, using condition
in the attachment zone (16) we get dependence of the separation zone length on �
and gw

�x

`
� .Me�/

3=2 � g.1C2!/=2
w :

Thus, the separation zone length decreases with gw decreasing in this regime also.
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3 Numerical Investigation

Numerical investigation was performed with the use of computer codes packet
of numerical integration of Navier–Stokes equations by time-dependent method
developed in TSAGI [18–20].

The initial boundary-value problem was solved by the integro-interpolation
method (finite volume method). Implicit monotonic scheme of the type of Godunov
[21] scheme and the approximate method of Roe [22] of solving the Riemann prob-
lem on break-up of arbitrary discontinuity were used in the approximation of the
convection component of flow vectors in half-integer nodes. The principle of min-
imal derivates [23] was used for raising the order of approximation to second one
in the case of interpolation of dependent variables to the face of elementary cell. A
difference scheme of the type of central differences of the second order of accuracy
was used in the approximation of the diffusion component of flow vectors on the
face of elementary cell. The modified Newton–Raphson method was used for solv-
ing the nonlinear finite-difference equations. The set of linear algebraic equations
was solved using the GMRES(k) method of minimal residuals [24].

The flow field near the two-dimensional compression corner protruding into the
supersonic flow (Fig. 1) has been calculated at following parameters: Reynolds num-
ber based on a plate length up to the corner point Re D 106, Mach number M D 5,
Prandtl number Pr D 2=3, temperature factor gw D 10�3=1, specific heat ratio
� D 5=3, viscosity law 
 � T !(! D 0:5).

In the investigated area the coordinate origin coincides with the beginning of the
non-deflected part of the plate, deviation point is located at x D 1, the end of the
investigated area is located at x D 5.

At the left boundary the undisturbed flow was chosen. Upper boundary of the
computed area was chosen so that the boundary conditions were also undisturbed
external flow. Right boundary of the computed area was chosen so that error in soft
boundary conditions did not effect on the solution in the vicinity of the separation
zone. The condition of no-slip were chosen at the body surface. The special grid
thickening at the plate beginning was performed to correctly follow the abrupt pres-
sure gradient at the leading edge. It should be noted that errors at the leading edge
does not effect on the solution downstream and dissipate quickly with distance from
leading edge if the separation zone is not located near the leading edge.

Following the method of analytical grid development [20] the grid thickening
near the body surface was performed with line number about 20–40% of the total
number in the direction of the boundary layer thickness. It allowed one ensure high
resolution of boundary layer near the body surface. This method of analytical grid
is appropriate for small � < 10ı when the separation zone dimensions are small. It
allows one cover the separation zone with a grid of necessary density and to simulate
actual flow pattern.

The grid resolution in the area of abrupt pressure gradient in the attachment zone
also strongly effects the quantity of the obtained results. The additional grid thick-
ening in this area both in longitudinal and transversal coordinates is required. In the
rest of the computation area the grid is quasi-uniform. The grid resolution in the
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separation area does not strongly effect the flow pattern if separation does not start
from the leading edge.

For angles � D 10ı, 20ı the separation zone dimensions are much more than the
boundary layer and the mixing layer thickness. In this case the method of analytical
grid is not working. The issue may be in development of adaptive grids [25]. This
method allows not only to get correct flow pattern but also to considerably decrease
the required number of lines (for � D 10ı). Sometimes (� D 20ı) it is the only
possible method to get solution.

With the task features in mind, the grids were used having one-dimension adapta-
tion in the direction normal to the surface constructed by “equidistribution” method
[26]. It allows one to fine solve the mixing layer and to check the solution on grids
with different number of nodes. If the resolution and adaptation were correctly cho-
sen the mixing layer position practically does not change when the number of grid
nodes varies by 2–4 times. To get a final solution the adaptive iterations on the
grids with small number of nodes were repeated many times until convergence was
obtained. Then the solution was checked with number of grid nodes variation by
2–4 times. The solutions obtained with the use of analytical grids were unstable
when the number of nodes increased. The maximum dimensions of the grids were
1,600 � 200 for � D 10ı, 20ı and 800 � 200 for � < 10ı. At this, the solutions
were checked for convergence on different grids.

For big angles � D 10ı, 20ı the grid resolution does not effect the mixing layer
position but considerably changes flow pattern inside the separated zone.

4 Results

Figure 2 shows the pressure distribution along the x-axis on the corner surface.
Pressure is normalized to �1U 21 .p1=�1U 21 D 1=�M2 D 0:024/. On the plate
surface .� D 0/ at x � 1 the pressure becomes constant increasing as the tem-
perature factor increases. For � D 2:5ı full attached flow occurs. For larger angles
the separated flow occurs with the separated zone length increasing as both � and
temperature factor increase. When temperature factor increases the separation point
moves to the left while the attachment point moves to the right. Temperature fac-
tor increase causes small pressure rise in the separated zone and increases pressure
steps smoothness.

At � D 2:5ı separation starts near the leading edge, where the flow parame-
ters vary considerably along the x-axis. The pressure steps smoothness decreases.
Each value of the temperature factor corresponds to a certain value of pressure in
the separation zone and to a certain x-coordinate of reaching maximum pressure.
Inside the separation zone there were observed pressure oscillations caused by the
development of vortices.

Figure 3 gives x-coordinates of the separation and attachment points where fric-
tion becomes zero. For small angles variation of full separation length Lx is caused
(in equal proportions) by variation of its components Lx1 and Lx2 (upstream and
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Fig. 2 Pressure distribution along x-coordinate of the corner � o D 5, 10, 20 (a, b, c) at temperature
factor gw D 0.001, 0.1, 0.3, 1 (curves 1–4)

downstream of the corner correspondingly). For an angle � D 20ı Lx1 � 1 and
major variation of Lx is caused by Lx2 component, i.e. by considerable displace-
ment of the attachment point. For � values increase of temperature factor leads to
the separation zone length increase.

For angles � D 10, 15, 20ı the vortices were observed inside the separation zone
(Fig. 4b–d) similar as to “bubble” in the work [27]. For angles � D 5ı, 7:5ı (Fig. 4a)
vortices were not discovered.



Temperature Factor Effect on Separated Flow Features 49

Fig. 3 Variation x-coordinates of separation (dash line) and attachment points (solid line)
depending on angle � and temperature factor gw D 10�3, 0.1, 0.3, 1

Fig. 4 Streamlines field for flow near the corner �ı D 7.5, 10, 15, 20 (a, b, c, d) and pressure (e)
field �ı D 20 with temperature factor gw D 0.1 (solid line corresponds to the zero streamline)

Investigation showed that, when the grid resolution was high enough, the large
vortices sizes did not change. We should remark, that for gw D 1 separation zone
is large, thus, the grid step in the x-direction is 1.5–2 times greater than that for
gw D 10�3–10�1. That is why for gw D 1 the vortices were only specified in
details at a grid of 1,600 � 200 nodes. The grid of 800 � 200 did not give vortices
details while at gw D 10�3 � � �10�1 vortices were seen quite clearly.
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Fig. 5 Heat flux distribution along corner coordinate S for � D 10, 20 (a, b) at temperature factor
gw D 0.001, 0.1, 0.3, 1 (curves 1–4)

It is possible, that vortices development is caused by the separation of a viscous
sublayer at the bottom of locally inviscid jet that flows out of the attachment zone of
the main separation zone. In this case pressure across the separation zone becomes
variable, i.e. @p=@y ¤ 0 (Fig. 4b).

It is very interesting to investigate the effect of the temperature factor on the heat
flux in the attachment zone (Fig. 5). The heat flux is normalized by �1U 31. For all
angles, when the temperature factor decreases maximum heat flux reaches its limit
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Fig. 6 Variation of maximum heat flux in the attachment zone depending on temperature factor
gw for angles �ı D 0, 2.5, 5, 7.5, 10, 20 (curves 1–6). Solid line corresponds to the adaptive grid,
dash line –to the analytical grid

value (Fig. 6). For angles � D 5ı, � D 7:5ı results are shown obtained both on
analytical and adaptive grids, while for angles � = 10, 20 - obtained on the adaptive
grids only. For angles � D 10; 20ı (Fig. 5) there are heat flux splashes inside the
separation zone (up to 40% of its maximum value at the attachment point) caused by
vortices. For � D 5ı at gw � 10�2 and for � D 7:5ı at gw � 3�10�3 there is weak
maximum. It may be caused by calculation accuracy at small temperature factor
when additional grid thickening is required because of the big density gradient near
the surface. Such thickening, being small, does not effect on the global flow pattern
in the separation zone, but is important for local heat flux modeling.

Big practical interest is the temperature factor effect on the effectiveness of flight
controls of “ramp” type. Figure 7 gives the difference �x between the pressure
center locations in two cases: with gw simulation and with pressure “step” obtained
from inviscid corner flow. If there is a separation, we can specify two regions that
effect the pressure center location: increased pressure zone inside the separation
zone and increased pressure zone at the attachment point. For � 
 7:5ı the input of
the increased pressure zone inside the separation zone is practically balanced by the
displacement to the right of the increased pressure zone at the attachment point.

So, there are two counteracting tendencies that determine the pressure center
location depending on the temperature factor: (1) displacement to the left on the
plate and (2) displacement of the attachment zone to the right. For small angles
(� < 7:5ı) displacement to the left on the plate overrides the displacement of the
attachment zone to the right. For big angles (� > 7:5ı) the input of high pressure
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Fig. 7 Pressure center displacement �X as compared with position for inviscid flow near angle
�ı D 0, 2.5, 5, 7.5, 10, 20 (curves 1–6) depending on temperature factor gw

in the attachment zone on the pressure center position becomes significant and the
pressure center moves to the right.

These results are given for the calculation area x D Œ0; 5	. For the ramp of actual
geometry with small sizes similar effects may be observed, but it is a quite different
task with different geometry.

5 Conclusion

The qualitative analytical investigation was carried out related to the temperature
factor effect on separation flow physical features caused by a compression corner in
the supersonic viscous flow. The numerical results of simulation the same flow based
on the Navier–Stokes equations are also presented. It is shown that the separation
zone length decreases as the temperature factor decreases. For high values of the
compression corner in numerical investigations there were discovered vortices in the
separation zone that were not observed before. These vortices effect considerably on
heat exchange in the separation zones. The temperature factor effect on the pressure
center position was investigated. It is shown that at small corner angles a temperature
factor increase may deteriorate static stability of the vehicle, while at big angles it
may improve static stability of the vehicle.
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Recent Results on Local Projection Stabilization
for Convection-Diffusion and Flow Problems

Lutz Tobiska

Abstract A survey of stabilization methods based on local projection is given. The
class of steady problems considered covers scalar convection-diffusion equations,
the Stokes problem and the linearized Navier–Stokes equations.

1 Introduction

It is well known that standard finite element discretizations applied to convection-
diffusion or incompressible flow problems show spurious oscillations in the case
of higher Reynolds numbers, owing to dominating convection. A first proposal to
handle this instability for low-order finite element discretization has been the use of
upwind finite elements [1]. Another idea, suitable also for higher-order finite ele-
ments, is the streamline upwind Petrov-Galerkin (SUPG) stabilization proposed in
[2] and analyzed for a scalar convection-diffusion equation in [3]. The method is
based on adding weighted residuals to the standard Galerkin method to enhance
stability without losing consistency. The same idea is useful in circumventing the
Babuška–Brezzi condition which restricts the set of possible finite element spaces
that approximate velocity and pressure for incompressible flows. Such a pressure-
stabilized Petrov–Galerkin (PSPG) method has been studied for low equal-order
interpolations of the Stokes problem in [4]. A detailed error analysis of these
SUPG/PSPG-type stabilizations applied to the incompressible Navier–Stokes equa-
tions, including both the case of inf–sup stable and equal-order interpolations, can
be found in [5]. Recently, local projection stabilization (LPS) [6–8] methods have
become quite popular, in particular because of their commutative properties in opti-
mization problems [9] and stabilization properties similar to those of the SUPG
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method [10]. In the following we give an overview of recent developments for this
class of stabilizations applied to various problems.

2 Convection-Diffusion Problem

2.1 Standard Galerkin and SUPG

We start with the convection-diffusion equation

�"�uC b � ruC �u D f in �; u D 0 on � (1)

in a bounded domain � � Rd with Lipschitz continuous boundary � D @�. For
simplicity we assume r � b D 0 and � > 0which guarantees a unique weak solution
u 2 H 1

0 .�/. Note that in the interesting case 0 < " � 1, the solution exhibits
boundary and interior layers whose positions depend on the convection field b. Let
Vh � H 1

0 .�/ be a finite element space with mesh size h. Then the discrete problem
for the standard Galerkin approach is:

Find uh 2 Vh such that for all vh 2 Vh
a.uh; vh/ WD ".ruh;rvh/C .b � ruh C �uh; vh/ D .f; vh/

where .�; �/ denotes the inner product in L2 and its vector-valued analogues. Sta-
bility and convergence for piecewise polynomials of degree r 	 1 follow from the
coercivity of the bilinear form a.�; �/ and the Lemma of Cea:

a.v; v/ 	 jjvjj21;" WD "jvj21 C �kvk20 8v 2 V;
jju � uhjj1;" 
 C hr jujrC1; u 2 H 1

0 .�/ \H rC1.�/:

Nevertheless it is well-known that spurious oscillations appear if " � h. This
observation shows that the norm k � k1;" is too weak to suppress global oscillations.

The SUPG [2, 3] modifies the Galerkin method by adding weighted residuals of
the strong form of the differential equations, resulting in:

Find uh 2 Vh such that for all vh 2 Vh
".ruh;rvh/C .b � ruh C �uh; vh/

C
X
K2Th

�K.�"�uh C b � ruh C �uh � f; b � rvh/K D .f; vh/

where Th denotes a decomposition of � into cells K 2 Th, .�; �/K is the inner
product in L2.K/, and �K is a user-chosen stabilization parameter. For �K � hK ,
stability follows again from coercivity of the associated bilinear form, but now with
respect to the stronger norm
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jjjvjjjSUPG WD
0@jjvjj21;" C

X
K2Th

�Kkb � rvk20;K

1A1=2;
which suppresses global oscillations. A clever estimation of the convection term
uses integration by parts and the stability with respect to jjj � jjjSUPG:ˇ̌

.b � r .u � ihu/; vh/
ˇ̌ 
 j.u� ihu; b � rvh/j C j.u� ihu; vhr � b/j



X
K2Th

�
�1=2
K ku � ihuk0;K �1=2K kb � rvhk0;K C ChrC1jujrC1 kvhk0


 C

264
0@ X
K2Th

��1
K h2rC2

K juj2rC1;K

1A1=2 C hrC1jujrC1

375 jjjvhjjjSUPG

resulting in the improved error estimate

jjju� uhjjjSUPG 
 C ."1=2 C h1=2/ hr jujrC1

for Pr finite elements. Note that in boundary layers we usually have jujrC1 �
"�.rC1=2/, which means that the above error estimate becomes useless. Neverthe-
less local error estimates have been derived that support theoretically the good
approximation properties away from layers observed in numerical computations;
see, e.g., [11].

Thus the SUPG is a consistent method with improved stability and convergence
properties compared to the standard Galerkin approach. However, consistency is
obtained at the cost of computing several additional terms to assemble the coefficient
matrix of the discrete system.

2.2 Local Projection Stabilization (LPS)

A detailed study of the stability and convergence analysis of the SUPG shows that
in the discrete problem only the termX

K2Th

�K.b � ruh; b � rvh/K

is responsible for improved stability properties. However, skipping all other terms
in the SUPG leads to an inconsistent method for which the consistency error
scales with �K . A remedy is to add a term that controls only the fluctuations of
the derivatives in the streamline direction b � ruh. Let Mh denote a decompo-
sition of � into ‘macro’ cells M 2 Mh of diameter hM with hK � hM for
K \M ¤ ;, Dh a discontinuous projection space associated with the decomposi-
tion Mh, �h W L2.�/ ! Dh the L2 projection, and �h WD id � �h the fluctuation
operator. Then our modified discrete problem is:
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Find uh 2 Vh such that for all vh 2 Vh
".ruh;rvh/ C .b � ruh C �uh; vh/

C
X

M2Mh

�M .�h.b � ruh/; �h.b � rvh//M D .f; vh/:

The modified bilinear form associated with the left-hand side is coercive with
respect to the mesh-dependent norm

jjjvjjjLPS WD
0@jjvjj21;" C

X
M2Mh

�Mk�h.b � rv/k20;M

1A1=2:
Now the consistency error depends on �M and the projection space Dh. If the dis-
continuous space of piecewise polynomials of degree at most r�1 is selected, which
we write as Dh D P disc

r�1.Mh/, then for �M � hM we getˇ̌̌ X
M2Mh

�M .�h.b � ru/; �h.b � rvh//M
ˇ̌̌



X

M2Mh

�
1=2
M hrM jb � rujr;M �

1=2
M k�h.b � rvh/k0;M


 C

0@ X
M2Mh

h2rC1
M jb � ruj2r;M

1A1=2 jjjvhjjjLPS :

Using the L2 stability of the fluctuation operator we see that

jjjvhjjjLPS 
 C jjjvhjjjSUPG 8vh 2 Vh
which means that the SUPG is at least as stable as the LPS. Having in mind only
the coercivity of the bilinear forms with respect to jjj � jjjSUPG and jjj � jjjLPS ,
respectively, one might think that the LPS is less stable compared to the SUPG. But
in [10] an inf–sup condition for the LPS bilinear form in a stronger norm (which
turns out to be equivalent to the SUPG norm) has been shown, i.e., the stability
properties of LPS and SUPG are in fact comparable.

2.3 Basics in the Error Analysis of LPS

We assume that Yh � H 1.�/ is a finite element space associated with a decompo-
sition of � into cells K 2 Th and Vh D Yh \ H 1

0 .�/ denotes the approximation
space. Let the discontinuous projection space Dh D ˚MDh.M/ live on a decom-
position into macro cells M 2 Mh, where the case Th D Mh is assumed to be
included. We will see that the key idea of the LPS lies in the existence of a special
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interpolant jh W H 2.�/ ! Yh that displays the usual interpolation properties and
satisfies in addition the orthogonality property

.w � jhw; qh/ D 0 8w 2 H 2.�/; 8qh 2 Dh:
This orthogonality enables an estimation of the critical part of the convection term
after integrating by parts for �M � hM as follows:

j.u� jhu; b � rvh/j D j.u � jhu/; �h.b � rvh//j



X
M2Mh

�
�1=2
M ku � jhuk0;M �

1=2
M k�h.b � rvh/k0;M


 C

0@ X
M2Mh

h2rC1
M juj2rC1;M

1A1=2 jjjvhjjjLPS :

Dealing with all other terms in the usual way, we end up with the error estimate

jjju � uhjjjLPS 
 C ."1=2 C h1=2/ hr jujrC1 (2)

for �M � hM [6,7,12,13]. Now the question arises: under which conditions does
an interpolation jh with additional orthogonality properties exist? Examples have
been given for the transport equation (" D 0) in [12] and the Oseen equation in [6],
where the two-level variant has been studied in which the decomposition into cells
is generated from a macro mesh by certain refinement rules. We indicate this by
writing Th D Mh=2. In the general case we have

Theorem 1 ([7]). Let the local inf–sup condition

inf
qh2Dh.M/

sup
vh2Yh.M/

.vh; qh/M

kvhk0;M kqhk0;M 	 ˇ1 > 0; 8M 2 Mh (3)

with Yh.M/ WD fwhjM W wh 2 Yh; wh D 0 on �nM g be satisfied. Then there is an
interpolation jh W H 2.�/ ! Yh with the usual interpolation error estimates and
the additional orthogonality property

.w � jhw; qh/ D 0; 8qh 2 Dh; 8w 2 H 2.�/:

In order to fulfil all assumptions of the convergence analysis, two different
requirements for the pair .Vh;Dh/ of approximation and projection space have to
be reconciled:


 Dh has to be rich enough to guarantee a certain order of consistency

 Dh should be small enough w.r.t. Vh to guarantee jhu � u ? Dh

Two main approaches have been considered in the literature:

one-level .V C
h
;Dh/ , two-level .Vh;D2h/:
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In the one-level approach, a standard finite element space is chosen as the projec-
tion space Dh to guarantee the consistency order. Then, the approximation space
Vh D Yh \ H 1

0 .�/ is (if necessary) enriched to V C
h

such that the assumptions of
Theorem 1 are fulfilled. In the two-level approach, a standard finite element space
is chosen as the approximation space Vh and the projection space Dh is thinned out
to a space D2h on the next coarser mesh level.

In the following we give explicit examples satisfying all assumptions needed for
the above error estimation, see [7] for details. Let bK and QbK denote the (mapped)
bubble functions of lowest polynomial degree that vanish on the boundary @K of
a simplex and hexahedron respectively. We introduce the enriched approximation
spaces on triangles and quadrilaterals respectively:

PC
r W D Pr C

M
K2Th

bK � Pr�1.K/

QC
r W D Qr C

M
K2Th

span . QbK � xr�1
i ; i D 1; : : : ; d /:

An overview of different variants is given in Table 1 and illustrated in the two-
dimensional case d D 2 for r D 1 and r D 2 in Figs. 1–4.

One disadvantage of the one-level approach is the increasing number of degrees
of freedom owing to the enrichments in particular in the case of simplices. However,
this can be overcome by static condensation. In the two-level approach the stencil
of the stabilizing term increases due to the larger support of �h.b � r'i / compared
with that of b �r'i (for each basis function 'i in Vh). This might not fit into the data
structure of an available code.

So far we have only considered the case of boundary conditions of Dirichlet
type. Mixed boundary conditions lead often to a limited regularity of the solution
of a convection-diffusion problem. In [13], it is shown how the error analysis of the

Table 1 Possible space pairs in the LPS

one-level two-level
V

C

h
Dh Vh D2h

P
C
r P disc

r�1 Pr P disc
r�1

Q
C
r P disc

r�1 Qr Q
disc
r�1

V
C

h
V

C

h
DhDh

Fig. 1 Approximation and projection spaces on triangles (one-level approach)
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VhVh D2hD2h

Fig. 2 Approximation and projection spaces on triangles (two-level approach)

V
C

hV
C

h DhDh

Fig. 3 Approximation and projection spaces on quadrilaterals (one-level approach)

D2hVh D2hVh

Fig. 4 Approximation and projection spaces on quadrilaterals (two-level approach)

one-level LPS can be extended to the case of boundary conditions of mixed Dirichlet
and Neumann type.

2.4 Relationship to Other Stabilization Methods

The LPS is akin to but not exactly equal to the subgrid scale stabilization introduced
by Guermond [14], who considered gradients of fluctuations instead of fluctuations
of gradients. Thus the stabilizing term has the formX

K2Kh

�K.r.id � PH /uh;r.id � PH /vh/K

where PH W vh ! VH is a projection onto the (resolvable) coarse scales. This can
be also interpreted as adding artificial viscosity only for the fine scales of the finite
element space Vh. For certain scale separations of Vh D VH ˚ V ?

H both methods
give spectrally equivalent stabilization terms (simplices) or even coincide (lowest
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order case on simplices). However, in the general case the stabilizing terms are not
spectrally equivalent. For more details see [7].

We mention that a special variant of the LPS has been already introduced by
Layton [15] as a mixed method combined with scale separation of the finite element
space Vh. The projection space has been chosen asDH D rVH , where VH denotes
the approximation space on a coarser mesh level. The analysis given in [15] does
not use orthogonality of the interpolation and leads to the suboptimal convergence
rate of 4=3 instead of 3=2 for the scaling � � h4=3, H � h2=3. In order to gain the
full 3=2-power of h, the orthogonality of the interpolation has been used in [12] for
solving the transport equation (" D 0) discretized by the two-level .Q1;Q0/-LPS.

There is also a close relation to the stabilization method using orthogonal sub-
scales (OSS) proposed by Codina in [16,17]. In the OSS the projection �h is chosen
as the L2 projection into the finite element ansatz space without forcing boundary
conditions, i.e., Dh D Yh. Since this projection is no longer local, the stencil of the
stabilizing term increases as in the two-level LPS approach or one has to solve a
global system in Vh � Yh to approximate u and b � ru. For details we refer to [16].

2.5 Choice of the Stabilization Parameter

A general strategy to select appropriate stabilization parameters �K is to equilibrate
different terms in the a priori error estimates. In this way, the asymptotic behaviour
of �K with respect to the meshsize and the polynomial degree of the finite element
spaces can be fixed. For convection-diffusion equations in one space dimension, it is
known that in the constant coefficient case with c D 0 and piecewise linear elements
the stabilization parameter in the SUPG method can be chosen in such a way that
the discrete solution becomes nodally exact.

It has been shown in [18] that in the one-dimensional, constant coefficient case
(with c D 0), the one-level version of the .PC

r ; P
disc
r�1/-LPS is equal to the PrC1-

differentiated residual method (DRM). Note that in 1D one has PC
r D PrC1.

Moreover, a successive elimination of the higher modes in the PrC1-DRM by static
condensation leads to the Pr -DRM, where the P1-DRM coincides with the SUPG.
These observations allow the derivation of explicit formulas for the stabilization
parameter in the LPS and DRM such that the P1 part of the corresponding discrete
solutions is nodally exact. For more details, see [18]. The convergence properties of
the DRM on arbitrary and on layer-adapted meshes are investigated in [19]. Finally,
we mention that the DRM is also closely related to the variational multiscale method
(VMS) studied in [20].

2.6 LPS on Layer Adapted Meshes

It has been mentioned already in Sect. 2.1 that jujrC1 � "�.rC1=2/ in boundary
layers and error estimates like (2) lose their value as " ! 0. For the model problem
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(1) in the unit square � D .0; 1/2, two different types of layers can appear: for
b D .b1; b2/ with b1; b2 > 0 we observe only exponential layers along the outflow
part (x D 1 or y D 1) of the domain whereas for b D .b1; 0/ with b1 > 0 an
exponential layer along x D 1 and two characteristic layers along y D 0 and y D 1

are present. The idea is to use special layer-adapted (so-called S-type) meshes and
suitable enriched approximation spaces. Consider the following enrichment of the
usualQr space of continuous, piecewise (mapped) polynomials of degree r in each
variable

Q6C
r WD Qr C

M
K2Th

Q�
K.K/;

Q�
K.
bK/ WD span

n
.1 � Ox21/.1 � Ox22/ Oxp�1

i ; .1˙ OxiC1/.1� Ox2i /Lr�1. Oxi /
o
;

where i 2 f0; 1g modulo 2 and Lr�1 denotes the Legendre polynomial of order
r � 1. The projection space is set to be Dh D P disc

r�1. Note that PrC1 � Q6C
r . The

number of subintervals in each coordinate direction of the tensor product mesh on
� will be denoted by N .

Theorem 2 ([21, 22]). Let b1; b2 > 0, .Yh;Dh/ D .Q6C
r ; P disc

r�1/, and the stabiliza-
tion parameter be given by �K � N�2 on the coarse mesh and �K D 0 on the fine
mesh. Then, there is an interpolant uI such that

jjjuI � uN jjjLPS 
 C .N�1 logN/rC1; ku � uN k1;" 
 C .N�1 logN/rC1

on a Shishkin mesh. For the characteristic layers case (b1 > 0, b2 D 0) an appro-
priate choice of the stabilization parameter in the characteristic layer region leads
to the same estimate. Moreover, for r D 1 we have the supercloseness result for the
spaces .Vh;Dh/ D .Q1; P

disc
0 /

jjjuI � uN jjjLPS 
 C .N�1 logN/2; ku � uN k1;" 
 C N�1 logN:

Apart from the lowest-order case, we have to handle a considerable set of additional
degrees of freedom because of the large enrichment of Qr . Next, we consider a
moderate enrichment ofQr such that PrC1 6� QC

r and give a supercloseness result.

Theorem 3 ([23]). Let the approximation space Yh be enriched only on the coarse
mesh part so that Yh D QC

r on the coarse and Yh D Qr on the fine mesh
part. Then on Shishkin and Bakhvalov–Shishkin type meshes the interpolant uI is
superclose, i.e.,

jjjuI � uN jjjLPS 
 C N�.rC1=2/

whereas for the solution u one has only

ku � uN k1;" 



C .N�1 logN/�r for a Shishkin mesh,

C N�r for a Bakhvalov-Shishkin mesh.
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Note that the enrichments in Theorem 3 consists of only two additional degrees
of freedom per coarse mesh cell. Thus, compared to Theorem 2, a considerable
reduction in the number of degrees of freedom has been achieved.

3 Stokes Problem

3.1 Standard Galerkin and PSPG

Now we consider the Stokes Problem

��uC rp D f in �; div u D 0 in �; u D 0 on � (4)

in a bounded domain� � Rd with Lipschitz continuous boundary � D @�. There
is a unique weak solution .u; p/ 2 H 1

0 .�/
d � L0.�/. Let Vh � H 1

0 .�/
d and

Qh � L20.�/ be finite element spaces with a mesh size h, approximating veloc-
ity and pressure respectively. Then the discrete problem of the standard Galerkin
approach is:

Find .uh; ph/ 2 Vh �Qh such that for all .vh; qh/ 2 Vh �Qh

.ruh;rvh/� .ph; div vh/C .qh; div uh/ D .f; vh/:

It is well-known [24] that the Babuška–Brezzi condition

9ˇ0 > 0; 8h W inf
qh2Qh

sup
vh2Vh

.qh; div vh/

kqhk0 jvhj1 	 ˇ0 (5)

guarantees stability and convergence of a unique solution .uh; ph/ 2 Vh�Qh of the
Galerkin method. The condition (5) restricts the possible choices of approximation
spaces Vh and Qh; in particular, equal-order interpolations for velocity and pres-
sure are excluded. One way to circumvent the inf–sup condition is to add weighted
residuals of the strong form of the differential equation resulting in the stabilized
formulation

Find .uh; ph/ 2 Vh �Qh such that for all .vh; qh/ 2 Vh �Qh

APSPG..uh; ph/I ..vh; qh// D .f; vh/C
X
K2Th

˛K.f;rqh/K (6)

with the discrete bilinear form Ah given by

APSPG..u; p/I .v; q// W D .ru;rv/ � .p; div v/C .q; div u/

C
X
K2Th

˛K.��uC rp;rq/K : (7)
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For continuous pressure approximationsQh � H 1.�/, the formAPSPG is coercive
on the product space Vh �Qh with respect to the norm

jjj.v; q/jjjPSPG WD
0@jvj21 C

X
K2Th

˛K jqj21;K

1A1=2

provided that the stabilization parameter has been chosen as ˛K D ˛0h
2
K where the

positive constant ˛0 satisfies an certain upper bound. This residual-based stabiliza-
tion technique proposed and analyzed in [4] is also known as the pressure stabilized
Petrov–Galerkin (PSPG) approach [25]. Over the years it has been extended and
combined with the SUPG for solving the (linearized) Navier–Stokes equations.

3.2 Local Projection Stabilization

Beside the residual-based approach, projection-based stabilization techniques have
also been developed for the Stokes problem. A method based on the projection of the
pressure gradient onto a continuous finite element space has been proposed in [26].
Although the method is consistent (in a certain sense) it is expensive due to the
nonlocality of the projection. Becker and Braack proposed in [27] to project the
pressure gradient onto a discontinuous finite element space living on a coarser mesh.
This method is not consistent, but it is cheaper owing to the locality of the projection.
Nevertheless, as a two-level approach the stabilizing term leads to an larger stencil
which might not fit into the data structure of an available code.

A revision of the residual-based PSPG approach shows that the improved stabil-
ity properties rely on adding the termX

K2Th

˛K.rp;rq/K instead of
X
K2Th

˛K.��uC rp � f;rq/K

to the Galerkin method. The other terms are only needed to preserve consistency.
Now, replacing in the first term the pressure gradients by the fluctuations, we obtain
the LPS for equal-order interpolations [28].

Let the approximation spaces for velocity and pressure be generated by a scalar
finite element space Yh � H 1.�/, such that Vh D .Yh \ H 1

0 .�//
d and

Qh D Yh\L20.�/. We will consider for simplicity only the one-level approach, thus
the discontinuous projection space Dh lives on the same decomposition Mh D Th
as the approximation space Yh. As above we introduce the fluctuation operator
�h WD id � �h with the L2 projection �h W L2.�/ ! Dh. Now the stabilized
discrete problem reads:

Find .uh; ph/ 2 Vh �Qh such that for all .vh; qh/ 2 Vh �Qh
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Ah


.uh; ph/I .vh; qh/

� WD .ruh;rvh/ � .ph; div vh/C .qh; div uh/ (8)

C
X
K2Th

˛K


�hrph; �hrqh

�
K

D .f; vh/:

As in the Galerkin method the bilinear form is not coercive on the product space
Vh �Qh; indeed we have only

Ah..vh; qh/I .vh; qh// D jvhj21 C
X

K2Th

˛Kk�h.rqh/k20;K

and the right-hand side vanishes for all .vh; qh/ D .0; qh/ with rqh 2 Dh. There-
fore, it is essential that an inf–sup condition can be proven in the mesh-dependent
norm

jjj.v; q/jjj WD
0@jvj21 C kqk20 C

X
K2Th

˛Kk�h.rq/k20;K

1A1=2 :
Lemma 1 ([28]). Let .Yh;Dh/ satisfy the local inf–sup condition in Theorem 1 and
let h2K=˛K 
 C . Then there is a positive constant ˇ > 0 independent of h such that

inf
.vh;qh/2Vh�Qh

sup
.wh;rh/2Vh�Qh

Ah


.vh; qh/I .wh; rh/

�
jjj.vh; qh/jjj jjj.wh; rh/jjj 	 ˇ:

Let us briefly discuss the different properties of PSPG and LPS. In the PSPG
method APSPG is coercive on the product space Vh � Qh for a restricted range of
the stabilization parameter, more precisely ˛K D ˛0h

2
K with an upper bound for ˛0

depending on the polynomial degree used in the definition of Yh. In contrast to that
the bilinear form Ah of the LPS satisfies an inf–sup condition on the product space
Vh � Qh for ˛K D ˛0h

2
K and any ˛0 2 RC. The theoretically larger range for ˛0

can be also seen in computations [28].

3.3 Error Estimates

As in the case of a scalar convection-diffusion equation one has to balance two
requirements: Dh has to be rich enough to guarantee a certain order of consis-
tency and Dh has to be sparse enough to allow the existence of an interpolant
jh W H 1.�/d ! Y d

h
(needed to prove Lemma 1) such that the interpolation error is

perpendicular toDd
h

. The larger domain of definition (H 1.�/ instead ofH 2.�/) is
not a problem since interpolants of Scott–Zhang type can be used [29].

We briefly discuss the essential points in the error analysis. For the consistency
error we get from the L2 stability of �h the estimate (˛K � h2K )
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jAh..u � uh/; .p � ph/I.wh; rh//j D
ˇ̌̌̌
ˇ̌ X
K2Th

˛K.�h.rp/; �h.rqh/
ˇ̌̌̌
ˇ̌


 C

0@X
K2Th

h2rK jrpj2r�1

1A1=2 jjj.wh; rh/jjj

provided Dh comprises piecewise polynomials of degree r � 2. Using Lemma 1
and the estimation of the consistency error it remains to estimate the approximation
error. The most difficult part of it is the estimate

j.rh; div .u � jhu//j D j.rrh; u � jhu/j D j.�h.rrh/; u � jhu/j


 C hr jujrC1

0@ X
K2Th

˛Kk�hrrhk20;K

1A1=2

in which we used the orthogonality property of the interpolant. Putting all pieces
together we get the main theorem for the Stokes problem.

Theorem 4 ( [28]). Let the solution of (4) be smooth enough such that .u; p/ 2

V \H rC1.�/d

� � 
Q \H r.�/
�

and P disc
r�2 � Dh. Then, under the assumptions

of Lemma 1 and ˛K � ˛0h
2
K , there exists a positive constant C independent of h

such that
jjj.u� uh; p � ph/jjj 
 C hr .kukrC1 C kpkr /:

Moreover, if the Stokes problem isH 2.�/d �H 1.�/ regular, there exists a positive
constant C independent of h such that

ku � uhk0 
 C hrC1.kukrC1 C kpkr /:
Note that in contrast to the PSPG approach for the LPS scheme considered we did
not require higher regularity of the pressure when using equal-order interpolations.

3.4 Examples

In the following we list approximation and projection spaces from [28] satisfying
all assumptions needed for the error estimate in Theorem 4. It turns out that some
known stabilization methods in the literature can be recovered as special cases of
the one-level LPS.

3.4.1 Simplicial Elements, First-Order Methods

Let the solution and projection spaces be given by .Vh;Qh/ D .P d1 ; P1/ and
Dh D f0g, respectively. Then the fluctuation operator becomes the identity and
we get the method proposed by Brezzi and Pitkäranta in [30]. Now, let as above
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bk denote the (mapped) bubble function that belongs to PdC1 and vanishes at
the boundary @K . We enrich the space of continuous, piecewise linear function by
adding the bubble functions on each cell, i.e.,

PC
1 D P1 C

M
K2Th

span bK :

If we enrich only the velocity space so that .Vh;Qh;Dh/ D ..PC
1 /

d ; P1; f0g/, no
stabilization is needed since the pair .Vh;Qh/ D ..PC

1 /
d ; P1/, the so called ‘Mini’-

element [31], satisfies the inf–sup condition (5). However, enriching the spaces for
approximating velocity and pressure, we get an equal-order interpolation and the
LPS becomes necessary. A possible choice with optimal first-order convergence is
.Vh;Qh;Dh/ D ..PC

1 /
d ; PC

1 ; P0/ [28].

3.4.2 Simplicial Elements, Higher-Order Methods

Unlike Subsect. 2.3 we consider the (less) enriched approximation space

ePC
r WD Pr C

M
K2Th

bK � Pr�2.K/

which fits the projection space Dh D P disc
r�2 and the choice ˛K � ˛0h

2
K . Then an

LPS method with optimal convergence order r 	 2 is generated by .Vh;Qh;Dh/ D
..ePC

r /
d ; ePC

r ; P
disc
r�2/ [28].

3.4.3 Hexahedral Elements, First-Order Methods

We consider first the case where the approximation and projection spaces are given
by .Vh;Qh/ D .Qd

1 ;Q1/ and Dh D f0g, respectively. The fluctuation operator
is the identity and we end up again with the stabilization proposed by Brezzi and
Pitkäranta in [30]. Now, by enriching only the velocity space, we can derive pairs
of finite elements .Vh;Qh/ satisfying the inf–sup condition (5) such that no stabi-
lization is needed. Although similar to the case of triangular elements, where two
additional degrees of freedom per cell have been added, in the quadrilateral case
(d D 2) we have to add at least three additional degrees of freedom in the con-
forming and non-conforming case [32, 33]. Further examples of enrichments of the
velocity space leading to inf–sup stable element pair .V C

h
;Q1/ have been studied

in [34,35]. Enriching both the velocity and the pressure space, we get an equal-order
interpolation and the LPS becomes needed. Let us enrich the space of continuous,
piecewise multi-linear functions by adding the bubble functions on each cell, i.e.,

QC
1 D Q1 C

M
K2Th

span QbK :
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Now a possible choice of spaces with a first-order convergence property is
.Vh;Qh;Dh/ D ..QC

1 /
d ;QC

1 ;Q0/ [28].

3.4.4 Hexahedral Elements, Higher-Order Methods

It turns out that for hexahedral elements and r 	 2 the standard spaces Qr are
already rich enough that the pair .Yh;Dh/ D .Qr ;Q

disc
r�2/ satisfies the local inf–

sup condition of Theorem 1. Thus an LPS method with optimal convergence order
r 	 2 is generated by .Vh;Qh;Dh/ D .Qd

r ;Qr ;Q
disc
r�2/ [28]. Note that the ‘small-

est’ projection space that guarantees the consistency order r 	 2 is the mapped or
unmapped space P discr�2 . Since in both cases the inclusion P discr�2 � Qdisc

r�2 holds
true, the local inf–sup condition of Theorem 1 is still satisfied and we obtain the
optimal convergence order also for the choice .Vh;Qh;Dh/ D .Qd

r ;Qr ; P
disc
r�2/.

For details and other pairs of finite element spaces we refer to [28].

3.5 Elimination of Enrichments

It has been shown by Bank and Welfert in [36] that the bubble part of the veloc-
ity components for the Mini element discretization of the Stokes problem, i.e.,
.Vh;Qh/ D ..PC

1 /
d ; P1/, can be locally eliminated and lead to a formulation equiv-

alent to the stabilized method proposed by Hughes, Franca, and Balestra in [4].
Furthermore, in [37] special enrichments of both the velocity space Vh D P d1 and
the pressure space Qh D P1 have been introduced and shown to lead by static con-
densation to a Galerkin least squares stabilized formulation of the Stokes problem.
For this, on each cell of the triangulation the velocity components are enriched by
two bubble functions and the pressure by a function that does not vanish at the cell
boundaries.

Of course, the additional degrees of freedom introduced by the enrichments
of the .Vh;Qh;Dh/ D ..PC

1 /
d ; PC

1 ; P0/-LPS can also be eliminated locally by
static condensation. The resulting scheme corresponds to the stabilized method of
Hughes, Franca, and Balestra [4] with an additional grad/div stabilization which can
be written as

Find .uL; pL/ 2 VL �QL D P d1 � P1 such that for all .vL; qL/ 2 VL �QL

.ruL;rvL/� .pL; div vL/C
X
K2Th

�K.div uL; div vL/K D .f; vL/;

.qL; div uL/C
X
K2Th

.��uL C rpL; �KrqL/K D
X
K2Th

.f; �KrqL/K :

Here the parameters �K and �K behave like [28]

�K � h2K
˛K

� 1; �K.x/ � h2KbK.x/
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which is in agreement with the suggested choice in the literature. The result in
[28, 37] demonstrates that pressure bubbles play a role in explaining the addition
of the least-squares form of the continuity equation in stabilized methods for the
Stokes problem.

4 Oseen Problem

4.1 Standard Galerkin and LPS

We consider finally the Oseen problem

�"�uC .b � r/uC �uC rp D f in �; r � u D 0 in �; u D 0 on �;

which can be understood as a testbed for developing stable and accurate approxima-
tions of the incompressible Navier–Stokes equations. The reason for that is that this
simpler problem (a unique solution exists for all " > 0) already includes the two
sources of instabilities: the instability due to dominant convection (" � 1) and the
instability caused by pairs of finite elements that are not inf–sup stable. The weak
formulation of the Oseen problem reads

Find .u; p/ 2 V �Q such that for all .v; q/ 2 V �Q
A


.u; p/I .v; q/� W D ".ru;rv/C 


.b � r/u; v�C �.u; v/

� .p; div v/C .q; div u/ D .f; v/

where V WD H 1
0 .�/

d , Q WD L20.�/, " > 0, � 	 0, b 2 W 1;1.�/, div b D 0 have
been assumed. Now, let us consider the case of equal order interpolation in which
the velocity and the pressure space are generated by the same scalar finite element
space Yh � H 1.�/, namely Vh WD Y d

h
\ V and Qh WD Yh \Q [6,7,38]. Then the

stabilized discrete problem is:

Find .uh; ph/ 2 Vh �Qh such that

.AC S/


.uh; ph/I .vh; qh/

� D .f; vh/ 8.vh; qh/ 2 Vh �Qh

where the stabilization term is given by

S


.uh; ph/I .vh; qh/

� WD
X

M2Mh

�
�M


�h..b � r/uh/; �h..b � r/vh/

�
M

C
M


�h.div uh/; �h.div vh/

�
M

C ˛M


�h.rph/; �h.rqh/

�
M

�
with user-chosen parameters �M , 
M , and ˛M . Here Mh denotes a decomposition
of � into macro cells needed to define the projection spaces Dh while the approxi-
mation spaces live on a decomposition Th not necessary equal to Mh. Furthermore,
�h D id � �h is the fluctuation operator and �h the (vector-valued) L2 projection
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Table 2 Possible (mapped) spaces in the LPS for the Oseen problem

one-level two-level
V

C

h
Q

C

h
Dh Vh Qh D2h

.P
C
r /

d P
C
r P disc

r�1 .Pr/
d Pr P disc

r�1

.Q
C
r /

d Q
C
r P disc

r�1 .Qr/
d Qr Qdisc

r�1

into the discontinuous projection space Dh. An interesting option is an additional
projection space for controlling the fluctuations of the divergence since that term is
fully consistent [38]. Under reasonable assumptions the bilinear formACS satisfies
an inf–sup condition on the spaces Yh and Dh with respect to the mesh-dependent
norm

jjj.v; q/jjjOSE WD
�
"jvj21 C �kvk20 C �kqk20 C S



.v; q/I .v; q/�	1=2

with � > 0 [7]. Moreover, the following error estimate holds true.

Theorem 5 ( [7]). Let ˛M ; 
M ; �M � hM , b piecewise smooth, P disc
r�1 � Dh and

.Yh;Dh/ satisfies the local inf–sup condition (3). Then there is a positive constant
C independent of h such that

jjj.u� uh; p � ph/jjjOSE 
 C."1=2 C h1=2/ hr

kukrC1 C kpkrC1

�
:

We show in Table 2 examples of spaces that satisfy all assumptions which guarantee
the stated error estimate. Note that in the two-level approach we divide a macro
simplex M into d C 1 simplices K by connecting the barycenter with the vertices.
A macro hexahedron is subdivided into 2d hexahedrons in the usual way. For more
details we refer to [7].

4.2 LPS for Inf–Sup Stable Elements

The local projection stabilization has been also applied to inf–sup stable discretiza-
tions of the Oseen equation in [8, 39]. An interesting point is that for inf–sup stable
finite element pairs one does not need an H 1.�/ stable interpolation operator with
additional orthogonality properties to prove stability of the discrete problem, unlike
the case of equal-order interpolation. Consequently, one has much more flexibility
in choosing the approximation and projection spaces [39]. We replace the stabilizing
term above by
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S..uh; ph/; .vh; qh// WD
X
K2Th

�
�K.�

1
h.b � ruh/; �1h.b � rvh//K

C
K.�
2
h.div uh/; �

2
h.div vh//K

	
C

X
E2Eh

�E hŒph	E ; Œqh	E iE

in order to handle both continuous (�E D 0) and discontinuous (�E > 0) pres-
sure spaces Qh. Note that a pressure p 2 H 1.�/ does not cause any consistency
error and that we have introduced two projection spaces resulting in two fluctua-
tion operators. Most of the known inf–sup stable elements approximate the velocity
components by elements of order r and the pressure by elements of order r � 1,
which yields error estimates of order r , cf. [8], which in the convection-dominated
case (" < h) is half an order less than the LPS with equal-order interpolation. How-
ever, the same convergence order can be achieved in the one-level case by standard
finite element spaces without any enrichments [39]; a possible variant is

.Vh;Qh;D
1
h;D

2
h/ D ..Qr/

d ; P disc
r�1; .Qdisc

r�2/d ; P disc
t�1/

with the parameter choice �K � hK , 
K � 1, and �E � hE . Furthermore, there
are inf–sup stable elements approximating both the velocity components and the
pressure by elements of order r , which yield error estimates of order r C 1=2 in the
convection-dominated case. For details see [11, 39].

4.3 LPS as an hp-Method

The a priori error analysis and the parameter design of the LPS have been extended
to study the dependence of the error not only on the mesh size but also on the
polynomial degree [8, 38]. As an example we give a result for the two-level variant
of equal order interpolation, i.e., we assume .Yh;D2h/ D .Pr ; Pr�1/ with r 	 1.

Theorem 6 ( [38]). Let � 
 hM=r
2 and let the stabilization parameters be chosen

as �M � hM=r
2, 
M � hM =r

2, and ˛M � hM=r
2. Then there is a constant

C D C.ˇ1/ > 0 independent of h such that for l 
 r

jjj.u� uh; p � ph/jjjOSE 
 C.ˇ1/
hlC1=2

r l
.kuklC1 C kpklC1/:

Compared with the interpolation error, this estimate is optimal with respect to h but
in general not with respect to r .



Recent Results on Local Projection Stabilization 73

4.4 LPS on Anisotropic Meshes

In Sect. 2.6 we discussed the convergence properties of the LPS on layer-adapted
meshes. Unfortunately, no precise information is known regarding how the deriva-
tives of the solution of the Oseen problem behave in different parts of the domain.
Thus, an important ingredient for the construction of layer-adapted meshes is
missing. Nevertheless, highly anisotropic meshes are often used to resolve layers.
In [40] an extension of the LPS has been proposed which uses different scalings for
the fluctuations of the derivatives in x and y direction. For the two-level approach
with equal-order interpolation, i.e., .Vh;Qh;D2h/ D ..Q1/

d ;Q1; .Q0/
d /, optimal

anisotropic error estimates have been established.
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Numerical Simulation of the Towing Tank
Problem Using High Order Schemes

L. Beneš, J. Fürst, and Ph. Fraunié

Abstract The article deals with the numerical simulation of 2D and 3D unsteady
incompressible flows with stratifications. The mathematical model is based on the
Boussinesq approximation of the Navier–Stokes equations. The flow field in the
towing tank with a moving sphere is modelled for a wide range of Richardson
numbers. The obstacle is modeled via appropriate source terms. The resulting set
of partial differential equations is then solved by the fifth-order finite difference
WENO scheme, or by the second-order finite volume AUSM MUSCL scheme. For
the time integration, the second-order BDF method was used. Both schemes are
combined with the artificial compressibility method in dual time.

1 Introduction

Modelling of Atmospheric Boundary Layer (ABL) flows plays a significant role
in many industrial applications. It is well known that the influence of the stratifi-
cation is significant in many processes in ABL flows (e.g., it affects the transport
of pollutants, plays a significant role in determining the environmental and human
consequences of accidents). Stratified flows in environmental applications are char-
acterized by a variation of fluid density in the vertical direction that can result in
qualitative and quantitative changes of the flow by buoyancy. Stable stratification
generally suppresses any vertical mixing of mass and momentum. The present work
was motivated by a desire to obtain a better understanding of these effects.
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2 Mathematical Model

The flow in ABL can be usually assumed to be incompressible. Nevertheless,
the density is not constant owing to temperature changes, gravity, etc. Thus an
equation for the density must be considered. This type of flow is described by
the Navier–Stokes equations for viscous incompressible flow with variable den-
sity; these equations are simplified by the Boussinesq approximation. Density and
pressure are divided into two parts: a background part (with subscript 0) plus a
perturbation (with superscript 0). The background component is chosen to fulfill
the hydrostatic balance equation @p0.z/=@z D � �0.z/g. The system of equa-
tions obtained is partly linearized around the average state ��. The resulting set
of equations can be written in the form

D�0

Dt
D �wd�0

dz
;

Du
Dt

C 1

��
rp0 D ��u C �0

��
g C 1

��
f; (1)

ru D 0;

where � is the density, u D .u; v; w/ is the velocity, p is the pressure, � is the
viscosity, g D .0; 0;�g/ is the gravity and f represents other forces (e.g., Coriolis
force, source terms). We assume that �� D 1 and we shall omit the primes above
the density and pressure disturbances.

Equations (1) are rewritten in the vector conservative form

PWt C F.W /x CG.W /y CH.W /z D S.W /:

HereW D Œ�; u; v; w; p	T , F D F in��F v ,G D Gin��Gv andH D H in��H v

contain the inviscid fluxes F in, Gin, H in and viscous fluxes F v, Gv, H v , while S
is the gravity and source term and P D diag.1; 1; 1; 1; 0/. These fluxes and source
term are

F in.W / D Œ�u; u2 C p; uv; uw; u	T ; Gin.W / D Œ�v; uv; v2 C p; vw; v	T ;

H in.W / D Œ�w; uw; vw;w2 C p;w	T ; S.W / D Œ�vd�0=dz; 0; 0;��g; 0	T
(2)

F v.W / D Œ0; ux; vx; wx ; 0	
T ; Gv.W / D Œ0; uy ; vy ; wy ; 0	

T ;

H v.W / D Œ0; uz ; vz ; wz ; 0	
T :
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3 Numerical Schemes

3.1 Spatial Discretization

Two different numerical schemes were used for the spatial discretization. We dis-
cretize only terms containing spatial derivatives. The system of ordinary differential
equations (with respect to the time derivative) that is generated is solved by an
appropriate ODE method; see [Bla01].

The first scheme is based on a flux-splitting method for incompressible flow
and WENO-interpolation. The second method is the finite volume AUSM MUSCL
scheme with the Hemker–Koren limiter.

3.1.1 Flux Splitting for Incompressible Flows

The discretization in space is achieved by standard fourth-order differences for vis-
cous terms and by the following high-order flux-splitting method [Issa85]. Divide
the inviscid flux F in.W / into two parts, the convective flux F c.W / D
Œ�u; u2; uv; uw; 0	T and the pressure flux F p.W / D Œ0; p; 0; 0; ˇ2u	T , then appro-
ximate the flux derivative by

F in.W /x
ˇ̌
i

� 1

�x

h
F ciC1=2 � F ci�1=2

i
C 1

�x

h
F
p

iC1=2 � F
p

i�1=2
i
: (3)

Here each subscript denotes the value at the corresponding point on the Cartesian
grid (or, in the AUSM case, the mean value over the corresponding finite volume).
For simplification of the next text, only the spatial index i in the x– direction is
preserved; the remaining two indexes are omitted. The high-order weighted ENO
scheme [Jiang96] is chosen as the interpolation method. The original WENO inter-
polation uses an upwind bias and it can be formally written in the following form
(function weno5 is described in [Jiang96]):

�iC1=2 D
(
�C
iC1=2 D weno5.�i�2; �i�1; �i ; �iC1; �iC2/ if uiC1=2 > 0;
��
iC1=2 D weno5.�iC3; �iC2; �iC1; �i ; �i�1/ if uiC1=2 
 0:

(4)

It is still necessary to determine the velocity uiC1=2.
This interpolation is applied to the incompressible case separately for the convec-

tive and pressure terms. In agreement with mathematical analysis the convective part
is discretized by simple upwinding, the third component of the pressure is approxi-
mated by backward differencing and the fourth component by a forward difference.
The final scheme takes the form
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uiC1=2 WD .uC
iC1=2 C u�

iC1=2/=2; piC1=2 WD .pC
iC1=2 C p�

iC1=2/=2; (5)

F c.W /iC1=2 WD

2666664
.�u/˙

iC1=2
.u2/˙

iC1=2
.uv/˙

iC1=2
.uw/˙

iC1=2
0

3777775 ; F p.W / WD

26666664

0

piC1=2 C ˇ
u

C
iC1=2

�u�
iC1=2

2

0

0

uiC1=2 C p
C
iC1=2

�p�
iC1=2

2ˇ

37777775 ;
(6)

where C or � is taken in the convective flux according to the sign of uiC1=2.
A similar algorithm is applied in other directions for the fluxes G, H . The

resulting scheme has high-order accuracy in space. It was validated for the case
of compressible inviscid flows by a computation of shock-vortex interaction; see
[Furst96].

3.1.2 AUSM Scheme

The finite volume AUSM scheme was used for spatial discretization of the inviscid
fluxes in our second scheme. Until now we have applied it only in the 2D case but
an extension to 3D is being prepared.Z

�

.F inx CGiny /dS D
I
@�

.F innx CGinny/d l

�
4X
kD1

2664un
0BB@
%

u

v

ˇ2

1CCA
L=R

C p

0BB@
0

nx
ny
0

1CCA
3775�lk (7)

where n is the normal vector, un the normal velocity vector, and .q/L=R are quan-
tities on the left/right hand side of the face. These quantities are computed using
MUSCL reconstruction with the Hemker–Koren limiter:

qR D qiC1 � 1

2
ıR; qL D qi C 1

2
ıL;

ıL=R D aL=R.b
2
L=R

C 2/C bL=R.2a
2
L=R

C 1/

2a2
L=R

C 2b2
L=R

� aL=RbL=R C 3
;

aR D qiC2 � qiC1; aL D qiC1 � qi ; bR D qiC1 � qi ; bL D qi � qi�1:
Since the pressure is discretized using central differences, the scheme is stabilized
following [Vier99] by a pressure diffusion of the form

FdiC1=2;j D
�
0; 0; 0; �

piC1;j � pi;j
ˇx

�T
; ˇx D wr C 2�

�x
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where T denotes transpose and wr is a reference velocity (in our case the maximum
velocity in the flow field). Viscous fluxes are discretized using central differences
on the dual mesh. This scheme is second-order accurate in space.

3.2 Time Integration

The spatial discretization yields a system of ODE in the physical time t variable,
which is solved by the second-order BDF formula

P
3W nC1 � 4W n CW n�1

2�t
C QFx.W nC1/C QGy.W nC1/C QHz.W nC1/ D QSnC1:

(8)
Here each tilde denotes a discrete approximation of Fx; Gy ;Hz ; S . Set

Res.W nC1;W n;W n�1/ D P.
3

2�t
W nC1 � 2

�t
W n C 1

2�t
W n�1/ C

C QFx.W nC1/C QGy.W nC1/C QHz.W nC1/� QSnC1:

The above formula (8) is Res.W;W n;W n�1/ D 0. It is solved by an artificial
compressibility method in the dual time � . The system of equations

QPW� CRes.W;W n;W n�1/ D 0

where QP D diag.1; 1; 1; 1; 1
ˇ2 /, is solved by an explicit 3-stage second-order

Runge–Kutta method.

4 Obstacle Modelling

We are interested in the solution of the stratified flows past a moving body. The
obstacle is modelled very simply as a source term emulating a porous media with
small permeability. This volume penalization technique was originally proposed by
Arquis and Caltagirone [Cal84]. The source term S.W / in this case is given by�

�vd�0
dz

; 0; 0;��g; 0
�T

C �.x; y; z; t/

K

h
0; U ob � u; V ob � v;W ob � w; 0

iT
;

(9)
where K corresponds to small permeability and �.x; y; z; t/ is the characteristic
function of the obstacle, which moves with velocity .U ob; V ob;W ob/.

To estimate the influence of the permeability K , a very simple analytical model
was developed. We suppose a 1D case, with the obstacle at rest and U0 the velocity
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of the incoming flow. The flow at the obstacle is decelerated only by the resistance
of the body; other terms are omitted. This situation leads to

Pu D �u=K; u.0/ D U0:

Integrating the velocity as t ! 1, we obtain an estimate of the depth of penetration
of fluid into the body:

u.t/ D U0e
� t

K ) s D
1Z
0

u.t/dt D U0K:

If we prescribe the depth of penetration (this may be interpreted as the effective
diameter of the obstacle), we can estimate the permeability K . For instance, in the
case of a sphere of radius r D 0:1m, a velocity U0 D 1m s�1 and a penetration
depth of 10% of r lead to K D s=U0 D 1=100.

5 Numerical Results

Towing tank

The obstacle is a sphere of radius 0:1m, located 1 m from the left wall and at
the midpoints of height and width see [Benes08]. At time t D 0 the obsta-
cle starts moving to the right (in the positive x direction) with constant velocity
U ob D 1m s�1. The flow field is initially at rest with stable density gradient
d�0=dz D �0:1 kg m�4. The average density is �� D 1 kg m�3 and the kinematic
viscosity is � D 10�4 m2 s�1. Homogeneous Dirichlet boundary conditions for the
velocity and Neumann conditions for the density and pressure disturbances were
used in 2D. In 3D, these boundary conditions were extended by periodic boundary
conditions in the y-direction.

The problem was solved on Cartesian grids. In 3D, a mesh with 320 � 40 � 160
cells was used. In 2D, a mesh with 320 � 160 nodes and, for testing of the mesh
independence, a fine grid with 640 � 320 nodes were used.

Various stratification levels were modelled. To describe the stratification, the
following bulk Richardson number is used:

Ri D g d
0

dz

%�U ob
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For the numerical tests, the towing tank problem was used. The towing tank is a
channel with the obstacle inside. Motion of this obstacle generates disturbances in
the flow field. In the cases we solved, the towing tank has dimensions 8 m � 4 m in
2D or 8 m � 4 m � 1 m in 3D.

The degree of stratification is unaffected by changes in the density gradient, but
by modifying the gravity constant in the range g 2< 0; 1000 >. The corresponding
Richardson numbers satisfy Ri 2< 0; 100 >. The influence of permeability was
also tested for selected values in range K�1 2< 0; 1000 > s�1. The two numerical
methods were compared.

Figures 1 and 2 compare the schemes in 2D. In the first figure we can see the
comparison of density isolines at the time t D 5 s. The second figure displays
the distribution of selected quantities in the transversal direction. These figures
exhibit good agreement between both methods, especially further from the obstacle,
while small differences occur behind the sphere. The maximal values predicted by
WENO 5 scheme at the height midpoint are somewhat lower. Next, Fig. 3 examines
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Fig. 1 Comparison of isolines of the density disturbances for towing tank problem at the time
t D 5 s, g D 100, Ri D 10. AUSM MUSCL scheme (top) and WENO5 (bottom)
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Fig. 2 Comparison of both schemes, Ri D 10, time t D 5 s. Transversal distribution of the
u-velocity component (top) and density disturbances (bottom), y D 2:25

the dependence of the solution on the mesh and shows that the solution is relatively
mesh independent. Only the maxima of quantities at the height midpoint behind the
obstacle are lower and they are probably not resolved correctly on this coarse mesh.

Figure 4 shows the dependence of the solution on the permeabilityK for the three
different values 1=K D 10; 100; 1000. For the values 100 and 1,000 the solutions
are very similar and the dependence on K is low. The obstacle can be considered
as impermeable for 1=K 	 100. The results are also in good agreement with the
predictions given by our simple analytical model.
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Fig. 3 Dependence on the mesh, Ri D 10, time t D 5 s. Transversal distribution of the u-
velocity component (top) and density disturbances (bottom), x D 1

Figure 5 displays the dependence of the flow on the Richardson number. A
comparison of the isolines of density perturbation for four different Richardson
numbers (Ri D 0:1; 1; 10; 100) is presented at the time t D 6 s. At a lower
level of stratification behind the obstacle, a Karman vortex street forms. When the
level of stratification increases, the character of the flow changes; wake instabilities
are damped by stratification and internal gravity waves are clearly visible. Beyond
this level, the obstacle generates a strip with constant density. The changes in the
character of the flow are clearly visible in Fig. 6, where transversal distribution of
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Fig. 4 Dependence on the permeability parameter K , Ri D 10, time t D 5 s. Transversal
distribution of the u-velocity component (top) and density disturbances (bottom), x D 1

computed quantities for different Richardson numbers are shown. For comparison
see [Ber01].

The isosurfaces of the vorticity in 3D for the Richardson numbers Ri D 1 and
Ri D 10 are shown in Fig. 7. The marked influence of stratification can be seen at
the x–z cross-section. In the case Ri D 1, the influence of stratification is small
and the shape of vorticity in the cross-section is close to a circle. On the other hand,
for the higher level of stratification Ri D 10 the vortices are damped differently in
different directions, which leads to an asymmetry in the vorticity isosurface.
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(a) Ri D 0:1

(b) Ri D 1

(c) Ri D 10

(d) Ri D 100

Fig. 5 Isolines of density perturbations for different values ofRi . Time t D 6 s
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Fig. 6 Transversal distribution of density disturbances (top) and u-velocity component (bottom)
for different Richardson numbers, x D 1, time t D 6 s

The isosurfaces of the density perturbations in 3D for the same Richardson num-
bers are shown in Fig. 8. The internal gravity waves with Brunt–Väisälä frequency
are clearly visible.
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Fig. 7 Vorticity distribution for the Richardson numbers Ri D 1 (top) and Ri D 10 (bottom),
time t D 5 s

6 Conclusion

Two numerical methods for simulation of 2D and 3D stratified flows have been
developed. Such simulations are necessary for more complicated situations, where
experimental data or other information about solution is no longer available. Since
the solution can depend on the numerical scheme, a comparison of solutions
obtained using different methods eliminates this dependence. Both methods have
been used successfully for the towing tank problem. The numerical results obtained
are in good mutual agreement and also match physical expectations.

Numerical results were obtained for Richardson numbers Ri 2< 0; 100 > and
permeabilityK 2< 1; 1000 >. From this, according to our simple analytical model,
it follows that the minimal value of permeability is K 	 100. The dependence of
the solution on the mesh was also tested. The computations performed demonstrate
the applicability of our methods to the simulations of stratified flows.
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Fig. 8 Isosurfaces of the density perturbations at the time t D 5 s; Ri D 10 on top, Ri D 100
on bottom
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An open question is the choice of appropriate boundary conditions; those used in
the current approach are suitable for the simulation of flows in a domain bounded
with walls. Alternative conditions should be considered for free atmosphere flows.
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Nonlinear Singular Kelvin Modes
in a Columnar Vortex

Philippe Caillol and Sherwin A. Maslowe

Abstract This paper considers the propagation of helical neutral modes within a
cylindrical vortex and the subsequent formation of nonlinear critical layers around
the radius where the mean-flow angular velocity and the mode frequency are com-
parable. Analogy can be done with the stratified critical layers. We formulate a
steady-state theory valid when the analogous Richardson number is small at the
critical radius. The apparent singularity is removed by retaining nonlinear terms in
the critical-layer equations of motion. The result from the interaction is the emer-
gence of multipolar vortices whose poles are located around the critical radius, spiral
along the basic vortex axis and are embedded in a distorted mean flow caused by a
slow diffusion of the three-dimensional vorticity field from the critical layer.

1 Introduction

The propagation of helical perturbations to a columnar and bounded vortex has
been studied first by Lord Kelvin. In cylindrical coordinates .r; �; z/, the problem
involves the investigation of infinitesimal perturbations .ur ; u� ; uz/ superimposed
on a flow with azimuthal velocity profile V .r/. In this paper, we are interested in
waves propagating in an unbounded vortex. A model that has often been employed
is the discontinuous Rankine vortex, a constant-vorticity cylinder embedded in a
zero-vorticity space. The related modes are called Kelvin modes. The motivation
stems with the study of the stability of interacting vortices. For instance, we can cite
the aircraft trailing vortices: a pair of counter-rotating vortex filaments shed from the
wingtips of aircraft. A prevailing instability in such problems is the elliptic instabil-
ity that involves resonantly interacting Kelvin waves. Tsai and Widnall [11] found
that the most unstable perturbations of the Rankine vortex corresponded to a pair of
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Kelvin modes having zero frequency and azimuthal wavenumbers m D ˙1. Real
vortices, however, have continuous profiles and it is important to ask what effect the
use of a continuous-vorticity profile might have on this instability mechanism. Sipp
and Jacquin [9] have recently done so in a linear study and they concluded that the
“Widnall instabilities” would not occur because of the presence of a critical layer.
The neutral Kelvin modes required for the resonant interaction would be damped in
the continuous case. In this paper, we reexamine the question by emphasizing the
effect of nonlinearity rather than viscosity in the critical layer.

Due to the similarity between both critical-layer singularities, it is possible to
anticipate certain results based on those that have been demonstrated for stratified
shear flows in [5] which is a companion paper. For Kelvin modes on vortices, we
will extract an equivalent Richardson number and will show that when the latter
is small at the critical level, inviscid nonlinear modes exist while they would be
damped if viscosity were used to deal with the critical layer.

The reason of the nonlinear neutral mode existence is the absence of any phase
change across the critical point. We will show in Sect. 4 by means of an inviscid
analysis valid when the vorticity is small at the critical level that the only solution
compatible with a nonlinear critical layer has no phase jump. Section 5 yields the
same result when the axial wavelength is large. This result was found by Caillol
and Grimshaw (2004) in the two-dimensional-motion assumption with the same
small-vorticity approximation and for a Bessel function J1 azimuthal-velocity basic
profile [3]. In that particular case, neutral modes have an analytical expression.

2 Outer Flow

We consider small-amplitude helical perturbations to a swirling flow V .r/ corre-
sponding to a pressure distribution p.r/, of phase � D kz C m� � !t , k and m
being respectively the axial and azimuthal wavenumbers, and ! the frequency. Deal-
ing with neutral modes, � can be used as an independent variable. The momentum
and continuity equations can then be written

Dur
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Our analysis being primarily inviscid, we have retained in the momentum equations
only those viscous terms that will be the largest in the critical layer and, conse-
quently, required in the analysis to follow. The basic-vortex small viscous damping
is balanced by a body force Fb whose expression will be given later on. The equa-
tions have been nondimensionalized by using the angular velocity of the vortex at
its center and a vortex characteristic radius.

2.1 The Singular Mode

O."/ disturbances are superimposed to a mean flow V and W :

ur D " Ur ; u� D V C " U� ; uz D W C " Uz ; p D p C " Pr : (2)

" is a small dimensionless parameter. The mean shear flow induces axial and
azimuthal mean vorticities Qz D D�ŒV 	 and Q� D �DŒW 	 where D D d=dr

and D� D D C 1=r . The angular rotation of the vortex is denoted � D V =r . We
study the asymptotic steady régime following the critical layer formation induced
by the wave/vortex interaction. Mean axial and azimuthal motions are generated
while the critical layer is forming as results from this interaction. To have an ana-
lytically tractable problem, W will be of smaller amplitude than the basic-vortex
azimuthal velocity V 0. In the same way, V contains additional smaller contribu-
tions to V 0. Such a mean flow is produced by viscous diffusion of momentum
through the critical layer over a very long time due to small viscosity [4]. Away
from the critical layer, the perturbations are taken sinusoidal: Ur D u sin �,
U� D v cos � ; Uz D w sin � and Pr D pr cos � : Introducing these into (1),
the linearized system can be reduced to the Howard–Gupta equation [7]

DŒS.r/D�u	C
h m

�.r/r2

�
2S.r/Qz.r/ � rDŒS.r/Qz.r/	

	
C 2k2S.r/�.r/

Qz.r/

�2.r/

C k

r�.r/

�
rDŒS.r/Q� .r/	 � S.r/Q�.r/

	
C 2mk

�.r/

r�2.r/
S.r/Q�.r/ � 1

i
u D 0;

(3)

where � D m� C kW � ! and S D r2=.m2 C k2r2/. This equation admits a
singularity at the critical radius rc where �.rc/ D 0. Following [8], we expand all
terms in (3) around rc to obtain a solution valid locally having the form

u.�/ D AuC.�/C B u�.�/ ; u˙.�/ D �
1
2 .1˙�/ Ou˙.�/; and � D r � rc: (4)

The functions Ou˙.�/ are regular in 0. We define � as � D .1 � 4 Jc/
1=2; and the

equivalent local Richardson number as

Jc D 2 k2�c

.m�
0

c C kW
0

c/
2

�
Qz;c C m

krc
Q�;c

	
: (5)
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3 Critical Layer Analysis

The critical-layer scaling is determined by balancing the perturbation with the
swirling flow in a frame moving with the wave angular speed !=m D �c . Let us
concentrate on the case Jc < 1=4 corresponding to (4). The most singular Frobenius
solution is characterized by the exponent ı D .1��/=2. Consideration of the system
(1) leads to the conclusion that the inner cross-stream coordinate isR D .r�rc/="ˇ
where ˇ D .2 � ı/�1: The azimuthal velocity V in the new frame is defined by

u� � V c � V c
0.r � rc/C " v.r/ cos � D "ˇ ŒV .R; �/C�c R	 :

The remaining dependent variables are scaled as

ur D "2ˇU.R; �/; uz D "ˇW.R; �/ and p � 1

2
�2cr

2 D "2ˇP.R; �/ :

The Reynolds number scales as 1=Re D � "3ˇ . Substituting these new variables
into (1) leads to the critical-layer equations. The latter are highly nonlinear and
the solution even at lowest order involves all the harmonics. For that reason, we
consider the case of small Richardson number because a simple closed form solution
is possible. This number is small for different régimes according to the value of
the shear, ratio of the vorticity over the inertial frequency at the critical radius: (1)
Sz; S� � 1, (2) krc ; S� � 1 where Sz=� D Qz=�;c=.2�c/. (1) may apply to a
rapidly rotating vortex or a critical layer occurring far away from the core of the
vortex. Numerical solutions of the eigenvalue problem reveal that it is indeed often
the case. (2) corresponds to a long axial wavelength mode. Assuming Jc small, the
expansions (4) become

�a D �C
1X
nD2

a0;n�
n; �b D 1C

1X
nD2

b0;n�
n C b0�a.�/ ln �� : (6)

�� is a normalized cross-stream coordinate: �� D �=�0 where �0 is determined
while matching the outer flow with the critical-layer flow. So, u becomes

u.�/ D .‚ rc �a C �b/ sin � C b0rc ˆ�a cos �: (7)

The logarithmic term in (6) is expressed by writing ln j r � rc j for r > rc and
ln j r � rcj C i ˆ when r < rc ; ˆ.�/ is defined as the phase change. On either side
of the critical level, ‚ takes different values denoted ‚˙. u must be continuous at
r D rc , so the integration constant in front of �b is unique and chosen without loss
of generality equal to 1.
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4 The Small-Vorticity Limit

Mean fields are expanded in the outer flow in this way

V D V 0 C "
1
2 V 1 C " V 2 C : : : ; W D "

1
2W 1 C "W 2 C : : : (8)

with the related vorticities

Qz D Q0 C "
1
2Qz;1 C : : : ; Q� D "

1
2Q�;1 C "Q�;2 C : : :

and similar expressions for U� , Uz andPr . We omit the subscript z to the zero-order
axial mean vorticity. The first-order Richardson number is then since Q0;c D 0

J1;c D k2r2c
2m2�0;c

�
Qz;1;c C m

krc
Q�;1;c

	
: (9)

The additional mean flow is likely to be distorted, that is the velocity and its succes-
sive derivatives may be different at either side of the critical radius. Similar velocity
and temperature distortions were shown by [10] to be necessary for the stratified
critical layer. Distortions enable one to match the three components of vorticity and
the normal velocity on the separatrices bounding open and closed-streamline flows
within the critical layer.

4.1 Critical-Layer Flow Outside of the Separatrices

The critical-layer equations are in the small-vorticity limit (ˇ D 1=2)
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The body force is Fb D ��" 3
2 �V 0 ' ��" 3

2 .V
00

0 C V
0

0=rc/. Writing the outer
expansion in inner coordinate determines how the inner variables are to be expanded
in the critical layer. For example, for U ,

U � U .0/C"1=2 log " U .1/C"1=2U .2/C � � �; U .j / D U
.j /
i C�U .j /v CO.�2/ ; (11)
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with similar expansions for V;W and P . Each field at each order j , as � ! 0,
can be expanded in an inviscid and a viscous parts. Injecting such a decomposition
in (10) leads to secularity conditions on the viscous velocity and pressure compo-
nents. Requiring them to match with the secular terms in the outer flow will fix the
arbitrary functions that arise from integrating the governing PDEs [2]. In contrast
with the O.1/ vorticity case, it is straightforward to find a leading-order solution of
the system (10). It consists simply of a radial oscillation superimposed on the mean
flow, specifically,

U .0/ D sin �; V .0/ D V 1;c � 2�0;cR;W
.0/ D W 1;c P

.0/

D 2�0;cR .V 1;c ��0;c R/:

The O."1=2 log "/ solution is also obtained from the outer flow. The non trivial equa-
tions are obtained at the order O."

1
2 :/ Eliminating the pressure and replacing V .2/ by

a streamfunction-like variable  .2/ lead to two coupled PDEs that can be integrated
once with respect to R. Before displaying these, we accomplish a transformation in
order to have the streamwise-motion equation written in a standard way [6].

� D X � �

2
Œ 1C si 	; R D siR0R

�;  .2/ D si
�0;c

rc
R30

O .2/; U .2/ D R0

rc
OU .2/;

V .2/ D si

2m
OV .2/; W .2/ D si

k rc

2m2
OW .2/; P .2/ D 2 si�

2
0;c

R30
rc

OP .2/;

V .2/ D  
.2/
R CR2; s D sgn.R/ ; si D sgn.m�0;c/ ; andR0 D

ˇ̌̌̌
rc

2m�0;c

ˇ̌̌̌1=2
:

We then get

sinX O .2/
R�R� CR� O .2/

X R� D O .2/X � �
� O .2/

R�R�R� � rcQ
0
0;c

�0;c

	
� rcF.X/

R0�0;c
; (12)

and sinX OW .2/
R� CR� OW .2/

X D O .2/X � � OW .2/
R�R� � rcF.X/

R0�0;c
; (13)

where � D �=R0: In the following analysis, we drop the hats with the understand-
ing that it is the new variables with which we are dealing. The radial-momentum
equation integrated with respect to R determines P .2/. Finally, the continuity equa-
tion provides an expression for U .2/. F.X/ is an arbitrary function arising from the
integration. Matching to the outer solution leads to the expression of F.X/ and then
to

Q�;1;c D �krc

m
Qz;1;c and J1;c D 0: (14)

In order to relate the mean-vorticity jumps to the phase change, we integrate (12)
and (13) over one wavelength in X and then overR. The obtained relations are valid
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as R ! 1, so  .2/ andW .2/ are replaced by their asymptotic expansions. Clearly,
when there is a phase change ˆ ¤ 0, the only way is if Qz;1;c and Q�;1;c are
discontinuous across the critical layer. Finally, the relations of the vorticity jumps to
the phase change are given by

ŒQz;1;c	
C� D � m

krc
ŒQ�;1;c 	

C� D �si 1
2
Q0
0;cR0

ˆ.�/

�
; (15)

where ˆ.�/ must be determined by solving (12) and (13) numerically. When we
consider the limit � � 1, as in other critical-layer problems, there are regions of
closed flow in the cartesian frame .X;R/ and the solutions within such regions must
be matched to those outside across separatrices.  .2/ and W .2/ can be then deter-
mined by solving (12) and (13). Each streamline can be defined univoquely by the
variable:Z D 1=2R2 C cosX , Fig. 1 for a picture of the current lines projected on
the plane z D Cst in the case of the nonlinear neutral Kelvin modem D 2.

4.2 Flow Within the Separatrices

First, the three vorticity components are matched across the separatrices. In
Appendix, we have extended the Prandtl–Batchelor theorem and shown that
 
.2;ˇ/
RR D const: D Q.2;ˇ/ within a region of closed flow according to (A4). ˇ

defines the flow within the separatrices. Matching the axial vorticities along the
upper and lower separatrices Z D 1 give

Q.2;ˇ/ D 1

2

sirc

�0;cR0
.QC

z;1;c CQ�
z;1;c/ and

ŒQz;1;c	
C� D �2 si Q0

0;c R0 ŒK.1/C p
2	 : (16)

The second equation in (16) shows that a jump in axial vorticity takes place across
the critical layer even in the inviscid limit. Equating now the two expressions for
ŒQz;1;c	

C� derived in (15) and in (16), we obtain

ˆ.�/

�
� 4 ŒK.1/C p

2	 as � ! 0 : (17)

This is exactly the result obtained in [6] but with the opposite sign. Numerical
evaluation of the integral below definingK yieldsK.1/C p

2 ' 1:3788,

K.Z/ D 1p
2

Z Z

1

h 2�R 2�
0
.Z1 � cosX/

1
2 dX

� 1

Z
1
2

1

i
dZ1:

There are two conditions that should be satisfied along the separatrix, namely, a
kinematic condition and, secondly, continuity of pressure. The kinematic condition
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Fig. 1 Nonlinear neutral mode (" D 0:2) m D 2, k D 2, rc D 1 and rcQ
0

z;0;c D Q
C
z;1;c D

�0;c ; view taken at a height z D Cst . The dotted circle is r D rc .

requires the normal velocity to the separatrix Z D 1 to be continuous. At the order
"

1
2 , the kinematic condition plus the azimuthal-vorticity matching yield jointly with

the PB theorem the determination of W .2;ˇ/. Radial-vorticity matching is equiva-
lent to azimuthal-vorticity matching. Moreover, if we require continuities of V .2;ˇ/
acrossR D 0 and V .2/ across the separatrix, then‚C D ‚�; as a result, there is no
phase change across the nonlinear critical layer in the inviscid limit.

5 The Long-Wave Nonlinear Critical Layer

In this section, the Richardson number Jc is still taken to be O."1=2/. How-
ever, Jc is small because k � 1. Specifically, (5) shows that we must scale
krc D � "1=4: uz then possesses a new scaling; uz D "1=4� W.R; �/. As in Sect. 4,
a simple leading-order solution of the system (10) can readily be found and consists
of a radial oscillation superimposed on the mean flow with an additional oscil-
latory component to the pressure. The axial-vorticity jump and the interior axial
vorticity turn out to be the same as in (15) and (16), where R0 is now defined as
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R0 D jrc=Œm .2�0;c �Q0;c/	j1=2 and J1;c as

J1;c D 2 �2

m2
�0;c

Q0;c CmQ�;1;c

.Q0;c � 2�0;c/2
: (18)

Matching of the azimuthal vorticity across the separatrix Z D 1 leads to

mQ�;1;c D �Q0;c ; or J1;c D 0 ; and ŒQ�;1;c 	
C� D 0 or ŒW

0

1	
C� D 0:

(19)
Matching of the normal velocity across the separatrix determinesW .2;ˇ/. Continu-
ities of V .2;ˇ/ at R D 0 and Z D 1 respectively give‚C D ‚� and ŒW

00
1;c 	

C� D 0.
To conclude this section, we say a few words about the mean-flow distortions that
are present even in the limit � ! 0. Caillol and Grimshaw [4] have used the method
of strained coordinates to parametrize the streamlines in the critical layer in order
to have the velocity at the cat’s eye core and at the stagnation points obeying certain
topological conditions. We have done this here as well, but omit the details; these
points belong to helices, so all the velocity components are linked.

6 Concluding Remarks

We have analytically investigated the critical-layer like interaction of a neutral
Kelvin mode with a swirling shear flow. The linear theory is similar to this of
a stratified shear flow. The nonlinear study is made possible due to the small-
Richardson-number assumption relevant for instance, to rapidly rotating vortices
and yields a classic Kelvin cat’s eye pattern within the critical layer. The result
of this interaction is an additional and distorted mean flow of higher magnitude
than the mode amplitude. Axial and azimuthal mean vorticities may be distorted.
The vorticity jump is then proportional to the gradient of the basic axial vorticity.
The equivalent Richardson number Jc reveals to be smaller than expected, of order
the mode amplitude, which implies that the streamlines within the critical layer need
to be even more distorted, in order to describe an O."

1
2 / Jc critical-layer flow.

Appendix: Generalized Prandtl–Batchelor Theorem

Batchelor proved that for a steady, inviscid and plane flow the vorticity inside a
bounded region is constant. We follow that basic procedure, but the three dimen-
sionality of the present problem naturally adds complications. Our starting point is
the momentum equation

@tu C Q � u C rH D 1

Re
4 u C Fb; (1)
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H D p=� C juj2=2, Q is the vorticity and F is a body force to enable a viscous,
parallel flow. We decompose the motion into an inviscid and a viscous components.
The development by Batchelor, at this point, involved a curvilinear integration along
a streamline, whereas in our case the integration is on a surface Z D const (recall
that Z D R2=2C cosX ). This surface is a cylinder that spirals with respect to the
axis of the vortex. The integration will be done either in a plane z D const, in which
case � varies over a 2�=m range or in a plane � D const, in which case z varies over
a 2�=k range. In that way, we obtain two conditions that are sufficient to determine
the flow inside the separatrices. Performing the integration now, we obtain at the
leading ordersI

.Qi � uv/ � d l C
I
.Qv � ui / � d l C "3=2

I
Œr � Qi C 4V 0 e� 	 � d l D 0:

(2)
In the two dimensional case, the first two integrals vanish, but that does not happen
here because u is three dimensional. First, we carry out an integration with respect
to � in a plane z D const . The integration is along a “streamline” Z D Z0, say,
where Z0 is constant. At the lowest order, we obtainI

sŒR  
.2;ˇ/
RRZ � 1 � rc

Q0
0;c

�0;c
	 d� D 0;

where the integration is in the clockwise sense. The body force vanishes because of
symmetry which permits us to write the integral asZ 2�=m

0

Œ  
.2;ˇ/C
RRZ C  

.2;ˇ/�
RRZ 	

p
Z0 � cosŒm�	 d� D 0 : (3)

Given that  .2;ˇ/RR depends only on Z, (A3) leads us to conclude that

 
.2;ˇ/
RR D const: (4)

A second condition is determined by integrating in a plane � D const with z travers-
ing a 2�=k path. At leading order, this leads to a condition that helps determine the
axial velocity, namely,I

sRŒ.RW
.2;ˇ/
Z /Z CW

.2;ˇ/
v;X 	 dz D 0: (5)

The governing equations for  .2;ˇ/ and W .2;ˇ/ used in the foregoing development
were those appropriate to the small-vorticity case Qz;c � 1. A similar analysis can
be carried out in the long-wavelength problem. Again, we begin with an integration
with respect to � in a plane z D const. At the lowest order, we obtain (A3). A
second condition will now be determined by integrating in a plane � D const . The
leading-order equation is the following:
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sRW

.2;ˇ/
RZ dz D 0: (6)

WritingW .2;ˇ/ D �Q0;c=mRC‰ˇ
R , further differentiations with respect toR and

Z followed by a substitution into (6) leads toZ 2�=k

0

Œ ‰
.ˇ/C
RRZ C‰

.ˇ/�
RRZ 	

p
Z0 � cosŒkz	 dz D 0 : (7)

That leads to the conclusion that ‰.ˇ/R D 0, the reason being that the general solu-
tion involves

p
2Z and when substituted into (7), a singularity at Z D 0 would

result from differentiating with respect to Z.
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High Order Schemes for Reaction–Diffusion
Singularly Perturbed Systems

C. Clavero, J.L. Gracia, and F.J. Lisbona

Abstract In this paper we are interested in solving efficiently a singularly perturbed
linear system of differential equations of reaction–diffusion type. Firstly, a non-
monotone finite difference scheme of HODIE type is constructed on a Shishkin
mesh. The previous method is modified at the transition points such that an inverse
monotone scheme is obtained. We prove that if the diffusion parameters are equal it
is a third order uniformly convergent method. If the diffusion parameters are differ-
ent some numerical evidence is presented to suggest that an uniformly convergent
scheme of order greater than two is obtained. Nevertheless, the uniform errors are
bigger and the orders of uniform convergence are less than in the case corresponding
to equal diffusion parameters.

1 Introduction

In this work we consider the singularly perturbed boundary value problem given by
the linear reaction–diffusion system

L"u D f; x 2 � D .0; 1/; u.0/ D u0; u.1/ D u1; (1)

where the differential operator L" is defined by

L" � �diag



"1
d 2

dx2
; "2

d 2

dx2

�
C A; A D

�
a11.x/ a12.x/

a21.x/ a22.x/

�
:

We will assume that the diffusion parameters 0<"1 
 "2 
 1, can take arbitrary
small values having, in general, different order of magnitude, that the data of
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problem (1) are sufficiently smooth functions and also that the coefficients of the
coupling reaction term satisfy

2X
jD1

aij 	 ˛ > 0; ai i > 0; i D 1; 2; aij 
 0 if i ¤ j; (2)

i.e., the reaction matrix is an M -matrix.
First order uniform convergence of the central finite difference scheme con-

structed on a Shishkin mesh was proved in [7] and in [4] this was improved to almost
second order. Linß and Madden [6] extended this result to the case of an arbitrary
number of equations, when the reaction coefficient matrix A satisfy another type
of conditions, which include these ones given in (2) for the case that the coupled
system has only two equations as problem (1) here considered. Also, in [3] precise
information of the asymptotic nature of the solution and its derivatives, for a prob-
lem having n equations with n diffusion parameters, has been recently established
by means of an appropriate decomposition of the solution, revealing that the solu-
tion exhibits overlapping boundary layers with a width O."�1=2

i /, i D 1; 2; : : : ; n at
both endpoints xD 0 and xD 1. It was also proved that the central finite difference
scheme constructed on a piecewise uniform mesh of Shishkin type, is first order
uniformly convergent in the maximum norm.

High order convergence schemes are very interesting in practice because they
provide accurate numerical approximations with a low computational cost. Never-
theless, at the moment, in the literature there are not numerical methods for problem
(1) with this desirable property. The aim of this work is to see how the HODIE tech-
nique permits to obtain a uniformly convergent method having order bigger than
two. In some cases the proof of the uniform convergence of the method is fulfilled,
but in general we only dispose of numerical evidences showing the efficiency of the
HODIE method.

Henceforth, C denotes a generic positive constant independent of the diffusion
parameters, and also of the discretization parameter.

2 The Numerical Method

To construct the numerical method we first define a piecewise uniform Shishkin
mesh. Following [7] the mesh points are

xj D

8̂̂̂̂
<̂
ˆ̂̂:
jh"1

; j D 0; : : : ; N=8;

xN=8 C .j �N=8/h"2
; j D N=8C 1; : : : ; N=4;

xN=4 C .j �N=4/H; j D N=4C 1; : : : ; 3N=4;

x3N=4 C .j � 3N=4/h"2
; j D 3N=4C 1; : : : ; 7N=8;

x7N=8 C .j � 7N=8/h"1
; j D 7N=8C 1; : : : ; N;
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where h"1
D 8�"1

=N; h"2
D 8.�"2

��"1
/=N; H D 2.1�2�"2

/=N; and the transition
parameters are given by

�"2
D min

˚
1=4; �0

p
"2 lnN

�
; �"1

D min
˚
�"2
=2; �0

p
"1 lnN

�
;

and �0 	 4. If �"1
¤ 1=8 and �"2

D 1=4, we modify slightly the mesh points; now
they are given by

xj D
8<:
jh"1

; j D 0; : : : ; N=8;

xN=8 C .j �N=8/ OH; j D N=8C 1; : : : ; 7N=8;

x7N=8 C .j � 7N=8/h"1
; j D 7N=8C 1; : : : ; N;

where OH D 4.1 � 2�"1
/=3N . Below we denote the local step sizes by hj D xj �

xj�1; j D 1; : : : ; N . On this mesh we impose that the local error be zero on the set
of vector polynomials of the form

˛0

�
1

1

�
C ˛1

�
x

x

�
C ˛2

�
x2

x2

�
C ˛3

�
x3

x3

�
; ˛i 2 R; i D 0; : : : ; 3:

Following the construction made in [1] for the scalar case, we write the finite
difference scheme LN D .LN1 ; L

N
2 /

T in the form

LNi U.xj / � r�
i;jUi .xj�1/C rci;jUi .xj /C rC

i;jUi .xjC1/C
C q1i;jai;k.xj�1/Uk.xj�1/C q2i;jai;k.xj /Uk.xj / C
C q3i;jai;k.xjC1/Uk.xjC1/ D
D q1i;jfi .xj�1/C q2i;jfi .xj /C q3i;jfi .xjC1/; (3)

for j D 1; � � � ; N � 1; i D 1; 2; where kD 2 if i D 1, kD 1 if i D 2 and the coeffi-
cients q0s satisfy the normalization condition q1i;j Cq2i;j Cq3i;j D 1; i D 1; 2: Then,
it is not difficult to prove that for j D 1; � � � ; N � 1; i D 1; 2 the coefficients r 0s of
the scheme are given, in function of the coefficients q0s, by

rci;j D q1i;jai;i .xj�1/C q2i;jai;i .xj /C q3i;jai;i .xjC1/� r�
i;j � rC

i;j ;

rC
i;j D �2"i=.hjC1.hj C hjC1//C q3i;jai;i .xjC1/;
r�
i;j D �2"i=.hj .hj C hjC1//C q1i;jai;i .xj�1/;

(4)

and also that it holds

q1i;j D .hj � hjC1/=.3hj /C q3i;jhjC1=hj : (5)

The value of the free parameter q3i;j is taken equal to the one obtained for the scalar
case in [1] and we will see that this choice is also appropriate for the case of systems.
This value depends on the location of the mesh points and also on the ratio between
the step sizes of the Shishkin mesh and the diffusion parameters. Concretely, for
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j D 1; � � � ; N=8 � 1; 7N=8 C 1; � � � ; N � 1, i.e., xj 2 .0; �"1
/
S
.1 � �"1

; 1/ and
i D 1; 2, the coefficients q0s are

q1i;j D 1

6

 
1 � h2jC1

hj .hj C hjC1/

!
; q3i;j D 1

6

 
1 � h2j

hjC1.hj C hjC1/

!
;

q2i;j D 1 � q1i;j � q3i;j :

(6)

For j DN=4; � � � ; 3N=4; i.e., xj 2 Œ�"2
; 1 � �"2

	, and i D 1; 2 we distinguish two
cases: first, if 2H 2kai ik1=3
 "i , then the coefficients are defined again by (6); in
the other case, when 2H 2kai ik1=3>"i , they are given by

q1i;j D q3i;j D 0; q2i;j D 1; (7)

corresponding to the classical discretization of central differences. Note that in this
case (5) does not hold.

Last case is when j DN=8; � � � ; N=4 � 1; 3N=4 C 1; � � � ; 7N=8, i.e., xj 2
Œ�"1

; �"2
/
S
.1 � �"2

; 1 � �"1
	. Now, for the second equation, i D 2, the coefficients

are again given by (6). Nevertheless for the first equation, i D 1, again we must dis-
tinguish two cases; first, when 2h2"2

ka11k1=3
 "1, the coefficients are given by
(6); in the other case, 2h2"2

ka11k1=3>"1, they are given by (7).
Note that, in general, the coefficients defined in (6) are not positive and then the

associated matrix to the numerical scheme is not an M-matrix. Nevertheless, we will
see the efficiency of this scheme. As an example, we solve the particular problem
(see [7]) setting by

A D
�

2.x C 1/2 �.x3 C 1/

�2 cos.�x=4/ 2:2e�xC1
�
; f D

�
2ex

10x C 1

�
; (8)

with u0 D u1 D 0. For this problem the exact solution is unknown and therefore to
approximate the pointwise errors j.U � u/.xj /j; j D 0; � � � ; N , we use a variant of
the double mesh principle. So, we calculate a numerical approximationbU to u given
by the scheme (3) on the mesh f Oxj g that contains the mesh points of the original
piecewise Shishkin mesh and their midpoints, i.e., the mesh points are defined by
Ox2j Dxj ; j D 0; : : : ; N; Ox2jC1 D .xj C xjC1/=2; j D 0; : : : ; N � 1. Then, at the
original mesh points xj ; j D 0; 1; � � � ; N , the maximum errors and the uniform
errors are approximated by

d";N D max
0	 j 	N

jU.xj /�bU. Ox2j /j; dN D max
S
d";N ;

where, in order to permit the stabilization of the errors, we take S as the set

S D f."1; "2/ j "2 D 20; 2�2; : : : ; 2�30; "1 D "2; 2
�2"2; : : : ; 2�50g: (9)

From these estimates of the pointwise errors we obtain the corresponding orders of
convergence and the uniform orders of convergence in a standard way, by using

p D log2.d";N =d";2N /; puni D log2.dN =d2N /:
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Table 1 Uniform errors and orders of convergence for the scheme given by (3)–(7)

N D32 N D64 N D 128 N D 256 N D512 N D1;024 N D2;048 N D 4;096

d1;N 9.018E-02 4.755E-02 2.452E-02 7.073E-03 1.091E-03 1.037E-04 1.007E-05 1.096E-06
p1;uni 0.923 0.956 1.793 2.696 3.395 3.364 3.200
d2;N 3.609E-01 1.613E-01 4.026E-02 5.665E-03 5.723E-04 5.593E-05 5.111E-06 4.545E-07
p2;uni 1.162 2.002 2.829 3.307 3.355 3.452 3.491

In all cases we take the constant �0 D 4; in practice if this constant is smaller, the
desired order of uniform convergence is not achieved. On the other hand, if it is
greater than 4 the numerical errors are bigger but the order of uniform convergence
is preserved.

Table 1 displays the results obtained with the HODIE scheme; from these results
we observe that the order of uniform convergence is four except by a logarith-
mic factor, as it is usual on Shishkin meshes. Nevertheless, the discrete operator
of this scheme is not of positive type and we do not have the proof of the uni-
form .l1; l1/-stability. In [6] this uniform stability was proved without using the
inverse monotonicity of the discrete operator, but unfortunately so far we have not
been able to apply this technique to the HODIE operator. In [4] a non-monotone
FEM scheme was used to solve a scalar reaction–diffusion problem, proving also its
uniform stability in the maximum norm.

Therefore we propose a slight modification of scheme (3) to have a new scheme
satisfying the discrete maximum principle. We clearly see that only the discretiza-
tion associated with the transition points does not give the correct coefficients
sign pattern to have an M-matrix. Then, we change the discretization correspond-
ing to the indexes j DN=8;N=4; 3N=4; 7N=8, such that r�

i;j <0; r
C
i;j <0; r

�
i;j C

rC
i;j C rci;j <0 and q1i;j ; q

2
i;j ; q

3
i;j be positive. It is straightforward to obtain that the

coefficients q0s are given by

q1i;j D q3i;j D q2i;j D 1=3; j D N=8;N=4; 3N=4; 7N=8; i D 1; 2: (10)

It is easy to proof that the discrete operator is of positive type and therefore it
satisfies the discrete maximum principle.

3 The Case of Equal Diffusion Parameters

To find a theoretical proof of the uniform convergence of the method, we begin with
the case where both diffusion parameters take the same value, "1 D "1D ". Note
that in this case really there are only two transition points in the Shishkin mesh and
the transition parameter is defined by � D min

˚
1=4; �0

p
"2 lnN

�
. Following the

idea of extending the domain introduced by Shishkin in [8], which was also used
in [2] to find a decomposition of the exact solution of a two dimensional scalar
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equation of reaction–diffusion type, it can be proved the following result showing
the asymptotic behavior of the exact solution.

Lemma 1. Let assume aij ; f 2 C 4.�/; i; j D 1; 2. Then, for "1 D "2 D ", the exact
solution of (1) can be decomposed as u D v Cw, where for x 2 Œ0; 1	, 0
 k
 6 and
i D 1; 2 it holds

kv.k/i .x/k1 
 C
�
1C ".4�k/=2

	
; (11)

and
kw.k/i .x/k1 
 C"�k=2 �e�xp

˛=" C e�.1�x/p˛="	 : (12)

Note that we have appropriate bounds of the regular and singular components
and their derivatives up to sixth order, which we will need in the analysis of the
truncation error.

Theorem 1. Let u be the solution of continuous problems (1) and U the solution of
the discrete operator (3)–(7) and (10) defined on the previous Shishkin mesh, when
"1D "2D ". Then, the error satisfies

kU � uk1 
C.N�3 CN�4 ln4N/:

Proof. In the case � D 1=4, using that "�1=2
C lnN and the crude bounds ku.i/k1

C"�i=2; i D 0; � � � ; 6, a classical analysis proves that kU � uk1 
CN�4 ln4N .
When � <1=4, first we study the error for the regular component. Then, if "
 2H 2

min
i

kai ik1=3, taking Taylor expansions the local error can be bounded as in [1] for

a single equation, and therefore we have

jLN .V � v/.xj /j 


8̂̂<̂
:̂

CN�2"kv.4/k1 
 CN�2" 
 CN�4; xj 2 .�; 1 � �/;
CN�1"kv.3/k1 
 CN�1" 
 CN�3; xj 2 f�; 1� �g;
C".N�1"1=2 lnN/4kv.6/k1 



 CN�4; xj 2 .0; �/ [ .1 � �; 1/:
Then, the discrete maximum principle proves that

kV � vk1 
 CN�3: (13)

On the other hand, if ">2H 2 min
i

kai ik1=3, we can obtain

jLN .V � v/.xj /j 

8<:

CN�4"kv.6/k1 
 CN�4; xj 2 .�; 1� �/;

C".N�1"1=2 lnN/4kv.6/k1 


 CN�4; xj 2 .0; �/ [ .1 � �; 1/:

At the transition points, using that for any z 2 C 4.�/ it holdsˇ̌̌̌
� 2.zjC1 � zj /
hjC1.hj C hjC1/

� 2.zj�1 � zj /

hj .hj C hjC1/
C 1

3
.z00
jC1 C z00

j C z00
j�1/

ˇ̌̌̌




 C maxfh2j ; h2jC1gkz.4/k1;
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we deduce

jLN .V � v/.xj /j 
 CN�2"kv.4/k1 
 CN�2"; xj 2 f�; 1� �g:
Defining the barrier function Z.xj /D C.N�3"1=2 lnN CN�4/.�.xj /C 1/; where
� is the piecewise linear function

�.x/ D

8̂̂<̂
:̂
x

�
; if x 2 Œ0; �	;

1; if x 2 Œ�; 1 � �	;
1 � x

�
; if x 2 Œ1 � �; 1	;

using the maximum principle, it can be proven that

kV � vk1 
 C.N�3"1=2 lnN CN�4/;

and taking into account that "1=2 lnN 
 1, it follows

kV � vk1 
 CN�3: (14)

For the singular component we distinguish two cases depending on the location
of the mesh point. For xj 2 Œ�; 1 � �	, using the exponential character of this
component, it is not difficult to deduce

j.W � w/.xj /j 
 jW.xj /j C jw.xj /j 
 CN�4; xj 2 Œ�; 1 � �	:

In the second case, xj 2 .0; �/ [ .1 � �; 1/, the local error is bounded by

jLN .W � w/.xj /j 
 C".N�1"1=2 lnN/4kw.6/k1 
 C.N�1 lnN/4:

Applying again the maximum principle, now on Œ0; �	 [ Œ1 � �; 1	, we deduce

k.W � w/.xj /k1 
 C.N�1 lnN/4; xj 2 Œ0; �	 [ Œ1 � �; 1	: (15)

From (13)–(15) the result follows.

For the same example as before, with "D 20; 2�2; : : : ; 2�50, Table 2 displays the
results obtained; from it we clearly observe that the order of uniform convergence
is similar to that for the unmodified HODIE scheme. Note that the numerical results
indicate an order of uniform convergence higher than this one proven in Theorem 1.

Table 2 Uniform errors and orders of convergence for the modified scheme given by (3)–(7)
and (10)

N D32 N D64 N D 128 N D 256 N D512 N D1;024 N D2;048 N D 4;096

d1;N 4.519E-02 1.330E-02 2.589E-03 3.307E-04 3.372E-05 3.241E-06 2.980E-07 2.641E-08
p1;uni 1.765 2.361 2.969 3.294 3.379 3.443 3.497
d2;N 9.864E-02 2.132E-02 2.666E-03 2.960E-04 2.994E-05 2.856E-06 2.615E-07 2.315E-08
p2;uni 2.210 2.999 3.171 3.305 3.390 3.449 3.498
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Table 3 Uniform errors and orders of convergence for the modified scheme given by (3)–(7)
and (10)

N D32 N D64 N D 128 N D 256 N D512 N D1;024 N D2;048 N D 4;096

d1;N 1.722E-01 8.145E-02 3.028E-02 8.314E-03 1.830E-03 3.500E-04 6.161E-05 1.049E-05
p1;uni 1.080 1.428 1.865 2.184 2.386 2.506 2.554
d2;N 6.890E-01 3.258E-01 1.211E-01 3.324E-02 7.306E-03 1.392E-03 2.418E-04 4.087E-05
p2;uni 1.081 1.428 1.865 2.186 2.392 2.525 2.565

4 The General Case: "1 � "2

In the general case, when the diffusion parameters can be different, the theoretical
question is more complicated. An important question is related with the decompo-
sition of the exact solution. In this case it is possible to find a decomposition into
a regular and singular part (see [5–7] for instance), but it is not clear how it is pos-
sible to obtain the bounds (11) for the regular component of the solution; note that
we need the bounds of the derivatives up to sixth order, to find appropriate bounds
for the local error associate to the scheme. Nevertheless, for us it is interesting to
confirm in practice that this scheme gives an order of uniform convergence bigger
than two.

Table 3 displays the results obtained with the new scheme when the diffusion
parameters are not equal. From this table we observe that the method gives an almost
third order uniformly convergent method, which is less than the order obtained in
the case of equal diffusion parameters.

Nevertheless, this method improves both the maximum errors and the numeri-
cal order of uniform convergence with respect to central finite difference scheme.
Because the modified finite difference scheme satisfies the maximum principle, hav-
ing appropriate bounds for the derivatives of the regular and singular part of the
solution, would allow us carry out the analysis of the local error, and therefore prove
the desired uniform convergence.

Acknowledgements This research was partially supported by the project MEC/FEDER MTM-
2007-63204 and the Diputación General de Aragón.
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A Patched Mesh Method for Singularly
Perturbed Reaction–Diffusion Equations

C. de Falco and E. O’Riordan

Abstract A singularly perturbed elliptic problem of reaction–diffusion type is
examined. The solution is decomposed into a sum of a regular component, boundary
layer components and corner layer components. Numerical approximations are gen-
erated separately for each of these components. These approximations are patched
together to form a global approximation to the solution of the continuous problem.
An asymptotic error bound in the pointwise maximum norm is established; whose
dependence on the values of the singular perturbation parameter is explicitly identi-
fied. Numerical results are presented to illustrate the performance of the numerical
method.

1 Introduction

Consider the singularly perturbed diffusion reaction problem

�" 4u.x/C b.x/ u.x/ D f .x/; x 2 � � Rd ; uj@� D g.x/; (1)

with 0<"<<1 and b.x/	ˇ > 0 for x 2 �. The solution displays boundary lay-
ers whose width depends on the parameter ". For d D 1 a very simple yet effective
strategy to construct parameter uniform numerical methods is the use of piecewise
uniform Shishkin meshes [1], i.e. meshes with a refinement region near the bound-
ary whose width is selected a priori to match the length-scale of the layer. In the
case of d D 2 and when the domain� is a rectangle, it is well established [1,3] that
the natural extension of this approach to a tensor product of two one dimensional
piecewise uniform Shishkin meshes yields a parameter uniform [1] second order
(ignoring logarithmic factors) rate of convergence. The extension of this approach to
other geometries is non-trivial. Curvilinear tensor product meshes [8] can deal with
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a limited set of geometries, while creating a single globally conforming unstructured
triangulation with a uniform refinement in the layer region can produce inefficient
or pathologically deformed meshes when " is small. Although such inconveniences
might be overcome by discretisation methods allowing for non conforming meshes
(see, e.g. [9, Chap. 2, Sect. 2.5]) at the interface between the interior and bound-
ary layer region, this would still involve producing a different triangulation for the
whole domain � for each value of ". This may require a significant computational
effort which, for general domains, may outweigh that required for the solution of the
discrete problem itself. To cope with these issues we investigate a method inspired
by Chimera Overset Grid Methods [2] and by the method of Patches of Finite Ele-
ments of [6]. Note that one cannot expect this general approach to be parameter
uniform without some modification that would resolve all layers within the solu-
tion. In contrast to the methods in [2, 6], which can be viewed as variants of the
Schwartz iterative technique, our approach makes use of an a priori expansion to
decompose the solution u of (1) into a sum of a regular component v, a set of
boundary layer components wq; qD 1; : : : nw and a set of corner layer compo-
nents zp ; pD 1; : : : nz . Each component is implicitly defined as the solution of
a boundary value problem. In this paper, we consider the case of " 
 CN�1,
where N d is the dimension of the discrete problem. Hence, quantities of order "
are considered negligible compared to the discretisation errors. In Sect. 3, the point-
wise bounds established on the layer components allow us identify subdomains or
patches �q; �p � �; qD 1; : : : nw ; pDnw C 1; : : : nw C nz outside of which a
component is negligible. This decomposition also allows one to compute a discrete
approximation to u by solving nw Cnz C 1 problems once without any further iter-
ation. Furthermore, as the decomposition is performed at the continuous level, this
approach does not pose restrictions on the method used to discretise each boundary
value problem. For example, in the case of the regular component defined in (4), one
could use the results in [10] to analyze the error (in the case of a sufficiently smooth
regular component) if one employed a finite element method on an unstructured
quasi-uniform mesh instead of the numerical method analyzed in Sects. 4 and 5,
which is based on a standard finite difference operator on a tensor product mesh. We
finally point out that, although in the sections below we present theoretical results
for a problem posed on the simple geometry of the unit square, the encouraging
numerical results presented in [4] and Sect. 6.2 indicate the practical viability of the
same approach for singularly perturbed problems on more complicated geometries.
Throughout the paper k � k denotes the global pointwise maximum norm over the
domain� and C is a constant independent of " and N .

2 Continuous Problem

Consider the singularly perturbed elliptic problem

L"u WD �"4uC b.x; y/u D f .x; y/; .x; y/ 2 � D .0; 1/2; (2a)

u D g; .x; y/ 2 @�; (2b)

f; b 2 C 4;˛.�/; g 2 C.@�/; b.x; y/ 	 ˇ > 0; .x; y/ 2 N�; (2c)
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where 0 < " 
 1 is a singular perturbation parameter. We adopt the following
notation for the edges and the boundary conditions:

@�1 D f.x; 0/j0 
 x 
 1g; @�2 D f.1; y/j0 
 y 
 1g;
@�3 D f.x; 1/j0 
 x 
 1g; @�4 D f.0; y/j0 
 y 
 1g;

g.x; y/ D gi .x/; .x; y/ 2 @�i ; i D 1; 3I g.x; y/ D gi .y/; .x; y/ 2 @�i ; i D 2; 4:

Assume further that gs 2 C 4;˛.Œ0; 1	/; sD 1; 2; 3; 4. From Han and Kellogg [7] and
Andreev [1] we note the following levels of compatibility conditions: for the corner
.0; 0/,

g1.0/ D g4.0/; (3a)

�"g00
1.0/� "g00

4.0/C b.0; 0/g1.0/ D f .0; 0/; (3b)

and similarly for the other corners. If (3a) is assumed at all four corners then u 2
C 1;˛.�/ and if (3a) and (3b) are assumed at all four corners then u 2 C 3;˛.�/. The
reduced solution u0 is defined via the reduced problem

b.x; y/u0.x; y/ D f .x; y/; .x; y/ 2 �:
The regular component v of u is the solution of the elliptic problem

L"v D f .x; y/; .x; y/ 2 �; v D u0; .x; y/ 2 @�: (4)

Note that the regular component can be written as vDu0 C "R, where

L"R D 4u0; .x; y/ 2 �; R D 0; .x; y/ 2 @�:
Hence R 2 C 0;˛.�/ \ C 2;˛.�/ and by the maximum principle kRk 
 C:

Remark 1. Note that at the corner .0; 0/ the necessary compatibility condition for
u 2 C 3;˛.�/ is that b.0; 0/u.0; 0/ D f .0; 0/C ".g00

4.0/C g00
1.0// which is that

u.0; 0/ � u0.0; 0/ D O."/: (5)

3 Solution Decomposition

The solution is decomposed into a sum of a regular component v, boundary layer
components wi .x; y/; i D 1; 2; 3; 4 and corner layer components zi .x; y/; i D 1; 2,
3, 4

u D v C
4X
iD1

wi �
4X
iD1

zi :
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Similar but different decompositions are given in [1, 3]. Note that v is defined in (4)
and the boundary layer functionw1 associated with the edge yD 0 is defined as the
solution of the problem

L"w1 D �".1� y/s00
1.x/; .x; y/ 2 �; (6a)

w1.0; y/ D q4.y/; w1.1; y/ D q2.y/; 0 
 y 
 1; (6b)

w1.x; 0/ D s1.x/ WD .u� v/.x; 0/; w1.x; 1/ D 0; 0 
 x 
 1; (6c)

�"q00
4 C b.0; y/q4 D 0; y 2 .0; 1/; q4.0/ D s1.0/; q4.1/ D 0 (6d)

�"q00
2 C b.1; y/q2 D 0; y 2 .0; 1/; q2.0/ D s1.1/; q2.1/ D 0: (6e)

Lemma 1. The solution of (6) satisfies the bounds

jw1.x; y/j 
 Ce�yp
ˇ=" C C".1� y/; (7a)��@iCjw1

@xi@yj

�� 
 C"�.iCj /=2; 1 
 i C j 
 3;

��@jw1
@xj

�� 
 C; j D 1; 2: (7b)

Proof. Note that

jq4.y/j 
 C js1.0/je�yp
ˇ="; jq2.y/j 
 C js1.1/je�yp

ˇ=":

Consider the following interpolant of the boundary data

h.x; y/ D.s1.x/ � s1.0/.1 � x//.1 � y/C .q4.y/ � q4.1/y/.1 � x/
C .q2.y/ � q2.0/.1� y//x:

Then
L"hD � ".1 � y/s00

1.x/C T .x; y/;

where T .x; y/ W D bh�.1�x/b.0; y/q4.y/�xb.1; y/q2.y/. Note that T .x; y/D 0

at each of the four corners. Then since L".w1 � h/D T .x; y/, we have sufficiently
compatibility (3b) for w1 2 C 3;˛.�/ and

j.w1 � h/.x; y/j 
 Cx.1 � x/:
Using the maximum principle and classical bounds on the derivatives [3] we have
that

jw1.x; y/j 
 Ce�yp
ˇ=" C C".1� y/;

��@iCjw1
@xi@yj

�� 
 C"�.iCj /=2; i C j 
 3:

Also jT .x; y/j 
 Cx.1 � x/, which implies that

ˇ̌@w1
@x

.0; y/
ˇ̌ 
 C;

ˇ̌@w1
@x

.1; y/
ˇ̌ 
 C;
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and using the differential equation (6a), we conclude that

ˇ̌@2w1
@x2

.0; y/
ˇ̌ 
 C.1 � y/js00

1.0/j;
ˇ̌@2w1
@x2

.1; y/
ˇ̌ 
 C.1� y/js00

1.1/j:

Since; L"
@w1

@x
D �".1 � y/s.3/1 .x/ � bxw1;

and L"
@2w1

@x2
D �".1 � y/s.4/1 .x/ � bxxw1 � 2bx @w1

@x
;

we can use the maximum principle to establish the bounds
�� @iw1

@xi

�� 
 C; i D 1; 2

on the derivatives orthogonal to the layer. �

Define the corner layer function z1 associated with the corner .0; 0/ as follows:

L"z1 D 0; .x; y/ 2 �; (8a)

z1.0; y/ D w1.0; y/ D q4.y/; z1.1; y/ D 0; 0 
 y 
 1; (8b)

z1.x; 0/ D w4.x; 0/ D q1.x/; z1.x; 1/ D 0; 0 
 x 
 1; (8c)

�"q00
1 C b.x; 0/q1 D 0; x 2 .0; 1/; q1.0/ D s1.0/; q1.1/ D 0: (8d)

Then z1 2 C 1;˛.�/ and we have that

jz1.x; y/j 
 Ce�xp
ˇ="e�yp

ˇ=": (9a)

Analogous bounds hold for the other boundary (corner) layer functions associated
with the other three edges (corners).

4 Discrete Algorithm

We employ the standard central finite difference operator

LNUN WD �".ı2x C ı2y/U
N C bUN D f;

which can also be generated from a standard finite element formulation on a struc-
tured tensor product grid with lumping as a quadrature rule. Here ı2x denotes the
classical three-point finite difference approximation to uxx on a non-uniform mesh.
We initially solve for an approximation NV to the regular component v on a uniform
coarse grid N�Nu D f.xi ; yj /jxi D i=N; yj D j=N; 0 
 i; j 
 N g. That is, the mesh
function V N is the solution of

LNV N D f; .xi ; yj / 2 �Nu I V N D v; .xi ; yj / 2 @� \ N�Nu :
A global approximation to v is a simple interpolant of the form
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NV D
X
i;j

V N .xi ; yj /�i .x/ j .y/;

where �i .x/ and  j .y/ are the standard hat functions associated with xi and
yj respectively. Define the following subdomains: �1 D .0; 1/ � .0; �/; �2 D
.1 � �; 1/ � .0; 1/; �3 D .0; 1/ � .1 � �; 1/;�4 D .0; �/ � .0; 1/: On each
of these subdomains we define a tensor product of two uniform meshes. That is,
N�N1 WD f.xi ; yj /jxi D i=N; yj D j�=N; 0 
 i; j 
 N g; where the Shishkin
transition parameter � is taken to be

� WD min



1; 2

r
"

ˇ
lnN

�
: (10)

The nodal values of an approximation NW1 (defined solely on the layer region N�1) to
the boundary layer function w1 are computed by solving

LNW N
1 D 0; .xi ; yj / 2 �N1 ;

W N
1 .0; yj / D s1.0/e

�yj

p
b.0;0/="; W N

1 .1; yj / D s1.1/�
�1.� � yj /; 0
yj 
 �;

W N
1 .xi ; 0/ D s1.xi /; W

N
1 .xi ; �/ D W N

1 .0; �/.1 � xi /CW N
1 .1; �/xi ; 0<xi <1:

The nodal values of an approximation NZ1 (defined solely on the corner layer region
N�5 � N�1 \ N�4) to the corner layer function z1 are computed by solving

LNZN1 D 0; .xi ; yj / 2 �N1 \�N4 ;

ZN1 .0; yj / D W N
1 .0; yj /; Z

N
1 .�; yj / D ��1W N

4 .0; �/.� � yj /; 0 
 yj 
 �;

ZN1 .xi ; 0/ D W N
4 .xi ; 0/; Z

N
1 .xi ; �/ D ��1W N

1 .0; �/.� � xi /; 0 < xi < �:
The approximations to the other six layer functions are defined analogously. The
approximation NU to the solution is patched together using the sum

NU D NV C
4X
iD1

NWi �
4X
iD1

NZi :

5 Error Analysis

Theorem 1. For the solution of (2a) and the approximation defined in Sect. 4

ku � NU k 
 CN�1 lnN C C
p
":

Proof. Note that on the coarse uniform mesh �Nu
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LN .u0 � V N /.xi ; yj /

ˇ̌ D ˇ̌
.LN � L"/u0.xi ; yj /

ˇ̌C C"; .xi ; yj / 2 �Nu

 CN�2"C C" 
 CN�2"C C":

Then
kv � NV k 
 kv � u0k C ku0 � NV k 
 CN�2"C C"C CN�2: (11)

Within the boundary layer region�N1 , by (6) and the bounds in Lemma 1, we have
thatˇ̌
LN .w1 �W N

1 /.xi ; yj /
ˇ̌ D ˇ̌

.LN � L"/w1.xi ; yj /
ˇ̌C C" 
 CN�1 lnN C C":

Note that, if ‰.y/ WD s1.0/e
�yp

b.0;0/=" then .‰ � q4/.0/ D 0,

�".‰.y/� q4.y//
00 C b.0; y/.‰.y/� q4.y// D .b.0; y/ � b.0; 0//‰.y/;

and j.b.0; y/ � b.0; 0//j‰.y/ 
 C
p
". From this, on the boundary @�N1 we have

j.W N
1 �w1/.0; yj /j 
 C

p
"; j.W N

1 � w1/.1; yj /j 
 C
p
"; 0 
 yj 
 �;

.W N
1 � w1/.xi ; 0/ D 0; .W N

1 � w1/.xi ; �/j 
 CN�2 C C"; 0 < xi < 1:

Then we can conclude that over the entire domain�

kw1 � NW1k 
 C.N�1 lnN C p
"/: (12)

Within the corner region, we follow closely the approach of Andreev [1]. We first
further decompose the corner layer function z1. Let z1 D q1.x/q4.y/Cz00Cp

"R2,
where

jL"R2j D j.b.0; 0/�L"/q1.x/q4.y/j 
 C
p
q1.x/q4.y/; R2 D 0; .x; y/ 2 @�

L"z00 D b.0; 0/q1.x/q4.y/; .x; y/ 2 �; z00 D 0; .x; y/ 2 @�:
Note that jz00.x; y/j 
 Cq1.x/q4.y/. The discrete version of this secondary
decomposition is

ZN1 D q1.xi /q4.yj /CZN00 C p
"RN2

LNZN00 D b.0; 0/q1.xi /q4.yj /C .L" �LN /q1.xi /q4.yj /; .xi ; yj / 2 �N1 \�N4 ;
ZN00 D 0; .xi ; yj / 2 @.�N1 \�N4 /:

Hence jRN2 j 
 C and on the boundary of the corner patch we have that

jRN2 .xi ; yj /j 
 C.N�1 lnN C p
"/; .xi ; yj / 2 @.�N1 \�N4 /:

It remains to estimate the error in jz0;0�ZN0;0j. Set � W D P
.xi ;yj /2�N

1
\�N

4
j.LN �

L"/z0;0.xi ; jj /j: We decompose z00 as in [1, Theorem 2.1], (�1;1 D � b.0; 0/,
�1;2 D 0) and from [1, p. 962], we have that � 
 C lnN: In the corner layer
region, we then bound the nodal error using the discrete stability bound given in [1,
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Theorem 3.1], as follows

jz0;0 �ZN0;0j 
 CN�2.lnN/4 C CN�2 lnNX
.xi ;yj /2�N

1
\�N

4

jLN .z0;0 �ZN0;0/.xi ; yj /j


 CN�2.lnN/4 C CN�2 lnNX
.xi ;yj /2�N

1
\�N

4

j.L" �LN /q1.xi /q4.yj /j


 CN�2.lnN/4 C CN�2 lnNX
.xi ;yj /2�N

1
\�N

4

h2

"
e�xi�1

p
ˇ="e�yj �1

p
ˇ="


 CN�2.lnN/4 C CN�2 lnN

 �

1 � e�

�2
; � D h

p
ˇ="; h D �=N


 CN�2.lnN/4:

By explicitly differentiating the leading term in the representation given in [1,
Theorem 2.1], we can deduce the following bound on the first derivatives:

��@iCj z0;0
@xi@yj

�� 
 C"�1=2; i C j D 1:

Use of the interpolation bound in [11, Lemma 4.1] completes the proof. �

Remark 2. It is worth noting that if the additional compatibility conditions (3b) are
assumed to hold at all four corners, then js1.0/j 
 C" and js1.1/j 
 C". It follows
that is not necessary to patch in the corners (i.e. it is not required to compute Z) in
order to derive the following error bound

ku � NU k 
 CN�1 lnN C C":

6 Numerical Results

6.1 Test Example 1

We consider a particular example of problem (2a) with the following coefficients:

b.x; y/ D 1C x2y2; f .x; y/ D 1C 2xy (13)

and boundary data

g1.x/ � g4.y/ � 1; g3 D 1 � x2; g2 D 1 � y2: (14)
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Table 1 Parameter-uniform global two-mesh differencesDN and rates 
N on a patched mesh for
test example 1 over the range R" D Œ2�40; 2�7 


N 25 26 27 28 29

DN 1:16 � 10�2 2:92� 10�3 7:32 � 10�4 1:83 � 10�4 4:57� 10�5


N 1.99 2.00 2.00 2.00

Note that in this particular example the zero level compatibility conditions (3a) are
satisfied at all four corners, but the compatibility condition at the first level (corre-
sponding to (3b)) is not satisfied at the corner .1; 1/. Tensor product meshes with N
steps in each direction are used both for the boundary and corner patches, while a
triangular mesh withN 2 degrees of freedom is used in computing an approximation
to the regular component over the entire domain. The convergence behaviour of the
numerical method is reported in Table 1 where the global two mesh differencesDN

and the approximate uniform rates of convergence �N were computed over a certain
range R" of values for ", using

DN WD max
"2R"

k NUN � NU 2N k �10N
S

; �N WD log2
DN

D2N
:

Here�10NS is a tensor product piecewise-uniform Shishkin mesh [3] with 10N ele-
ments in each coordinate direction. We choose to measure the difference between
the two interpolants on this finer mesh �10NS , as the maximum difference between
the two interpolants may not occur over the set of mesh points �N [ �2N . The
computed uniform rate of convergence for this example is greater than what is
established theoretically in Theorem 1.

6.2 Test Example 2

To assess the applicability of the patched mesh method to a problem posed on a
non-rectangular domain, we consider a problem of the form (1) set in a domain
� � �1 [�2 with �1 � .�1; 1/ � .�1; 0/ and �2 � ˚

.x; y/jx2 C y2 < 1
�
. For

this test example, the coefficients b, f and g are given by(
f .x; y/ D b.x; y/ D 1; .x; y/ 2 �
g.x; y/ D 2�tanh.12y/�tanh.12/

2
; .x; y/ 2 @�:

For this choice of data no boundary layer occurs near the side yD � 1. Let @�L W
D @� n f.x;�1/; 0 < x < 1g be the remainder of the boundary. The patch for this
problem is taken to be N�p W D fx 2 N�jdist.x; @�L/ 
 �g, where � is as given in
(10).

The solution to this second test example is shown in Fig. 1b, while Tables 2
and 3 show the performance of the patched mesh method and of a standard finite
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Fig. 1 Computed solutions to the two test examples using a patched mesh method withN D 64

Table 2 Parameter-uniform global two-mesh differencesDN and rates 
N on a patched mesh for
test example 2 over the range R" D 10�4Œ2�20; 1 


N 24 25 26 27 28

DN 1:47 � 10�2 5:61 � 10�3 1:99 � 10�3 6:77 � 10�4 2:22� 10�4


N 0.91 1.26 1.67 2.12

Table 3 Parameter-uniform global two-mesh differences DN and rates 
N of a standard finite
element method on a quasi-uniform mesh for test example 2 over the rangeR" D 10�4Œ2�20; 1 


N 24 25 26 27 28

DN 0:257 0:684 0:58 0:437 0.471


N 1:58 0:00 �0:04 0:44

element method on a quasi uniform mesh respectively. The rates in Table 2 suggest
that the patched method is parameter uniform for this problem, which contrasts with
the apparent lack of uniform convergence displayed in Table 3 for a standard finite
element method on a quasi-uniform mesh.
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Singularly Perturbed Reaction–Diffusion
Problem with a Boundary Turning Point

C. de Falco and E. O’Riordan

Abstract Parameter uniform numerical methods for singularly perturbed reaction
diffusion problems have been examined extensively in the literature. By using layer
adapted meshes of Bakhvalov or Shishkin type, it is now well established that one
can achieve second order (or almost second order in the case of the simpler Shishkin
meshes) parameter uniform convergence globally in the pointwise maximum norm.
Note that, in proving such results, it is often assumed that the coefficient of the
reactive term is strictly positive throughout the domain. In this paper, we examine a
problem where the reaction coefficient is zero on parts of the boundary.

1 Introduction

Parameter-uniform [6] numerical methods for singularly perturbed reaction diffu-
sion problems of the form

�"4uC bu D f; x 2 �; u D g; x 2 @�; (1)

have been examined extensively [1–3, 10]. By using layer adapted meshes of
Bakhvalov [2] or Shishkin [10] type, it is well established that one obtains second
order (or almost second order in the case of the simpler Shishkin meshes) uniform
convergence globally in the pointwise maximum norm. Note that, normally one
assumes that

b.x/ 	 ˇ > 0; 8x 2 �: (2)

In this paper, we examine a problem where b is zero on parts of the boundary @� and
also depends on ". We are interested in the necessary modifications required when
using a piecewise-uniform Shishkin mesh and in the subsequent error analysis.
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As for a possible application of the results presented here, in [5] a method was
presented for computing the differential capacitance of Metal Oxide Semiconductor
(MOS) structure and the advantage of using a layer-adapted mesh was shown to be
non negligible for values of the coefficients within a physically reasonable range.
The simple example presented in the numerical experiments of Sect. 4 demonstrates
that similar benefits are to be expected if the model of [5] is extended to take into
account quantization effects [4, 7].

Notation: Throughout this paper C (sometimes subscripted) denotes a generic
constant that is independent of " and N . We also use the following notation

jf jk WD max
x2.0;1/

jd
kf

dxk
.x/j and kf k WD max

x2Œ0;1

jf .x/j:

2 Continuous Problem

Consider the following two point boundary value problem

Lu WD �"u00 C b.xI "/u D f .x/; x 2 � D .0; 1/; (3a)

b.xI "/ 	 0; x 2 N�; u.0/ D u0; u.1/ D u1; (3b)

where f; b are sufficiently smooth and the coefficient b satisfies the following

b.0I "/ D 0I jbjk 
 C"�k=2; k 
 2; (3c)

.1 � �/b.xI "/C p
"
p
�.

p
b/0.xI "/ 	 m > 0; 0 < � < 1; (3d)

jb.xI "/� b.xI 0/j 
 Me
�x

q
�
" ; � 	 �kbk; (3e)

b.xI 0/ WD lim
"!0

b.xI "/; 8x 2 N�: (3f)

For any specific b, we will need to identify the parameters m;M; �; � . We note in
passing that we do not assume that f .0/ D 0. We adopt the following notation for
the following particular ordering of the two limits

b.0I 0/ WD lim
x!0



lim
"!0

b.xI "/�:
From the above assumptions on b, the function y WD p

b satisfies the following
singularly perturbed nonlinear Riccati equation

p
�

p
"y0 C .1 � �/y2 D g2; x > 0; y.0/ D 0:

We construct a lower solution y for y of the form y D C1.1�e�xp �
" /; C1 
 kgk;

where C1 > 0 is such that



Reaction–Diffusion Problem with a Boundary Turning Point 131

p
�

p
"y 0 C .1 � �/y2 D C1�.e

�t CK1.1 � e�t /2/ 
 m;

and t WD x

r
�

"
; �K1 WD C1.1 � �/:

For the function h.t/ D e�t CK1.1 � e�t /2; t 	 0, we note that

min



K1; 1 � 1

4K1

�

 h.t/ 
 maxf1;K1g:

Hence, p
�

p
"y0 C .1 � �/y2 
 C1 maxf�; C1.1 � �/g:

Thus, the choice of

C1 WD min



m

�
;

r
m

1� �

�
(4)

suffices for y to be a lower solution. It follows that, from (3c) and (3d) thatp
b.xI "/ 	 C1.1 � e�xp �

" /; x 2 Œ0; 1	; (5a)

b.xI "/ 	 ˇ WD C 21 .1 � e�1/2 > 0; x 	
r
"

�
: (5b)

Note that (5a) implies that b.xI 0/ > 0; x 2 Œ0; 1	.
The standard maximum principle [9] is still valid for the linear differential oper-

ator L. That is, if w 2 C 0. N�/ \ C 2.�/;w.0/ 	 0;w.1/ 	 0; and for all
x 2 �; Lw 	 0, then w 	 0 for all x 2 N�.

Lemma 1. For all k; 0 
 k 
 4; jujk 
 C


1C "�k=2�, where u is the solution of

problem (3).

Proof. Consider the following barrier function

�.x/ D A� C B�.1 � e�p
�
" x/ 	 A�;

where A�; B� and � are positive constants specified below. Note that, outside the
layer region, if ˇA� 	 kf k, then

L�.x/ 	 ˇ�.x/ 	 kf k; x 	
r
"

�
:

In the layer region, where x 

q

"
�

, we have that

L�.x/ D b� C B��e�xp �
" 	 B�.� � b/e�xp �

" 	 B�.�� kbk/e�
q

�
� 	 kf k;

if � 	 kbk and B�.� � kbk/ 	 kf ke
q

�
� . We can choose � D � C kbk, then by an

appropriate choice of A� and B� we deduce the stability bound
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kuk 
 maxfkf k
ˇ
; ju0j; ju1jg C kf k

�
e

q
1C kbk

� .1 � e�x
q

�Ckbk
" /:

Recall that (3c) allows the derivatives of the coefficient b to depend adversely on
". Hence, as we derive parameter explicit bounds on the derivatives of u below,
we need to identify how the error constants in these bounds depend on b and its
derivatives explicitly. To bound the first derivative of uwe use an argument from [2].
Let x 2 � and construct a neighbourhoodNx D .a; aC p

"/ such that x 2 Nx and
Nx � �. Then, by the mean value theorem, for some y 2 NNx,

u.a C p
"/ � u.a/p
"

D u0.y/:

It follows that ju0.y/j 
 2"�1=2kukNx

 2kuk"�1=2: Now

u0.x/ D u0.y/C
Z x

y

u00.�/d� D u0.y/C "�1
Z x

y

.f � bu/.�/ d�

and so
ku0k 
 
kf k C .2C kbk/kuk�"�1=2:

The bounds on the higher derivatives are obtained using the differential equation
(3a) and (3c). Note that

"1=2juj1 
 kf k C .2C kbk/kukI "juj2 
 kf k C kbkkukI
"3=2juj3 
 kbkkf k C p

"jf j1 C .kbk.2C kbk/C p
"jbj1/kukI

"2juj4 
 "

jf j2 C kbkjuj2 C 2jbj1juj1 C kukjbj2

�

 "jf j2 C kbk"juj2 C 2

p
"jbj1

p
"juj1 C kuk"jbj2:

�

Define the associated operator

L1!.x/ WD .�"!00 C b.xI 0/!/; x 2 �; b.xI 0/ 	 ˇ > 0:

Decompose the solution into three components of the form

u.x/ D v.x/C wL.x/CwR.x/;

where

L1v D f; x 2 �; v.0/ D f .0/

b.0I 0/; v.1/ D f .1/

b.1I 0/;
LwL D .L1 � L/v; x 2 �; wL.0/ D u.0/ � v.0/; wL.1/ D 0;

LwR D 0; x 2 �; wR.0/ D 0; wR.1/ D u.1/ � v.1/:
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The boundary conditions for the regular component v have been selected [8] so that

jvjk 
 C
kf k
ˇ
.1C "1�k=2/; k 
 4: (6)

Lemma 2. The layer components wL; wR in the solution of problem (3) satisfy the
following bounds

jwL.x/j 
 Ce� R x
0

q
�b.tI"/

"
dt ; jwR.x/j 
 Ce�

q
ˇ
"
.1�x/; (7a)

jwLjk 
 C"�k=2; jwRjk 
 C"�k=2; 1 
 k 
 4: (7b)

Proof. To obtain the pointwise bound on wL.x/, use the barrier function

‰L.x/ D K2e
� R x

0

q
�b.tI"/

"
dt
; K2 D maxfM

m
kvk; ju.0/ � v.0/jg;

which satisfies

L‰L D 

b.xI "/.1 � �/C p

�".
p
b.xI "//0�‰L 	 m‰L

	 M kvke�x
q

�
" 	 j.L �L1/vj:

To obtain the pointwise bound on wR.x/ use the barrier function

‰R.x/ D K3e
�
q

ˇ
" .1�x/ CK4e

�
q

ˇ
" .1 � e�

q
1Ckbk

"
x/:

Outside the left layer, we have that

L‰R.x/ 	 K3.b � ˇ/e�
q

ˇ
" .1�x/ 	 0; x 	

r
"

�
;

and within the left layer, for x 

q

"
�

,

L‰R.x/ 	 K4e
�
q

ˇ
" .1C kbk � b/e�

q
1Ckbk

"
x �K3ˇe

�
q

ˇ
"
.1�x/

	 K4e
�
q

ˇ
" e

�
q

1Ckbk
� �K3ˇe

�
q

ˇ
" e

q
ˇ
� 	 0;

when we choose K4 such that K4 	 K3ˇe

q
1Ckbk

� e

q
ˇ
� and K3 	 ju.1/ � v.1/j:

The bounds on the derivatives are derived as in the proof of Lemma 1. �

3 Discrete Problem

On the domain � a piecewise-uniform Shishkin mesh [1] of N mesh intervals is
constructed in the usual way. The domain� is subdivided into the three subintervals
Œ0; �1	; Œ�1; 1 � �2	 and Œ1 � �2; 1	: On Œ0; �1	 and Œ1 � �2; 1	 a uniform mesh with
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N
4

mesh-intervals is placed, while Œ�1; 1 � �2	 has a uniform mesh with N
2

mesh-
intervals. The interior mesh points are denoted by �N" and hi WD xi � xi�1 is the
mesh step. Let

�1 WD min



1

4
; �

�
; �2 WD min



1

4
; 2

r
"

ˇ
lnN

�
: (8a)

Our transition point � in our Shishkin mesh will be chosen such thatZ �

0

p
�b.t I "/ dt 	 2

p
" lnN:

For example, based on the lower bound on
p
b in (5) we take,

� 	
p
"p
�
.1C 2

C1
lnN/; C1 D min


r
m

1 � �
;
m

�

�
: (8b)

The discrete problem is: Find U such that

LNU.xi / WD �"ı2U.xi /C b.xi I "/U.xi / D f .xi /; xi 2 �N" ; (9a)

U.0/ D u.0/; U".1/ D u".1/; (9b)

where ı2Z.xi / WD 
Z.xiC1/�Z.xi /

hiC1
� Z.xi /�Z.xi�1/

hi

� 2

hi C hiC1
:

The finite difference operator LN satisfies a discrete comparison principle. That is
for any mesh function Z, if LNZ.xi / 	 0 for all xi 2 �N" ; Z.0/ 	 0;Z.1/ 	 0

then Z.xi / 	 0 for all xi 2 �N" .

Lemma 3. For any mesh function Z then

kZk 
 C.kLNZk C jZ.0/j C jZ.1/j/:
Proof. Consider the following barrier function

ˆ.xi / D B�
1 .1�W.xi //C maxfkLNZk

ˇ
; ju0j; ju1jg; W.xi / WD …ijD1.1C hj

r



"
/�1;

where B�
1 ; 
 are specified below. Note thatW.xi / 	 e�xi

q
�
" and

LNˆ.xi / D bˆ.xi /C B�
1

2
hiC1
hi C hiC1

W.xiC1/:

We note that outside the layer, LNˆ.xi / 	 kLNZk; xi 	 p
"��1: In the layer

region, where xi <
p
"��1, we have that hiC1 D hi DW h and for sufficiently

largeN
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h

r



"

 8

p



C1
p
�
N�1 lnN C 4

p

p
�
N�1 
 ln 2:

Hence, we have that

LNˆ.xi / 	 bˆC B�
1




2
W.xiC1/ 	 B�

1 .
W.xiC1/� kbkW.xi //

	 B�
1 .
.1C ln 2/�1 � kbk/e�xi

q
�
"

	 B�
1 .
.1C ln 2/�1 � kbk/e�

q
�
� 	 kLNZk;

if we choose 
 D .1C ln 2/kbk C � and �B�
1 D .1C ln 2/kLNZke

q
�
� : �

The discrete solution is decomposed analogously to the continuous solution. That is

U.xi / D V.xi /CWL.xi /CWR.xi /;

where V.0/ D v.0/; V .1/ D v.1/; WL.0/ D wL.0/;WL.1/ D 0; WR.0/ D 0,
WR.1/ D wR.1/ and

LN1 V D f; LNWL D .LN1 �LN /V; LNWR D 0; xi 2 �N" :
From the bounds on the derivatives of the components and Lemma 3, we can follow
the argument in [8] to deduce that

k NU � uk 
 C.N�1 lnN/2; (10)

where NU is the piecewise linear interpolant of the discrete solution U of the discrete
problem (9) and u is the solution of the continuous problem (3).

4 Numerical Experiments

As mentioned in the introduction, a physical problem whose numerical approxima-
tion requires relaxing the hypothesis (2) is that of computing the capacitance of an
MOS structure where energy quantization in the inversion layer is to be taken into
account. By choosing to model such quantization effects following the approach
of [7] and performing the scaling and linearization procedure presented in [5], this
problem leads to an equation of the form

�"u00 C eA.x/.1� e�x2=�2

/u D f .x/;

where A.x/ is the scaled electric potential, � is the scaled electron wavelength and
the semiconductor insulator interface is placed at x D 0. Rescaling we get

�"e�Au00 C .1 � e�x2=�2

/u D e�Af .x/; b.xI�/ D 1 � e�t ; t WD x2=�2: (11a)
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We set A to be constant and below we will see that it is necessary that

�2 D C": (11b)

Let us check that finite valuesm�;M �; ��; �� exist for the parametersm;M; �; � so
that the constraints (3c)–(3e) on the coefficient of the zero order term are satisfied,
which are required by the theory in the preceding sections. Introduce the additional
parameter ˛0 defined by eA�2 DW ˛0". Observe that

b.0I "/ D 0I jbjk 
 C.�2/�k=2; k 
 2; kbk 
 1;

.1 � �/b C
q
�"e�A.

p
b/0 D .1 � �/.1 � e�t /C

s
�"e�A
�2

p
te�t .1 � e�t /�1=2

D
r
�

˛0



K.1 � e�t /C p

te�t .1 � e�t /�1=2
�
; K D .1 � �/

r
˛0

�
:

Note that K.1 � e�t /C p
te�t .1 � e�t /�1=2 	 minf1;Kg:We then have that

.1 � �/b C
q
�"e�A.

p
b/0 	 minf1� �;

p
�p
˛0

g DW m�:

For all ˛0 > 0, we can choose 0 < �� < 1 so that

1 � �� D
p
��

p
˛0
:

Hence, p
�� WD 2

p
˛0p

1C 4˛0 C 1
and m� WD 1 � ��: (12)

Let us examine condition (3e)

b.xI "/ � b.xI 0/ D e�t 
 Me�p
�˛0t ; � 	 �:

Then, we choose M � and �� so that, �� WD �� and M � WD e0:25�
�˛0 : Under these

constraints, we take the transition point in (8) to be

� D
s
eA �2

˛0��

26641C 2 ln .N /

min



1;
1 � ��

��

�
3775 ; (13)

where

eA�2 DW ˛0" and
p
�� D 2

p
˛0p

1C 4˛0 C 1
:
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(a) Computed NU.x/ of 14
(b) Coefficient b.xI �/ of 14

Fig. 1 The computed approximations NU.x/ of (14), using N D 4;096, and the coefficient
b.xI "/ for several different values of " over the interval Œ0;0:01


Note that if �2 is not bounded above by C" then M � ! 1 as " ! 0 and so the
above error bounds are not uniformly bounded. Hence we require that �2 D O."/:
Below we present numerical results for the particular problem

�"u00 C .1 � e�x2=�2

/u D 1; �2 D 0:09"; (14a)

u.0/ D 0; u.1/ D .1 � e�1=�2

/�1: (14b)

The boundary condition at x D 1 means that there will be no layer in the vicinity
of x D 1 and so it suffices to have �2 D 0:25, �1 D min f0:5; �g and to place N=2
mesh points in the intervals Œ0; �1	, Œ�1; 1	, in this case. In Fig. 1, plots of the layer
and of the coefficient b.xI "/ are displayed for several values of ".

In Table 1, both the global and the nodal orders of convergence are estimated over
the parameter range " D 20; 2�1; : : : ; 2�20, using the double mesh principle [6]. The
computed "-uniform orders of convergence displayed are in line with the theoretical
"-uniform global convergence rate stated in the error bound (10).
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Examination of the Performance of Robust
Numerical Methods for Singularly Perturbed
Quasilinear Problems with Interior Layers

P.A. Farrell and E. O’Riordan

Abstract Parameter-robust numerical methods for a particular class of singularly
perturbed quasilinear boundary value problems were constructed and analysed in
Farrell et al. (Math Comp 78:103–127, 2009). Certain constraints were imposed
in Farrell et al. (Math Comp 78:103–127, 2009) on the data to establish the final
theoretical error bound. In this companion paper to Farrell et al. (Math Comp
78:103–127, 2009), the parameter-uniform performance of the numerical method
is examined (via numerical experiments) when one or more of these constraints are
violated. The numerical results in this paper suggest that the numerical approxi-
mations converge for a wider class of problems to that covered by the theoretical
convergence analysis in Farrell et al. (Math Comp 78:103–127, 2009).

1 Continuous Problem Class

Convection–diffusion equations of the form .�"ux/x C .g.u//x D f .x/, with a
nonlinearity of the type g.u/ D u2, arise in numerous applications involving fluid
dynamics. In this paper we examine the numerical performance of parameter-robust
numerical methods [1] for the following class of quasilinear singularly perturbed
boundary value problems: Let�� WD .0; d/; �C WD .d; 1/ and find u" 2 C 1. N�/\
C 2.�� [�C/ such that

"u00
" C b.x; u/u0

" D f; for all x 2 �� [�C; (1a)

u".0/ D A; u".1/ D B; (1b)
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b.x; u/ D
(
b1.u/ D �1C cu; x < d

b2.u/ D 1C cu; x > d
; f .x/ D

( �ı1; x < d
ı2; x > d

(1c)

�1 < u".0/ < 0; 0 < u".1/ < 1; < c 
 1; (1d)

where c is a positive constant and ı1; ı2 are non-negative constants. Note the strict
inequalities in (1d), which are imposed in order to ensure that the solution exhibits a
standard convex–concave (or S-type) shock layer, as opposed to a concave–convex
(or Z-type) layer (cf. [3, pp. 15–16]).

This paper is a companion paper to [2], where asymptotic error bounds for the
numerical method examined in this paper were established. In order to guarantee
existence and uniqueness of the solution of the continuous problem, additional con-
ditions on the magnitudes of kf k and the boundary values ju".0/j; ju".1/j were
imposed in [2]. Further restrictions are required in the theoretical analysis in [2] to
prove uniform in " convergence of the numerical method described below. These
conditions are stated in (4) and (10).

The reduced solution v0 W Œ0; 1	 ! .�1; 1/ is defined to be the solution of the
following nonlinear first order problem

b.v0; x/v
0
0 D f; x 2 �� [�C; v0.0/ D u".0/; v0.1/ D u".1/: (2)

A unique reduced solution v0 with the additional sign-pattern property of v0.x/
< 0; x 2 ��I v0.x/ > 0; x 2 �C exists if the conditions [2]

ı1d < �u".0/C 0:5cu2" .0/; ı2.1 � d/ < u".1/C 0:5cu2" .1/; (3)

are satisfied by the data. For a unique solution of the full continuous problem to
exist it suffices [2] that

ı1d < �u".0/; ı2.1 � d/ < u".1/; (4a)

u".1/� u".0/ < 1=c C minf ı1d

1� cu".0/
;
ı2.1 � d/
1C cu".1/

g: (4b)

Let C1 be the class of problems defined by (1), (3); C2 be the class of prob-
lems defined by (1), (4) and C3 be the class of problems defined by (1), (4)
and (10). Note that (4a) implies (3) and hence C3 � C2 � C1. The proof of
parameter uniform convergence of the numerical approximations given in [2, The-
orem 6.2] restricts the problem to the smallest of these three classes C3. Figure 1
displays some typical solutions for two problems in C3, with " D 0:000001; d D
0:25; ı2 D 0:13; u".0/ D �0:09 and u".1/ D 0:098. The left one is for a prob-
lem with ı1 D 0:1 and the right one for a problem with ı1 D 0:35. In this
paper, we examine (via numerical experiments) the parameter-uniform performance
of the numerical method when one or more of the conditions (3), (4) or (10) are
violated.
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Fig. 1 Solution of (1) for sample problems in C3

Furthermore, we deduce in [2] that for the solution to a problem in C2 we have
that

jb1.u"/j > �1 WD maxf�cu".0/; 1� cu".1/g; x 
 d I (5a)

b2.u"/ > �2 WD maxfcu".1/; 1C cu".0/g; x 	 d: (5b)

Lemma 1 ([2]). Assume the problem is in C2. The solution can be written as a linear
sum of the form u" D v"Cw", where for each integer k, satisfying 1 
 k 
 3, these
components satisfy the following bounds,

kv"k 
 C; kv.k/" k��[�C 
 C.1C "2�k/;

jŒv"	.d /j 
 C; jŒv0
"	.d /j 
 C; jŒv00

" 	.d /j 
 C;

jw.k/" .x/j 



C"�ke�.d�x/�1="; x 2 ��;
C "�ke�.x�d/�2="; x 2 �C;

where C is a constant independent of ".

2 Numerical Method

The domain� is subdivided into the four subintervals

Œ0; d � �1	 [ Œd � �1; d 	[ Œd; d C �2	 [ Œd C �2; 1	; (6a)

for some �1; �2 that satisfy 0 < �1 
 d
2

, 0 < �2 
 1�d
2

. On each of the four
subintervals a uniform mesh with N

4
mesh-intervals is placed. The interior mesh

points are denoted by

�N" WD fxi W 1 
 i 
 N � 1; i ¤ N=2g: (6b)
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Clearly xN
2

D d , �
N

" D fxi gN0 and �1; �2 are taken to be the following

�1 WD min



d

2
; 2

"

�1
lnN

�
; �2 WD min



1 � d

2
; 2

"

�2
lnN

�
; (6c)

whose choice can be motivated from (5) and the earlier bounds on w.k/" . Then the
fitted mesh method for problem .1/ is: Find a mesh function U" such that

"ı2U".xi /C b.xi ; U".xi //DU".xi / D f .xi / for all xi 2 �N" ; (7a)

U".0/ D u".0/; U".1/ D u".1/; (7b)

D�U".xN
2
/ D DCU".xN

2
/; (7c)

where

ı2Zi D DCZi �D�Zi
.xiC1 � xi�1/=2

; DZi D


D�Zi ; i < N=2;

DCZi ; i > N=2;

DC and D� are the standard forward and backward finite difference operators,
respectively. In order to solve this nonlinear finite difference scheme we use a variant
of the continuation method from [1, Sect. 10.3].

."ı2x C b.xi ; U".xi ; tj�1//D�D�
t /U".xi ; tj /Df .xi /; xi ¤ d; jD1; :::K; (8a)

D�
x U".d; tj / D DC

x U".d; tj /; j D 1; : : :K; (8b)

U".0; tj / D u".0/; U".1; tj / D u".1/ for all j; (8c)

U".x; 0/ D u.0/C .u.1/ � u.0//x; (8d)

and D�
t is the standard backward finite difference operator in time. The choices

of the uniform time-like step k D tj � tj�1 and the number of iterations K are
determined as follows. Defining

e.j / WD max
1	i	N

jU".xi ; tj /� U".xi ; tj�1/j=k; for j D 1; 2; � � � ; K (9a)

the time-like step k is chosen sufficiently small so that

e.j / 
 e.j � 1/; for all j satisfying 1 < j 
 K: (9b)

Then the number of iterationsK is chosen such that

e.K/ 
 TOL WD 10�7: (9c)

The numerical solution is computed using the following algorithm. Start from t0
with the initial timestep k D 1:0. If, at some value of j , (9b) is not satisfied, then
discard the timestep from tj�1 to tj and restart from tj�1 with half the time step, that
is knew D k=2, and continue halving the timestep until one finds a k for which (9b)
is satisfied. Assuming that (9b) is satisfied at each timestep, continue until either
(9c) is satisfied or tj D 1;000. If (9c) is not satisfied, we repeat the entire process
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again from t0, halving the initial timestep k to k D 0:5. If the process still stalls,
we restart from t0 again halving the initial timestep. If (9c) is satisfied the resulting
values of U".x;K/ are taken as the approximations to the solution of the continuous
problem.

The same conditions required for existence of the solution of the full continuous
problem are also sufficient for the existence (but not uniqueness) of the solution of
the discrete nonlinear problem.

In [2], it is established that, providingN is sufficiently large and " is sufficiently
small, independently of each other, under the further implicit restriction that

b2.xi ; U"/� 4"cu0
" > 0; xi ¤ d; (10)

we can prove a uniform in " error bound at all the mesh points of the form

kU" � u"k� 
 CN�1.lnN/2; (11)

where u" is the continuous solution, U" is a discrete solution of (7), and C is a
constant independent ofN and ". The condition (10) is implicit as the exact solution
u" is, in general, unknown.

3 Robustness of the Solution Method

Example 1. For the uniform convergence result (11) to be valid, [2] requires that (4)
and (10) must be satisfied. For example, if

c D 1; ı1d < �u".0/ < 0:1 and ı2.1 � d/ < u".1/ < 0:1
then the data constraints (4) and (10) in C3 are both satisfied. Thus a problem with

d D 0:25; ı2 D 0:13; ı1 < 0:4; 0:0975 < u".1/ < 0:1; � 0:1 < u".0/ < �ı1=4
satisfies these constraints. We consider a problem with u.0/D �0:09; u.1/D 0:098,
ı2 D 0:13 and ı1 varying from 0.1 to 0.35. This choice for the data satisfies all three
assumptions including the implicit one (10). We verify this assertion numerically by
computing

T N" .xi / D
8<:b

2.xi ; U
N
" /� 4"D�UN" ; xi < d

b2.xi ; U
N
" /� 4"DCUN" ; xi > d

(12)

and observing that T N" D mini T N" .xi / > 0 for all values of " and N used. The
computed uniform rates of convergence pN , using the double mesh principle and
the uniform fine mesh errors EN (see [1, pp. 104, 190] for details on how these
quantities are calculated) are computed over the range " D 2�j ; j D 1; 2; : : : 25

and are presented in Table 1. These results confirm uniform convergence in this
range of the data.
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Table 1 Maximum errors EN and computed rates of convergence pN for the numerical method
(6), (7) for problems within C3 in the case of Example 1

N 32 64 128 256 512 1,024

ı1 D 0.1

EN 0.004962 0.003227 0.002017 0.001175 0.000637 0.000313
pN 0.46 0.75 0.63 0.72 0.68 0.84

ı1 D 0.2

EN 0.003583 0.002245 0.001346 0.000771 0.000413 0.000201
pN 0.57 0.76 0.72 0.72 0.72 0.85

ı1 D 0.3

EN 0.002549 0.001403 0.000809 0.000457 0.000243 0.000117
pN 0.70 0.90 0.79 0.76 0.73 0.86

ı1 D 0.35

EN 0.002205 0.001151 0.000584 0.000295 0.000155 0.000075
pN 0.90 0.94 0.96 0.93 0.72 0.88

Table 2 Maximum errors EN and computed rates of convergence pN for a problem outside C1,
but satisfying (10), in the case of Example 1

ı1 D 0.39

N 32 64 128 256 512 1,024

EN 0.002282 0.001154 0.000578 0.000283 0.000133 0.000057
pN 0.98 0.96 0.98 0.99 0.99 1.00

Now consider the same problem with u.0/ D �0:09, u.1/ D 0:098, ı2 D 0:13

and ı1 D 0:39. This does not satisfy (3) and hence is not in C1. However, this
scheme does numerically satisfy the implicit condition (10).

The results presented in Table 2 imply that the scheme is still convergent
uniformly in ".
Example 2. For the existence of a continuous solution we have the sufficient
conditions (4). As an example, take

c D 1; u".1/ D 0:7; u".0/ D �0:5 d D 0:25:

Then (3) is satisfied when ı1 < 2:5 and ı2 < 1:26. Also (4a) is satisfied when

ı1 < 2 and ı2 <
2:8

3
� 0:933333

and (4b) is satisfied when

ı1 > 1:2 and ı2 >
1:36

3
� 0:453333:
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Fig. 2 Solution of (1) for problems which do not satisfy C3. In all these figures, ı2 D
0:7; u.0/ D �0:5; u.1/ D 0:7; N D 64 and " D 0.000001. From top left to bottom right: ı1

= 0.2, 2.4999, 2.5, 3.5, 3.55, 3.9

We fix ı2 D 0:7 and consider various values of ı1, in particular ones which violate
one or more of the conditions (3), (4a) or (4b). For the problems examined in this
example, it has been observed numerically, using condition (12), that the implicit
condition (10) is not satisfied for any of the values of ı1 considered. That is, these
problems lie outside the class C3. Problems are in the class C2nC3 if 1:2 < ı1 < 2,
in the class C1nC2 if 2 
 ı1 < 2:5 or if ı1 
 1:2 and finally the problem lies outside
C1 if ı1 	 2:5.

Illustrations of the corresponding solutions are given in Fig. 2, and the conver-
gence results are given in Tables 3–5. They show that provided the reduced solution
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Table 3 Maximum errors EN and computed rates of convergence pN for the numerical method
(6), (7) applied to problems in C2, where (10) is violated, that is within C2nC3 in the case of
Example 2 with ı2 D 0.7

N 32 64 128 256 512 1,024

ı1 D 1.3

EN 0.067928 0.053165 0.033076 0.020709 0.011692 0.005732
pN 0.09 0.65 0.71 0.57 0.74 0.71

ı1 D 1.8

EN 0.058642 0.047114 0.029970 0.018685 0.010404 0.005133
pN 0.13 0.66 0.73 0.56 0.70 0.71

Table 4 Maximum errors EN and computed rates of convergence pN for the numerical method
(6), (7) applied to problems in C1, where (4) and (10) are violated, that is within C1nC2 in the case
of Example 2 with ı2 D 0.7

N 32 64 128 256 512 1,024

ı1 D 0.2

EN 0.085977 0.070653 0.045129 0.028786 0.016281 0.008038
pN 0.01 0.62 0.70 0.55 0.70 0.70

ı1 D 0.5

EN 0.081286 0.063318 0.039899 0.025084 0.014299 0.007035
pN 0.00 0.62 0.70 0.56 0.74 0.70

ı1 D 1.1

EN 0.071339 0.055289 0.034691 0.021476 0.012067 0.005918
pN 0.08 0.65 0.71 0.57 0.76 0.71

ı1 D 2.1

EN 0.052495 0.042713 0.027518 0.016995 0.009474 0.004675
pN 0.16 0.68 0.73 0.57 0.69 0.71

ı1 D 2.4

EN 0.045858 0.037679 0.024406 0.014925 0.008380 0.004132
pN 0.21 0.68 0.74 0.59 0.67 0.72

ı1 D 2.4999

EN 0.043529 0.035851 0.023213 0.014147 0.007960 0.003927
pN 0.23 0.67 0.74 0.60 0.68 0.72

of the problem remains monotonic increasing, the method is robust in the sense that
the numerical method remains uniformly in " convergent. When the problem ceases
to be monotonic the layer type changes from a standard shock layer to a Z-layer. As
the Z-layer grows in amplitude the nonlinear solver does not converge and thus the
method ceases to be robust.



Quasilinear Differential Equations with Interior Layers 149

Table 5 Maximum errors EN and computed rates of convergence pN for the numerical method
(6), (7) applied to problems outside C1, that is where (3), (4) and (10) are violated, in the case of
Example 2 with ı2 D 0.7

N 32 64 128 256 512 1,024

ı1 D 2.8

EN 0.041487 0.029870 0.019123 0.011529 0.006529 0.003246
pN 0.39 0.64 0.77 0.65 0.68 0.71

ı1 D 3.0

EN 0.043328 0.025441 0.015947 0.009703 0.005490 0.002714
pN 0.83 0.63 0.79 0.69 0.68 0.71

ı1 D 3.5

EN 0.075558 0.032340 0.015213 0.007286 0.003408 0.001470
pN 1.32 1.12 1.04 1.00 0.99 0.98

ı1 D 3.8

EN 0.168256 0.056174 0.024782 0.011446 0.005227 0.002217
pN 1.84 1.24 1.10 1.05 1.02 1.01

4 Sensitivity to the Position of the Transition Points

We examine the effect of varying the fine mesh width by incorporating a constant
C� in a revised formula for �1 and �2 given by

�1 D min



d

2
; C�

"

�1
lnN

�
; �2 D min



1 � d
2

; C�
"

�2
lnN

�
; (13)

where C� is a parameter and �1; �2 are specified in (5).
Table 6 give the results for Example 2 with ı1 = 1.20010. For the range of C�

tested, it was observed that the number of iterations varied by at most a factor of
two.

Thus the method is not particularly sensitive to the fine mesh width and, in fact,
a choice of a value of C� less than that of C� D 2 used in [2] seems to give better
performance. In the example considered here, the errors are smallest and the rate of
convergence best for C� D 0:5.

Remark 1. The theoretical rate of convergence given in (11) can be compared to the
observed rates of convergence given in Tables 1–6, by using Table 7. For example,
Table 1 exhibits rates close to N�1 lnN and Tables 3–6 mainly exhibit rates close
to N�1.lnN/2.



150 P.A. Farrell, E. O’Riordan

Table 6 Maximum errors EN and computed rates of convergence pN for various choices of the
transition point in the case of Example 2 with ı1 D 1.20010; ı2 D 0.7

N 32 64 128 256 512 1,024

C� D 0.125

EN 0.077109 0.063909 0.052342 0.040499 0.028576 0.017859
pN 0.37 0.34 0.27 0.24 0.26 0.27

C� D 0.25

EN 0.055713 0.034658 0.020660 0.011906 0.006556 0.003274
pN 0.70 0.68 0.71 0.71 0.71 0.70

C� D 0.5

EN 0.039241 0.021406 0.012181 0.006681 0.003483 0.001645
pN 0.81 0.89 0.79 0.80 0.82 0.78

C� D 1.0

EN 0.052324 0.033291 0.020706 0.011990 0.006454 0.003099
pN 0.23 0.79 0.68 0.73 0.77 0.76

C� D 2.0

N 32 64 128 256 512 1,024
EN 0.069652 0.054194 0.033899 0.021033 0.011889 0.005824
pN 0.08 0.65 0.71 0.57 0.75 0.71

Table 7 Orders of local convergence pN corresponding to different theoretical error bounds for
various values ofN

N 32 64 128 256 512 1,024

N�1 lnN 0.68 0.74 0.78 0.81 0.83 0.85
N�1.lnN/2 0.28 0.44 0.53 0.60 0.65 0.69

5 Conclusions

The numerical results in this paper indicate a possible gap between the theory in [2]
and what is observed in practice. As was proven in [2] the scheme (6), (7) is a
parameter-uniform scheme under the conditions (4) and (10). However these suf-
ficient conditions appear to be overly restrictive, since, in practice, the numerical
approximations appear to converge for a wider range of data. In any attempt to
extend the theory in [2] to a wider class of problems, a reasonable constraint on the
data to aim for (in place of (4)) would be that the reduced solution is monotonic
increasing, which is a necessary condition to exclude Z-layers from appearing in
the solution of (1).

The implicit condition (10) is not satisfied for some of the examples presented
here, while the numerical approximations still converge uniformly in ". When the
constraint (10) is violated it appears that T N" .xi / < 0 in a particular neighbor-
hood of the point d and not at the transition points between the fine and coarse
mesh. Proving convergence without (10) being satisfied would require a method of
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proof other than the maximum principle arguments used in [2]. These numerical
results also suggest that a different finite difference equation (other than continuity
of the discrete first derivative) at the point of the discontinuity d may ensure that
T N" > 0, which in turn might improve the performance of the scheme and also assist
in extending the scope of the current theory.
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Glycolysis as a Source of “External Osmoles”:
The Vasa Recta Transient Model

M. Gonzalez, A.F. Hegarty, and S.R. Thomas

Abstract The kidney is one of the most important organs in our body, responsi-
ble for regulating the volume and composition of the extracellular fluid; excreting
metabolic waste (as urine) and foreign substances; and also producing some hor-
mones.

The mechanisms that contribute to the urine concentrating mechanism are not
completely understood. Some ideas have been proposed over the last years and this
paper is based on the hypothesis of Thomas (Am J Physiol Renal Physiol 279:468–
481, 2000), that glycolysis as a source of external osmoles could contribute to the
urine concentrating mechanism. Based on the steady state model developed by
Thomas and also on the model developed by Zhang and Edwards (Am J Physiol
Renal Physiol 290:87–102, 2005) (a model focused on microcirculation), we have
developed a time-dependent model where, besides verifying some of the steady state
results of Thomas (Am J Physiol Renal Physiol 279:468–481, 2000), we can also
study some time dependent issues, such as the time that it will take to wash out the
gradient created by glycolysis if an increase in blood inflow occurs.

1 The Kidney

In a normal human adult (Fig. 1), each kidney is about 11 cm long and about 5 cm
thick, weighing 150 g. If the kidney is bisected from top to bottom, the two major
regions that can be visualized are the outer cortex and the inner region referred as
the medulla, where we can also distinguish two regions, the outer medulla (OM)
and the inner medulla(IM).

The nephron (Fig. 2) is the functional unit of the kidney. There are more than
a million in each normal adult human kidney. Each nephron contains a tuft of
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Fig. 1 Urinary system and the kidney [1]

Fig. 2 Parts of the nephron [1]

capillaries called the glomerulus, through which large amounts of fluid are filtered
from the blood, and a long tubule in which the filtered fluid is converted into urine
on its way to the pelvis of the kidney.

Depending on how deep they lie into the medulla we can distinguish two types
of nephrons: Cortical nephrons and Juxtamedullary nephrons (Fig. 4).
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Fig. 3 Process of glycolysis in the IM cells

2 The Urine Concentrating Mechanism

Looking at urine osmolalities, mammals can produce urine that has a much higher
osmolality than that of blood plasma (270–300 mOsm). This capability to concen-
trate their urine allows them to excrete metabolic and other waste products without
compromising their water balance.

Since the 1950s, in renal physiology, the explanation for the capability of pro-
ducing hypertonic urine has been a major open question. The following model was
developed to study the possibility that the process of glycolysis, taking place in the
IM cells (see Fig. 3) to obtain a large fraction of the energy for cell metabolism,
could contribute significantly to the build-up of this gradient. During glycolysis one
molecule of glucose is converted into two lactates.

3 Model Description

In the present work, a transient version of the previous paper published by Thomas
[6] is developed. We consider this time the vasa recta (see Vasa Recta location
in Fig. 4) and also the interstitium, where only solute movement by diffusion is
considered.
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Fig. 4 Nephron blood supply showing cortical and juxtamedullary nephrons

As in previous models of the kidney we will consider a population of vasa recta
represented by a single composite structure, where a fraction of the descending limb
flow is shunted directly into the ascending limb at every node in the discretization
where a single vasa recta turns in the inner medulla (see Fig. 3). The variable x
denotes distance along the medulla, x D 0 at the OM/IM border and x D L (L D
4mm) at the papillary tip. The numbers of DVR (descending vasa recta) and AVR
(ascending vasa recta) are assumed to diminish exponentially in number along the
IM toward the tip of the papilla according to the same relation as in earlier models
and in conformity with reported rat anatomy:

N.x/ D N.0/e�kshx (1)

where N.0/ is the number of VR at the OM/IM border. We let N.0/ D 128 and the
species dependent factor ksh D 1:213mm�1 which gives us a system with a single
vasa recta at the papillary tip.

4 Equations

4.1 Volume Flow Equations

As in [5] we will consider the renal parenchyma indistensible, so all fluid reabsorbed
flows immediately into the AVR. With such an assumptionthe equations describing
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water movement are the following:

dF dv
dx

D �J dv � Fshunt (2)

dF av
dx

D �J av C Fshunt C JABSv (3)

where Fv represents volume flow in descending (d) and ascending (a) vasa recta and
Jv represents transmural flux of volume. As Jv depends on forces not represented
in this model, we will take this as an explicit fraction ( Nv) of the entering flow.

J dv .x/ D Nv F
d
v .0/

N.0/L
N.x/ (4)

J av .x/ D �J dv .x/ (5)

Fshunt is shunt transfer of volume (or solute for the equations in the next section)
from DVR to AVR and is calculated as follows [10]:

Fshunt.x/ D Fd .x/

N.x/

dN.x/

dx
(6)

Also included in the above equations is net volume reabsorption into the AVR
from LDL (long descending limb) and CD (collecting duct), designated as JABSv .

4.2 Solute Equations

For solute flow equations we will consider the following assumptions:

1. Axial movement of solutes is by convection in the VR.
2. In the interstitium solute movement occurs by diffusion only.
3. Glucose consumed by cellular glycolysis is supplied from AVR and the resulting

lactate is recovered into interstitium.
4. Interstitial cross-sectional area is taken as 40% of the total tubular luminal cross-

sectional area.

Considering this we will write a PDE coupled system where we have three equa-
tions for each solute considered (glucose = g, lactate = l). As before we will use the
superindexes d for DVR, a for AVR and i for interstitium equations.

@C dg

@t
D 1

A

 
�@.F

d
v C

d
g /

@x
� J dg � Fshunt

!
(7)
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v C
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�
(11)

@C i
l

@t
D Di

l

@2C i
l

@x2
C 1

Aint
.J il C 2Jgly/ (12)

where C is concentration of solute in each tube and A represents the cross-sectional
area of each tube.

The relation between axial solute and axial volume flow is given by (see [9])

Fik D FivCik �Dk @Cik
@x

(13)

4.2.1 Membrane Flux Equations

J
j

k
.x; t/ D 2�rPk.C

j

k
.x; t/�C ik.x; t//N.x/C.1��k /Jv.x/

C
j

k
.x; t/C C i

k
.x; t/

2
(14)

J ik.x; t/ D
X

jDDVR;AVR
J
j

k
(15)

In (14) the first term refers to membrane diffusion (where Pk are permeabilities
to glucose and lactate). The second term refers to solvent drag (where a piecewise
lineralization of the Kedem–Katchalscky equation is taken [7]) and �k are reflection
coefficients.

4.2.2 Glycolysis

Glycolytic rate is described simply with a first degree Michaelis–Menten equation
saturable as a function of AVR glucose consumption

Jgly.x; t/ D N.x/
VmaxC

a
g .x; t/

Km C C ag .x; t/
(16)
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4.2.3 Initial and Boundary Conditions

Flows and concentrations in the descending structures and interstitium are known at
the OM/IM boundary (x D 0), continuity conditions are applied at the papillary tip
from the ascending structures and also .@C i=@x/.L/ D 0. The initial concentrations
throughout the tubes are set to their known values at x D 0:

4.3 Numerical Method

Since transmural flux of volume depends on forces not included in the model, the
volume flow equations were solved analytically. The solute flow equations were
solved numerically using the Method of Lines (MOL) (previously applied by Moore
and Marsh [4,5]). Finite difference approximations for each of the partial derivatives
with respect to the distance along the corticopapillary axis were used for the first
order partial derivatives in space:

Cx � Ci � Ci�1
h

; (17)

while the second order partial derivatives were approximated with a three-point
centred difference expression

Cxx � Ci�1 � 2Ci C CiC1
h2

(18)

It might be more efficient to solve the PDE by a method specially constructed
to suit the problem [2, 3], but the MOL usually enables us to solve quite general
and complicated PDEs relatively easily and with acceptable efficiency. It is also
attractive since powerful ODE solvers are readily available, as in our case, the ODE
Matlab solver ode15s.

4.4 Simulations

During all simulations parameters not indicated were set as their baseline values.
Twenty per cent consumption was adopted as the baseline value for glycolysis in all
simulations when this is not tested. JABSv and Jv baseline values were set at 30%.

It has been shown in previous studies [8] that 20–100 mOsm/kgH2O of an
unspecified external interstitial osmolytes could improve the concentration abil-
ity. Figure 5 shows different glycolysis consumptions; note that for the highest
values (as was shown by Thomas [6]) the lower bound of the interval above is
reached, which suggests that glycolysis should be considered in models of the urine
concentrating mechanism.
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Fig. 5 The graph shows the time that it takes the lactate gradient to build up at the papillary tip for
different glycolysis consumptions
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Fig. 6 Left: Accumulation of lactate for different volume reabsorption from nephrons at the pap-
illary tip. Right: Lactate concentration when IMBF is reduced from its baseline value (absolute
glucose consumption was held constant)

The effect of varying JABSv is shown in Fig. 6. Absorption rates of 10% , 50%
and 90% of DVR inflow are shown here. Increasing volume reabsorption affect
significantly lactate accumulation. Also this figure shows that lactate accumulation
increases dramatically as IMBF falls to one-half its baseline value, as may occur in
antidiuresis. The predicted lactate profiles clearly suggest that IMBF may play an
important role in the extent of lactate accumulation.
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Fig. 7 Different situations of the lactate gradient being washed out after increasing IMBF at the
papillary tip

Finally Fig. 7 shows different situations of the gradient being washed out after
increasing the inner medullary blood flow. It can be seen that the time it takes the
gradient to disappear is considerably less than the time it takes to be built up.
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A System of Singularly Perturbed Semilinear
Equations

J.L. Gracia, F.J. Lisbona, M. Madaune-Tort, and E. O’Riordan

Abstract In this paper systems of singularly perturbed semilinear reaction-diffusion
equations are examined. A numerical method is constructed for these systems which
involves an appropriate layer–adapted piecewise-uniform mesh. The numerical
approximations generated from this method are shown to be uniformly convergent
with respect to the singular perturbation parameters.

1 Introduction

In this paper we consider semilinear systems of the form

Tu WD �Eu00 C b.x;u/ D 0; x 2 � D .0; 1/; u.0/ D a; u.1/ D b; (1a)

b.x;u/ D .b1.x;u/; : : : ; bm.x;u//T 2 C 4. N� � Rm/; (1b)

and 8.x; y/ 2 N� � Rm we assume that the nonlinear terms satisfy

@bi

@uj
.x; y/ 
 0;8i ¤ j; and

mX
jD1

@bi

@uj
.x; y/ > ˇ2 > 0; ˇ > 0; 8i D 1; : : : ; m;

(1c)
where E D diagf"21; : : : ; "2mg is a diagonal matrix, 0 < "1 
 : : : 
 "m 
 1 and
u D .u1; : : : ; um/

T .
In [1, 3], information about the layer structure for linear singularly perturbed

reaction–diffusion systems was obtained via linear decompositions of the solution
into regular and singular components. Here we show that these techniques are appli-
cable to a semilinear system. The preprint [2] is available to the reader to supplement
this paper with some additional details.
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For any v;w 2 Rm, we write v 
 w if vi 
 wi ; 8i and jvj WD .jv1j; jv2j; : : : ;
jvmj/T ; kf k1 WD maxx jf .x/j and kfk1 WD maxi kfik1; C WD C.1; 1; : : : ; 1/T

is a constant vector and C denotes a generic positive constant independent of
."1; "2; : : : ; "m/ and the discretization parameter.

2 Singularly Perturbed Semilinear Systems

Conditions (1b), (1c) and the implicit function theorem ensure that there exists a
unique solution u 2 .C 4. N�//m to (1a), and that the corresponding reduced problem
b.x; r/ D 0; x 2 N�; also has a unique solution in r 2 .C 4. N�//m. Note that the
conditions (1c) on the Jacobian matrix J where

J.x; y/ WD
�
@bi

@uj

�
.x; y/;

are the natural extension of the linear case [6] for the coupling matrix. These
conditions guarantee that J is an M–matrix for all .x; y/ 2 N� � Rm.

To deduce the asymptotic behaviour of the solution, we consider the following
decomposition u D v C w C wR; where the regular component v is the solution of
the problem

�Ev00 C b.x; v/ D 0; x 2 �; v.0/ D r.0/; v.1/ D r.1/; (2)

and the singular components w;wR are the solutions of

�Ew00 C .b.x; v C w/� b.x; v// D 0; x 2 �;
w.0/ D .u � v/.0/; w.1/ D 0; (3)

�Ew00
R C .b.x; v C w C wR/� b.x; v C w// D 0; x 2 �;

wR.0/ D 0; wR.1/ D .u � v/.1/: (4)

Note (1c) guarantees existence and uniqueness of v;w;wR and it will also be used
below to establish existence and uniqueness for several further decompositions of
these components. Below we state bounds on the derivatives of the left layer com-
ponent w. The corresponding bounds on the right layer component wR are obtained
by simply replacing x with 1 � x.

Lemma 1. The regular component v satisfies�����dkv
dxk

�����1

 C; k D 0; 1; 2;

�����dkvidxk

�����1

 C"2�k

i ; k D 3; 4; i D 1; : : : ; m: (5)
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Proof. Consider the secondary decomposition of v D
mX
iD1

qŒi 
; where

�Em d
2qŒm


dx2
C b.x;qŒm
/ D 0; .qŒm
/m.0/ D rm.0/; .qŒm
/m.1/ D rm.1/; (6)

�Ej d
2qŒj 


dx2
C b.x;

mX
iDj

qŒi 
/� b.x;
mX

iDjC1
qŒi 
/ D "2j

mX
iDjC1

.qŒi 
/j ej; x 2 �;

.qŒj 
/i .0/ D .qŒj 
/i .1/ D 0; j 
 i 
 m; 1 
 j < m; (7)

with the matrix Ei is the zero matrix except that on the main diagonal .Ei /jj D
"2j ; j 	 i; (note that in this notationE1 D E) and ei is the i th vector of the canonical

basis. Conditions (1c) imply that qŒm
.0/ D r.0/; qŒm
.1/ D r.1/, and qŒj 
.0/ D
qŒj 
.1/ D 0, for 1 
 j < m.

To obtain estimates for the component qŒm
, we introduce the function z D qŒm
�
r, which is the solution of the problem

�Emz00 C
Z 1

sD0
J.x; r C sz/ds z D Emr00; z.0/ D z.1/ D 0:

The conditions (1c) ensure that a maximum principle holds for this system. Thus
kzk1 
 C"2m and kz00

mk1 
 C and follows that kz0
mk1 
 C . We conclude that�����dk.qŒm
/mdxk

�����1

 C; k D 0; 1; 2; and

���qŒm

���1 
 C:

In addition, from the nonlinear system b1


x;qŒm


� D � � � D bm�1


x;qŒm


� D 0,

we have that �����dk.qŒm
/idxk

�����1

 C; k D 1; 2; 1 
 i < m:

Differentiating themth equation of (6) twice and using the above bound we conclude

that kd4.qŒm
/m=dx4k1 
 C"�2
m . Hence kd3.qŒm
/m=dx3k1 
 C"�1

m and, using
the first m � 1 equations of (6), we have that�����dk.qŒm
/idxk

�����1

 C"2�k

m ; k D 3; 4; 1 
 i < m:

Now consider the component qŒj 
 with 1 
 j < m. It is the solution of

�Ej d
2qŒj 


dx2
C
Z 1

0

J.x;

mX
iDjC1

qŒi 
 C sqŒj 
/ds qŒj 
 D "2j

mX
iDjC1

.qŒi 
/j ej; x 2 �;

.qŒj 
/i .0/ D .qŒj 
/i .1/ D 0; j 
 i 
 m:
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The maximum principle yields kqŒj 
k1 
 C"2j , and then kd 2.qŒj 
/i=dx2k1 

C."j="i /

2 
 C; j 
 i 
 m: Then, kd.qŒj 
/i=dxk1 
 C; j 
 i 
 m, and hence
(if j > 1) we have kd.qŒj 
/i=dxk1 
 C; kd 2.qŒj 
/i=dx2k1 
 C; 1 
 i 
 j �1.

Differentiating the differential equation (7) twice, using the bounds for qŒj 
 and
its derivatives, we deduce that kd4.qŒj 
/i=dx4k1 
 C"�2

i ; i D 1; : : : ; m: Hence
kd 3.qŒj 
/i=dx3k1 
 C"�1

i ; i D 1; : : : ; m: �

To establish first order error bounds in the case of an arbitrary number of equa-
tions, we consider a further decomposition of the singular component w, which is
similar to that used in [1] for linear systems. For simplicity, we present the main
ideas for the particular case of two equations and these decompositions can be
extended to the general case ofm semilinear equations using the arguments in [1,3].

In the case of m D 2, consider the following decomposition of the left singular
component w

w D wŒ1
 C wŒ2
; (8a)

where wŒ2
.1/ D wŒ1
.1/ D 0, and

�E
d2wŒ2


dx2
C .b.x; v C wŒ2
/� b.x; v// D 0; x 2 �; (8b)

b1.0; v.0/C wŒ2
.0//� b1.0; v.0// D 0; w
Œ2

2 .0/ D w2.0/; (8c)

�E
d 2wŒ1


dx2
C .b.x; v C w/� b.x; v C wŒ2
// D 0; x 2 �; (8d)

w
Œ1

1 .0/ D w1.0/� w

Œ2

1 .0/; w

Œ1

2 .0/ D 0: (8e)

Below we see that the components wŒ2
 depend weakly on "1 and the appearance of
wŒ1
 requires that w1.0/ � w

Œ2

1 .0/ ¤ 0. Moreover, if "1 D "2, it is not necessary

to decompose w into these subcomponents to perform the numerical analysis. We
introduce the following notation

B".x/ WD e�xˇ="; where ˇ is defined by (1c).

Lemma 2. For any x 2 �, the component wŒ2
, satisfies the bounds

jd
kwŒ2


dxk
.x/j 
 C"�k

2 B"2
.x/; k D 0; 1; 2;

jd
3wŒ2


dx3
.x/j 
 C



"�2
1 ; "

�2
2

�T
"�1
2 B"2

.x/:

Proof. Note that

�E
d 2wŒ2


dx2
C
Z 1

sD0
J
�
x; v C swŒ2


	
ds wŒ2
 D 0;
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from which it follows that jwŒ2
.x/j 
 CB"2
.x/. Then, from the second equation in

(8b) we deduce that ˇ̌̌̌
ˇdkwŒ2
2dxk

.x/

ˇ̌̌̌
ˇ 
 C"�k

2 B"2
.x/; k D 0; 1; 2: (9)

To obtain bounds for the first component, consider the decomposition wŒ2
 D pŒ2
C
rŒ2
; r Œ2
2 � 0; where

b1

�
x; v C pŒ2


	
� b1.x; v/ D 0; (10a)

�"21
d 2r

Œ2

1

dx2
C b1

�
x; v C pŒ2
 C rŒ2


	
� b1

�
x; v C pŒ2


	
D "21

d 2p
Œ2

1

dx2
:(10b)

As pŒ2
2 � w
Œ2

2 this is simply a decomposition of the first componentwŒ2
1 . Note that

the condition on the coefficients (1c) means that pŒ2
1 .0/ D w
Œ2

1 .0/, and pŒ2
1 .1/ D

w
Œ2

1 .1/. Therefore r Œ2
1 .0/ D r

Œ2

1 .0/ D 0. Writing (10a) in the form

2X
iD1

Z 1

0

@b1

@ui

�
x; v C spŒ2


	
p
Œ2

i ds D 0;

and using (1b) and (9), we deduce that jpŒ2
1 .x/j 
 CB"2
.x/ for any x 2 �.

Differentiating (10a) and grouping terms, we have

@

@x

�
b1.x; v C pŒ2
/ � b1.x; v/

	
C
�
rub1.x; v C pŒ2
/� rub1.x; v/

	 dv
dx

C rub1
�
x; v C pŒ2


	 dpŒ2


dx
D 0; where rub1 WD

�
@b1

@u1
;
@b1

@u2

�T
:

Note if b1.x;u C v/� b1.x;u/ D Q.x/, then

@

@x
Œb1.x;u C v/� b1.x;u/	 D @

@x

"
2X
iD1

Z 1

0

@b1

@ui
.x;u C tv/vi dt

#
;

which implies that

ˇ̌̌̌
@v1

@x

ˇ̌̌̌

 C

ˇ̌̌̌
@Q

@x

ˇ̌̌̌
C C

ˇ̌̌̌
@v2

@x

ˇ̌̌̌
C C jv1j C C jv2j:

From these expressions, (1b) and (9), we have that

ˇ̌̌̌
ˇdpŒ2
1dx .x/

ˇ̌̌̌
ˇ 
 C"�1

2 B"2
.x/: Use

the same argument to prove

ˇ̌̌̌
ˇd 2pŒ2
1dx2

.x/

ˇ̌̌̌
ˇ 
 C"�2

2 B"2
.x/:
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The remainder is the solution of the following problem

�"21
d 2r

Œ2

1

dx2
C
�Z 1

0

@b1

@u1
.x; v C pŒ2
 C srŒ2
1 /ds

�
r
Œ2

1

D "21
d 2p

Œ2

1

dx2
; r

Œ2

1 .0/ D r

Œ2

1 .1/ D 0:

The maximum principle proves that jr Œ2
1 .x/j 
 C"21"
�2
2 B"2

.x/. Hence,ˇ̌̌̌
ˇdkr Œ2
1dxk

.x/

ˇ̌̌̌
ˇ 
 C"�k

2 B"2
.x/; k D 1; 2:

To obtain the bound on the third derivatives, differentiate (8b) and use the bounds
on the lower derivatives. �

Lemma 3. For any x 2 � and for i D 1; 2, the component wŒ1
 satisfies the boundsˇ̌̌
w
Œ1

1 .x/

ˇ̌̌

 C.B"1

.x/C "21
"22
B"2

.x//;
ˇ̌̌
w
Œ1

2 .x/

ˇ̌̌

 C

"21
"22
B"2

.x/;ˇ̌̌̌
ˇdw

Œ1

i

dx
.x/

ˇ̌̌̌
ˇ 
 C."�1

1 B"1
.x/C "�1

2 B"2
.x//;

"2i

ˇ̌̌̌
ˇd 2w

Œ1

i

dx2
.x/

ˇ̌̌̌
ˇ 
 C.B"1

.x/C "21

"22
B"2

.x//;

"2i

ˇ̌̌̌
ˇd 3w

Œ1

i

dx3
.x/

ˇ̌̌̌
ˇ 
 C."�1

1 B"1
.x/C "�1

2 B"2
.x//:

Proof. Decompose wŒ1
 further into the following sum wŒ1
 D zŒ1
 C sŒ1
; where
zŒ1
.0/ D wŒ1
.0/; zŒ1
.1/ D wŒ1
.1/ D sŒ1
.0/ D sŒ1
.1/ D 0, and for x 2 �

�"21
d 2z

Œ1

1

dx2
C
�Z 1

0

@b1

@u1
.x; v C wŒ2
 C s.z

Œ1

1 ; 0/

T /ds

�
z
Œ1

1 D 0;

�"22
d 2z

Œ1

2

dx2
C
�Z 1

0

@b2

@u2
.x; v C wŒ2
 C tzŒ1
/dt

�
z
Œ1

2

D �
�Z 1

0

@b2

@u1
.x; v C wŒ2
 C tzŒ1
/dt

�
z
Œ1

1 ;

�E
d 2sŒ1


dx2
C
Z 1

0

J.x; v C wŒ2
 C zŒ1
 C tsŒ1
/dt sŒ1


D
�
b1.x; v C wŒ2
 C .z

Œ1

1 ; 0/

T /� b1.x; v C wŒ2
 C zŒ1
/; 0
	T
:
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From the maximum principle, we have jd
kz
Œ1

1

dxk
j 
 C"�k

1 B"1
.x/; k D 0; 1; 2: If

"22 
 2"21, then the maximum principle proves jzŒ1
2 .x/j 
 CB"2
.x/. For the case

"22 	 2"21, to obtain appropriate bounds of zŒ1
2 , we observe thatˇ̌̌̌Z 1

0

@b2

@u1

�
x; v C wŒ2
 C tzŒ1


	
dtz

Œ1

1

ˇ̌̌̌

 C1B"1

.x/:

Consider the barrier functionZ [1], which is the solution of the problem

�"22Z00 C ˇ2Z D C1B"1
.x/; Z.0/ D Z.1/ D 0:

This allows one to prove that jzŒ1
2 .x/j 
 Z.x/ 
 C"21"
�2
2 B"2

.x/; if 2"21 
 "22:

Thus, for all "1 
 "2, we have jzŒ1
2 .x/j 
 C"21"
�2
2 B"2

.x/: Hence,

"22j
d 2z

Œ1

2

dx2
.x/j 
 C.B"1

.x/C "21"
�2
2 B"2

.x//


 CB"2
.x/; jdz

Œ1

2

dx
.x/j 
 C"�1

2 B"2
.x/:

To obtain bounds for the remainder sŒ1
, note that the first component of the right–
hand–side can be written as

b1.x; v C wŒ2
 C .z
Œ1

1 ; 0/

T / � b1.x; v C wŒ2
 C zŒ1
/

D �
Z 1

0

@b1

@u2
.x; v C wŒ2
 C .z

Œ1

1 ; tz

Œ1

2 /

T /dtz
Œ1

2 :

Then, the maximum principle proves that jsŒ1
.x/j 
 C"21"
�2
2 B"2

.x/: Hence,

jd
ksŒ1


dxk
.x/j 
 C."�k

1 ; "�k
2 /T

"21
"22
B"2

.x/; k D 0; 1; 2:

Differentiate (8d) and use above arguments to bound the third derivatives. �

3 Discrete Problem and Analysis of Uniform Convergence

The domain is divided into the subintervals Œ0; �"1
	; Œ�"1

; �"2
	; : : : ; Œ�"m

; 1��"m
	; : : : ;

Œ1 � �"1
; 1	: Distribute half the mesh points uniformly within .�"m

; 1 � �"m
	 and the

other half in the remaining intervals, distributingN=.4m/C1mesh points uniformly
in each .�"i

; �"iC1
	. The transition points are defined as

�"m
D min f0:25; 2"m=ˇ lnN g; �"i

D min
˚
0:5�"iC1

; 2"i=ˇ lnN
�
; 1 
 i < m:

(11)
On the mesh N�N D fxigNiD0, consider the following finite difference scheme
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.TNU/.xj / WD �.Eı2U/.xj /C b.xj ;U.xj // D 0; xj 2 �N D N�N \�; (12)

with U.0/ D u.0/; U.1/ D u.1/ and ı2 is the classical three–point finite difference
approximation of the second derivative on a non–uniform mesh.

From (1c), the Frechet–derivative T0
N is anM–matrix and then for any two mesh

functions Y and Z with Y.0/ D Z.0/ and Y.1/ D Z.1/, we have that

kY � Zk1 
 k.T0
N /

�1k1kTNY � TNZk1 
 1

minf1; ˇ2gkTNY � TNZk1:

This implies the uniqueness of the solution to problem (12). In bounding the
truncation error, we must bound the same terms

jTNu.x/j D jTNu.x/ � Tu.x/j 
 Ej.ı2v � v00/.x/j C Ej.ı2w � w00/.x/j;
as in the linear problem [1]. The derivatives of both the regular and singular compo-
nents have a similar behaviour to their linear counterparts, and thus we can deduce
that kTNuk1 
 CN�1:
Theorem 1. Let u be the solution of the problem (1) and U the solution of problem
(12) on the Shishkin mesh N�N . Then,

kU � uk1 
 CN�1:

Remark 1. In the particular case of equal diffusion parameters "i D "; i D 1; : : :m,
it is possible [2] to prove essentially second order uniform convergence. In the lin-
ear case of m D 2, Linss and Madden [4] have established second order (up to
logarithmic factors). To achieve this higher order, Linss and Madden [4] employ a
decomposition (based on the decomposition in Madden and Stynes [6]) of the solu-
tions, which is different to the decomposition presented in this paper. In the linear
case of m 	 2 Linß and Madden [5] have established second order convergence for
arbitrary "i , under the assumption that the elements in the coefficient matrix B.x/
of the zero order terms satisfy

bi i .x/ > 0;

mX
k¤i

kbik.x/=bi i .x/k < 1; 1 
 i 
 m:

For variable coefficients and m > 2, these conditions will only be satisfied by
a subset of problems from the class (1). Hence, the question of proving second
order convergence for the class of problems in (1) for m > 2 and arbitrary "i
remains open.

4 Numerical Experiments

Example 1. Consider a nonlinear problem of type (1) wherem D 2; u.0/ D u.1/ D
.0; 0/T , and
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b1.x;u/ D u1�1�.1�u1/3Ceu1�u2 ; b2.x;u/ D u2�0:5�.0:5�u2/5Ceu2�u1 :

The corresponding nonlinear systems of equations associated with the discrete prob-
lem are solved using Newton’s method with zero as an initial guess. We iteratively
compute Uk.xj /, for k D 1; 2; : : : ; K , until

kUK.xj /� UK�1.xj /k1 
 N�2:

To estimate the pointwise errors jUK.xj /�u.xj /j we calculate a new approximation
f OUK.xj /g on the mesh f Oxj g that contains the mesh points of the original mesh
and its midpoints. At the coarse mesh points we calculate the uniform two-mesh
differences and the orders of convergence

d
N;K
i D max

S"

max
0	j	N

jUKi .xj /� OUKi .x2j /j; pN;Ki;uni D log2.d
N;K
i =d

2N;K
i /; i D 1; 2;

where the singular perturbation parameters take values in the set

S" D f."1; "2/ j "22 D 20; 2�1; : : : ; 2�30; "21 D "22; 2
�1"22; : : : ; 2�59; 2�60g:

In Table 1 we display the uniform two-mesh differences and the approximate orders
of convergence for both components u1 and u2. Finally, we report that K 
 4 for
all ."1; "2/ 2 S" and all N D 2�j ; j D 5; : : : ; 12.

Example 2. Consider a linear problem of the type (1) wherem D 3; u.0/ D u.1/ D
.1; 1; 1/T , and

b1.x;u/ D 2:1u1 � .1 � x/u2 � .1C x/u3 � x;
b2.x;u/ D �xu1 C .1:1C x/u2 � xu3 C x;

b3.x;u/ D �.2C x/u1 � .1 � x/u2 C .3:1C x/u3 � 1:
This linear problem is not covered by the theory in [5], but is covered by the theory in
this paper. In Table 2 the uniform two-mesh differences and the approximate orders
of uniform convergence are displayed, where the values of the singular perturbation
parameters vary over the range

"3 D 20; 2�2; : : : ; 2�30; "2 D "3; 2
�2"3; : : : ; 2�40; "1 D "2; 2

�2"2; : : : ; 2�60:

Table 1 Uniform two-mesh differences dN;K and orders of convergence pN;K
uni

for Example 1

."1; "2/ 2 S" N D 32 N D 64 N D 128 N D 256 N D 512 N D 1;024 N D 2;048 N D 4;096

d
N;K
1 6.861E�3 6.222E�3 3.568E�3 1.313E�3 4.486E�4 1.423E�4 4.327E�5 1.291E�5
p

N;K
1;uni

0.141 0.802 1.443 1.549 1.656 1.718 1.745

d
N;K
2 8.130E�3 3.915E�3 1.523E�3 5.343E�4 1.736E�4 5.375E�5 1.644E-5 4.943E�6
p

N;K
2;uni

1.054 1.362 1.511 1.622 1.691 1.709 1.733
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Table 2 Uniform two-mesh differences dN and approximate uniform orders of convergence pN
uni

for Example 2

N D 16 N D 32 N D 54 N D 128 N D 256 N D 512 N D 1;024 N D 2;048

ŒdN 
1 0.151E+00 0.135E+00 0.113E+00 0.747E�01 0.378E�01 0.145E�01 0.484E�02 0.154E�02
ŒpN

uni

1 0.159 0.256 0.599 0.982 1.381 1.586 1.655

ŒdN 
2 0.159E+00 0.147E+00 0.119E+00 0.778E�01 0.381E�01 0.145E�01 0.472E�02 0.150E�02
ŒpN

uni

2 0.115 0.303 0.613 1.030 1.391 1.620 1.656

ŒdN 
3 0.158E+00 0.142E+00 0.119E+00 0.784E�01 0.397E�01 0.152E�01 0.508E�02 0.161E-02
ŒpN

uni

3 0.157 0.256 0.598 0.982 1.381 1.586 1.655

For both examples, we observe uniform convergence of the finite difference approx-
imations, which is in agreement with Theorem 1. However, orders greater than one
are observed in both Tables.
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On Finite Element Methods for 3D
Time-Dependent
Convection–Diffusion–Reaction Equations
with Small Diffusion

Volker John and Ellen Schmeyer

Abstract The paper studies finite element methods for the simulation of time-
dependent convection-diffusion-reaction equations with small diffusion: the SUPG
method, a SOLD method and two types of FEM–FCT methods. The methods are
assessed, in particular with respect to the size of the spurious oscillations in the
computed solutions, at a 3D example with nonhomogeneous Dirichlet boundary
conditions and homogeneous Neumann boundary conditions.

1 Introduction

The simulation of various applications requires the numerical solution of time-
dependent convection–diffusion–reaction equations. Processes which involve a
chemical reaction in a flow field are a typical example [5]. Such a reaction can be
modeled with a coupled system of time-dependent nonlinear convection–diffusion–
reaction equations for the concentrations of the reactants and the products.

Typically, the solution of these equations possesses layers. A numerical method
for the simulation of these equations, whose results can be considered to be useful,
should meet the following requirements:


 The layers should be correctly localized,

 Sharp layers (with respect to the used mesh size) should be computed,

 Spurious oscillations in the solution must not occur.

The third requirement means in particular that the computed solution should not
have negative values if, for instance, the behavior of concentrations is simulated.
A number of finite element methods have been developed for the simulation of
convection–diffusion–reaction equations with small diffusion. One of the most pop-
ular ones is the Streamline Upwind Petrov–Galerkin (SUPG) method from [1, 2].
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This method leads to solutions with correctly located and sharp layers, however also
with sometimes considerable spurious oscillations. To reduce these oscillations, a
number of so-called Spurious Oscillations at Layers Diminishing (SOLD) schemes
have been proposed, see the reviews [3,4]. SOLD schemes add additional, in general
nonlinear, stabilization terms to the SUPG method. A completely different finite ele-
ment approach for treating equations with small diffusion is used in Finite Element
Method Flux–Corrected–Transport (FEM–FCT) schemes [8,10]. These methods do
not modify the bilinear form but manipulate the matrix and the right-hand side of a
Galerkin finite element method.

A first comparison of finite element methods for time-dependent convection-
diffusion-reaction equations was presented in [6]. The numerical examples of [6]
studied problems in 2D with homogeneous Dirichlet boundary conditions. The
present paper extends the studies of [6] to 3D problems with inhomogeneous Dirich-
let and homogeneous Neumann boundary conditions. This is a realistic situation in
applications.

2 Finite Element Methods for Time-Dependent
Convection–Diffusion–Reaction Equations

We consider a linear time-dependent convection–diffusion–reaction equation

ut � "�uC b � ruC cu D f in .0; T 	 ��; (1)

where " > 0 is the diffusion coefficient, b 2 L1.0; T I .W 1;1.�//3/ is the
convection field, c 2 L1.0; T IL1.�// is the non-negative reaction coefficient,
f 2 L2.0; T IL2.�// describes sources, T > 0 is the final time and � � R3

is a bounded domain. This equation has to be equipped with an initial condition
u0 D u.0; x/ and with appropriate boundary conditions. Since the isothermal reac-
tion considered in [5] leads to equations with non-negative reaction rates, we are
particularly interested in the case c.t; x/ 	 0 in Œ0; T 	 ��.

In the numerical studies, (1) is discretized in time with the Crank–Nicolson
scheme using equidistant time steps �t . This leads at the discrete time tk to the
equation

uk C 0:5�t .�"�uk C bk � ruk C ckuk/

D uk�1 � 0:5�t .�"�uk�1 C bk�1 � ruk�1 C ck�1uk�1/
C 0:5�tfk�1 C 0:5�tfk: (2)

Equation (2) can be considered as a steady-state convection–diffusion–reaction
equation, with the diffusion, convection and reaction, respectively, given by

D D 0:5�t"; Ck D 0:5�tbk; Rk D 1C 0:5�tck:
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The Galerkin finite element method for (2) reads as follows: Find uh
k

2 V hans such
that

.uhk ; v
h/C 0:5�t

�
."ruhk ;rvh/C .bk � ruhk C cku

h
k ; v

h/
	

D .uhk�1; v
h/ � 0:5�t

�
."ruhk�1;rvh/C .bk�1 � ruhk�1 C ck�1uhk�1; v

h/
	

C 0:5�t.fk�1; vh/C 0:5�t.fk; v
h/ (3)

for all vh 2 V htest, where V hans and V htest are appropriate finite element spaces. Here,
.�; �/ denotes the inner product in L2.�/.

The SUPG method adds a consistent diffusion term in streamline directionX
K2T h

�K

�
Rh.uhk/;Ck � rvh

	
K

to the left-hand side of (3), where T h is the given triangulation of �, f�Kg is a set
of parameters depending on the mesh cells fKg and .�; �/K is the inner product in
L2.K/. The residual Rh.uh

k
/ is defined by the difference of the left-hand side and

the right-hand side of (2). Different proposals for the choice of the parameters f�Kg
can be found in the literature. In the numerical studies of [6], the choice from [7]

�K D min



hK

�tkbkk2 ;
1

1C 0:5�tck
;
2h2K
�t"

�
(4)

has been proven to be the best one. In (4), k � k2 denotes the Euclidean norm of a
vector and hK is an appropriate measure of the size of the mesh cell K . For time-
dependent problems which are discretized with small time steps, the second term in
(4) dominates and the actual choice hK is of minor importance. In the computations
presented below, the diameter of the mesh cell K was chosen. It is well known
that numerical solutions which are computed with the SUPG method often possess
non-negligible spurious oscillations at the layers.

SOLD methods try to reduce the spurious oscillations of the SUPG method by
adding another stabilization term to this method. This stabilization term is in general
nonlinear. There are several classes of SOLD methods, see [3, 4]. It was found in
the numerical studies of [6] that the best results among the SOLD methods were
obtained with a method that adds an anisotropic diffusion term

.Q"Cos;kruhk ;rvh/ with Cos;k D
8<: I � Ck ˝ Ck

kCkk22
if Ck ¤ 0;

0 else,

and the parameter

Q"jK D max

(
0; C

diam.K/jRh.uh
k
/j

2kruh
k
k2

�D
)
; (5)
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where diam.K/ is the diameter of a mesh cell K . This type of parameter was pro-
posed in [7] and modified to the form (5) in [3]. The SOLD parameter (5) contains
a free parameter C which has to be chosen by the user. In analogy to [6], this SOLD
method will be called KLR02.

The last approaches which will be studied in our numerical tests are FEM–FCT
schemes. They start with the algebraic equation corresponding to the Galerkin finite
element method (3)

.MC C 0:5�tAk/uk D .MC � 0:5�tAk�1/uk�1 C 0:5�tf
k�1 C 0:5�tf

k
; (6)

where f'ig is the basis of the finite element space and .MC /ij D .mij / D .'j ; 'i /

is the consistent mass matrix. The matrix representation of the second term of the
left-hand side of (3) is denoted by .Ak/ij D .aij /. Vectors are indicated by an
underline. The first idea of FEM–FCT schemes is to manipulate (6) so that a stable
but low order scheme is represented. To this end, define Lk D Ak CDk with

Dk D .dij/; dij D � maxf0; aij; ajig for i ¤ j; dii D �
NX

jD1;j¤i
dij;

and ML D diag.mi / with mi D PN
jD1mij, where N is the number of degrees of

freedom.ML is called lumped mass matrix. The low order scheme reads

.ML C 0:5�tLk/uk D .ML � 0:5�tLk�1/uk�1 C 0:5�tf
k�1 C 0:5�tf

k
: (7)

The second idea of FEM–FCT schemes is to modify the right-hand side of (7) in
such a way that diffusion is removed where it is not needed but spurious oscillations
are still suppressed

.ML C 0:5�tLk/uk D .ML � 0:5�tLk�1/uk�1 C 0:5�tf
k�1 C 0:5�tf

k

C f �.uk ; uk�1/: (8)

The computation of the anti-diffusive flux vector f �.uk ; uk�1/ is somewhat
involved and we refer to [6, 8–10] for details. Its computation relies on a predictor
step which uses an explicit and stable low order scheme. Thus, a stability issue arises
in FEM–FCT schemes which leads to the CFL-like condition �t < 2mini mi=lii.
This condition was fulfilled in the numerical tests presented in Sect. 3. We will
consider a nonlinear approach for computing f �.uk ; uk�1/ [9, 10] and a linear
approach [8] (in the form which is presented in [6]).

3 Numerical Studies

We consider a situation which has some typical features of a chemical reaction in
applications. First, the domain is three dimensional, � D .0; 1/3. There is an inlet
at f0g � .5=8; 6=8/ � .5=8; 6=8/ and an outlet at f1g � .3=8; 4=8/ � .4=8; 5=8/.
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The convection is given by b D .1;�1=4;�1=8/T , which corresponds to the vector
pointing from the center of the inlet to the center of the outlet. Thus, the convec-
tion will not be aligned to the mesh. The diffusion is given by " D 10�6 and the
reaction by

c.x/ D


1 if kx � gk2 
 0:1;

0 else,

where g is the line through the center of the inlet and the center of the outlet. That
means, a reaction takes place only where the solution (concentration) is expected to
be transported. The inlet boundary condition is

uin.t/ D
8<:

sin.�t=2/ if t 2 Œ0; 1	;
1 if t 2 .1; 2	;
sin.�.t � 1/=2/ if t 2 .2; 3	:

At the outlet, homogeneous Neumann boundary conditions are prescribed. Apart
from inlet and outlet, the solution should obey homogeneous Dirichlet conditions on
the boundary. The right-hand side was set to be f D 0 in� for all times and the final
time in our numerical studies was T D 3. The initial condition was set to be u0 D
0. The orders of magnitude for diffusion, convection, reaction and concentration
correspond to the situation of [5].

Results will be presented for the P1 finite element on a tetrahedral mesh and
the Q1 finite element on a hexahedral mesh. The number of degrees of freedom
on both meshes is 35 937, including Dirichlet nodes. The diameter of the mesh
cells is about 0:054 for the hexahedral mesh and between 0:054 and 0:076 for the
tetrahedral mesh. The Crank–Nicolson scheme was applied with �t D 0:001.

From the construction of the problem, it is expected that the solution is trans-
ported from the inlet to the outlet with a little smearing due to the diffusion. It
should take values in Œ0; 1	. The size of the spurious oscillations in the numeri-
cal schemes will be illustrated with the size of the undershoots uhmin.t/, see Fig. 1.
The undershoots are particularly dangerous in applications since they represent non-
physical situations, like negative concentrations. Figure 2 shows the distribution of

Fig. 1 Minimal value of the finite element solutions uh
min.t/, leftQ1, right P1
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Fig. 2 Distribution of negative oscillations uh
min.t/ � 0:01 for the SUPG method at t D 2, left

Q1, right P1

Fig. 3 Cut of the solution, SUPG method at t D 2, leftQ1, right P1

Fig. 4 Cut of the solution, SOLD method (5), C D 0:2 at t D 2, leftQ1, right P1

the undershoots with uhmin.t/ � 0:01 for the SUPG method at t D 2. Cut planes of
the solutions at t D 2 are given in Figs. 3–7. These cut planes contain the centers
of the inlet and the outlet and they are parallel to the z-axis. Note, some wiggles
which can be seen in the contour lines might be due to the rather coarse meshes. For
illustrating the spurious oscillations, a color bar is given for each cut plane.
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Fig. 5 Cut of the solution, SOLD method (5), C D 0:4 at t D 2, leftQ1, right P1

Fig. 6 Cut of the solution linear FEM–FCT method at t D 2, leftQ1, right P1

Fig. 7 Cut of the solution, nonlinear FEM–FCT method at t D 2, leftQ1, right P1

The numerical results show the large amount of spurious oscillations in the solu-
tions computed with the SUPG method. Figure 2 demonstrates that the solutions
are globally polluted with spurious oscillations. The oscillations were considerably
reduced and localized (not shown here) with the SOLD method KLR02. Increasing
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Table 1 Computing times in seconds

Method Q1 P1

SUPG 5,989 9,473
SOLD (5), C D 0.2 24,832 25,050
SOLD (5), C D 0.4 33,688 30,932
FEM–FCT linear 5,920 6,509
FEM–FCT nonlinear 9,768 10,398

the constant in (5) leads to a decrease of the spurious oscillations, Fig. 1. From the
numerical studies of [3, 4] it is known that an increase of the constant in (5) results
to somewhat more smearing of the solutions. However, this is rather tolerable in
applications compared with spurious oscillations. The solutions obtained with the
FEM–FCT methods are almost free of spurious oscillations. The smoother solutions
of the linear FEM–FCT scheme, compared with the nonlinear FEM–FCT scheme,
reflect that the linear scheme introduces more diffusion. This leads generally to a
stronger smearing of the layers, see [6]. Altogether, the FEM–FCT schemes gave
the best results in the numerical studies.

Computing times for the methods are given in Table 1. For solving the algebraic
systems corresponding to the nonlinear schemes, the same fixed point iteration as
described in [4, 6] was used. The iterations were stopped when the Euclidean norm
of the residual was less than 10�8. The computations were performed on a com-
puter with Intel Xeon CPU with 2:66 GHz. It can be observed that the nonlinear
schemes are considerably more expensive than the linear methods. For KLR02, the
computing times increase with increasing size of the user-chosen parameter. All
observations correspond to the results obtained in [6] for 2D problems.

4 Summary and Conclusions

The paper studied several finite element methods for solving time-dependent
convection–diffusion–reaction equations in a 3D domain with inhomogeneous
Dirichlet and homogeneous Neumann boundary conditions. The SUPG method led
to solutions globally polluted with large spurious oscillations. These oscillations
were reduced considerably with a SOLD method, but at the expense of much larger
computing times. FEM–FCT methods led to almost oscillation-free solutions. From
the aspects of solution quality and computing time, the linear FEM–FCT scheme
seems to be, among the methods studied, the most appropriate method to be used in
applications.
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On the Application of Local Projection Methods
to Convection–Diffusion–Reaction Problems

Petr Knobloch

Abstract We apply the local projection stabilization to finite element discretizations
of scalar convection–diffusion–reaction equations with mixed boundary conditions.
We derive general error estimates and discuss the choice of the stabilization parame-
ter. Numerical results illustrate some drawbacks of the local projection stabilization
in comparison to the SUPG method.

1 Introduction

Local projection stabilizations of finite element discretizations have become very
popular during the last decade. First they were introduced by Becker and Braack
[BB01] for the Stokes problem and later they have been applied to many other prob-
lems including transport problems, convection–diffusion–reaction equations, Oseen
equations and Navier–Stokes equations, see, e.g., [BB06, BR06, MST07, MST08,
RLL08]. In this paper we shall consider the convection–diffusion–reaction problem

�"�uC b � ruC c u D f in �; u D ub on �D; "
@u

@n
D g on �N ; (1)

where � � Rd , d D 2; 3, is a bounded domain with a polyhedral Lipschitz-
continuous boundary @� and �D; �N � @� are two relatively open disjoint sets
satisfying �D [ �N D @� and measd�1.�D/ > 0. We denote by n the outer unit
normal vector to @�. We assume that " is a positive constant and b 2 W 1;1.�/d ,
c 2 L1.�/, f 2 L2.�/, ub 2 H 1=2.�D/ and g 2 H�1=2.�N / are given
functions satisfying

� WD c � 1
2

div b 	 �0 	 0 ;
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where �0 is a constant. Moreover, we assume that the inflow boundary is a part of
the Dirichlet boundary, i.e.,

fx 2 @� I .b � n/.x/ < 0g � �D :

The plan of the paper is as follows. In Sect. 2, we introduce a local projection
discretization of (1) and formulate assumptions which will be needed for the error
analysis carried out in Sect. 3. Here, in contrast to, e.g., [MST07, MST08, RLL08],
we do not construct any special interpolation operator but derive a general error
estimate of the type of Strang’s lemmas. Then, in Sect. 4, we discuss the choice
of the local projection stabilization parameter with respect to the data of (1) based
on the data dependence of the estimate from Sect. 3. This discussion reveals that
a choice of a stabilization parameter possessing reasonable scaling properties does
not allow to obtain optimal convergence results in some cases. Finally, in Sect. 5, we
present numerical results illustrating this deterioration of the convergence order and
demonstrating some drawbacks of the local projection stabilization in comparison
to the SUPG method. Throughout the paper we use standard notation which can be
found, e.g., in [Cia91]. Moreover, we use the notation a � b if a 
 C b with C > 0

independent of all relevant parameters like mesh size, finite element spaces and the
parameter ".

2 Discrete Problem

The discrete problem we will introduce in this section is based on the standard weak
formulation of (1) which reads: Find u 2 H 1.�/ such that u D ub on �D and

a.u; v/ D .f; v/C hg; vi�N 8 v 2 V WD fv 2 H 1.�/ I v D 0 on �Dg ;
where

a.u; v/ WD " .ru;rv/C .b � ru; v/C .c u; v/ ;

.�; �/ denotes the inner product in L2.�/ or L2.�/d and h�; �i�N is the duality pair-
ing between H�1=2.�N / and H 1=2.�N /. Since a.v; v/ 	 " jvj21;� for any v 2 V ,
the weak formulation has a unique solution.

Let Th be a triangulation of � consisting of closed shape-regular cells K pos-
sessing the usual compatibility properties. We assume that all cells of Th are of the
same type (simplices, quadrilaterals or hexahedra) and are images of a reference cell
under a (multi)linear regular mapping. We set hK D diam.K/ for any K 2 Th and
assume that hK 
 h for all K 2 Th. We introduce a coarse triangulation Mh con-
structed by coarsening the triangulation Th such that each macro-elementM 2 Mh

is the union of one or more neighboring cells K 2 Th. The diameter of M 2 Mh

is denoted by hM . We assume that the decomposition Mh of � is non-overlapping
and shape-regular. Additionally, each cell is supposed to be of the same size as the
macro-cell it belongs to:
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9C > 0 W hM 
 ChK 8 K 2 Th; M 2 Mh with K � M :

Using the triangulation Th, we define a finite element space Wh � H 1.�/, see,
e.g., [Cia91], and we set Vh D Wh \ V . In addition, we introduce a discontin-
uous finite element space Dh � L2.�/ on the macro-partition Mh. We denote
by �h a projection operator which maps L2.�/ onto Dh, resp. L2.�/d onto Dd

h
,

and we define the fluctuation operator �h D id � �h where id denotes the identity
operator on L2.�/, resp. L2.�/d . For anyM 2 Mh, we define the local projection
stabilization term

sM .u; v/ D .�h.b � ru/; �h.b � rv//M (2)

or
sM .u; v/ D .�hru; �hrv/M (3)

and we denote
sh.u; v/ D

X
M2Mh

�M sM.u; v/;

where �M is a nonnegative stabilization parameter. Finally, we introduce a functioneubh 2 Wh such that its trace approximates the boundary condition ub .
Now the local projection discretization of (1) reads: Find uh 2 Wh such that

uh �eubh 2 Vh and

ah.uh; vh/ D .f; vh/C hg; vhi�N 8vh 2 Vh ;
where ah.u; v/ D a.u; v/C sh.u; v/.

If we introduce the local projection norm

jjjvjjjLP D
 
" jvj21;� C k�1=2 vk20;� C 1

2
k.b � n/1=2 vk2

0;�N C sh.v; v/

!1=2
;

then ah.v; v/ D jjjvjjj2LP for any v 2 V and hence the discrete problem is uniquely
solvable. To estimate the error of the discrete solution, we have to make several
assumptions on the finite element spaces. First, we assume that, for some positive
integer k and 2 
 l 
 k C 1, we have

inf
vh2Vh



kv � vhk0;K C hK

k
jv � vhj1;K

�
�
hl

K

kl
jvjl;K 8 v 2 V \H l .�/; K 2 Th:

Moreover, we assume that the space Wh satisfies the inverse inequality

jvhj1;M 
 
k h
�1
M kvhk0;M 8 vh 2 Wh; M 2 Mh: (4)

If Wh consists of piecewise polynomial functions of degree k, then this inequality
holds with 
k � k2 [Geo08]. For simplicity, we assume that 
k 	 k. Approximation
properties of the space Dh are expressed by the assumption that, for 0 
 l 
 k,
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k�h qk0;M �
hlM
kl

jqjl;M 8 q 2 L2.�/; qjM 2 H l .M/; M 2 Mh: (5)

Furthermore, we assume that the spaces Wh and Dh satisfy the inf–sup conditions

9 ˇ > 0 W inf
qh2Dh.M/

sup
vh2Yh.M/

.vh; qh/M

kvhk0;M kqhk0;M
	 ˇ 8M 2 Mh; (6)

whereDh.M/ WD fqhjM I qh 2 Dhg and Yh.M/ WD H 1
0 .M/\fvhjM I vh 2 Whg.

For suitable pairs of finite element spacesDh, Wh satisfying the above assumptions
we refer to [MST07].

Finally, we assume that

�0 > 0 or div b D 0 in � if sM are given by (2),

�0 > 0 if sM are given by (3).

To enable a simultaneous analysis for both definitions of sM , we set (with l 2 N0)

�k D 
k , �M;l.b/ D kbk2
l;1;M if sM are given by (2),

�k D 1, �M;l.b/ D 1 if sM are given by (3).

3 Error Analysis

Let u 2 H 1.�/ be the weak solution of (1). The local projection discretization is
not consistent and we have ah.u � uh; vh/ D sh.u; vh/ for any vh 2 Vh. Denoting
W b
h

D fwh 2 Wh I wh �eubh 2 Vhg, we obtain similarly as in the proof of the first
Strang lemma (see, e.g., [Cia91])

jjju � uhjjjLP 
 inf
wh2W b

h

(
jjju�whjjjLP C sup

vh2Vh

ah.u �wh; vh/
jjjvhjjjLP

)

C sup
vh2Vh

sh.u; vh/

jjjvhjjjLP
:

Lemma 1. Let D?
h

be the orthogonal complement of Dh in L2.�/. Then for any
w 2 H 1.�/ \D?

h
and any vh 2 Vh, we have

ah.w; vh/ �

0@k.b � n/1=2wk2
0;�N C

X
M2Mh

CM kwk21;M;�

1A1=2 jjjvhjjjLP ;

where kwk1;M;� D jwj1;M C 
k h
�1
M kwk0;M and
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CM D �M Ch2M ��2
k Ckbk20;1;M h2M 
�2

k ��1
M ; �M D maxf"; �M �M;0.b/g :

Proof. Consider any w 2 H 1.�/ \D?
h

and vh 2 Vh. Then

.b � rw; vh/C .c w; vh/ D �.w;b � rvh/C .� w; vh/ � 1
2
..div b/ w; vh/

C h.b � n/ w; vhi�N :

Furthermore, for anyM 2 Mh, we derive

.w;b � rvh/M 
 kbk0;1;M kwk0;M jvhj1;M :
If sM are defined by (2), we may also estimate

.w;b � rvh/M D .w; �h.b � rvh//M 
 kwk0;M k�h.b � rvh/k0;M :
If sM are defined by (3), we define bM D .1;b/M=jM j and obtain

.w;b � rvh/M D .w; .b � bM / � rvh/M C .w; �h.bM � rvh//M
� 
k jbj1;1;M kwk0;M kvhk0;M C kbk0;1;M kwk0;M k�hrvhk0;M :

Therefore, for both definitions of sM , we have

.w;b � rvh/M � 
k kwk0;M k�1=2vhk0;M
C kbk0;1;M �

�1=2
M kwk0;M



" jvhj21;M C �M sM .vh; vh/

�1=2
(the first term on the right-hand side can be dropped for sM defined by (2)).
Furthermore, we have

.� w; vh/M � 1
2
..div b/ w; vh/M � kwk0;M k�1=2vhk0;M ;

" .rw;rvh/M C �M sM .w; vh/ � �
1=2
M jwj1;M



" jvhj21;M C �M sM .vh; vh/

�1=2
:

Thus, in all the above inequalities, the right-hand sides can be estimated by

�M jwj21;M C .
2k �

�2
k C kbk20;1;M ��1

M / kwk20;M
�1=2

�
�
" jvhj21;M C k�1=2vhk20;M C �M sM .vh; vh/

	1=2
;

which leads to the desired estimate. �

It is easy to show that, for any w 2 H 1.�/,

jjjwjjjLP �

0@k.b � n/1=2wk2
0;�N C

X
M2Mh

.�M C h2M ��2
k /kwk21;M;�

1A1=2 :
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Therefore, denoting W b
h
.u/ D fwh 2 W b

h
I u � wh 2 D?

h
g, it follows from

Lemma 1 and the estimate before Lemma 1 that

jjju� uhjjjLP � inf
wh2W b

h
.u/

0@ku �whk2
0;�N C

X
M2Mh

CM ku �whk21;M;�

1A1=2

C sup
vh2Vh

sh.u; vh/

jjjvhjjjLP
: (7)

Lemma 2. For any w 2 H 1.�/ there exists zh 2 Wh \H 1
0 .�/ such that w � zh 2

D?
h

and kw � zhk1;M;� 
 .1C 2=ˇ/ kwk1;M;� for any M 2 Mh.

Proof. Consider any w 2 H 1.�/ and M 2 Mh. The inf–sup conditions (6) imply
that there exists zM 2 Yh.M/ such that .w � zM ; qh/M D 0 8 qh 2 Dh.M/ and
ˇ kzM k0;M 
 kwk0;M . Since jzM j1;M 
 
k h

�1
M kzM k0;M , we obtain the lemma.

�
In view of Lemma 2, the estimate (7) can be replaced by

jjju � uhjjjLP � inf
wh2W b

h

0@ku � whk2
0;�N C

�
1C 1

ˇ

�2 X
M2Mh

CM ku � whk21;M;�

1A1=2

C sup
vh2Vh

sh.u; vh/

jjjvhjjj
LP

:

It remains to estimate the consistency error.

Lemma 3. Let u 2 H lC1.M/ for some l 2 f0; : : : ; kg and for all M 2 Mh. If sM
are defined by (2), let bjM 2 W l;1.M/d for all M 2 Mh. Then

sh.u; vh/ �

0@ X
M2Mh

C sM �M �M;l.b/
h2lM
k2l

kuk2lC1;M

1A1=2 jjjvhjjjLP 8vh 2 Vh

with

C sM D min

(
1;
�M �M;0.b/ 
2k

�0 h
2
M

)
:

Proof. Consider any M 2 Mh and vh 2 Vh. Then the Cauchy–Schwarz inequality

and (5) yield sM .u; vh/ � hlM k�l kuk
lC1;M

�
�M;l.b/ sM .vh; vh/

�1=2
. Further-

more, we deduce using the L2 stability of �h in (5) and the inverse inequality (4)
that sM .vh; vh/ � �M;0.b/ 
2k h

�2
M kvhk20;M . Thus,

�M sM .u; vh/

�
�
C sM �M �M;l.b/

�1=2 hlM
kl

kuklC1;M
�
k�1=2 vhk20;M C �M sM .vh; vh/

	1=2
;

which proves the lemma. �
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The above estimates lead to the following result:

Theorem 1. Let all assumptions made in Sects. 1 and 2 be satisfied and let the
approximation eubh of the Dirichlet boundary condition be sufficiently accurate,
u 2 H lC1.�/ for some l 2 f1; : : : ; kg and, in case of sM given by (2), let
bjM 2 W l;1.M/d for all M 2 Mh. Then the solution of the local projection
discretization satisfies the error estimate

jjju � uhjjjLP � hlC1=2
kl

kuk
lC1;� C

�
1C 1

ˇ

�0@ X
M2Mh

CM

2
k

k2

h2l
M

k2l
kuk2

lC1;M

1A1=2

C
0@ X
M2Mh

C sM �M �M;l.b/
h2l
M

k2l
kuk2

lC1;M

1A1=2 :

4 Choice of the Parameter �M

The estimate from Theorem 1 considerably depends on the choice of the parameter
�M . Some authors simply set �M � hM , which leads to an optimal error estimate
with respect to h. However, such definition of �M is not reasonable from the prac-
tical point of view since the parameter �M should possess certain scaling properties
with respect to the solved problem. For example, if the data ", b, c, f and g are
multiplied by a positive number ˛, the solution of (1) does not change. This prop-
erty should be preserved by the discrete problem but this requires that �M changes
to �M=˛ if sM is given by (2) and to �M˛ if sM is given by (3).

A possible way to derive a formula for �M is to balance the influence of the two
terms depending on �M in the definition of CM . Let us denote �M D �M �M;0.b/
and �M D kbk0;1;M hM=
k . Then CM D �M C h2M ��2

k
C �2M ��1

M with
�M D maxf"; �M g. If " 
 �M , we have CM D �M C h2M ��2

k
C �2M=�M , which

suggests to set �M � �M . If " 	 �M , we have CM D " C h2M ��2
k

C �2M=" 

" C h2M ��2

k
C �2M =�M , which suggests to set �M � �2M=". Thus, we may set

�M D minf�M ; �2M ="g. Then really " 
 �M if and only if �M D �M , and " 	 �M
if and only if �M D �2M =". Therefore, CM 
 "Ch2M ��2

k
C 2 �M . Returning to the

previous notation, we come to the formula

�M � min

(
hM


k kbk0;1;M

;
h2M
" 
2

k

) kbk20;1;M

�M;0.b/
: (8)

If sM are given by (3), Theorem 1 and relation (8) imply that

jjju � uhjjjLP � hlC1=2
kl

kuk
lC1;� C hl

kl


k

k

�
1C 1

ˇ

�0@"1=2 C hC h1=2



1=2
k

1A kuk
lC1;�:
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Thus, if " < h, we have the optimal convergence order l C 1
2

with respect to h. On
the other hand, if sM are given by (2), the consistency error with �M from (8) may
significantly deteriorate the convergence order. More precisely, we obtain

jjju � uhjjjLP � hlC1=2

kl
kuklC1;� C hl

kl

k

k

�
1C 1

ˇ

� 
"1=2 C h1=2



1=2

k

!
kuklC1;�

C
0@ X
M2Mh

min

(
hM kbk2

l;1;M


k kbk0;1;M

;
kbk2

l;1;M

�0

)
h2lM
k2l

kuk2lC1;M

1A1=2 : (9)

The convergence order with respect to h of the last term on the right-hand side of
(9) may be significantly smaller than for the other two terms. Let us demonstrate
this for � D .0; 1/d , �0 D 0, b2 D xl1 and bi D 0 for i ¤ 2. We shall assume
that u 2 C lC1.�/ and

P
j˛j	lC1 jD˛uj > 0 in �. Moreover, we confine ourselves

to meshes Mh consisting of N d equal d -cubes, set H D 1=N and assume that
H � h. Then the last term on the right-hand side of (9) can be estimated from
below by0@ X

M2Mh

h2lC1M jbj2
l;1;M


k k2l kbk0;1;M

kuk2lC1;M

1A1=2 �

0@ X
M2Mh

h2lC1 jM j

k k2l kb2k0;1;M

1A1=2

	 hlC1=2



1=2

k
kl

 Z 1

H

1

xl1
dx1

!1=2
� h1Cl=2



1=2

k
kl

for l 	 2 : (10)

A general estimate from above has not been established yet so that, for suitable data,
the convergence might be even slower. Note, however, that (9) implies an optimal
error estimate with respect to h if b ¤ 0 in�. If this is not the case but �0 > 0, then
in general we obtain only the suboptimal convergence order l with respect to h. The
discussed theoretical results have been also confirmed by numerical experiments.

The derivation of the formula (8) for �M was based on balancing the terms in the
definition of CM . If we take into account the consistency error as well and sM are
given by (2), we may come to the formula

�M � min

(
hM


k kbk
l;1;M

;
h2M
" 
2

k

)
: (11)

This leads to the error estimate

jjju� uhjjjLP � hlC1=2

kl
kuklC1;� C hl

kl

k

k

�
1C 1

ˇ

� 
"1=2 C h1=2



1=2

k

!
kuklC1;� :

Although this estimate is optimal with respect to h, we do not think that the for-
mula (11) is a good choice. First, the norm kbk

l;1;M
is not convenient from the
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implementational point of view and second, which is more important, the various
derivatives in the definition of this norm scale in different ways if the size of the
computational domain is changed. Consequently, if the problem (1) is transformed
into dimensionless variables before assembling the discrete problem, the discrete
solution transformed back to� depends on the definition of the characteristic length.
In other words, if a definition of �M based on (11) is optimal for a given problem,
a rescaling of the space variable will generally cause a loss of this optimality. This
unacceptable behaviour does not occur if the formula (8) is considered.

5 Numerical Results

Let us first consider the following example illustrating the deterioration of the
convergence order discussed at the end of the previous section.

Example 1. We consider the problem (1) with � D .0; 1/2, �D D @�, �N D ;,
" D 10�12, b.x; y/ D .0; x2/ and c D 0. The functions f and ub are such that the
solution of (1) is u.x; y/ D sin.x C y/.

The triangulations Th are constructed by dividing � into equal squares and by
cutting each square along the diagonals into four triangles. The space Dh consists
of discontinuous piecewise linear functions on Mh D Th and the space Wh of con-
tinuous piecewise quadratic functions enriched elementwise by three quartic bubble
functions, see [MST07] for details. The projection operator �h defining the fluc-
tuation operator in (2) and (3) is the orthogonal L2 projection. The stabilization
parameter is defined simply by the right-hand side of (8) with 
k D 1.

Tables 1 and 2 show errors of the discrete solutions computed using the local
projection method defined by (2) and (3), respectively, for various values of h. The
errors are measured in the (semi)norms jjj � jjjLP , k � k0;�, j � j1;� and k � k

0;1;h

where the discrete L1 norm k � k
0;1;h

is defined as the maximum absolute value at
vertices of the triangulation. The convergence orders are computed from the errors
for the two finest meshes. The notation r�n used in the tables means r � 10�n.
We observe that, if sM are given by (2), all convergence orders are suboptimal and
the convergence order in the local projection norm is in agreement with the estimate
(10). If sM are given by (3), the accuracy is much higher and the convergence orders
are nearly optimal although the assumption �0 > 0 is not satisfied. Nevertheless,
our numerical tests show that, in most cases, both variants (2) and (3) of the local
projection stabilization lead to comparable results, see [KL08].

Example 2. We consider the problem (1) with � D .0; 1/2, �D D @�, �N D ;,
" D 10�8, b D .1; 0/, c D 0, f D 1 and ub D 0.

The solution u.x; y/ possesses an exponential boundary layer at x D 1 and
parabolic boundary layers at y D 0 and y D 1. Away from the layers, the solu-
tion u.x; y/ is very close to x. The triangulation Th consists of 32 � 32 equal
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Table 1 Example 1, errors for the local projection method defined by (2)

h jjj � jjjLP jj � jj0;� j � j1;� jj � jj
0;1;h

6.25�2 6.68�5 7.08�4 8.57�2 6.06�3
3.13�2 1.65�5 2.57�4 6.27�2 3.11�3
1.56�2 4.12�6 9.18�5 4.49�2 1.57�3
7.81�3 1.04�6 3.24�5 3.18�2 7.85�4
conv. order 1.99 1.50 0.50 1.00

Table 2 Example 1, errors for the local projection method defined by (3)

h jjj � jjjLP jj � jj0;� j � j1;� jj � jj
0;1;h

6.25�2 1.19�5 5.59�5 6.73�3 3.27�4
3.13�2 2.06�6 6.20�6 1.45�3 4.28�5
1.56�2 3.63�7 7.42�7 3.33�4 5.59�6
7.81�3 6.47�8 9.36�8 8.09�5 7.21�7
conv. order 2.49 2.99 2.04 2.96
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1e2
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TV(uh)-2MAX(uh)

ERR(uh)

1e-1

1e0

1e1

1e2

1e3

1e4

1e-5 1e-4 1e-3 1e-2 1e-1 1e0

TV(uh)-2MAX(uh)

ERR(uh)

Fig. 1 Dependence of the total variation and error on the stabilization parameter for the SUPG
method (left) and a local projection method (right)

squares and we set Mh D Th. The space Dh consists of discontinuous piecewise
linear functions and the space Wh of continuous piecewise biquadratic functions
enriched elementwise by two bicubic bubble functions, see [MST07] for details. We
shall also consider the SUPG method [BH82] with a space of continuous piecewise
biquadratic functions.

We shall investigate the capability of the methods to remove spurious oscillations
along the exponential boundary layer. For this we shall compute the discrete total
variation T V.uh/ of uh along y D 0:5 using the values at vertices and midpoints
of edges. Further, we compute the discrete maximum value MAX.uh/ of uh using
the same values of uh as before. Then uh possesses no spurious oscillations along
y D 0:5 if and only if T V.uh/ D 2MAX.uh/. We shall also compute the error
ERR.uh/ of uh as the l2 norm of errors u � uh at vertices and midpoints of edges
along y D 0:5.

In the left part of Fig. 1, we see the dependence of T V.uh/ � 2MAX.uh/ and
ERR.uh/ on the stabilization parameter for the SUPG method. The values on the
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horizontal axis represent the ratio of the parameter and a theoretical ‘optimal’ value
which is 1/128 in the present case. We observe that the spurious oscillations are not
present for sufficiently large parameters. In the region without oscillations the error
increases with increasing parameter since the discrete solution is more smeared.
The left part of Fig. 1 is typical for SUPG approximations of exponential boundary
layers whereas, for characteristic layers, large values of the stabilization parameter
generally do not lead to a suppression of spurious oscillations in SUPG solutions.

In the right part of Fig. 1, results for the local projection method with sM defined
by (3) are depicted. The horizontal axis shows the ratio �M=hM . Very similar results
are obtained also for sM defined by (2) and for any finite element spaces Wh, Dh
of second order accuracy discussed in [MST07]. We see that the local projection
method is not able to suppress the spurious oscillations sufficiently. Moreover, it is
not easy to assure the highest possible suppression of spurious oscillations since the
oscillations increase for �M both smaller and larger than the optimal value.

Thus, we can conclude that the local projection stabilization (which acts only on
the fine scales of the discrete solution) assures stability and (optimal) convergence,
even with respect to the SUPG norm [KT08], but the stabilization is too weak to
suppress spurious oscillations sufficiently. Nevertheless, the oscillations are much
smaller than in the Galerkin solution and they are localized in layer regions, which
is a common feature with the SUPG method. A possible improvement of the local
projection method could be achieved by introducing additional stabilization of the
coarse scales of the discrete solution.
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[RLL08] G. Rapin, G. Lube, and J. Löwe. Applying local projection stabilization to inf-sup stable
elements. In K. Kunisch, G. Of, and O. Steinbach, editors, Numerical Mathematics and
Advanced Applications, pages 521–528. Springer, Berlin, 2008.



A Locally Adapting Parameter Design
for the Divergence Stabilization of FEM
Discretizations of the Navier–Stokes
Equations

J. Löwe

Abstract We will first briefly summarize the previous efforts in constructing a
parameter design for local projection and grad-div stabilization based on a-priori
convergence analysis for the linearized problem given in [LRL08] and [MT07].
Especially for Taylor-Hood type elements this leads to a grad-div stabilization
parameter 
 � 1. While this design works well for some academic testproblems
it does not give satisfactory results for others. A review of the convergence esti-
mate suggests an a-posteriori parameter design including local norms of velocity
and pressure. Some first numerical results based on this parameter design will be
presented.

1 Introduction

Consider the non-dimensional, unsteady, incompressible Navier–Stokes equations:

@tu �Re�1�u C .u � r/u C rp D Qf in � � .0; T /
r � u D 0 in � � .0; T / (1)

in the primitive variables velocity u and pressure p in a bounded, polyhedral domain
� � Rd , d D 2; 3 and with given source term Qf. The dimensionless Reynolds num-
ber is given by Re D UL

�
with U and L being a characteristic velocity and length,

respectively, and � the kinematic viscosity.
A standard approach for solving (1) is to apply a semi-discretization in time with

an implicit A-stable scheme first and then to linearize the problem with a fixed point
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or Newton-type method. The fixed point iteration leads to a series of Oseen-type
problems:

�Re�1�u C .b � r/u C �u C rp D f in �

r � u D 0 in �:

We consider � to be constant and proportional to the inverse of the chosen timestep
size and b 2 Hdiv.�/\ L1.�/ with � � 1

2
r � b 	 �0 	 0 almost everywhere. For

simplicity we impose homogeneous Dirichlet boundary conditions u D 0 on @�.
The appropriate solution space for the continuous problem is

.u; p/ 2 V �Q WD �
H 1
0 .�/

�d � L20.�/:
The weak formulation for the Oseen problem then reads

Find U D .u; p/ 2 V �Q s.t.

A.U; V / D .f; v/ 8V D .v; q/ 2 V �Q
with the bilinear form

A.U; V / WD Re�1.ru;rv/C ..b � r/u C �u; v/ � .r � v; p/C .r � u; q/;

where . ; / denotes the inner product on L2.�/ or ŒL2.�/	d .
As a spatial discretization we consider quadrilateral (d D 2) and hexahedral ele-

ments (d D 3) and require a shape-regular triangulation T
h
. Let FK be the mapping

from the reference cell OK to real cell K and let Qr be the space of tensor polyno-
mials, i.e. polynomials of maximum degree r in each coordinate direction. Then we
can define the mapped finite element space

Yr;h D fv 2 C.�/ j vjK ı FK 2 Qr.
OK/ 8K 2 Thg :

We choose the discrete ansatz spaces V
h

D �
Y
s;h

�d \ V and Q
h

D Q
t;h

\ Q for
velocity and pressure with polynomial degrees s and t , respectively.

2 The Local Projection Stabilization Framework

The standard Galerkin approximation with finite elements suffers from two prob-
lems. On the one hand the case Re � 1 gives raise to spurious oscillations in
the velocity component of the solution due to dominating advection and poor mass
conservation; on the other hand, a pressure instability occurs for spaces that do not
satisfy the discrete inf-sup condition.
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A widespread framework to deal with all these problems is the residual based
stabilization. Especially the combination of Streamline-Upwind/Petrov-Galerkin
(SUPG) and Pressure-Stabilization/Petrov-Galerkin (PSPG) is often used, some-
times supplemented with Grad-Div stabilization, see [BBJL07] and references
therein.

The class of residual based methods has several drawbacks. For example the
SUPG and PSPG methods are non-symmetric and introduce additional coupling
terms between velocity and pressure. These create some difficulties in the analy-
sis and lead to upper bounds on the stabilization parameters in order to prove the
stability of the method.

As a remedy for the drawbacks of the class of residual based methods several
symmetric stabilization methods have been proposed. They all have in common that
they add a symmetric, positive semi-definite bilinear form S

h
to the original weak

formulation of the problem.
The stabilized variational formulation is then given by:

Find Uh D .uh; ph/ 2 Vh �Qh s.t.

.AC Sh/.Uh; Vh/ D .f; vh/ 8Vh D .vh; qh/ 2 Vh �Qh:

There are several ways to define the penalty term S
h
, see [BBJL07]. Here we will

focus on the local projection stabilization (LPS) following the framework introduced
in [MST07]. The idea of LPS is to penalize only the small scales of the quantities
of interest defined by some fluctuation operator.

Let VH=QH be a pair of scalar and discontinuous coarse spaces on a suit-
able macro triangulation M

h
and let �v=q W L2.�/ ! VH=QH be the local

L2-projections into the coarse spaces. Then we can define the fluctuation operators

�v=q WD id � �v=q W L2.�/ ! L2.�/:

We will use boldface notation �v if we apply the operator component-wise. The
stabilizing bilinear form Sh can then be defined as

Sh.U; V / WD
X

M2Mh

�M


�v..r � b/u/; .r � b/v

�
M

C
X

M2Mh


M


�q.r � u/;r � v

�
M

C
X

M2Mh

˛M


�v.rp/;rq�

M
:

It contains penalty terms for the fluctuations of the streamline derivative and diver-
gence of the velocity and the pressure gradients, weighted element-wise by user
chosen parameters �M , 
M and ˛M . Other variants that stabilize fluctuations of the
full gradient of the velocity are possible.
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3 Parameter Design

Two typically used conforming spatial discretizations are the family of Taylor-Hood
elements (TH, s D t C 1) and approximations with equal order for velocity and
pressure (EO, s D t). The coarse spaces are chosen in a so called two-level manner,
where T

h
is a suitable global refinement of M

h
WD T

2h
. The full a-priori analysis on

stability and error estimates for this method can be found in [LRL08] and [MT07].
Under the assumptions given there one can derive the following estimate for

the error between the continuous solution U D .u; p/ and the discrete solution
U
h

D .u
h
; p
h
/ in the stabilized energy norm:

jjjU � Uhjjj2LP 
 C
X

M2M
h

�
�Mh

2s
M j.b � r/uj2s;!

M

C C uMh
2s
M juj2sC1;!

M
C C

p
Mh

2t
M jpj2tC1;!

M

	
(2)

where !M denotes a certain neighborhood of the macro element and

C uM WD Re�1 C h2M .� C ��1
M C ˛�1

M /C 
M C �M kbk21;M ;

C
p
M WD ˛M C 
�1

M h2M :

The energy norm itself is given by:

jjj.v; q/jjj2LP D Re�1jvj21 C �0kvk20 C ıkqk20 C Sh.v; qI v; q/:

In order to get asymptotically optimal rates of convergence, the stabilization
parameters must satisfy a certain scaling with respect to hM given in Table 1. These
parameter designs are based on the assumption jujkC1;M � jpjk;M and obtained by
balancing the parameter dependent terms in the a-priori error estimate (2) in order
to minimize the upper bound on the error.

For the Taylor-Hood element the divergence parameter 
M is notably conspicu-
ous because it is of order 1 and might dominate the whole PDE. In [OR04], where
the grad-div stabilization for the Stokes problem is analyzed, it is remarked, that
the larger the norm of the pressure is compared to the norm of the velocity, the
more important the divergence stabilization is. We propose that balancing the 
M –
dependent terms should include the local norms of u and p because there may be
large differences in the scaling of both. Following this approach gives:

Table 1 Selected space combinations with parameter scaling (Re�1 < hM )

Vh Qh VH QH �M �M ˛M error

TH Y
k;h

Y
k�1;h

Y disc
k�1;2h

f0g 
hM 
1 0 O


hk

M

�
EO Y

k;h
Y

k;h
Y disc

k�1;2h
f0g 
hM 
hM 
hM O

�
h

kC1=2

M
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M juj2kC1;!M
� 
�1

M jpj2k;!M
H) 
M � jpjk;!M

jujkC1;!M

:

Since the solution .u; p/ is generally unknown, these norms must be replaced by
norms of the discrete solution .u

h
; p
h
/. This leads to a local and nonlinear parameter

design. We should further note, that it may be difficult to recover approximations
of the high order derivatives from the discrete solution to evaluate the norms for
large k.

4 Numerical Results

As test cases we considered two stationary Navier–Stokes problems with special
properties.

Problem 1. On the unit square � D .0; 1/2 we define

u.x; y/ D
�

cos.2x � 1/e2y�1
sin.2x � 1/e2y�1

�
; p.x; y/ D e2 � e�2

8
� e4y�2

2

and right hand side f D 0. Then the Laplacian vanishes, �u D 0. The sole contri-
bution from the velocity field to the PDE is the nonlinear term that cancels out with
the pressure gradient.

Problem 2. Again on the unit square � D .0; 1/2 we prescribe a fixed velocity
profile and a channel-like linear pressure

u.x; y/ D
�

sin.�y/
0

�
; p.x; y/ D Re�1�.x � 1

2
/

and get a non-vanishing right-hand side. This time the convective term .u � r/u is
zero and the pressure is scaled with the inverse of the Reynolds number. A vector
plot of the velocity field for both examples is given in Fig. 1.

Remark. We did not use the quadratic Poiseuille profile for the second example
because it is contained in the ansatz spaces for k 	 2.

The following numerical tests were carried out on an unstructured, quasi uniform
mesh with h � 1

32
and the Taylor-Hood element with k D 2. The nonlinearity was

resolved by a damped defect correction iteration and the norm of the residual was
reduced below 10�12.

Figure 2 shows how the various errors of the discrete solution depend on the
Reynolds number without stabilization. For the first problem we see almost a linear
increase of the errors in the velocity with the Reynolds number, while the pressure
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Fig. 1 Vector plot of velocity for problems 1 (top) and 2 (bottom)
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Fig. 2 Errors vs. Reynolds number Re for problems 1 (top) and 2 (bottom)

error remains constant. The error of the velocity in the H 1-seminorm is dominated
by the divergence error. For the second problem we can observe a linear decrease
of the pressure error that is caused by the scaling of the pressure with Re�1. The
velocity errors are not affected by the Reynolds number and the divergence error is
smaller than theH 1-seminorm error.



202 J. Löwe
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Fig. 3 Stabilization with the old parameter design, problems 1 (top) and 2 (bottom)

The effect of divergence stabilization on the errors for the original parameter
design and both examples with Re D 104 is shown in Fig. 3. For the first prob-
lem the divergence stabilization improves the velocity errors by several orders of
magnitude and decouples the divergence error from the H 1-seminorm error. The
optimal parameter 
M � 1 reduces the divergence error to the level it had for
Re D 1. However, the behavior is different for the second problem. At some point



A Locally Adapting Parameter Design for Divergence Stabilization 203

10−4 10−2 100 102

10−6

10−5

10−4

10−3

10−2

10−1

100

μ  (log)

er
ro

rs
 (

lo
g)

u−uh  0
u−uh 1
p−ph  0

div uh  0 

Fig. 4 Stabilization with the new parameter design, Example 1

the pressure error starts to increase linearly with the stabilization parameter. The
previously optimal value now increases the pressure error by more than one order of
magnitude. Over the whole range of tested parameters only a marginal improvement
of the error can be observed. The errors without stabilization are almost optimal.

To get some first results for the new parameter design we used the reference
solution and inserted it into the new parameter design. Due to vanishing second
derivatives of the pressure for the second problem the parameter design reduces to

M D 0 and reproduces what we could see in the previous numerical result: for this
problem the divergence stabilization is superfluous. For the first problem the original
assumption on the norms is valid and the new parameter design gives results (shown
in Fig. 4) comparable to the old parameter design.

More realistic flows, like the flow around a cylinder used in benchmark com-
putations [TS96], show locally varying properties. Close to the cylinder nonlinear
effects are stronger, while far behind the cylinder channel like flow can be observed.
The proposed parameter is an indicator for the flow type and varies by two orders
of magnitude for the flow around the cylinder.

5 Conclusion

Parameter designs for the divergence stabilization did not take into account the local
norms of velocity and pressure so far. This leads to parameters far from being
optimal for some types of flow (e.g. channel type flow) that actually increase the
errors. By a careful look into existing a-priori analysis and error estimates we were
able to derive a new parameter design for the divergence stabilization that includes
local norms of velocity and pressure in order to minimize the upper bound of the
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error. The rate of convergence is not affected by the new choice. Unfortunately the
new parameter design has several drawbacks that are an obstacle to an efficient
implementation.

We should note, that similar observations can be made for the pressure stabi-
lization parameter, because it appears in front of velocity and pressure norms in
the error estimate. In practice the effect of badly chosen parameters is less visible
there, because the parameter typically is proportional to hM or h2M for pressure
stabilization.

We have not yet implemented the proposed nonlinear parameter design, because
we belive that balancing the parameter using the asymptotic a-priori error esti-
mate is still not optimal. What we finally want to do is to determine the load on
the divergence constraint, for example by using a Helmholtz-decomposition of the
convective and external forcing terms in the momentum equation.

The question whether it is possible to construct a reliable and robust parameter
design, that works over a broad range of problems without case by case parameter
tuning and can be efficiently implemented, is still open.
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Distributed and Boundary Control
of Singularly Perturbed
Advection–Diffusion–Reaction Problems

G. Lube and B. Tews

Abstract We consider the numerical analysis of quadratic optimal control problems
with distributed and Robin boundary control governed by an elliptic problem. The
Galerkin discretization is stabilized via the local projection approach which leads to
a symmetric discrete optimality system. In the singularly perturbed case, the Robin
control at parts of the boundary can be seen as regularized Dirichlet control.

1 Introduction

Let � � Rd ; d 2 f2; 3g be a bounded polyhedral domain with Lipschitz boundary
@� D �R [ �D , �D \ �R D ; and outer normal unit vector n. We address some
aspects of the numerical analysis of the quadratic optimal control problem

Minimize J.u; q�; q�/ WD 1

2
��ku � Qu�k2

L2.�/
C 1

2
��ku � Qu�k2

L2.�R/

C 1

2
˛�kq�k2

L2.�/
C 1

2
˛�kq�k2

L2.�R/
(1)

where .u; q�; q�/ 2 V �Q��Q� WD fv 2 H 1.�/ W uj�D
D 0g�L2.�/�L2.�R/

solves the mixed boundary value problem of advection-diffusion-reaction type

�"�uC b � ruC �u D f C q� in �; (2)

u D 0 on �D ; "ru � n C ˇu D g C q� on �R:
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We assume that " > 0 and � 	 0 are constants and that the advective field b is
divergence-free. In (1), the desired states are Qu� and Qu� . The constants ��; �� 	 0

with �2� C �2� > 0 describe the weights of the distributed and boundary control in
(1) whereas ˛�; ˛� 	 0 with ˛2� C ˛2� > 0 serve as regularisation parameters. The
state equation (2) describes the dependence of the state u on the control .q�; q�/.

Problem (1)–(2) with �R D ; has been considered in [3, 10] for the singularly
perturbed case 0 < � � 1, see also the references therein. Here one goal is to con-
sider problem (1)–(2) simultaneously for distributed and (Robin) boundary control.
Notably, for 0 < � � 1, the Robin control can be seen as regularized Dirichlet
control.

The Galerkin discretization is stabilized as in [3] via the local projection approach
(LPS for short below) which leads to a symmetric optimality system. This implies
that discretization and optimization commute as opposed to residual-based stabiliza-
tion techniques. Another aim of the present paper is a more general LPS approach,
including a two-level variant (as in [3]) and a one-level variant introduced in [9].
Let us emphasize two aspects of the analysis: (1) The regularity of the solution of
problem (2) is taken into account by using Sobolev–Slobodeckij spaces and adapt-
ing the analysis of the LPS method. (2) The analysis is performed for shape regular
meshes (as opposed to quasi-uniform meshes in [3]) which allows for (isotropic)
mesh refinement at corners or edges of the domain and in boundary layers.

An outline of the paper is as follows: In Sect. 2, we address the solvability of
problem (1)–(2). Then, in Sect. 3, we consider the finite element (FE) discretiza-
tion of the optimality system whereas Sect. 4 presents its convergence properties. In
Sects. 5 and 6, we address a numerical experiment and the interpretation of Robin
control as regularized Dirichlet control. For full proofs we refer to [8].

Standard notations for Lebesgue and Sobolev spaces are used, e.g., the L2-inner
product and the L2-norm in G � � are denoted by .�; �/G and k � k0;G .

2 Continuous Optimal Control Problem

Here we consider the optimality system for the continuous optimal control problem
(1)–(2). To this goal, we first consider the solvability of the state equation (2) with
Qf WD f C q� and Qg WD g C q� . The variational form of problem (2) reads:

Find u 2 V such that a.u; v/ D f .v/ 8v 2 V; (3)

a.u; v/ WD ".ru;rv/� C .b � ruC �u; v/�C.ˇu; v/�R
;

f .v/ WD . Qf ; v/� C . Qg; v/�R
:

Lemma 1. There exists a unique solution u 2 H 1.�/ of problem (3) under the
assumptions:

i) b 2 ŒL1.�/	d ; Qf 2 L2.�/; Qg 2 L2.�R/; ˇ 2 L1.�R/,
ii) " > 0, � 	 0 and r � b D 0 a.e. in �;
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iii) Q̌ WD ˇ C 1
2
.b � n/ 	 ˇ0 	 0; ˇ 	 0 a.e. on �R;

iv) There holds: .iv/1 
d�1.�D/ > 0; and/ or .iv/2 � > 0 or ˇ0 > 0.

Moreover, the optimal control problem (1)–(2) has a unique solution .u; q�; q�/.

The proof can be found in [8], Lemma 2.1. Please note that the assumption ˇ 	 0

is not needed for this result, but it will be used later on in the analysis in Sect. 4.
In general, the solution of (3) is not in W 2;2.�/. Let S be the set of points

(for d D 2) or edges (for d D 3) which subdivide the polyhedral boundary @�
into smooth disjoint connected components. The weighted Sobolev space V k;2

ı
.�/

denotes the closure of C1.�/ w.r.t.

kvk
V

k;2
ı

.�/
D
� X

j˛j	k

Z
�

r2.ı�kCj˛j/jD˛uj2 dx
	 1

2

where r D r.x/ D dist.x;S/, ı 2 R, and k 2 N. The parameter ı is defined via
eigenvalues of eigenvalue problems (in local coordinate systems at parts of the set S)
associated with problem (3). As it is not the goal here to give sufficient conditions
for the solution of problem (3) to belong to V k;2

ı
.�/, we refer to [6]. Moreover,

we do not intend to consider graded FE meshes in the neighborhood of the set S
although the forthcoming numerical analysis allows such kind of refinement. For
such approach to optimal control problems, see [1].

Here we consider on a subdomainG � � the Sobolev–Slobodeckij spaces

W kC�;2.G/ WD
n
v 2 W k;2.G/ W kukkC�;2;G < 1

o
; k 2 N0; � 2 Œ0; 1/

kukkC�;2;G WD
�
kuk2k;2;G C

X
j˛jDk

Z
G

Z
G

jD˛u.x/ �D˛u.y/j2
jx � yjdC2� dx dy

	1
2

:

The spaces W kC�;2.�R/ are defined in a similar way.

Remark 1. The embeddings V 2;2
ı
.�/ � W

d
2

C	;2.�/ � C.�/ are valid for ı <

2 � d
2

C � with � > 0, cf. [6]. In particular, for the case @� D �D in polyhedral
domains, the conditions ı 
 1

2
C �; � > 0 are sufficient.

As problem (3) is uniquely solvable, we define the affine linear solution operator
S W L2.�/�L2.�R/ ! V; u D S.q�Cf; q� Cg/: Due to the linearity of (2) we
can split S in its linear and affine linear part. Inserting u D S.q� C f; q� C g/ D
S.q�; q�/ C S.f; g/ in (1), we obtain (with trace operator � ) and the definitions
u� WD Qu� � S.f; g/ and u� WD Qu� � � ı S.f; g/ the reduced cost functional:

j.q�; q�/ D J .q�; q� ; S.q�; q�// D 1

2
��kS.q�; q�/� u�k20;�

C 1

2
��k� ı S.q�; q�/ � u�k20;�R

C 1

2
˛�kq�k20;�

C 1

2
˛�kq�k20;�R

:

(4)
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Now the reduced optimization problem reads

Minimize j.q�; q�/; .q�; q�/ 2 Q� �Q� : (5)

The reduced cost functional j is continuously differentiable. In order to formu-
late the optimality conditions for problem (5), we define the associated adjoint state
p 2 V to .q�; q�/ as the solution of

Find p 2 V W aadj .p; v/ D ��.u � u�; v/� C ��.u� u� ; v/�R
8v 2 V;(6)

aadj .p; v/ WD �.rp;rv/� � .b � rp; v/� C �.p; v/� C ..ˇ C b � n/p; v/�R
:

The necessary (and sufficient) optimality conditions read

Dq�
j.q�; q�/ � .k� � q�/ D .˛�q� C p; k� � q�/� D 0; 8k� 2 Q�; (7)

Dq�
j.q�; q�/ � .k� � q�/ D .˛�q� C � ı p; k� � q�/�R

D 0; 8k� 2 Q� ;(8)

leading to

˛�q� C p D 0; in � ˛�q� C � ı p D 0 on �R: (9)

The optimality system (KKT-system) for problem (1)–(2) is formed by (9)
together with the state problem (3) and the adjoint state problem (6). The second
order derivatives of j.q�; q�/ do not depend on .q�; q�/ and are positive definite.

As already said, the solution of (1)–(2) is in general not arbitrarily smooth.

Assumption 1: The optimal solution .u; p; q�; q�/ of the optimal control problem

(1)–(2) belongs to ŒW 1C�;2.�/	3 �W 1
2 C�;2.�R/ with 1C � > d

2
.

Assume that ˛�; ˛� > 0. Then Assumption 1 is valid if the solution u of
(3) belongs to W 1C�;2.�/; 1 C � > d=2, eventually for sufficiently smooth data
Qf ; Qg; ˇ. For sufficient conditions, see Remark 1. Then the same statement is valid

for the solution p of (6) for sufficiently smooth data u�; u� . Moreover, the regular-
ity of q� and q� follows via (9). Finally, we remark that Assumption 1 allows later
on Lagrangian interpolation of the solution.

3 Stabilized Discrete Optimality System

Here we introduce the discretized optimal control problem to (1)–(2). A more gen-
eral approach to the discretization as in [3] is applied by considering shape-regular
FE meshes and a more flexible stabilization concept.

Consider a family of shape-regular, admissible decompositions Th of � into d -
dimensional simplices, quadrilaterals (d D 2) or hexahedra (d D 3). Let hT be the
diameter of a cell T 2 Th and h D maxT2Th

hT . Assume that, for each T 2 Th,
there exists an affine mapping FT W OT ! T which maps the reference element OT
onto T . This quite restrictive assumption for quadrilaterals/ hexahedra can be weak-
ened to asymptotically affine linear mappings [2]. Let eh denote the set of element
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faces (for d D 3) or element edges (for d D 2) induced by Th on @�. Moreover,
we assume that the Robin part �R of the boundary is exactly triangulated by eh.

Set PTh
D fvh 2 L2.�/ W vh ı FT 2 P1. OT /; T 2 Thg within P1. OT /, the

space of complete linear polynomials on OT , and RTh
D fvh 2 L2.�/ W vh ı FT 2

Q1. OT /; T 2 Thg within Q1. OT /, the space of all polynomials on OT with maximal
first degree in each coordinate direction. The state space V is approximated by a FE
space Vh � PTh

\V or Vh � RTh
\V: Similarly, letQh;� � H 1.�/ be a FE space

for the control variable andQh;� D Qh;�j�R
its restriction to �R.

The basic Galerkin discretization of the state problem (3) reads:

find uh 2 Vh such that a.uh; vh/ D f .vh/; 8vh 2 Vh: (10)

The solution uh of (10) may suffer from spurious oscillations. As a remedy, we
consider the local projection stabilization (LPS) approach which results in a sym-
metric discrete optimality system. LPS methods split the discrete function spaces
into small and large scales and add stabilization terms of diffusion-type acting only
on the small scales. There are basically a two- and a one-level variant (indicated by
Mh D T2h and Mh D Th, respectively).

The two-level variant starts from the given space Vh D PTh
\V or Vh D RTh

\V
for simplicial or hexahedral elements. The large scales are determined by means
of a coarse, non-overlapping and shape-regular mesh Mh D fMigi2I which is
constructed by coarsening Th s.t. each M 2 Mh with diameter hM is the union of
neighboring cells T 2 Th. (A more practical approach is to start from the coarse grid
Mh and to construct Th by an appropriate refinement, see [4], Sect. 4.) Moreover,
we assume:

9 C > 0 W hM 
 ChT ; 8T 2 Th; M 2 Mh with T � M: (11)

We introduce a discontinuous FE space Dh � L2.�/ of piecewise constant func-
tions on Mh and its restriction Dh.M/ WD fvhjM I vh 2 Dhg to M 2 Mh.
The next ingredient is the local L2-projection �M W L2.M/ ! Dh.M/ which
defines the global projection �h W L2.�/ ! Dh by .�hv/jM WD �M .vjM / for
all M 2 Mh. The fluctuation operator �h W L2.�/ ! L2.�/ is defined by
�h WD id � �h.

The one-level variant starts from the given discontinuous FE space Dh of piece-
wise constant functions on Mh D Th and uses an appropriate FE space Vh on Th.
For simplicial elements, define

P bub1 . OT / D P1. OT /C Ob � P0. OT /; Ob. Ox/ WD .d C 1/dC1 O�1. Ox/ � : : : � O�dC1. Ox/

with the barycentric coordinates O�1; : : : ; O�dC1. The enriched space is defined as

Vh D fv 2 H 1.�/ \ V W vjT ı FT 2 P bub1 . OT / 8T 2 Thg:
A similar construction is given in Sect. 4 of [9] for hexahedral elements. Then the
same framework as in the two-level approach can be used by setting Mh D Th.
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For both variants, the stabilized discrete formulation reads: find uh 2 Vh such
that

alps.uh; vh/ WD a.uh; vh/C sh.uh; vh/ D f .vh/; 8vh 2 Vh; (12)

sh.uh; vh/ WD
X

M2Mh

�M .�h .b � ruh/ ; �h .b � rvh//M : (13)

The stabilization sh with parameters �M 	 0 acts solely on the small scales. Another
variant uses Qsh.uh; vh/ D P

M Q�M . Q�h.ruh/; Q�h.rvh//M instead of sh.�; �/. Here
Q�h denotes a vector-valued version of the fluctuation operator �h.

For a discussion of “pro’s and con’s” of the two variants, we refer to [4].
The discretized control problem associated with (1)–(2) reads as follows:

min J.uh; qh;�; qh;�/; .uh; qh;�; qh;�/ 2 Vh �Qh;� �Qh;� ; (14)

alps.uh; vh/ D .f C qh;�; vh/� C .g C qh;� ; vh/�R
;8vh 2 Vh: (15)

Problem (14)–(15) has a unique solution .uh; qh;�; qh;�/ which allows us to define
the discrete solution operator Sh W Q� �Q� ! Vh by

alps.Sh.qh;�; qh;�/; vh/ D .f C qh;�; vh/� C .g C qh;� ; vh/�R
8vh 2 Vh

and the discrete reduced cost functional as jh.qh;�; qh;�/ D J.Sh.qh;�; qh;�/; qh;�;

qh;�/: The necessary (and here also sufficient) optimality conditions read

˛�qh;� C ph D 0; ˛�qh;� C � ı ph D 0:

Here the discrete adjoint state ph 2 Vh solves the discrete adjoint state problem

alps.vh; ph/ D ��.uh � u�; vh/� C ��.uh � u� ; vh/�R
: (16)

where uh D Sh.q�; q�/ is the discrete state according to (15).

Remark 2. The symmetry of the LPS term implies that the operations “optimize”
and “discretize” commute, see [3].

4 A-Priori Error Analysis

Here we provide the error analysis for the optimal control problem (1)–(2). It turns
out that additional assumptions for the LPS method are required.

Assumption 2: The fluctuation operator �h D id � �h has the property:

9C	 > 0 W k�hqk0;M 
 C	h
s
M jqjs;M ; 8q 2 W s;2.M/; s 2 Œ0; 1	; 8M 2 Mh:

(17)

Remark 3. The original version of (17) in [9] only considers s 2 f0; 1g.
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Following [9], we construct an interpolation jO W V ! Vh such that the error
v � Ihv is L2-orthogonal to Dh for all v 2 V . The following assumption is valid
for the discrete spaces discussed in the previous section and allows us to conserve
standard approximation properties.

Assumption 3: There exists a constant ˇS > 0 such that, for anyM 2 Mh,

inf
qh2Dh.M/

sup
vh2Yh.M/

.vh; qh/M

kvhk0;M kqhk0;M 	 ˇS > 0: (18)

where Yh.M/ WD fvhjM W vh 2 Vh; vh D 0 on � nM g.
Condition (18) implies thatDh must not be too rich. On the other hand,Dh must

be rich enough to fulfil (17) .
The following result extends the proof in [9] to � 2 f0; 1g, see [8], Lemma 4.1.

Lemma 2. Under Assumption 3 there exists an operator jO W V ! Vh such that

.v � jOv; qh/� D 0; 8qh 2 Dh;8v 2 V; (19)

and for allM 2 Mh, for all E 2 eh, and for v 2 V \W 1C�;2.�/ with 1C � > d
2

kv�jOvk0;MChM jv�jOvj1;MCh 1
2

Mkv�jOvk0;E � h1C�
M kvk1C�;2;!.M/: (20)

The next goal is to derive error estimates for the state problems (15) and (16).
First, the stability of the scheme will be given in the mesh-dependent norm

jjjvjjj WD
�
"jvj21;� C �kvk20;� C k Q̌ 1

2 vk20;�R
C sh.v; v/

	 1
2

; 8v 2 V:

Lemma 3. The LPS schemes (15) and (16) have unique solutions.

Proof. We consider, e.g., problem (15) with vh D uh. The application of the
Cauchy–Schwarz inequality and the definition of the triple norm yields the a priori
estimate

jjjuhjjj 
 C�kf C qh;�k0;� C C�kg C qh;�k0;�R

with C� WD minf�� 1
2 ICP �� 1

2 g, C� WD minfˇ� 1
2

0 ICP �� 1
2 g and Poincare constant

CP .

The following a priori estimates are based on the standard technique of combin-
ing stability and consistency results based on the previous auxiliary results. Here,
and in the following Lemma, we fix some controls .p�; p�/ 2 Q� � Q� which
will be later on, for the main theorem, chosen as the Lagrangian interpolants of the
optimal controls .q�; q�/.

Lemma 4. For .q�; q�/ 2 Q��Q� , let u D S.q�; q�/ 2 V be the solution of (2).
For some .p�; p�/ 2 Q� �Q� , let wh D Sh.p�; p�/ 2 Vh be the solution of

alps.wh; vh/ D .f C p�; vh/� C .g C p� ; vh/�R
8vh 2 Vh (21)
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with
�M � hM=kbkŒL1.M/
d : (22)

Then, under the assumptions of Lemma 1, there holds the a-priori error estimate

jjju� whjjj 
 C�kq� � p�k0;� C C�kq� � p�k0;�R
(23)

C C
� X
M2Mh

h2�C1
M

n jb � ruj2
�;2;M

kbkŒL1.M/
d
C CMkuk21C�;2;M

o	 1
2

with constants CM and C� as in the proof of Lemma 3 and

CM WD "h�1
M C �hM C kbkŒL1.M/
d C kˇkL1.@M\�R/ C kb � nkL1.@M\�R/:

For a full proof of Lemma 4, see [8], Lemma 4.3. Similarly, we obtain an a-priori
error estimate for the adjoint problem (16) where jjju�whjjj in (23) can be further
estimated via Lemma 4. A full proof of Lemma 5 is given in [8], Lemma 4.4.

Lemma 5. For .q�; q�/ 2 Q� �Q� , let p 2 V be the solution of the adjoint state
problem (6) and for some .p�; p�/ 2 Q��Q� , let yh 2 Vh be the adjoint discrete
solution. Then, there holds the a-priori error estimate

jjjp � yhjjj 
 .C 2��� C C 2���/kju � whkj

C C
�X
M

h2�C1
M

n jb � rpj2
�;2;M

kbkŒL1.M/
d
C CMkpk21C�;2;M

o	 1
2

with �M as in (22) and constants CM ; C� and C� as in the previous Lemma.

We can now give the main result for the optimal control problem. For a full proof
of Theorem 1, we refer to [8], Theorem 4.5.

Theorem 1. Let the assumptions of Lemma 1 and Assumption 2 be valid. More-
over, let .u; q�; q�/ be the solution of the optimal control problem (1)–(2) and
.uh; qh;�; qh;�/ the solution of the discretized problem (14)–(15). Finally, let ˛�;
˛� > 0. Then there exists a constant C > 0 depending on ��; �� ; ˛�; ˛� ; C�; C�
such that the following error estimate holds:

kq� � qh;�k0;� C kq� � qh;�k0;�R


 C
n� X

M2Mh

h1C2�
M jq�j21C�;2;M

	 1
2 C

� X
E2eh\�R

h1C2�
E jq� j21C�;2;E

	 1
2

C
�X
M

h1C2�
M

� jb � ruj2
�;2;M

kbkŒL1.M/
d
C jb � rpj2

�;2;M

kbkŒL1.M/
d

C CM

kuk21C�;2;M C kpk21C�;2;M

�		 1
2
o

with �M as in (22), hE D diam(E); E 2 eh and CM ; C�; C� as in Lemma 4.
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Remark 4. In the limit case � D 1, we obtain the optimal convergence rate O.h
3
2

M /.

5 Numerical Experiment

Consider the following numerical example:

minJ.q�; u/ WD 1

2
ku � Qu�k2

L2.�/
C 1

2
˛�kq�k2

L2.�/
;

���uC .b � r/uC �u D f C q� in �; u D 0 on @�

with q� 2 L2.�/, � D 10�5; b D .�1;�2/t ; � D 1; f D 1; Qu� D 1 and
˛� D 0:1: The numerical solution in [3] (for box-constraints of control) with the
two-level LPS method and " D 10�3 gave strong oscillations in the boundary layer
regions.

Table 1 gives the convergence history and the numerical convergence rate of the
cost functional J . Figure 1 shows the discrete control and state on the coarse grid
for the two-level approach with Q1-elements and h D 1

128
. Spurious oscillations

in the boundary layer regions are significantly reduced as compared to the results
in [3].

There is an ongoing scientific discussion on the strength of the LPS-method
vs. classical residual-based stabilization techniques (like the streamline diffusion
method). In [5] it is shown for the one-level LPS method that the LPS-norm gives
additional control of the streamline derivative, i.e., on .

P
M ıMkb � r.�/k20;M /

1
2

with ıM � min.hM=kbk0;1;M Ih2M ="/. A further reduction of remaining spuri-
ous oscillations in boundary layers is possible with adaptive mesh refinement based
on a posteriori error estimators. For the streamline diffusion method applied to
optimization problems for advection-diffusion problems, we refer to [10].

Table 1 h-convergence of the cost functional

h D 2�l J.qh; uh/ J.qh; uh/� J.q2h; u2h/ num. conv. rate

2 3.082E�01 � �
3 2.767E�01 3.152E�02 �
4 2.639E�01 1.277E�02 1.303
5 2.602E�01 3.748E�03 1.769
6 2.592E�01 9.138E�04 2.036
7 2.591E�01 1.743E�04 2.390
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Fig. 1 Optimal discrete control and state for Example 2 with " D 10�5 and � D 0:1 h

6 Further Application: Regularized Dirichlet Control

In applications, a Dirichlet boundary control u D q is desirable. A review of some
variants is given in [7]. One possibility is to approximate the Dirichlet control by a
Robin control

O"ru � n C ˇ.u� q/ D 0; ˇ D O.1/ (24)

for O" ! C0, but the choice of O" is delicate. For the singularly perturbed problem (2)
with O" D ", one can interpret the Robin control as regularized Dirichlet control.

Define the subsets ��; �0 and �C of the boundary @�, depending on the sign
of .b � n/.x/. The solution u of problem (2) has boundary layers at the outflow part
�C with gradient j"ru � nj � 1 and at characteristic boundaries �0 with (at most)
j"ru �nj � p

". At the inflow part ��, one has only j"ru �nj � ". This motivates us
to exclude a Dirichlet control at the outflow boundary �C. On �� [ �0, the Robin
regularization (24) with O" D " and ˇC 1

2
b � n 	 ˇ0 > 0 is a good approximation of

the Dirichlet control u D q.
A typical situation is the flow in a domain of channel type� D .0; L/�.�H

2
; H
2
/

with the flow field b.x/ D ..H
2

� jx2j/	 ; 0/T with � 	 0. The solution u of (2) can
be seen as a temperature field or as the density of some chemical reactant. Let us
describe potential applications of Dirichlet control: A Dirichlet condition u D q is
given at† � �� D f0g�.�H

2
; H
2
/whereas a Robin condition " @u

@x1
Cˇ.u�g/ D 0

with ˇC 1
2

b � n 	 ˇ0 > 0 is prescribed on �� n†. A Neumann condition " @u
@x1

D 0

might be prescribed on �C D f1g � .�H
2
; H
2
/. An “insulation” condition " @u

@x2
D 0

is given at the channel walls �0 D .0; L/ � f�H
2
; H
2

g. Similarly, one can assume
a Dirichlet condition u D q at † � �0 of the channel walls. Finally, replacing
the Dirichlet control on † � �� [ �0 by Robin boundary control leads to the
problem considered within this report. An analytical justification of this approach
and numerical results will be given elsewhere.



Optimal Control of Singularly Perturbed Problems 215

References
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Antisymmetric Aspects of a Perturbed
Channel Flow

J. Mauss, P. Cathalifaud, and J. Cousteix

Abstract This paper aims at studying steady laminar flows of incompressible new-
tonian fluids in channels at high Reynolds numbers when wall deformations can
lead to separation. Thanks to the use of generalized asymptotic expansions, cases
are examined for which linearized Euler equations are a good approximation in
the core flow. The extraction of the antisymmetric part of the problem leads to a
new and promising approach of the flow structure understanding. Comparisons with
Navier–Stokes solutions demonstrate the relevance of the proposed approach.

1 Introduction

We consider a steady, two-dimensional, incompressible, laminar flow in a channel
at high Reynolds numbers. When the walls are parallel the fully developed flow,
Poiseuille’s flow, constitutes the reference flow. The channel geometry is perturbed
by wall deformations, troughs or bumps, which can be sufficiently severe to induce
flow separation.

Here, the flow is analyzed by using the Successive Complementary Expansion
Method [1], SCEM, in which we seek a Uniformly Valid Approximation, UVA,
based on generalized asymptotic expansions.

In the study of high Reynolds number flows, the first idea is to consider Euler
equations formally obtained from Navier–Stokes equations when the Reynolds
number tends to infinity. Then, an asymptotic analysis can be applied and it is tempt-
ing to call for a hierarchical process. The first step is to solve the Euler equations.
In the vicinity of singular zones, near the walls or in the wakes, the second step
consists in trying to correct the first approximation by a boundary layer analysis.

J. Mauss (B)
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However, in many problems involving a strong coupling, this type of hierar-
chical approach is known not to be possible. Excluding a multi-layer approach of
triple deck type [4, 5], which introduces very restrictive hypotheses on the scales, a
possibility is to use generalized asymptotic expansions. According to this method,
the small parameters of the problem can be included in the functions which form
the expansions. This idea is very different because the small parameters are not
considered as tending towards zero but are only small. Thanks to the generalized
expansions, the effects of the eulerian region on the boundary layer region and
the reciprocal effects are considered simultaneously and not hierarchically. More-
over, the construction of a UVA does not require any matching principle, only the
boundary conditions of the problem are used.

After the formulation of the problem (Sect. 2), a direct analysis (Sect. 3) with
small wall deformations shows that the Navier–Stokes equations reduce to a coupled
system consisting of generalized boundary layer equations uniformly valid in the
whole flow – the so-called field equations – and linearized Euler equations – the
so-called core equations. A deeper study is performed by separating geometrically
the symmetric and antisymmetric parts (Sect. 4). The analysis of the flow enables us
to improve the usual asymptotic hypotheses and to consider original configurations.
Comparisons of the evolution of the skin-friction coefficient with Navier–Stokes
solutions show the relevance of the proposed approach (Sect. 5).

2 Formulation of the Problem

The Navier–Stokes equations are written in nondimensional form in an orthogonal
axis-system (x; y)

@U
@x

C @V
@y

D 0; (1a)

U @U
@x

C V @U
@y

D �@P
@x

C 1

R

�
@2U
@x2

C @2U
@y2

�
; (1b)

U @V
@x

C V @V
@y

D �@P
@y

C 1

R

�
@2V
@x2

C @2V
@y2

�
: (1c)

with R denoting the Reynolds number based on the width of the non-perturbed
channel and a reference velocity such that the basic plane Poiseuille flow is

u0 D 1

4
� y2; v0 D 0; p0 D �2xR C pc : (2)

where pc is an arbitrary constant. The channel is perturbed by indentations of the
lower and upper walls

yl D �1
2

C F.x; "/; yu D 1

2
�G.x; "/; (3)
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Fig. 1 Flow in a two-dimensional channel with deformed walls. In this figure, all quantities are
dimensionless

where " is a parameter (Fig. 1). At high Reynolds number, the reduced equations
obtained formally by taking their limit when the Reynolds number goes to infinity
are of first order. A singular perturbation problem arises.

3 Direct Analysis

To go further, it is usual [4, 5] to consider small wall perturbations leading to
assumption (H1)

.H1/ W F D "f; G D "g: (4)

A perturbation is said to be significant when flow separation is possible. To trans-
late this, it is required that, in boundary layers of thickness ", the perturbation of the
longitudinal velocity is of the same order as u0, i.e. of order O."/. Thus, according
to SCEM, we are seeking a UVA of the form

U D u0.y/C " Ou.x; y; "/C � � � D u.x; y; "/C � � � ; (5a)

V D " Ov.x; y; "/C � � � D v.x; y; "/C � � � ; (5b)

P D p0.x/C " Op.x; y; "/C � � � D p.x; y; "/C � � � : (5c)

It must be noted that Ou, Ov, Op are functions not only of x and y but also of ". Expan-
sions (5a–5c) are said to be generalized to underline the difference with regular
expansions in which Ou, Ov, Op would not depend on ". An asymptotic expansion is
not necessarily based on regular expansions and it has been shown that generalized
expansions are more powerful for certain boundary layer problems [1].

In the whole flow field, Navier–Stokes equations reduce to [1]

@ Ou
@x

C @ Ov
@y

D 0; (6a)

u0
@ Ou
@x

C Ov du0
dy

C "

�
Ou@ Ou
@x

C Ov @ Ou
@y

�
D �@ Op1

@x
C 1

R
@2 Ou
@y2

; (6b)
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where the index “1” denotes the characteristics of the flow perturbation in the core.

As shown in [1], it must be noted that in the streamwise momentum equation,
@ Op
@x

is

replaced by
@ Op1
@x

. Equations (6a–6b) have the same form as the standard boundary

layer equations but Op1.x; y/ is a solution of core flow equations given below. In the
core, (6a–6b) reduce to the core flow equations up to negligible terms and therefore
(6a–6b) are valid in the whole field.

The global interactive boundary layer model described by (6a–6b) and the core
flow equations is the best approximation of Navier–Stokes model we can propose
but it is not easy to solve. Fortunately, it can be shown that the core flow (Euler)
equations can be linearized and the solution of the resulting model is much eas-
ier [2]. Thus, the field equations are structurally non-linear whereas the core flow
equations are linear. With notations defined by (5a–5c), the field and core flow
equations can now be written

@u

@x
C @v

@y
D 0; (7a)

u
@u

@x
C v

@u

@y
D �@p1

@x
C 1

R
@2u

@y2
; (7b)

@u1

@x
C @v1

@y
D 0; (8a)

u0
@u1

@x
C v1

du0
dy

D � @

@x
.p1 � p0/ ; (8b)

u0
@v1

@y
D � @

@y
.p1 � p0/ : (8c)

In the above equations index “1” refers to quantities satisfying the core flow
equations. From (8a–8c), it is found that v1 is solution of Poisson’s equation

u0

�
@2v1

@x2
C @2v1

@y2

�
D v1

d2u0
dy2

; (9)

and the x-component of the pressure gradient required to solve the generalized
boundary layer equations is given by (8b) in which the continuity equation (8a)
is taken into account

�u0 @v1
@y

C v1
du0
dy

D � @

@x
.p1 � p0/ : (10)

It can be shown that (9) associated to (10) gives the y-momentum equation (8c)
if the perturbations vanish at upstream infinity. This establishes the equivalence
between (8a–8c) and (9–10).
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To sum up, the problem to solve comprises (7a–7b), (9) and (10). At the walls,
the boundary conditions are

y D y` and y D yu : u D 0; v D 0; (11)

and the coupling between the core flow equations and the generalized boundary
layer equations is expressed by identifying u; v and u1; v1 in the core

.u; v/ ! .u1; v1/: (12)

The model presented above belongs to a class of strong coupling method since
there is no hierarchy between the boundary layer equations and the core flow equa-
tions. The triple deck theory, or more precisely its equivalent for channel flows as
developed by Smith [4, 5], belongs also to this class of strong coupling models. In
fact, Smith’s model is included in the present model since the expansions are regular
whereas in the present model the expansions are generalized. It is interesting to note
that the first approximation of Smith’s model for v1 is symmetric with respect to
y and corresponds to a geometrically antisymmetric problem. In the core, Smith’s
model gives

v1 D �u0.y/dA.x/

dx
; (13)

where A is defined as the displacement function. It must be noted that (13) is an
eigensolution of (10) but not of (9). This remark leads us to try to separate as far
as possible the symmetric and antisymmetric problems which leads, as we will see,
to a new approach of the asymptotic problem. The issue of asymmetry has been
approached earlier by Lagrée et al. [3].

4 Influence of Asymmetry

The analysis starts from (1a–1c) in which we introduce the transformation

X D x; Y D y � �H.
x; "/; U D U ; V D V � U� dH

dx
; P D P ; (14)

where � and 
 are order functions such that � � 1 and 
 � 1. We have

H D OS.1/ and
dnH

dxn
D O.
n/: (15)

where OS means “is of strict order of” whereas O means “is at most of order of” [1].
With these hypotheses, Navier–Stokes equations become
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@U

@X
C @V

@Y
D 0; (16a)

U
@U

@X
C V

@U

@Y
D �@P

@X
C 1

R

�
@2U

@X2
C @2U

@Y 2

�
C O.�
/; (16b)

U
@V

@X
C V

@V

@Y
D �@P

@Y
C 1

R

�
@2V

@X2
C @2V

@Y 2

�
C O.�
/: (16c)

If we set

E D F CG

2
; H D F �G

2
; (17)

the problem is geometrically symmetrized. Note that the channel is deformed
symmetrically whenH D 0. The wall conditions then become

Y D Y` D �1
2

C E and Y D Yu D 1

2
�E : U D 0; V D 0: (18)

Moreover, for small 
, the basic flow corresponding to E D 0 is

U0 D 1

4
� Y 2; V0 D 0; P0 D �2XR C Pc ; (19)

where Pc is an arbitrary constant. We introduce assumption .H2/

.H2/ : E D "e; �
2 � ": (20)

With (H2), the complete system to solve comprises the field equations

@U

@X
C @V

@Y
D 0; (21a)

U
@U

@X
C V

@U

@Y
D �@P1

@X
C 1

R
@2U

@Y 2
; (21b)

where P is replaced by P1 and the core flow equations which can be linearized

@U1

@X
C @V1

@Y
D 0; (22a)

U0
@U1

@X
C V1

dU0
@Y

D � @

@X
.P1 � P0/ ; (22b)

U0
@V1

@X
C �

d2H

dX2
U 20 D � @

@Y
.P1 � P0/ : (22c)

This system is solved with (18) and the coupling condition in the core

V ! V1: (23)
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Fig. 2 Flow produced by a trough in the lower wall and different upper wall deformations. R D
1;000. NS-Navier–Stokes results, IBL-Interactive Boundary Layer results

5 Results and Conclusions

To assess the validity of the Interactive Boundary Layer method, IBL, it is chosen
to examine the evolution of the skin-friction coefficient which is a very sensitive

flow feature, Cf D 2

R�w where �w is the reduced wall shear stress. Details on the
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Fig. 3 Flow produced by a channel bend. R D 1;000. NS-Navier–Stokes results; IBL D
Interactive Boundary Layer results

numerical procedure can be found elsewhere [2]. The Navier–Stokes equations are
solved with the commercial code FLUENT. Different cases are calculated in which
the walls are deformed in a domain x1 
 x 
 x2

F D hl

2

�
1C cos

2�x

L

�
IG D �hu

2

�
1C cos

2�x

L

�
IL D 4: (24)

For all cases, the Reynolds number is R D 1;000.
At first, comparisons between IBL and Navier–Stokes results are given in Fig. 2.

The lower wall is deformed by a trough located in the domain �2 
 x 
 2 with
hl D �0:3. The upper wall is deformed in the same domain �2 
 x 
 2 but
different upper wall shapes have been investigated between the symmetric case
(hu D 0:3) and the antisymmetric case (hu D �0:3). Even though the amplitude
of the wall deformation is not really small as required by the theory, an excellent
agreement with Navier–Stokes results is observed.

The IBL model enables us also to treat original problems. In the case of a bend,
when the channel does not recover its initial position at the downstream end, the
usual techniques of small perturbations do not work any longer. As an example, the
walls are deformed in the domain �2 
 x 
 0 with hl D 0:5 and hu D 0:5;
for x > 0, we have yl D 0, yu D 1 so that the channel axis is displaced from
y D 0 upstream to y D 0:5 downstream. In this case again, a good agreement with

Navier–Stokes results is observed (Fig. 3). This shows that
dH

dx
which characterizes

the influence of the antisymmetric part of the wall deformation plays an important
role in the definition of what could be the small parameter of the problem.

Other non usual cases can be treated by this method, for example dilated or
constricted channels, . . . The IBL calculations are much faster than Navier–Stokes
calculations and, in addition, the new asymptotic analysis helps us to understand the
flow structure. Moreover, this step is necessary to approach the important problem
of separation control.
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Turbulence Receptivity of Longitudinal
Vortex-Dominated Flows

C. Moldoveanu, A. Giovannini, and H.C. Boisson

Abstract The transient effect of turbulence forcing on an isolated vortex has been
investigated by means of Large Eddy Simulation. A dynamic mixed model is used to
relate resolved and subgrid scale fluctuations in an incompressible CFD code. The
initial condition is an Oseen vortex developing in a periodic box and subsequently
forced by a superimposed turbulence. Turbulence is imposed in three different
situations, separately outside or inside the initial vortex core and in the whole com-
putational domain. The instantaneous flow field is observed for an outside forcing
and it exhibits a wandering motion of the vortex as a whole. The velocity fluctua-
tions grow near the vortex axis while they decrease for an inside forcing. The whole
domain forcing is close to the external forcing, implying that most of the turbu-
lence interaction is induced by the outer zone. An analytical investigation of the
wandering effect shows that the near-axis fluctuations are mainly produced by this
effect.

1 Introduction

Longitudinal vortices are known as permanent low decay structures that preserve
vorticity in a quasi-2D situation. In aircraft traffic, trailing vortices are known to
create a serious hazard and this produces a severe limitation in distance and time
spacing for aeroplanes following each other in take-off and landing. During the last
decade, an important research effort has been conducted at the European level on
the problem of vortex wake decay [1]. However this is not the only situation in
which longitudinal vortices are involved. Many atmospheric phenomena or many
industrial situations are due to vortices in isolated, counter-rotating or co-rotating
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vortex systems. Melander and Hussain [2] consider these as the basic form of a
coherent structure in turbulent flow including wall elongated structures.

The present work is devoted to the influence of turbulence on a single iso-
lated vortex in order to determine its intrinsic behaviour while excluding mutual
interactions that exist in vortex systems.

Turbulence can be entrained by rolling up during the vortex core formation
or transferred during the exchanges between the vortex core fluid and the free
stream. In experiments, vortices are generated by wings [3,4] and grid turbulence is
imposed. The point measurements made lead to the conclusion that the fluctuating
motion can penetrate the vortex core and that an annular distribution is observed
for the longitudinal velocity fluctuation intensity. All these measurements are made
at fixed positions and it should be pointed out that they cannot directly distinguish
between instantaneous block motion of the vortex and local turbulence.

However some observations lead one to propose that the vortex core can remain
unperturbed and that the apparent turbulence level measured by a fixed probe is
mainly due to the effect of wandering – that is to say, the displacement of the whole
vortex in space. This effect was pointed out by Devenport et al. [5], who have pro-
posed a correction to Laser Doppler Anemometer measurements in order to obtain
the actual turbulence level inside the core. Numerical simulation seems to confirm
this view and some authors have noticed the appearance of bending modes of the
centreline of the longitudinal vortex, but they [2, 6, 7] attribute the enhanced decay
of the vortex structure to an increased dissipation rate of turbulence by secondary
coherent structures in the outer layer of the vortex.

The objective of the present numerical contribution is to understand the underly-
ing mechanisms and to address the following questions: (1) what mechanism excites
the perturbations inside the vortex core? (2) what contribution comes from the wan-
dering oscillation of the vortex tubes centreline? To answer both these questions,
Large Eddy Simulation is used. The subgrid scale model, which was proved to
respect the physics of boundary layer transition in the work of Péneau et al. [8]
and was adapted for wake trailing vortices by Moldoveanu et al. [9], has been used
to study the present case of an isolated vortex. Forcing is applied separately first in
the domain external to the core then inside the core and finally in the whole domain.
Simulation allows such experiments.

The paper is divided into three main sections: Mathematical model and strat-
egy (Sect. 2), Results of the forcing (Sect. 3), Analytical development of wandering
(Sect. 4).

2 Mathematical Model and Strategy

The numerical simulations are carried out using the JADIM code. The Navier–
Stokes equations (1) are discretized using a second-order centred scheme on a
staggered grid. The resulting terms are integrated in space on finite volumes and
the solution is advanced in time by means of a three-step Runge–Kutta procedure.
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The nonlinear terms are computed explicitly while the diffusive terms are calculated
using the semi-implicit Crank–Nicholson algorithm. To satisfy the incompressibil-
ity condition, a Poisson equation is solved by combining a direct inversion in the
.x; y/ plane with a spectral Fourier method in the z direction.

The Dynamic Mix Model (DMM) was proposed by Zang et al. [10] and modified
by Calmet and Magnaudet [11]. The implicit spatial filtering of the Navier–Stokes
equations is imposed by the finite volume numerical method, namely the box filter
on �i , the local mesh spacing in the i th direction. Decomposing the velocity field
into a resolved part Vi (field computed by the code), and a subgrid part V 0

i (field to
model) leads to Vi .x; t/DVi .x; t/C V 0

i .x; t/ and to

@Vi

@xi
D 0;

@Vi

@t
C @Vi Vj

@xj
D �1

�

@P

@xi
C @.2� NSij C � smij /

@xj
; (1)

where NSij D 1
2
.
@Vi

@xj
C @Vj

@xi
/ denotes the resolved strain rate tensor, � the density and

� the kinematic viscosity.
In the DMM used for this study, the Leonard term (resolved velocity correlations)

is obtained using a double filtering operation and calculated explicitly while the
cross term and the Reynolds stress term are modelled. The final expression for the
double filtered stress tensor T smij is

T smij D .� C CMS �/.jS j � jSij j/� CMS �
F
.jSF j � jSFij j/: (2)

This stress tensor is deduced from the subgrid scale tensor � smij by expressing the

explicit space filtering operation. All tensors denoted by .�/F are double filtered
contributions. The first right-hand side term represents viscous and subgrid contri-
butions, and the second term the exchanges between the resolved and unresolved
parts of the flow. The coefficient CMS is calculated by an optimizing process for
each grid point. See Calmet and Magnaudet [11] for more elaborate details.

The computational domain comprises a cubic box with a periodic boundary con-
dition in two directions (including the axis Oz of the vortex tube) and a symmetry
condition in the last direction. The box dimensions and grid size are given in Table 1.
The grid is refined in the plane xOy perpendicular to the vortex tube in order to have
a good resolution (37 grid points) of the vortex core.

The vortex profile is defined as the so-called Oseen vortex with the following
distributions of vorticity and tangential velocity:

Table 1 Dimensions and grid size of the computational domain

Direction Lx Ly Lz

Size 3 3 3
Grid points 128 128 64
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!.r/ D �0

�r20
e

� r2

r2
0 ; v� .r/ D �0

2�r

�
1 � e

� r2

r2
0

	
; (3)

where �0 D � 1 is the circulation of the vortex, (r ,�) are the radial and azimuthal
coordinates, r0 is the radius (r0D 0:1), and the Reynolds number of the flow is
Rev D�0=�D 20:000. The reference velocity V0 D�0=.2�r0/ is equal to 1:59.

The first objective is to run an extensive LES simulation in order to calibrate the
ability of the code to handle vortex dynamics without any excessive numerical dis-
sipation. Introducing the viscous reference time tv D r20=.4�/ and the reduced time
T D t=tv, in Fig. 1 we compare the numerical evolution in time of the kinetic energy
Ec (a) and the enstrophyZ (b) with their theoretical expressions. The conclusion is
that the agreement is acceptable and the numerical diffusivity low.

In order to investigate the influence of the turbulence, perturbations are supple-
mented to the vortex system. This is achieved by superposition of a uniform random
perturbation on each velocity component with, in this case, the amplitude maximum
of 0.03 V0. After a few time steps the turbulence field is established.

3 Results of the Forcing

3.1 External Forcing

In the first stage of the numerical experiment, white noise perturbation is introduced
only outside the vortex core. In Fig. 2 the effect of rotation is visible as it stretches
the large scale structures in the outer mixing layer. At T D 0:04 the flow is just
becoming established after the initial perturbation but at T D 0:24 the system has
undergone revolutions and vorticity has diffused considerably in the wrapped shear
layer.
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Fig. 1 Numerical evolutions: (a) kinetic energy (b) enstrophy
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Fig. 3 Close-up of isovorticity contours: (a) T D0:00 (b) T D0:24

A close-up of the vorticity lines is provided in Fig. 3. This shows a very sig-
nificant pattern of the processing motion of the vortex centre. It is obvious that a
wandering effect is observed and that one must consider the block displacement of
the vortex around its initial position.

The apparent turbulent velocity components have been recorded after a space
averaging operation along theZ-direction on the line xD 1:5 (which is the position
of the axis crossing the centre of the vortex) before introducing the forcing effect of
imposed turbulence in the outer region; (see Fig. 4). No attempt has been made to
correct for any wandering effect. A large amplification of the fluctuations of the u
and v components is observed. This leads to a quasi-isotropic level for both direc-
tions in the plane, a situation which is also observed in physical experiments. The
case of the longitudinalw-fluctuation is different: the level obtained is not generally
of the same order as the other components. The guess is that the observed inner
fluctuation level is mainly due to the wandering effect and it seems obvious that this
effect is not the same in the in-plane components as in the off-plane component.
This latter exhibits a double peak in the shear layer that develops around the initial
vortex core.
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Fig. 4 Eulerian space-averaged velocity fluctuations at xD1:5: (a) T D0:00 (b) T D0:07
(external forcing)

3.2 Internal Forcing

Under the same conditions as the previous case, the perturbations were introduced
only in the core of the vortex and the fluctuation level (rms) is displayed in Fig. 5. A
quasi-constant fluctuation level is obtained in the inner part of the core and this level
rapidly decreases in the outer flow and remains at zero in almost all the external
domain. The fluctuation in the inner part decreases also as shown for T D 0:084.
This inner level continues to decrease up to the time T D 0:18. At this value of T ,
the u0 and v0 levels are still more than twice thew0 levels. However it does not seems
that this difference can be attributed to wandering as for the case of forcing the outer
layer of the vortex.
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Fig. 5 Eulerian space averaged velocity fluctuations at xD1:5: (a) T D0:00 (b) T D0:084
(internal forcing)

3.3 Whole Domain Forcing

The case that should probably be the more usual is where turbulence is introduced
both in the core by rolling up of an initially turbulent layer and outside the core by
external turbulence. Of course both turbulent layers would probably have different
properties. In this simulation a uniform level of fluctuation is introduced inside and
outside the vortex core without any discontinuity in the initial turbulence levels or
length-scales.

In Fig. 6 the results of the forcing are presented in the axis of the vortex on the
line xD 1:5. Roughly speaking, the pattern observed is closer to the case with outer
forcing than the one with inner forcing. The levels obtained in the core for the u0 and
v0 levels are almost identical to the ones observed for the first situation. However
some differences can be noticed. First, the u0 level in the outer zone shows an ampli-
fication with respect to the initially-imposed turbulence level. Second, the peaks for
the w0 component seems to develop inside the initial vortex core. One can infer that
the shear layers are modified by turbulence in the inner core.
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Fig. 6 Eulerian space averaged velocity fluctuations at xD1:5: (a) T D0:03 (b) T D0:16
(whole domain forcing)

A comparison of the three different cases is provided in Fig. 7, which displays the
u0 velocity fluctuations with respect to time at the axis position of the initial vortex. It
can be noticed that the external forcing effect is close to the one of the whole domain
forcing on a large part of the development but is amplified in a pseudo-periodic
oscillating motion and reaches larger amplitudes.

4 Vortex Wandering: A Simple Analytical Development

In the theoretical frame of Devenport [5] with Gaussian random fluctuations of the
centre of the vortex tube for Lamb-Oseen vortex distributions (UL�O and VL�O ),
and an amplitude � << r0, the statistics upon U and V components on the plane
x0y are written as
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<U.x; y/> D UL�O ; <V.x; y/> D VL�O

for the averaged values with < :> denoting a statistical average. Then
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After some analytical development, this leads to:
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for the fluctuations expressed with � D r=r0, and r Dp
.x � xc/2 C .y � yc/2.

.xc ; yc/ is the center of the intitial vortex.
This analytical distribution defines peaks for the rms of the fluctuations at

the centre of the initial vortex similar to the ones observed in the profiles at a value
u0
rms D v0

rms DV0�=r0. It can be noticed that the <u2 > and <v2> decrease
with a power law ��4. The cross correlation <uv > has the shape of a quadripole
with alternated maxima away from the central position for which it is equal to
zero. These distributions are also similar to the one of the simulation confirming
the necessity of taking this effect into account.
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5 Conclusions

We have run numerical simulations in order to separate the effect of external
and internal turbulence. The external turbulence organizes itself by wrapping and
stretching around the vortex tube in such a way that both organized azimuthal struc-
tures around the core location and bending of the centreline of the tube occur. The
external turbulence produces fluctuations inside the core but the internal turbulence
does not propagate outside and is damped. These effects compete in the real life of
a vortex tube during the roll-up process. These results are compared qualitatively to
an analytical model for wandering that shows the same behaviour as the simulations.
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A Thermally Induced Singularity in a Wake

Herbert Steinrück and Bernhard Kotesovec

Abstract The two-dimensional laminar flow past a heated horizontal plate is studied
in a distinguished limit of large Reynolds and Grashof numbers. The limiting prob-
lem constitutes an interaction between the potential flow and the wake flow. It turns
out that solutions exist only if the interaction parameter � D Gr=Re9=4 is below a
critical value. When approaching this critical value a singularity in the wake forms.
The nature of this singularity will be analyzed.

1 Introduction

We consider the wake behind a heated horizontal plate of length L and tempera-
ture Tp in a parallel free stream of velocity U1, temperature T1 and angle � with
respect to the horizontal direction in a distinguished limit of large Reynolds num-
ber Re D U1L=� and Grashof number Gr D gˇ�TL3=�2, where �, ˇ, g and
�T D Tp � T1 are the kinematic viscosity, the isobaric expansion coefficient
of the fluid, which is assumed to be positive, the gravity acceleration, and the dif-
ference of the plate temperature and the free stream temperature, respectively. We
consider a two-dimensional incompressible flow where buoyancy effects are taken
into account using the Boussinesq approximation, see Fig. 1.

Due to the large Reynolds number the flow field can be decomposed into the outer
inviscid potential flow, the boundary-layer flow along the plate and the wake behind
the plate. However, temperature perturbations are limited to boundary-layers and
the wake. The temperature perturbation in the wake causes a vertical hydro-static
pressure gradient in the wake. Thus there is a pressure difference across the wake
which induces a perturbation of the potential flow [1].
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Fig. 1 Mixed convection flow past a horizontal plate

From the viewpoint of the outer (potential) flow the wake is located around the
stream line starting from the trailing edge of the plate. Due to the (small) inclination
of the wake there is a component of the hydro-static pressure gradient in the main
flow direction of the wake flow. Thus the velocity profile and the temperature profile
depend on the potential flow, namely on the inclination of the streamline emanating
from the trailing edge.

As a consequence the wake flow problem and the potential flow problem form an
interaction problem and thus both problems have to be solved simultaneously. This
problem has been first formulated in [2] and solved numerically. It turned out that
solutions exist only when the interaction parameter �, which will be introduced in
Sect. 2, is below a critical value �c . However, this critical value and the behavior of
the wake when approaching the critical value has not been discussed. In this paper
we focus on the nature of the singularity in the wake when � approaches its critical
value �c .

In Sect. 2 we introduce the governing equations in dimensionless form and intro-
duce a suitable interaction parameter �. Numerical solutions of the interaction
problem are discussed in Sect. 3. The nature of this singularity will be discussed
in Sect. 4.

2 Governing Equations

To identify the interaction parameter we estimate the magnitudes of the physical
quantities involved in the interaction mechanism, see Table 1.

Here � denotes the density of the fluid. The interaction parameter �2 can be inter-
preted as the hydro-static pressure gradient acting on the wake flow referred to the
double stagnation pressure of the oncoming parallel flow. The parameter K which
is here a scale of the inclination of the wake centerline has been introduced first by
Schneider and Wasel [3] as buoyancy parameter which describes the influence of
buoyancy effects onto the mixed convection boundary-layer flow past a horizontal
plate.

An inclination of the wake can be induced by an additional obstacle or an
angle of inclination of the parallel oncoming flow. Let us assume that � is a mea-
sure for corresponding contribution to the inclination of the wake. Thus the scaled
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Table 1 Magnitudes of physical quantities involved in the interaction mechanism

Thickness of the wake LRe�1=2

Hydro-static pressure gradient in the wake 
gˇ�T

Hydro-static pressure jump across the wake �ph D 
gˇ�TLRe�1=2

Velocity perturbation induced by �ph

�ph


U1

Inclination of the wake centerline induced by�ph K D �ph


U 2
1

D Gr Re�5=2

Hydro-static pressure gradient in the direction of the
wake centerline


gˇ�TK

Interaction parameter 	2 D gˇ�TL

U 2
1

K D Gr2Re�9=2

corresponding pressure gradient along the centerline of the wake is of the order
� D �KRe1=2.

2.1 The Potential Flow

We introduce a Cartesian coordinate system such that its x-axis is horizontal and its
origin is at the trailing edge of the plate. In the following we will use dimensionless
variables. All lengths (if not stated otherwise) are scaled with the plate length L.
Scaling the velocity with the velocity U1 of the parallel free stream and using the
notation of complex valued functions of a complex variable z D xCiy the potential
flow can be written as

u � iv D 1 � i�

r
z

z C 1
CK.u1 � i v1/: (1)

The first two terms on the right side of (1) describe the potential flow past a hori-
zontal plate of a free stream with an angle � to the horizontal axis. The third term
on the right side of (1) takes the buoyancy effects into account. Along the plate the
vertical velocity component v1 has to vanish.

From the viewpoint of the potential flow the scaled pressure has a jump dis-
continuity of size �w across the wake. Using the linearized Bernoulli equation we
have

�u1.x; 0C/C u1.x; 0�/ D �w.x/; x > 0; (2)

where �w is the dimensionless pressure jump across the wake. If �.x/ is given,
following [2], we obtain for the dimensionless inclination of the wake

y0
w .x/ D �

r
x

x C 1
CKv1.x; 0/; (3)
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where

v1.x; 0/ D 1

2�

Z 1

0

s
x

�

� C 1

x C 1

�w.�/ d�

x � �
: (4)

is the vertical velocity component v1.x; 0/ at the center line of the wake.

2.2 The Wake Flow

If the wake is inclined the hydro-static pressure gradient has a non-vanishing com-
ponent in the main flow direction. Thus the fluid in the wake is accelerated in
case of positive inclination and decelerated in case of negative inclination. Thus
the equations for the flow and temperature field are

ux C v Ny D 0; (5)

uux C v u Ny D Y 0
w� C u Ny Ny ; u Ny.x; 0/ D 0; u.x;1/ D 1; (6)

u�x C v� Ny D 1

Pr
� Ny Ny ; � Ny.x; 0/ D 0; �.x;1/ D 0; (7)

where � D .T � T1/=.Tp � T1/ denotes the dimensionless temperature perturba-
tion and Pr D �=a is the Prandtl number, where a denotes the thermal diffusivity of
the fluid. Note that in the wake equations Ny D .y � yw .x//

p
Re denotes the verti-

cal wake coordinate referred to the centerline of the wake. With Yw D ywK
p
Re

we denote the appropriately scaled centerline of the wake.
At the trailing edge, x D 0, the velocity and temperature profiles are given

by the Blasius velocity profile and the corresponding temperature profile for the
case of forced convection. The hydro-static pressure difference across the wake is
given by

�w.x/ D 2

Z 1

0

�.x; Ny/ d Ny: (8)

From the viewpoint of the potential flow �w can be interpreted as a vortex distribu-
tion along the wake centerline, see [1].

3 Numerical Solution

A necessary condition for the existence of the integral in (4), such that v1 exists, is
that �w.x/ decays to zero for x ! 1. Since the total enthalpy flux

R1
0 u� d Ny in the

wake is constant, �w can only vanish, if the velocity u in the wake tends to infinity.
This is case when � > 0. Then in the far field similarity solutions of the form

u � �2=5x1=5F 0.�/; � � 1

�1=5x3=5
D.�/; � D �1=5

Ny
x2=5

(9)
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exist, see [2], where F andD are the solutions of the similarity equations

F 000 C 3

5
F F 00 � 1

5
F 0F 0 CD D 0;

1

Pr
D0 C 3

5
FD D 0; (10)

with the boundary conditions

F.0/ D F 00.0/ D F 0.1/ D 0;

Z 1

0

F 0D d� D
Z 1

0

uB�B d Ny: (11)

Thus in the far field the velocity and temperature profiles of the wake flow tend
to the velocity and temperature profiles of a two-dimensional laminar plume. Since
the flow and temperature profile of the wake flow is symmetric with respect to the
centerline, it is sufficient to integrate the enthalpy flux only over one half of the
wake. For the numerical solution an iterative method is proposed.

(1) First a suitable wake centerline dY .0/
w

dx D �
q

x
xC1 is chosen

(2) The wake equations are integrated for a velocity u.i/ and temperature field � .i/

by a marching technique for a prescribed inclination dY .i�1/
w

dx of the wake.

(3) Then the pressure jump � .i/w D 2
R1
0
� .i/ d Ny across the wake is determined

(4) Evaluating (4) a new centerline Y .i/w of the wake is determined and steps (2)–(4)
are repeated until convergence is obtained.

We note that for � D 0 no iterations are necessary. In the following we keep
the inclination parameter � D 1 and the Prandtl number Pr D 0:71 fixed. The
interaction parameter � will be increased starting from zero.

In Figs. 2–4 the velocity at the centerline of the wake, the pressure jump across
the wake and the vertical velocity at the centerline of the wake are shown. For � D 0

the shape of the wake is given by the well known 2D potential flow solution of the
flow past an inclined plate [4]. The centerline velocity increases from u D 0 at
the trailing edge due to viscosity. Then buoyancy leads to further acceleration and a
velocity overshoot forms. Accordingly the vortex distribution �w.x/ (or the pressure
jump across the wake) decreases.

Evaluating the integral (4) shows that the induced vertical velocity component
v1 is negative. Thus for � sufficiently large the wake turns downwards about a plate
length behind the trailing edge. After attaining a minimum the wake turns upwards
again. Accordingly the graph of centerline velocity first becomes flat. Increasing �
further a minimum forms. When � attains a critical value � D �c this minimum
becomes zero. Since this solution is singular at the zero of the centerline veloc-
ity a further increase of � is not possible. The physical mechanism which causes
the singularity is the following: In the parts of the wake with downward inclina-
tion the wake flow is decelerated. The deceleration of the wake causes the wake to
broaden there. The increase of the wake thickness causes finally an increase of the
hydro-static pressure jump across the wake. In the limiting case, � D �c , the wake
thickness becomes infinite in wake coordinates and thus �w also tends to infinity.
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In order to compute solutions with � close to the critical value �c a different strat-
egy has to be employed. First a value umin for the minimum of the centerline velocity
is prescribed. We chose a suitable vertical velocity perturbation v.n/1 and determine
� such that the minimum of centerline velocity has the prescribed value. This has to
be done iteratively. Then a new vorticity distribution is computed and a new vertical
velocity v.nC1/

1 is determined. The process is repeated until convergence is obtained.
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Fig. 2 Centerline velocity in the wake, �D 1, Pr D 0.71
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Fig. 3 Induced vertical velocity at the centerline of the wake, �D 1, Pr D 0.71
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Fig. 4 Pressure jump across the wake, �D 1, Pr D 0.71

4 Analysis of the Singularity

In order to study the singularity it is convenient to transform the wake equations to
the von Mises coordinates and use W D u2 as dependent variable. We define

u.x; Ny/ D
p
W.s;  .x; Ny//; �.x; Ny/ D ‚.s;  .x; Ny// (12)

with

s D x � x0;  .x; Ny/ D
Z Ny

0

u.x; y0/ dy0; (13)

where x0 is the location of the singularity for � D �c and  is the stream function
of the wake flow. Thus we obtain

Ws D 2Y 0
w‚C p

WW  ; ‚s D
�p

W‚ 

	
 

(14)

with the boundary conditions W .s; 0/ D ‚ .s; 0/ D 0 and W.s;1/ D 1,
‚.s;1/ D 0. The pressure jump across the wake is given by

�w D 2

Z 1

0

‚.s;  /p
W.s;  /

d : (15)

At s D 0 for j� � �c j � 1 we have W.0; / � " C W0. / with W0.0/ D
W 0
0.0/ D 0. The parameter " represents the value of the minimum ofW . In the limit

� D �c it vanishes.
We expandW asymptotically for jsj � 1, " � 1:

W � "CW0 C OYw.s/W1 C sW2 C ::::; ‚ D ‚0 C s‚1 C ::: (16)
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with OYw.s/ D Yw.x/�Yw .x0/. The local behavior of the centerline OYw is not known
a priorily and thus a corresponding term in the expansion of W is added. Inserting
into the differential equation (14) we obtain

W1 D 2‚0; W2 D
p
W0W

00
0 ; ‚1 D .

p
W0‚

0
0/

0: (17)

However,W1, W2 and ‚1 do not satisfy the boundary condition at  D 0. Thus
a sub-layer has to be introduced. It turns out that the sub-layer does not influence the
leading order equations and thus it will not be discussed here. Note thatW2.0/ D 0.

Using the local asymptotic expansion we can determine the local behavior of �w .
We choose some value  � > 0 and approximateW � "CW 00

0  =2C OYw.s/W1.0/
and‚ � ‚0.0/ for  <  � and obtain

�w.s/ D 2

Z 1

0

‚p
W

d � 2

Z  �

0

‚0.0/q
"CW 00

0  
2=2C OYw.s/W1.0/

d 

� �
p
2‚0.0/p
W 00
0 .0/

ln j"C OYw.s/W1j:

(18)

It can be shown that the singular part of the �w.s/ is independent of the choice of
 �.

Considering that u1 � iv1 is a potential flow, using the complex valued function
theory and u1 D ��w=2 we conclude

u1 � i v1 D ‚0.0/p
2W 00

0 .0/
lnF.z; "/; (19)

where F.zI "/ is a complex valued function of z with

jF.s/j D j"C OYw.s/W1j; � ‚0.0/

�2
p
2W 00

0 .0/
arg F.s/ D OY 0

w for s real; (20)

and OYw.0; "/ D 0, OY 0
w .0/ D 0. This constitutes a problem for finding F.z; "/

and OYw .s; "/ simultaneously. We can express the solution F.z; "/ D " QF .z="/,
OYW .s; "/ D " QYw.s="/ of (20) for arbitrary values of " by the solution QF and QYw of

(20) for " D 1. In the limiting case " D 0 we can guess the solution F.z; 0/ D z.
Thus in that case the centerline of the wake has a corner of size

Œy0
w 	 D K

‚0�p
2W 00

0 .0/
: (21)

As a consequence the centerline velocity behaves in the limiting case umin D 0

locally like u � pjsj (Fig. 2) and the hydro-static pressure difference �w has a
logarithmic singularity (Fig. 4). For " > 0 the corner is smoothed, see Fig. 3.
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5 Conclusions

The laminar two-dimensional wake behind a horizontal wake has been discussed.
It turned out that increasing the scaled buoyancy parameter a dip in the near wake
forms. Due to the negative inclination of the wake the fluid in the wake decelerates
and the wake thickness increases. A limiting case, where the centerline velocity of
the wake vanishes at one point has been identified. Due to the interaction with the
outer flow field in that case the centerline of the wake has a corner. If the buoyancy
parameter is increased beyond this limiting value no stationary two dimensional
laminar flows exist.
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A Schwarz Technique for a System
of Reaction Diffusion Equations with
Differing Parameters

Meghan Stephens and Niall Madden

Abstract We describe an overlapping Schwarz method for a coupled system of two
singularly perturbed reaction-diffusion equations which may have differing pertur-
bation parameters. We give an outline of the analysis that shows that the algorithm
is parameter-uniform. Supporting numerical results are presented.

1 Introduction

We consider the implementation and analysis of a standard finite difference method
applied using an overlapping Schwarz domain decomposition algorithm for a sin-
gularly perturbed problem. In particular we are interested in a system of two
linear, one-dimensional, singularly perturbed reaction-diffusion equations which
may have distinct singular perturbation parameters. Our model problem is: Find
u 2 ŒC 4.0; 1/	2 such that

Lu WD �
�
"21 0

0 "22

�
u00 CAu D f in .0; 1/; (1)

u.0/ D b0; u.1/ D b1: (2)

The perturbation parameters may be small and of different magnitudes: 0 < "1 

"2 
 1. We assume that the coefficients of A satisfy the conditions

aij

(
> 0 if i D j;


 0 if i ¤ j;
and

2X
jD1

aij > ˛
2 > 0: (3)
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This ensures that the differential operator L satisfies a maximum principle, as does
its associated finite difference analog.

The solution to (1)–(2) typically exhibits two overlapping boundary layers, see,
e.g., [5]. That study shows that the standard finite difference method applied on
a Shishkin mesh is almost first order accurate, improved in [2] to show the rate
of convergence of the method is actually almost second order. In [3], analysis is
provided for a system of M 	 2 equations, and for more general meshes.

This study is concerned with the application of a Schwarz domain decomposition
technique for coupled systems. Such methods are used to construct a sequence of
discrete approximations fUŒ0
;UŒ1
; : : : g to the true solution u for which it can be
shown that there is a constant C such that

ku � UŒk
k1;�N 
 C


.N�1 lnN/2 C �k

�
;

for some � 2 .0; 1/. At each iteration, UŒk� is formed by combining the solution to
certain discrete sub-problems posed on different but overlapping subregions. These
sub-problems are smaller and so, for example, demand less memory resources than
the corresponding direct algorithm.

The algorithm we present here is based on that of [4] for a single (uncoupled)
singularly perturbed reaction-diffusion equation, where it is proved that

ku � U Œk
k1;�N 
 C


.N�1 lnN/2 C 2�k�:

This result is analogous to that one would obtain for a classical problem. However,
numerical results in that paper suggest that, for small values of the perturbation
parameter, far less iterations are required than is suggested by this estimate.

In [8], the algorithm is extended to a coupled system of M 	 2 equations with
identical singular perturbation parameters and it is proved that, in practice, only one
iteration is required. An analogous result for a single semilinear reaction-diffusion
equation is given in [1].

The purpose of this report is to describe how the Schwarz algorithm can be
extended to a system of two equations with differing parameters, and to investigate
the number of iterations required in the case 0 < "1 � "2 � 1.

This paper is structured as follows. We outline the algorithm in Sect. 2. An anal-
ysis of the algorithm is outlined in Sect. 3. The results of supporting numerical
experiments are given in Sect. 4.

Notation

We denote C , with or without a subscript, to be a constant independent of "1, "2, N
and k. Similarly C D C.1; 1; : : : ; 1/T .

A mesh of N intervals on the domain N� D Œa; b	 is denoted as �
N D fa D

x0 < x1 < � � � < xN D bg. The mesh on the open interval � D .a; b/ is �N D
fx1 < � � � < xN�1g.
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We define the usual max-norm on vectors y 2 Rm, that is, kyk D maxpD1;:::;m
jypj. For a real-valued function y 2 C.�/, and vectors of real-valued functions
z 2 ŒC.�/	2 we have

kyk� D max
x2� jy.x/j; kzk� D max fkz0k�; kz1k�; : : : ; kzmk�g:

For a vector of mesh functions Z.xi / D .Z0.xi /; Z1.xi /; : : : Zm.xi //
T define

kZk
�N D max

j

�
max
xi 2�N

jZj .xi /j
�
:

Given a mesh functionZ, its piecewise linear interpolant is denoted Z.

2 Schwarz Algorithm

The domain � D .0; 1/ is split into the five overlapping subdomains, as shown in
Fig. 1,

�LL D .0; 4�1/; �L D .�1; 4�2/; �C D .�2; 1 � �2/;
�R D .1 � 4�2; 1 � �1/; �RR D .1 � 4�1; 1/;

where we choose the Shishkin transition points as in [2],

�2 D min



1

8
; 2
"2 lnN

˛

�
; �1 D min



�2
4
; 2
"1 lnN

˛

�
:

On a given subdomain, �d D .a; b/, we construct a uniform mesh �
N

d WD fa D
x0 < x1 < ::: < xN D bg, with hd D xi � xi�1 D .b � a/=N .

On each subdomain�d D .a; b/ the discrete problem is

�
�
"21 0

0 "22

�
ı2Ud.xi /C A.xi /Ud.xi / D f.xi /; for xi 2 �Nd ; (4)

ΩLL ΩC

ΩL ΩR

ΩRR

1−τ2
1

1−4τ24τ2

τ24τ10

τ1 1−τ1

1−4τ1

Fig. 1 Overlapping subdomains of�
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where

ı2zd .xi / WD 1

h2
d



zd .xi�1/ � 2zd .xi /C zd .xiC1/

�
:

We use the initial approximation

UŒ0
.xi / D 0 on �S ; UŒ0�.0/ D b0; UŒ0
.1/ D b1:

Then for k 	 1, define ULL
Œk
, UL

Œk
, UC
Œk
, UR

Œk
 and URR
Œk
 to be the solutions to

the appropriate version of (4) subject to the boundary conditions

ULL
Œk
.0/ D b0; ULL

Œk
.4�1/ D UŒk�1
.4�1/I
URR

Œk
.1 � 4�1/ D UŒk�1
.1 � 4�1/; URR
Œk
.1/ D b1I

UL
Œk
.�1/ D ULL

Œk
.�1/; UL
Œk
.4�2/ D UŒk�1
.4�2/I

UR
Œk
.1 � 4�2/ D UŒk�1
.1 � 4�2/; UR

Œk
.1 � �1/ D URR
Œk
.1 � �1/I

UC
Œk
.�2/ D UL

Œk
.�2/; UC
Œk
.1 � �2/ D UR

Œk
.1 � �2/:

The approximation UŒk
 is taken to be

UŒk
 D

8̂̂̂̂
ˆ̂̂<̂
ˆ̂̂̂̂̂:

ULL
Œk
.xi /; xi 2 �NLLn�L;

UL
Œk
.xi /; xi 2 �NL n�C ;

UC
Œk
.xi /; xi 2 �NC ;

UR
Œk
.xi /; xi 2 �NR n�C ;

URR
Œk
.xi /; xi 2 �NRRn�R:

Remark 1. The iterate UŒk
 is a mesh function defined on the mesh

�S WD
�
�
N

LLn�L
	[�

�
N

L n�C
	[

�
N

C

[�
�
N

R n�C
	[�

�
N

RRn�R
	
:

That is, it is the piecewise uniform mesh with N=4 intervals on each of Œ0; �1	,
Œ�1; �2	, Œ1 � �2; 1 � �1	, Œ1 � �1; 1	 and N intervals on the region Œ�2; 1 � �2	.

The algorithm terminates when

kUŒk
 � UŒk�1
k�S 
 �N�2; (5)

where � is chosen so that the relative error is O.N�1 lnN/2. Typically, one takes �
to be O.kuk�/, estimated by noting that,

kuk� 
 maxfkb0k; kb1kg C ˛�2kfk�:



Schwarz Technique for a Reaction Diffusion System 251

3 Analysis of the Schwarz Algorithm

A detailed analysis of the iterative scheme is contained in [7]. Here we present the
key result, and give a brief outline of how it is proved. The analysis makes use of
standard maximum principle arguments, and bounds on derivatives of u similar to
those in [3].

Theorem 3.1 Let UŒk
 be the kth iterate of the discrete Schwarz method of Sect. 2.
Then, there is a constant C , such that

kUŒk
 � uk�S 
 C
�
2�k C .N�1 lnN/2

	
:

Outline of proof. Here we give only a flavour of the analysis, with emphasis of the
region�LL.

Clearly there exists C such that

kUŒ0
 � uk�S D kuk�S 
 C


20 C .N�1 lnN/2

�
:

Assume that for an arbitrary integer k 	 0 there exists C such that

kUŒk
 � uk�S 
 C
�
2�k C .N�1 lnN/2

	
: (6)

The proof proceeds by induction. Define ELL
ŒkC1
 WD ULL

ŒkC1
 � u. Using
Taylor expansions we can show that

ˇ̌
LNELL

ŒkC1
.xi /
ˇ̌ 
 C.N�1 lnN/2. Also

ELL
ŒkC1
.0/ D 0 and using standard interpolation error bounds along with (6) we

can show thatˇ̌̌
ELL

ŒkC1
.4�1/
ˇ̌̌

D
ˇ̌̌
.UL

ŒkC1
 � u/.4�1/
ˇ̌̌


 C
�
2�k C .N�1 lnN/2

	
:

On the subdomain�LL we can construct a barrier functionˆ.xi / which satisfies

LN
�
ˆ.xi /˙ ELL

ŒkC1
.xi /
	

	 0;�
ˆ.0/˙ ELL

ŒkC1
.0/
	

	 0;
�
ˆ.4�1/˙ ELL

ŒkC1
.4�1/
	

	 0;

and ˆ.xi / 
 C


2�.kC2/ C .N�1 lnN/2

�
. Using a discrete maximum principleˇ̌̌

.ULL
ŒkC1
 � u/.xi /

ˇ̌̌

 C

�
2�.kC2/ C .N�1 lnN/2

	
; for xi 2 �NLLn�L:

If follows directly that jUL
ŒkC1
 � u/.�1/j 
 C



2�.kC2/ C .N�1 lnN/2

�
. Then a

similar style of analysis (see [7] for details) gives thatˇ̌̌
.UL

ŒkC1
 � u/.xi /
ˇ̌̌


 C
�
2�.kC1/ C .N�1 lnN/2

	
; for xi 2 �NL n�C :
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The analysis for URR
ŒkC1
 and UR

ŒkC1
 is very similar, and can then be extended to
UC

ŒkC1
 to complete the proof.

4 Numerical Results

In this section we present numerical results for the Schwarz algorithm, which sup-
port the analysis in Sect. 3. The exact solution to the test problem is unknown so we
use the two-mesh difference approach [6, Theorem 8.6] to estimate the errors.

Let UN D UŒk
 where k is such that condition (5) is satisfied, and similarly
let bU2N be the computed solution obtained using the Schwarz algorithm where the
subdomains are defined as in Sect. 2, but with 2N intervals on each subdomain.
Then the estimate of the error, for a particular "1 and "2, is given by

DN
"

1
;"

2
WD max

iD1;:::;N�1 jUN .xi /� bU2N .x2i /j:

For "1 D 10�`, for ` D 0; 1; 2 : : :, we denote the "2-uniform error estimate, and
corresponding rate of convergence as

DN
"

1
D `

max
	D0 D

N
"

1
;10�� ; �N"1

WD log2

� DN
"

1

D2N
"

1

�
:

For our test problem we take

A D
�
2.x C 1/2 �.1C x3/

�2 cos �x
4
.1C p

2/e1�x
�
; f D

�
2ex

10x C 1

�
; (7)

and b0 D 0, b1 D 6.
For these experiments, ˛ D 1 and the user-chosen parameter in (5) is taken to be

� D 6.
Table 1 lists DN

"1
, �N"1

for various values of N and "1. We can see that the errors
are independent of the singular perturbation parameters "1 and "2 and are decreasing
asN increases. The computed rates of convergence are second order, with the usual
logarithmic factor which is expected when using the Shishkin transition points for
Schwarz algorithms.

Table 2 displays k"1
, the maximum number of iterations recorded when comput-

ing U for "2 D 1; 10�1; 10�2; : : : "1, for various values ofN and "1. In [7], analysis
shows that the difference between successive iterations can be bounded as

kUŒk
 � UŒk�1
k�S 
 jjUŒk
 � uk�S C kUŒk�1
 � uk�S


 C02
�kC1 C C1.N

�1 lnN/2:
(8)
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Table 1 Error estimates and computed rates of convergence

N D 64 N D 128 N D 256 N D 512 N D 1;024 N D 2;048

"1 D 100 6.16e�04 5.80e�05 1.89e�05 8.67e�06 7.81e�07 2.71e�07
3.41 1.62 1.12 3.47 1.53 
N

"1

"1 D 10�1 8.44e�04 2.42e�04 5.34e�05 1.50e�05 3.35e�06 9.41e�07
1.80 2.18 1.83 2.17 1.83 
N

"1

"1 D 10�2 1.30e�02 3.32e�03 8.39e�04 2.10e�04 5.26e�05 1.31e�05
1.96 1.98 2.00 2.00 2.00 
N

"1

"1 D 10�3 7.31e�02 3.00e�02 1.05e�02 3.36e�03 1.05e�03 3.18e�04
1.28 1.52 1.64 1.68 1.72 
N

"1

::
:

::
:

::
:

::
:

::
:

::
:

::
:

::
:

"1 D 10�10 7.31e-02 3.00e-02 1.05e-02 3.36e-03 1.05e-03 3.18e-04
1.28 1.52 1.64 1.68 1.72 
N

"1

Table 2 Number of iterations required by the Schwarz algorithm

N D N D 64 N D 128 N D 256 N D 512 N D 1;024 N D 2;048

"1 D 1 7 9 10 11 13 14
"1 D 10�1 7 8 10 11 12 13
"1 D 10�2 7 8 10 11 12 13
"1 D 10�3 7 8 9 10 11 13
::
:

::
:

::
:

::
:

::
:

::
:

::
:

"1 D 10�10 7 8 9 10 11 12

The algorithm will terminate when kUŒk
 � UŒk�1
k�S 
 �N�2. Together, these
inequalities suggest that, at worst, the number of iterations required is proportional
to 2 log2N . In fact, as can be seen from Table 2, in practise log2N C 1 iterations
are required.

Finally, we investigate numerically how the accuracy of the method, and the
number of iterations required, depends on the relative magnitude of the perturba-
tion parameters. Therefore we fix "1 D 10�5 and present the estimated errors for
"2 2 f1; 10�1; 10�2; : : : ; 10�10g. These are shown in Table 3, and are computed by
comparing UN with the piecewise linear interpolant to the solution obtained on a
standard Shishkin mesh [2] with 216 mesh points. The rates of convergence, �NE , are
computed as above. Clearly the error estimates are bounded independently of the
singular perturbation parameters and are minimised when "1 and "2 are of the same
magnitude.

In Table 4 we show the number of iterations required to obtain the results of
Table 3. When the singular perturbation parameters are of the same magnitude the
algorithm terminates after only one iteration, as shown in [8].
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Table 3 Error estimates and computed rates of convergence for "1 D 10�5

N D 64 N D 128 N D 256 N D 512 N D 1;024 N D 2;048

"2 D 100 5.71e�02 2.28e�02 7.85e�03 2.51e�03 7.78e�04 2.35e�04
1.33 1.54 1.65 1.69 1.73 
N

E

"2 D 10�1 5.71e�02 2.28e�02 7.85e�03 2.51e�03 7.78e�04 2.35e�04
1.33 1.54 1.65 1.69 1.73 
N

E

"2 D 10�2 1.21e�01 5.36e�02 2.31e�02 1.00e�02 2.57e�03 9.67e�04
1.17 1.22 1.21 1.96 1.41 
N

E

"2 D 10�3 1.38e�01 3.75e�02 1.27e�02 4.09e�03 1.29e�03 3.74e�04
1.88 1.56 1.64 1.66 1.79 
N

E

"2 D 10�4 5.70e�02 2.28e�02 7.85e�03 2.51e�03 7.78e�04 2.35e�04
1.33 1.54 1.65 1.69 1.73 
N

E

"2 D 10�5 9.83e�03 3.37e�03 1.10e�03 3.49e�04 1.08e�04 3.24e�05
1.54 1.61 1.66 1.70 1.73 
N

E

"2 D 10�6 1.33e�01 4.97e�02 1.72e�02 5.55e�03 1.72e�03 5.17e�04
1.42 1.53 1.63 1.69 1.73 
N

E

:::
:::

:::
:::

:::
:::

:::
:::

"2 D 10�10 1.33e�01 4.97e�02 1.72e�02 5.55e�03 1.72e�03 5.17e�04
1.42 1.53 1.63 1.69 1.73 
N

E

Table 4 Number of iterations required for "1 D 10�5

N D 64 N D 128 N D 256 N D 512 N D 1;024 N D 2;048

"2 D 100 7 8 9 10 11 12
"2 D 10�1 6 7 8 9 10 11
"2 D 10�2 6 7 8 9 10 11
"2 D 10�3 5 6 6 7 7 8
"2 D 10�4 2 2 2 2 2 2
"2 D 10�5 1 1 1 1 1 1
"2 D 10�6 2 2 2 2 2 2
"2 D 10�7 5 5 5 6 6 7
"2 D 10�8 6 7 8 9 10 10
"2 D 10�9 6 7 8 9 10 11
"2 D 10�10 6 7 8 9 10 11

Most important, however, is that Table 4 demonstrates that Theorem 3.1 is sharp
when the magnitudes of "1 and "2 are different, i.e., one does not obtain the rapid
convergence of the iterative algorithm that is observed when "1 D "2. The design of
a fast converging overlapping Schwarz algorithm for the case "1 � "2 is the subject
of on-going research.
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On Numerical Simulation of an Aeroelastic
Problem Nearby the Flutter Boundary

P. Sváček

Abstract This paper is devoted to the numerical approximation of fluid-structure
interaction problems. To take into account the turbulence effects typically present in
the technical applications, the flow is modelled with the aid of the Reynolds Aver-
aged Navier–Stokes (RANS) equations. The numerical approximation of RANS and
the turbulence model by the finite element method is described. In order to avoid
spurious oscillations stabilization procedures are applied and the robust suitable lin-
earization of the Spalart–Allmaras turbulence model is described. The numerical
method developed is applied to a problem of a channel flow over a double circular
airfoil profile. The nonlinear post-flutter behaviour is numerically approximated.

1 Introduction

The interaction of fluid flow with an elastic structure is important in many technical
disciplines such as aeroelasticity/hydroelasticity; see [1]. Engineering applications
frequently use linearized models. Recently, problems of nonlinear aeroelasticity
have begun to be important in an increasing number of situations under investi-
gation. In technical applications the use of a suitable model for turbulence effects
is necessary. In most cases models based on Reynolds Averaged Navier–Stokes
(RANS) equations are used together with the Boussinesq approximation of the
Reynolds stresses (see [2]). The turbulence viscosity is then approximated by the
solution of a partial differential equation. The approximation of the turbulence
model with the aid of the finite element method is complicated owing to the

P. Sváček
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Praha 2, Czech Republic, E-mail: Petr.Svacek@fs.cvut.cz

A.F. Hegarty et al. (eds.), BAIL 2008 - Boundary and Interior Layers.
Lecture Notes in Computational Science and Engineering,
DOI: 10.1007/978-3-642-00605-0, c� Springer-Verlag Berlin Heidelberg 2009

257



258 P. Sváček

dominating convection. Moreover, the use of the standard SUPG/GLS method for
stabilization of the convective term does not eliminate local undershoots/overshoots.
In order to minimize this phenomenon crosswind diffusion must be applied. In the
ALE formulation the stabilization terms then needs to be modified with respect
to the moving frame. The robustness of this approach is demonstrated by several
numerical results for the vibrating double circular airfoil (DCA). The numerical
results are compared to the experimental data. Furthermore, the aeroelastic model
previously studied in [3] is solved with the aid of the turbulence model for the far
field velocity in the post-critical region. Nonlinear effects are shown.

2 Mathematical Model

2.1 Fluid Model

For the mathematical description of turbulent flow we use the Reynolds equations,
written in the ALE form

DAv
Dt

� r �
�
�eff

�
rv C .rv/T

		
C . Nw � r/v C rp D 0; (1)

div v D 0 in �t ;

where the vector v is the mean part of the velocity, p denotes the mean kinematic
pressure, Nw denotes the convection velocity in the ALE frame, i.e., Nw D v � wD
with wD the domain velocity, while �eff D .� C �T / where � and �T denote the
kinematic and turbulent viscosity respectively. The ALE derivative is denoted by
DA=Dt , where At is an ALE mapping from the reference domain �0 onto the
computational domain �t at time t . More details about the ALE method can be
found in, e.g., [3, 4].

The system has boundary conditions prescribed on the mutually disjoint parts of
the boundary @�t (see Fig. 1):

(a) v.x; t/ D vD.x/; x 2 �D ; (b) v.x; t/ D wD.x; t/; x 2 �W t ;
(c) � �eff

�
rv C .rv/T

	
� n C .p � pref / n D 0 on �O : (2)

Here �W t denotes the only moving part of the boundary, i.e., the instantaneous posi-
tion of the airfoil surface at time t . Finally, the system (1) has the initial condition
v.x; 0/ D v0.x/ for x 2 �0. In practical computations vD;wD; v0 are continuous
functions. Moreover, the function v0 should satisfy r � v0 D 0.
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h

α EA

T

L(t)M(t)

U

Fig. 1 The elastic support of the airfoil on translational and rotational springs (left) and the
computational domain for the channel flow over DCA profile (right)

2.2 Turbulence Model

In the system of equations (1) the turbulent viscosity �T needs further modelling.
We consider the Spalart–Allmaras turbulence model [2]. The turbulence viscosity is
�T D Q��3=.�3 C c3v /, where � D Q�=� and the additional equation for Q� is

DA Q�
Dt

C Nw � r Q� D r �
�
� C Q�
ˇ

r Q�
�

C cb2

ˇ
.r Q�/2 CG. Q�/ � Y. Q�/; (3)

where G. Q�/D cb1
eS Q�, eS D

�
S C Q�

	2y2 fv2

	
, fv2

D 1� �
1C�fv1

, Y. Q�/D cw1

Q�2

y2�
1Cc6

w3

1Cc6
w3
=g6

� 1
6

, g D r C cw2
.r6 � r/, r D Q�eS	2y2

, S D
q
2
P
i;j !

2
ij , y denotes the

distance from the wall and !ij D 1
2
.@j vi �@ivj /. The following constants are used:

cb1
D 0:1355, cb2

D 0:622, ˇ D 2
3

, cv D 7:1, cw2
D 0:3, cw3

D 2:0, � D 0:41,
cw1

D cb1
=�2 C .1C cb2

/=ˇ.

2.3 Structure Model

The structure is considered to be a flexibly supported airfoil that can be vertically
displaced and rotated. Figure 1 shows the elastic support of the airfoil on trans-
lational and rotational springs and its placement in the channel. The governing
nonlinear equations are written in the form (see [1, 3])

m RhC S˛ R̨ cos˛ � S˛ P̨2 sin ˛ C khhh D �L.t/;
S˛ Rh cos˛ C I˛ R̨ C k˛˛˛ D M.t/:

(4)

where m is the mass of the airfoil, S˛ is the static moment of the airfoil around the
elastic axis, I˛ is the inertia moment of the airfoil around the elastic axis, and khh
and k˛˛ are the bending stiffness and torsional stiffness, respectively. The pressure
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and viscous forces acting on the vibrating airfoil immersed in fluid result in the lift
force L.t/ and the torsional momentM.t/ defined by

L D � l
Z
�W t

2X
jD1

�2jnj dS; M D l

Z
�W t

2X
i;jD1

�ijnj r
ort
i dS; (5)

where

�ij D �

�
�pıij C �

�
@vi

@xj
C @vj

@xi

��
; rort
1 D �.x2 � xEA2/; r

ort
2 D x1 � xEA1:

Here �ij denotes the components of the fluid stress tensor, ıij is the Kronecker sym-
bol, n D .n1; n2/ is the unit outer normal to the domain occupied by surrounding
fluid �t on instantaneous airfoil boundary �W t (i.e., pointing into the airfoil) and
xEA D .xEA1; xEA2/ is the position of the elastic axis (lying in the interior of the
airfoil). Relations (5) and (6) define the coupling of the fluid dynamical model with
the structural model.

3 Numerical Approximation

3.1 Fluid Model

To discretize the flow model we consider an equidistant partition of the time interval
Œ0; T 	 and approximate the solution v.�; tn/ and p.�; tn/ (defined in �tn) at time
tn by vn and pn, respectively. A second-order two-step implicit scheme is used
for the time discretization. For each fixed time t D tnC1 define the spaces W D
H1.�nC1/;Q D L2.�nC1/ and X D

n
z 2 W W z D 0 on �D [ �W tnC1

o
.

The ALE velocity wD.tnC1/ is approximated by wDnC1 and the notationbvi D
vi ı Ati ı A�1

tnC1
is employed, where ı denotes the composition of functions. Then

on each time level tnC1, the ALE time discretized flow model is: Find v D vnC1
and p D pnC1 defined in �nC1 such that

3v � 4bv n Cbv n�1

2�
C NwnC1 � rv � r �

�
�eff

�
rv C .rv/T

		
C rp D 0;

div v D 0; (6)

hold in �nC1 and v satisfies the boundary conditions (2a–b). Here NwnC1 denotes
the convection velocity in the ALE frame at time tnC1, i.e., NwnC1 D v � wDnC1.
The problem (6) is weakly formulated: Find U D .v; p/ satisfying

a.U IU; V / D f .V / for all V D .z; q/ 2 X � Q; (7)
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with v satisfying the conditions (2a–b). The forms used in (7) are defined by

a.U �IU; V / D
�
3v
2�
; z
�
�nC1

C 
 NwnC1 � rv; z
�
�nC1

C
�
�eff

�
rv C .rv/T

	
;rz

	
�nC1

� .p;r � z/�nC1

C .r � v; q/�nC1

f .V / D
Z
�nC1

4bvn �bvn�1

2�
� z dx �

Z
�O

prefz � n dS;

where U D .v; p/, V D .z; q/, U � D .v�; p/, NwnC1 D v� � wDnC1.

3.1.1 Spatial Discretization

To apply the Galerkin FEM, we approximate the spaces W; X ; Q of the weak
formulation by finite dimensional subspaces W�; X�; Q�; � 2 .0;�0/; �0 >
0; X� D fv� 2 W�I v�j�D\�W t

D 0g, where the spaces W�; X� and Q� are
formed by piecewise linear functions defined over an admissible triangulation T�;
see [5]. To overcome the instability caused by the incompatibility of the pressure
and velocity pairs, the pressure stabilizing/Petrov–Galerkin method [6] is applied
together with the Galerkin Least Squares (GLS) method [7].

First, the local element residual terms Ra
K , Rf

K are defined on K 2 T� by

Ra
K. NwnC1I v; p/ D 3

2�t
v � r �

�
�eff

�
rv C .rv/T

		
C 
 NwnC1 � r� v C rp (8)

and

Rf
K.Ovn; Ovn�1/ D 4

2�t
Ovn � 1

2�t
Ovn�1: (9)

The GLS stabilizing terms are taken with respect to the transport velocity
NwnC1, i.e.,

L.U �
� IU�; V�/ D

X
K2T�

ıK

�
Ra
K. NwnC1I v; p/;


 NwnC1 � r� z C rq
	
K
;

F.V�/ D
X
K2T�

ıK

�
Rf
K.Ovn; Ovn�1/;


 NwnC1 � r� z C rq
	
K
; (10)

with ıK D h2K=�K , and grad-div stabilization is used:

P�.U; V / D
X
K2T�

�K.r � v;r � z/K (11)
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where �K D �K

�
1CReloc C h2

K

�K �t

�
, Reloc D hj NwnC1j0;K

2�K
, �K D j� C �T j0;K

is the maximal element viscosity, j � j0;K is the L2.K/ norm and hK the local
element size.

The GLS stabilized discrete problem is then: Find U� D .v; p/ 2 W� � Q�
such that v satisfies approximately the Dirichlet boundary conditions (2a–b) and the
equation

a.U�IU�; V�/C L.U�IU�; V�/C P�.U�; V�/ D f .V�/C F.V�/; (12)

holds for all V� D .z; q/ 2 X� � Q�.

3.2 Numerical Discretization of the Turbulence Model

The equation (3) is discretized in time at each fixed time level t D tnC1 with the aid
of a second-order backward difference formula, i.e.,

DA Q�
Dt

� 3 Q�nC1 � 4bQ�n C Q̂�n�1
2�t

in�nC1, where bQ�i D Q�iıAti ıA�1
tnC1

. The numerical solution of the time-discretized
Spalart–Allmaras turbulence problem is obtained from the finite element method
applied to the linearized problem. Here we use

s. Q�nC1/2 � 2s Q�n Q�nC1 � s . Q�n/2; .r Q�nC1/2 � r Q�n � r Q�nC1:

The linearized problem is then weakly formulated. Furthermore, a finite element
subspace V� � V of the piecewise linear continuous functions over T� is con-
structed and the SUPG stabilization is applied. The SUPG terms and parameters are
modified with respect to the ALE moving frame, which means that the stabiliza-
tion terms and parameters need to be taken with respect to the modified transport
velocity NwnC1 D vnC1 � wDnC1. Furthermore the transport velocity is affected
by the linearization procedure. The SUPG-stabilized linearized problem reads: Find
Q�� 2 V� such that B. Q��; '/ D L.'/ for all ' 2 V�, where

B. Q��; '/ D
�
3 Q�nC1

2�t
C b � r Q�nC1 C 2s Q�n Q�nC1; '

�
�nC1

C 

"r Q�nC1;r'�

�nC1

C
X
K2T�

˛K

�
.
3

2�t
C 2s Q�n�/ Q� C b � r Q�� C r � ."r Q��/ ; .b � r/'

	
K
;

L.'/ D
�
s Q�n Q�n C 4bQ�n � Q̂�n�1

2�t
C cb1

QS Q�n; '
	
�nC1

C
X
K2T�

˛K

�
s Q�n� Q�n� C 4cQ�n� � Q̂�n�1

�
2�t

C cb1
QS; .b � r/'/

	
K

I
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here the transport velocity b WD vnC1� wDnC1� cb2

ˇ
r Q�n� is the fluid velocity vnC1

modified by the velocity coming from the mesh motion and the linearization of the

quadratic term .r Q�/2. We choose the parameter˛K D
�
4j"j0;K

h2
K

C 2jbj0;K

hK
Cjsj0;K

��1
.

The SUPG/GLS stabilization does not exclude local oscillations near sharp lay-
ers. Such oscillations are suppressed by the application of an additional crosswind
diffusion; cf. [8].

4 Numerical Results

4.1 Computational Meshes

To obtain physically admissible solutions one should use meshes that are refined in
the boundary layer and wake regions. The computational meshes used in this paper
are generated with the aid of our code, which refines the boundary layer region a
priori and uses anisotropic mesh refinement [9] elsewhere. Different meshes are
used for the DCA profile (where the leading edge is sharp and the so-called H-mesh
can be used) and the NACA 0012 profile (where the so-called C-mesh needs to be
employed). In the latter case we follow the procedure described in [10]. The H-
mesh details generated around the DCA profile are shown in Fig. 2. The distance of
the first point “perpendicular” to the airfoil boundary is chosen to satisfy Y C � 1,
where Y C D u	Y

�
and Y is the distance to the wall and u� is the friction velocity

on the wall.

4.1.1 Flow Over Vibrating DCA Profile

First, the numerical method was applied to a problem of channel flow over a mov-
ing DCA profile with prescribed vibrations: see Fig. 1. The harmonic vibrations of
the airfoil are prescribed with frequency of fH D 20:4Hz around the elastic axis
positioned at one third of the airfoil. The position of the airfoil is then given by its
angle of rotation ˛.t/ and vertical displacement h.t/; in this case we considered
˛.t/ D �1:5ı � 4:5ı sin.2�fH t/ and h.t/ D �1:5 � 4:5 sin.2�fH t/mm. The far

Fig. 2 Computational mesh around the DCA profile
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Fig. 3 The fluid velocity isolines (left), pressure isolines (middle) and the turbulent viscosity
(right) distributions around vibrating DCA airfoil
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Fig. 4 Comparison of the pressure distribution over the DCA airfoil (left) and the lift coefficient
(right)

field velocity U1 D 120m s�1 and the reference length c D 0:12m were used.
This model description corresponds to the experimental measurement of nonlinear
aeroelastic instability – Limit Cycle Oscillations (LCO). Numerical results for this
model problem are shown in Figs. 3 and 4. The numerical results were computed
on a triangular mesh with 19,205 nodes and 38,012 elements (76,820 unknowns).
The results were compared to the experimental data: Fig. 4 on the left shows the dis-
tribution of the mean pressure coefficient cp D p�p0

1
2

U 2

on the surface of the airfoil

from experimental measurement and from the numerical simulation. These data are
in very good agreement. Figure 4 on the right then shows the dependence of the lift
coefficient on the time from experimental data and from numerical experiment. Fig-
ure 3 then shows the instantaneous distribution of velocity magnitude, pressure and
turbulent viscosity around the vibrating DCA airfoil at time instants corresponding
to the positions ˛ D 0ı; 3ı;�3ı.
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Fig. 5 The aeroelastic response ˛.t/ (left) and h.t/ (right) for the post-flutter velocity U1 D
40m s�1 and initial conditions h.0/ D 0 and ˛.0/ D ˛0: ˛0 D 0:03ı (up, solid line) ˛0 D
0:3ı (up, dashed line), and 3ı (down, solid), 6ı (down, dashdot)

4.1.2 Flow Induced Airfoil Vibrations

This section presents the results of the numerical simulation of flow-induced vibra-
tions obtained for the NACA 0012 airfoil. The following quantities are considered:
m D 8:6622 � 10�2 kg, S˛ D 7:79673� 10�4 kg m, I˛ D 4:87291 � 10�4 kg m2,
khh D 105:109 N m�1, k˛˛ D 3:695582 N m rad�1, l D 0:05 m, c D 0:3 m,
� D 1:225 kg m�3, � D 1:5 � 10�5 m s�2. Linear theory predicts the critical veloc-
ity Ucrit D 37:7m s�1; see [3]. Numerical results were computed for different far
field velocities U1 and were in agreement with NASTRAN computations [3, 11].
Here, the numerical approximation of a problem after the loss of stability is com-
puted on an anisotropically refined mesh with 19,430 nodes and 38,428 elements.
Figure 5 shows the aeroelastic response of the system for the far field velocity
U1 D 40m s�1, where different initial conditions ˛.0/ were applied; one sees
typical divergence instability behaviour for low values of the initial condition ˛.0/
but for the value ˛.0/ D 6ı a combination of divergence and flutter-type behaviour
can be observed.

Acknowledgement This research was supported under the Research Plan MSM 6840770003 of
the Ministry of Education of the Czech Republic.
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A Parameter–Uniform Finite Difference
Method for a Singularly Perturbed Initial
Value Problem: A Special Case

S. Valarmathi and J.J.H. Miller

Abstract A system of singularly perturbed ordinary differential equations of first
order with given initial conditions is considered. The leading term of each equa-
tion is multiplied by a small positive parameter. These parameters are assumed to
be distinct. The components of the solution exhibit overlapping layers. A Shishkin
piecewise–uniform mesh is constructed, which is used, in conjunction with a clas-
sical finite difference discretisation, to form a new numerical method for solving
this problem. It is proved, in a special case, that the numerical approximations
obtained from this method are essentially first order convergent uniformly in all
of the parameters. Numerical results are presented in support of the theory.

1 Introduction

We consider the initial value problem for the singularly perturbed system of linear
first order differential equations

Eu0.t/C A.t/u.t/ D f.t/; t 2 .0; T 	; u.0/ given: (1)

Here u is a column n-vector, E and A.t/ are n � n matrices, EDdiag."/,
" D ."1; : : : ; "n/ with "i distinct and 0<"i 
 1 for all i D 1 : : : n. For convenience
we assume the ordering

"1 < � � � < "n:
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Cases with some of the parameters coincident are not considered here. We write the
problem in the operator form

Lu D f; u.0/ given;

where the operator L is defined by

L D ED C A.t/ and D D d

dt
:

We assume that, for all t 2 Œ0; T 	, the components aij .t/ of A.t/ satisfy the
inequalities

aii.t/ >

nX
j ¤i

j D1

jaij.t/j for i D 1; : : : ; n; and aij .t/
 0 when i ¤ j:

We take ˛ to be any number such that

0 < ˛ < min
t2.0;1


iD1; :::; n

0@ nX
jD1

aij .t/

1A :
We also assume that T 	 2maxi ."i /=˛, which ensures that we are solving over
a domain that includes all of the layers. For this it suffices to take T 	 2=˛.
We introduce the norms k V k D max1	k	n jVkj for any n-vector V, k y k
D sup0	 t 	T jy.t/j for any scalar-valued function y and k y k D max1	k	n
k yk k for any vector-valued function y. Throughout the paper C denotes a generic
positive constant, which is independent of t and of all singular perturbation and
discretisation parameters.

The initial value problems considered here arise in many areas of applied math-
ematics; see for example [1]. Parameter uniform numerical methods for simpler
problems of this kind, when all the singular perturbation parameters are equal, were
considered in [2]. For a reaction-diffusion boundary value problem in the case nD 2

a parameter uniform numerical method was constructed in [3] and in the case of
general n in [4]. A general introduction to parameter uniform numerical methods is
given in [5] and [6].

2 Analytical Results

The operator L satisfies the following maximum principle

Lemma 1. Let the above assumptions on the matrix A.t/ hold. Let  .t/ be any
function in the domain of L such that  .0/	 0: Then L .t/	 0 for all t 2 .0; T 	

implies that  .t/	 0 for all t 2 Œ0; T 	.
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We remark that the maximum principle is not necessary for the results that follow,
but it is a convenient tool in the proof of the following stability result.

Lemma 2. Let the above assumptions on the matrix A.t/ hold. If  .t/ is any
function in the domain of L, then

k  .t/ k
 max



k  .0/ k; 1

˛
k L k

�
; t 2 Œ0; T 	:

The Shishkin decomposition of the solution u of (1) is given by u D vCw where v
is the solution of Lv D f on .0; T 	 with v.0/DA�1.0/f.0/ and w is the solution
of Lw D 0 on .0; T 	 with w.0/D u.0/ � v.0/: Here v;w are, respectively, the
smooth and singular components of u.
Bounds on the smooth component and its derivatives are contained in

Lemma 3. There exists a constant C , such that for each i D 1; : : : ; n, k v .k/i k

C for kD 0; 1 and k "iv 00

i k 
C:
We define the layer functions Bi ; i D 1; : : : ; n, associated with the solution u by

Bi .t/D e�˛t="i ; t 2 Œ0;1/:

Some elementary properties of the layer functions are given in

Lemma 4. Let 1
 i < j 
 n and 0
 s < t <1. Then

Bi .t/ <Bj .t/, for all t > 0,

Bi .s/>Bi .t/, for all 0
 s < t 
T ,

Bi .0/D 1 and 0<Bi .t/ < 1 for all t > 0.

Bounds on the singular component and its derivatives are contained in

Lemma 5. There exists a constant C such that, for each t 2 Œ0; T 	 and i D 1; 2; 3

jwi .t/j 
 CB3.t/;
ˇ̌
w0
i .t/

ˇ̌ 
 C
�
"�1
i Bi .t/C � � � C "�1

3 B3.t/
�
;ˇ̌

"iw
00
i .t/

ˇ̌ 
 C
�
"�1
1 B1.t/C "�1

2 B2.t/C "�1
3 B3.t/

�
:

Proof. The bounds on the wi are obtained by applying Lemma 1 to the functions
 ˙ DCB3e ˙ w. The bound on w0

3 follows from the third equation of the system
satisfied by w. The first two equations of this system form an inhomogeneous sys-
tem for the components w1; w2. The required bounds on w0

1; w
0
2 are obtained by

a Shishkin decomposition of w1; w2 followed by the application of Lemmas 2.3
and 2.4 in [7]. Finally, the bounds on the w00

i follow immediately from the system
satisfied by w. �

For each i ¤ j we now define the point ti;j by

Bi .ti;j /

"i
D Bj .ti;j /

"j
:
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It is easy to see that this point exists and is unique for each i and j , since for i < j
we have "i <"j and the ratio of the two sides of this equation, namely

Bi .t/

"i

"j

Bj .t/
D "j

"i
exp

�
�˛t

�
1

"i
� 1

"j

��
;

is monotonically decreasing from "j

"i
>1 to 0 as t increases from 0 to 1.

Also, the following inequalities hold, for all i; j with 1
 i < j 
n
"�1
i Bi .t/ > "

�1
j Bj .t/ on Œ0; ti;j /; (2)

"�1
i Bi .t/ < "

�1
j Bj .t/ on .ti;j ;1/ (3)

and if "i 
 "j =2 then ti;j 2 .0; T 	.
Lemma 6. The points ti;j satisfy the following inequalities

ti;j < tiC1;j ; if i C 1 < j

and
ti;j < ti;jC1; if i < j

Proof . It is not hard to see that the point ti;j is given by

ti;j D
ln
�
1
"i

	
� ln

�
1
"j

	
˛
�
1
"i

� 1
"j

	 :

We can write "k D exp.�pk/ for some pk >0 for all k. Then

ti;j D pi � pj

˛.exppi � exppj /
:

The inequality ti;j < tiC1; j is equivalent to

pi � pj

exppi � exppj
<

piC1 � pj

exppiC1 � exppj
;

which can be written in the form

.piC1 � pj / exp.pi � pj /C .pi � piC1/ � .pi � pj / exp.piC1 � pj / > 0:
Writing aDpi �pj and bDpiC1 �pj we have a> b >0 and a� bDpi �piC1.
Moreover, the previous inequality is then equivalent to

exp a � 1

a
>

expb � 1

b
;

which is true because a>b.
The second part of the lemma is proved by a similar argument. �
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3 The Discrete Problem

We construct a piecewise uniform mesh with N mesh-intervals and mesh-points
ftigNiD0 by dividing the interval Œ0; T 	 into nC 1 sub-intervals as follows

Œ0; T 	 D Œ0; �1	 [ .�1; �2	 [ : : : .�n�1; �n	 [ .�n; T 	:
On the sub-interval Œ0; �1	 a uniform mesh with N

2n mesh-intervals is placed, simi-
larly on .�i ; �iC1	; 1
 i 
n � 1, a uniform mesh of N

2n�iC1 mesh-intervals and on

.�n; T 	 a uniform mesh of N
2

mesh-intervals. The n transition points between the
uniform meshes are defined by

�i D min
n�iC1
2
;
"i

˛
lnN

o
for i D 1; : : : ; n � 1 and

�n D min



T

2
;
"n

˛
lnN

�
:

Clearly

0 < �1 < � � � < �n 
 T

2
:

This construction leads to a class of 2n possible Shishkin piecewise uniform meshes
Mb, where b denotes an n–vector with bi D 0 if �i D �iC1

2
and bi D 1 otherwise.

Writing ıj D tj � tj�1 we remark that, on any such mesh, we have

ıj 
 CN�1; 1 
 j 
 N

and
�i 
 C"i lnN; 1 
 i 
 n:

On these meshes we now consider the discrete solutions defined by the backward
Euler finite difference scheme

ED�U CA.t/U D f; U.0/ D u.0/;

or in operator form
LNU D f; U.0/ D u.0/;

where
LN D ED� CA.t/

andD� is the backward difference operator

D�U.tj / D U.tj /� U.tj�1/
ıj

:
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We have the following discrete maximum principle analogous to the continuous case

Lemma 7. Let the above assumptions on the matrix A.t/ hold. Then, for any mesh
function ‰ , the inequalities ‰.0/	 0 and LN‰.tj /	 0 for 1 
 j 
N; imply that
‰.tj /	 0 for 0
 j 
N:
An immediate consequence of this is the following discrete stability result.

Lemma 8. Let the above assumptions on the matrix A.t/ hold. Then, for any mesh
function ‰ ,

k ‰.tj / k 
 max



k ‰.0/ k; 1

˛
k LN‰ k

�
; 0 
 j 
 N:

4 The Local Truncation Error

From Lemma 8, we see that in order to bound the error k U�u k it suffices to bound
LN .U � u/. But this expression satisfies

LN .U � u/ D LN .U/� LN .u/ D f � LN .u/ D L.u/ � LN .u/

D .L � LN /u D �E.D� �D/u;
which is the local truncation of the first derivative. We have

E.D� �D/u D E.D� �D/v C E.D� �D/w

and so, by the triangle inequality,

k LN .U � u/ k
k E.D� �D/v k C k E.D� �D/w k :
Thus, we can treat the smooth and singular components of the local truncation error
separately We note first that, for any smooth function  , we have the following two
distinct estimates of the local truncation error of the first derivative

j.D� �D/ .tj /j 
 max
s2Œtj �1;tj 


j 00.s/j ıj
2

(4)

and
j.D� �D/ .tj /j 
 2 max

s2Œtj �1;tj 

j 0.s/j: (5)

5 Error Estimate: The Special Case n D 3

Here we establish the error estimate when nD 3. The same approach suffices for
nD 1 and nD 2 and is similar to that used in [3] for the reaction-diffusion problem.
For general n additional techniques are required and will be the topic of future
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work. The technique applied in [4] for the general reaction-diffusion problem uses
discrete Green’s functions instead of the Shishkin decompositons used in this paper.
We estimate the smooth component of the local truncation error in the following
lemma.

Lemma 9. For each i D 1; : : : ; n and j D 1; : : : ; N we have

j"i .D� �D/vi .tj /j 
 CN�1:

For the singular component we obtain a similar estimate, but we must distinguish
between the different types of mesh. We need the following preliminary lemmas.

Lemma 10. On each mesh Mb, for i D 1; 2; 3 we have the estimate

j"i .D� �D/wi .tj /j 
 C
ıj

"1
:

In what follows we make use of second degree polynomials of the form

pi I� D
2X
kD0

.t � t� /
k

kŠ
w
.k/
i .t� /

where � denotes a pair of integers separated by a comma.

Lemma 11. On each mesh of the form M1b2b3
, for i D 1; 2; 3 there exists a decom-

position
wi D wi;1 C wi;2;

for which we have the estimates

j"iw0
i;1.t/j 
 CB1.t/;

j"iw00
i;1.t/j 
 C

B1.t/

"1
; j"iw00

i;2.t/j 
 C

�
B2.t/

"2
C B3.t/

"3

�
:

Furthermore

j"i .D� �D/wi .tj /j 
 C

�
B1.tj�1/C ıj

"2

�
:

Proof. Since b1 D 1 we have "1 
 "2=2, so t1;2 2 .0; T 	 and we can define the
components of the decomposition by

wi;2 D


pi I1;2 on Œ0; t1;2/

wi otherwise

wi;1 D wi �wi;2 on Œ0;T	

The proof is completed using the ideas in Lemma 2.6 in [7]. �
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Lemma 12. On each mesh of the form Mb11b3
, for i D 1; 2; 3 there exists a decom-

position
wi D wi;1 C wi;2 C wi;3;

for which we have the estimates

j"iw0
i;j .t/j 
 CBj .t/ for j D 1; 2;

j"iw00
i;j .t/j 
 C

Bj .t/

"j
for j D 1; 2; 3:

Furthermore

j"i .D� �D/wi .tj /j 
 C

�
B2.tj�1/C ıj

"3

�
:

Proof. Since b2 D 1 we have "2 
 "3=2, so t2;3 2 .0; T 	 and we can define the
components of the decomposition by

wi;3 D


pi I2;3 on Œ0; t2;3/

wi otherwise

wi;2 D


pi I1;2 on Œ0; t1;2/
wi �wi;3 otherwise

wi;1 D wi � wi;2 � wi;3 on Œ0;T	

The proof is completed by a simple generalisation of the proof of the previous
lemma. �

Lemma 13. On each mesh Mb, for i D 1; 2; 3 we have the estimate

j"i .D� �D/wi .tj /j 
 CB3.tj�1/:

Using the above preliminary lemmas on appropriate subintervals we obtain the
desired estimate of the singular component of the local truncation error in the
following.

Lemma 14. For i D 1; 2; 3 and j D 1; : : : ; N , we have the estimate

j"i .D� �D/wi .tj /j 
 CN�1 lnN:

Proof. On any subinterval Œ0; t 	 we have ıj

"1

CN�1 t

"1
. It follows at once from

Lemma 10 that the desired estimate holds on the mesh M000 in Œ0; T 	 because
T
"1


C lnN ; on the mesh M001 in Œ0; �3	 because �1 D �3

4
hence �3

"1

C lnN ; on

the meshesM010;M011 in Œ0; �2	 because �1 D �2

2
hence �2

"1

C lnN ; on any mesh

in Œ0; �1	 because �1

"1

C lnN .

On any mesh of the form M1b2b3
we have �1 D "1

˛
lnN and so in any subinter-

val of the form .�1; t 	 we have B1.tj�1/
B1.�1/DN�1 and ıj

"2

CN�1 t��1

"2
. It

follows at once from Lemma 11 that the desired estimate holds on the mesh M100
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in the subinterval .�1; T 	, on the mesh M101 in the subinterval .�1; �3	 and on the
meshesM110;M111 in the subinterval .�1; �2	.

Similarly, on any mesh of the form Mb11b3
we have �2 D "2

˛
lnN and so

in any subinterval of the form .�2; t 	 we have B2.tj�1/
B2.�2/DN�1 and
ıj

"3

CN�1 t��2

"3
. It follows at once from Lemma 12 that the desired estimate holds

on the meshesM010;M110 in the subinterval .�2; T 	 and on the meshesM011;M111

in the subinterval .�2; �3	.
On any mesh of the formMb1b21 we have �3 D "3

˛
lnN and so in the subinterval

.�3; T 	 we have B3.tj�1/
B3.�3/DN�1. It follows at once from Lemma 13 that
the desired estimate holds. �

Let u denote the exact solution of (1) and U the discrete solution. Then, using
Lemmas 9 and 14, we have the following "-uniform error estimate

Theorem 1. There exists a constant C such that

k U � u k
 CN�1 lnN

for all N >1

Table 1 Values of DN
" , DN , pN , p�, and CN

p� for various "1 and N with fixed "2 D 2�6,

"3 D 2�4

Number of mesh pointsN

"1 128 256 512 1024 2048 4096 8192 16384 32768

2�7 0.135-2 0.832-3 0.485-3 0.276-3 0.154-3 0.853-4 0.466-4 0.253-4 0.136-4
2�11 0.195-2 0.118-2 0.688-3 0.391-3 0.215-3 0.117-3 0.625-4 0.332-4 0.175-4
2�15 0.230-2 0.136-2 0.808-3 0.469-3 0.262-3 0.145-3 0.792-4 0.430-4 0.232-4
2�19 0.232-2 0.138-2 0.810-3 0.476-3 0.266-3 0.147-3 0.805-4 0.436-4 0.235-4
2�23 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
2�27 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
2�31 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
2�35 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
2�39 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
2�43 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
DN 0.232-2 0.138-2 0.810-3 0.477-3 0.266-3 0.147-3 0.806-4 0.437-4 0.236-4
pN 0.753C0 0.767C0 0.765C0 0.842C0 0.855C0 0.867C0 0.882C0 0.891C0
CN

0:753 0.221C0 0.221C0 0.219C0 0.217C0 0.204C0 0.190C0 0.176C0 0.161C0 0.146C0
Computed order of "1–uniform convergence D 0.753

Computed "1–uniform error constant D 0.221
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6 Numerical Results

The above numerical method is applied to the following singularly perturbed initial
value problem

"1u1
0.t/C 4u1.t/ � u2.t/ � u3.t/ D t (6)

"2u2
0.t/ � u1.t/C 4u2.t/ � u3.t/ D 1 (7)

"3u3
0.t/ � u1.t/ � u2.t/C 4u3.t/ D 1C t2 (8)

for t 2 .0; 1	 and u.0/D 0: For various values of "1, fixed values "2 D 2�6; "3 D 2�4
and N D 2r ; r D 7; : : : 15, the computed order of "1–uniform convergence and
the computed "1–uniform error constant are found using the general methodol-
ogy from [5], [6]. The results, presented in Table 1 below, exhibit the behaviour
expected from an "1–uniform method.

Similar numerical experiments illustrate separate "2– and "3– uniform behaviour.
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Boundary Shock Problems and Singularly
Perturbed Riccati Equations

Relja Vulanović

Abstract A quasilinear singularly perturbed boundary-value problem is considered
under conditions which guarantee that the solution has a boundary shock. The prob-
lem is initially transformed to a Riccati initial-value problem which is then solved
numerically using the backward Euler scheme on a Shishkin-type mesh. For this
method, a robust error estimate is proved and illustrated by numerical experiments.

1 Introduction

Consider the problem of finding a C 2Œ0; 1	-function u D u.x/ such that

T u WD �"u00 � .u2/0 C k.x; u/ D 0; x 2 X D Œ0; 1	; u.0/ D 0; u.1/ D B; (1)

where 0 D d=dx, 0 < " << 1, B is a positive constant, and k is a function of the
form k.x; u/ D 2uc.x; u/. It is assumed that c is a sufficiently smooth function on
X � U , where U D Œ0; B	, and that

c.x; u/ 	 0; cu.x; u/ 	 0; x 2 X; u 2 U: (2)

Section 2 shows that this problem has a unique solution which, under additional
assumptions, exhibits a boundary layer at x D 0.

Problems similar to (1) are considered in [Vul90] and [ZI90]. In [Vul90], a some-
what more general problem is solved numerically by applying a layer-resolving
transformation which renders the derivatives of the transformed solution bounded
uniformly in ". The transformed problem is then solved using finite-difference
schemes on a uniform mesh. The layer-resolving transformation corresponds to

R. Vulanović
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mesh-generating functions used to create special meshes, dense in the bound-
ary layer, for discretizing the problem (1) directly, cf. [Vul07]. Numerical results
obtained by this method show pointwise "-uniform convergence of first order. How-
ever, only L1 first-order "-uniform convergence is proved in the paper. The same
is proved in [ZI90], but for an exponentially-fitted equidistant finite-difference
scheme.

A different method is considered in the present paper and a robust error esti-
mate in the maximum norm is derived. This is achieved by applying the approach
from [LS89], in which the differential equation in (1) is integrated from x to 1
and the resulting integral is approximated using the solution of the corresponding
reduced problem. The same method is used in [Vul91] for a quasilinear problem
without turning points and in [Lin91] for a quasilinear turning-point problem. After
the described transformation, the problem (1) becomes an initial-value problem for a
Riccati equation. Parameter-uniform numerical methods for such problems are read-
ily available, see [OR87] and [OR05]. An equidistant exponentially-fitted scheme
is analyzed in [OR87], whereas the method in [OR05] uses the simple backward
scheme on a Shishkin-type mesh. I present here numerical results for the latter,
finding this approach more useful because it has mesh points inside the layer and
because it guarantees global uniform convergence and not simply nodal uniform
convergence.

The error of the approximate solution obtained this way can be estimated at each
point of intervalX asMŒ"CN�1.lnN/2	, whereN is the number of mesh steps and
M is used throughout the paper to denote a generic positive constant independent
of both " and N .

The problem (1) can be referred to as a boundary shock problem in contrast to
the interior shock problems for which the boundary condition at x D 0 looks like
u.0/ D A < 0, see [KC80] and [Lor84] for instance. The difficulty in trying to
obtain "-uniform pointwise accuracy for interior shock problems lies in the fact that
the interior shock of the numerical solution is shifted from the original location. The
method of the present paper can be applied to interior shock problems only if the
position of the shock is known; then the interior shock problem can be broken down
to two problems of type (1).

The rest of the paper is organized as follows. The problem (1) and its reduced
solution are analyzed in Sect. 2. The transformation to the Riccati equation is pre-
sented in Sect. 3. Finally, the numerical method is given in Sect. 4 together with
numerical results which confirm the theoretical ones.

2 The Boundary Shock Problem

Since
T u D 0 D T 0 on X and u.t/ 	 0 for t D 0; 1;
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0 is a lower solution of problem (1). Also, the first inequality in (2) implies that B
is an upper solution of (1):

TB 	 0 D T u on X and B 	 u.t/ for t D 0; 1:

Then Nagumo’s result [Nag37] (see also [CH84, pp. 6–7]) guarantees that prob-
lem (1) has a solution u 2 C 2.X/ satisfying u.x/ 2 U D Œ0; B	 for x 2 X .
Condition (2) implies that ku.x; u/ 	 0 for x 2 X and u 2 U , and therefore
inverse-monotonicity arguments [Lor82] give that the solution u is unique.

Let
c� 	 c.x; u/ 	 c� 	 0; x 2 X; u 2 U:

Like in [Vul90], another assumption is

B > c� C
p
c�.c� � c�/: (3)

The conditions (2) and (3) are assumed throughout the paper.
The reduced problem corresponding to (1) is the terminal-value problem

�u0
0 C c.x; u0/ D 0; x 2 X; u0.1/ D B: (4)

The upper and lower solutions of (4) are respectively c�.x�1/CB and c�.x�1/CB .
Because of (3), B > c�, which implies that both the upper and lower solutions have
values in U when x 2 X . Therefore, the reduced problem (4) has a solution u0
which satisfies

c�.x � 1/C B 
 u0.x/ 
 c�.x � 1/C B; x 2 X: (5)

This solution is unique because of the second inequality in (2). Since u0
0.x/ 	 0 for

x 2 X , it follows that

u0.x/ 	 u0.0/ 	 ˛ WD B � c� > 0; x 2 X; (6)

and this is why u has a boundary layer at x D 0.
The condition (3) may seem technical, but in the constant-coefficient case c D

c� D c�, it reduces toB > c, which is essential for the existence of a layer at x D 0.
In this case, the reduced solution is u0.x/ D B C c.x � 1/ and B > c is equivalent
to u0.0/ > 0. If B 
 c, there is no layer. When B D c, u � u0 and when B < c,
the so-called interior crossing phenomenon occurs, cf. [CH84, Sect. 4.3 and p. 138].

Estimates of the derivatives of u are proved in [Vul90]. In particular, it holds that

0 
 u0.x/ 
 M
�
1C "�1e�mx="

	
; x 2 X; (7)

where m is some positive constant independent of ". Here, like in [Vul90], it is
sufficient to know that the constant m exists. However, it is also interesting to see
how m relates to B , c�, and c�. A closer inspection of the proof of (7) in [Vul90]
gives that m can be determined as
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m D 2ˇe�2B with ˇ D B2 � 2c�B C c�c�: (8)

Note that ˇ > 0 because of (3).
Here, the proof of the following estimate is given,

ju.x/ � u0.x/j 
 M
�
"C e�˛x="

	
; x 2 X; (9)

with ˛ defined in (6).

Theorem 1. The solutions u and u0 of problems (1) and (4), respectively, satisfy
(9).

Proof. For an arbitrary C 2.X/-function v, define the linear operator

Lv WD �"v00 � p.x/v0 C q.x/v

with p.x/ D u.x/C u0.x/ and

q.x/ D
Z 1

0

ku.x; u0.x/C sŒu.x/ � u0.x/	/ ds � u0.x/ � u0
0.x/:

Because of (6) and u.x/ 	 0, it follows that p.x/ 	 ˛ > 0, x 2 X . The inequality
q.x/ C p0.x/ 	 0 also holds true for x 2 X . Then the conditions for case II
of [Lor82] are fulfilled. This implies that

jv.x/j 
 M

�
jv.0/je�˛x=" C

Z 1

0

jLv.t/j dt

�
; x 2 X;

provided v.1/ D 0. Inequality (9) now follows if v is replaced with u � u0. This is
because L.u � u0/ D T u � T u0 D "u00

0. ut

3 The Riccati Equation

In this section, the problem (1) is transformed to a singularly perturbed Riccati
initial-value problem. Integrate from x to 1 the differential equation in (1) to get
the following problem:

"u0 C u2 D f .x/ WD "u0.1/C B2 �
Z 1

x

k.t; u.t// dt; x 2 X; u.0/ D 0: (10)

This Riccati problem is then approximated by

"y0 C y2 D g.x/ WD B2 �
Z 1

x

k.t; u0.t// dt; x 2 X; y.0/ D 0: (11)

The main result of this section is
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ju.x/ � y.x/j 
 M"; x 2 X: (12)

The proof of (12) requires several lemmas.

Lemma 1. The function g defined in (11) satisfies

g.x/ 	 ˇ > 0; x 2 X;
where ˇ is defined in (8).

Proof. It holds true that

k.x; u0.x// 
 2c�u0.x/ 
 2c�Œc�.x � 1/C B	; x 2 X;
where the second inequality in (5) is used. Therefore, when x 2 X , it follows that

g.x/ 	 B2 � 2c�
Z 1

x

Œc�.t � 1/C B	dt

	 B2 � c�Œc�t2 C 2.B � c�/t 	10 D ˇ: ut
Lemma 2. The Riccati problem (11) has a C 1.X/-solution y which satisfies

z.x/ WD �
�
1 � e��x="

	

 y.x/ 
 B; x 2 X;

where � D p
ˇ. This solution y is unique.

Proof. According to [O’Reg97, p. 19], as cited in [OR05], it should be proved that
B and z.x/ are respectively upper and lower solutions of (11) (note that z.x/ 
 B

for x 2 X because of (3)). The upper solution is easy to verify. As for z, it holds
that

"z0 C z2 D �2
�
1 � e��x=" C e�2�x="	 
 �2 
 g.x/; x 2 X:

Like for problem (1), the uniqueness of the solution is a consequence of inverse
monotonicity. ut
Lemma 3. Functions f and g defined in (10) and (11) satisfy

jf .x/ � g.x/j 
 M�"; x 2 X;
where M� is some positive constant independent of ".

Proof. This follows because of (7) and (9) ut.

Theorem 2. The solutions u and y of the Riccati problems (10) and (11), respec-
tively, satisfy (12).

Proof. Define the linear operator

ƒv WD "v0 C Œu.x/C y.x/	v;
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so that
ƒŒu.x/ � y.x/	 D f .x/ � g.x/:

Let I` denote the operator I`v D v.`/ for any ` 2 X . Since u.x/ C y.x/ 	 0 on
X , operator .ƒ; I`/ is inverse monotone on any interval Œ`; r	, r 
 1.

Consider now x 2 Œ0; "	. Because of Lemma 3,

ƒM�x D "M� C Œu.x/C y.x/	M�x 	 "M� 	 ˙Œf .x/ � g.x/	:
Then inverse monotonicity of .ƒ; I0/ on Œ0; "	 implies that

ju.x/ � y.x/j 
 M�x 
 M�"; x 2 Œ0; "	:
It remains to prove

ju.x/ � y.x/j 
 M"; x 2 Œ"; 1	: (13)

To this end, let M � be a sufficiently large constant independent of " and define

w.x/ D M �"
�
1 � e�2Bx="

	
:

It follows that

ƒw.x/ D M �"
h
Œ2B � u.x/ � y.x/	e�2Bx=" C u.x/C y.x/

i
	 M �"y.x/:

However, because of Lemma 2, y.x/ 	 z.x/, which on interval Œ"; 1	 gives

ƒw.x/ 	 M �"� .1 � e�� / :

Then by choosing

M � D M� max



Œ� .1 � e�� /	�1 ;

�
1 � e�2B	�1�

;

we get
ƒw.x/ 	 ˙Œf .x/ � g.x/	;

using Lemma 3, and also

w."/ 	 ˙Œu."/ � y."/	:

Then (13) follows from inverse monotonicity of .ƒ; I"/ on Œ"; 1	. ut
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4 The Numerical Method

Because of Lemma 2, the result from [OR05] applies immediately to the problem
(11). The numerical method used in [OR05] is now described. A piecewise equidis-
tant Shishkin-type mesh is used to discretize (11). Interval X is divided into N
subintervals with J equidistant subintervals in the fine part of the mesh covering the
boundary layer. It is assumed that Q WD J=N is a fixed constant (Q D 1=2, used
in [OR05], is a frequent choice). The transition point between the fine and coarse
parts of the mesh is

� D min



Q;

"

�
lnN

�
;

where � is the constant from Lemma 2. Therefore, the mesh points are defined by

xi D �

J
i; i D 0; 1; : : : J;

and

xi D � C 1 � �

N � J .i � J /; i D J C 1; J C 2; : : : ; N:

Let hi D xi � xi�1, i D 1; 2; : : : ; N . The problem (11) is discretized on this mesh
using the backward difference scheme,

"
Yi � Yi�1

hi
C Y 2i D g.xi /; i D 1; 2; : : : ; N; Y0 D 0:

This discrete problem can be solved directly,

Yi D �"Cp
"2 C 4hi."Yi�1 C hig.xi //

2hi
; i D 1; 2; : : : ; N; Y0 D 0: (14)

Theorem 3. Let N be sufficiently large but independent of ", let u be the solution
of the continuous problem (1) and let NY be the piecewise linear interpolant of the
numerical solution given in (14). Then the following error estimate holds true:

ju.x/ � NY .x/j 
 MŒ"CN�1.lnN/2	; x 2 X:
Proof. Theorem 8 in [OR05] proves that

jy.x/ � NY .x/j 
 MN�1.lnN/2; x 2 X; (15)

where y is the solution of (11). The assertion then follows from Theorem 2. ut
The result of Theorem 3 is now illustrated by some numerical experiments. For

the test problem

�"u00 � .u2/0 C u D 0 on X; u.0/ D 0; u.1/ D 1; (16)

an asymptotic solution can be given in the form
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uA.x/ D u0.x/ � e�x="

1C e�x=" ;

where u0.x/ D 1
2
.x C 1/ is the solution of the reduced problem corresponding to

(16). For uA and the solution u of problem (16), it holds true that

ju.x/ � uA.x/j 
 M"; x 2 X;
see [ZI90], or, more generally, [VB73] and [KC80]. Therefore, when " << N�1,
the numerical solution (14) can be compared to uA. The function g, given in (11)
and used in (14), can be evaluated exactly (otherwise, a quadrature formula may be
used): g.x/ D 1

4
.x C 1/2 and � D 1

2
.

Let
EN D max

0	i	N juA.xi / � Y Ni j;

where the superscript indicates that N mesh steps are used. The numerical order of
convergence is estimated by

pN D log2
EN

E2N
:

The results are presented in Table 1 for two different values of Q. The density of
the mesh in the layer is greater if Q is greater. This is why the results for Q D 3

4

are somewhat better.
The three considered values of " are all very small and produce identical errors.

It can be expected that (15) is the dominant term in the error estimate of Theorem
3. In fact, the reported numerical orders of convergence are better and correspond
more closely toMN�1 lnN . This is shown in Table 2. If it is assumed that the error
is of the form

EN � MN�1.lnN/s ;

for some positive constant s, then s can be found from

s � sN WD ln.2E2N / � lnEN

ln.ln 2N/ � ln.lnN/
:

Table 1 Results for " D 10�6, 10�9 , 10�12

Q D 1=2 Q D 3=4

N EN pN EN pN

16 2.89E�2 .63 1.98E�2 .64
32 1.87E�2 .71 1.26E�2 .71
64 1.15E�2 .75 7.74E�3 .76
128 6.80E�3 .79 4.57E�3 .80
256 3.93E�3 .82 2.63E�3 .82
512 2.22E�3 — 1.49E�3 —
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Table 2 Values of sN for "D 10�6, 10�9 , 10�12

N sN for Q D 1=2 sN for Q D 3=4

16 1.16 1.08
32 1.14 1.13
64 1.09 1.07
128 1.08 1.05
256 1.04 1.06

As reported in Table 2, the values of sN are well below 2 in this numerical example.
They indicate that s � 1.
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Electrochemical Pickling: Asymptotics
and Numerics

M. Vynnycky and N. Ipek

Abstract Electrochemical pickling in the manufacture of stainless steel strips is
characterized by simultaneous multi-ionic transport, driven by diffusion, migration
and convection, heterogeneous electrochemical and homogeneous chemical reac-
tions. In this contribution, we summarize recent numerical and asymptotic results in
the development of a 8-ion model for the process. In addition, a preliminary asymp-
totic analysis for the inclusion of homogeneous chemical reactions in the model,
which had been omitted hitherto in analytical work for simplicity, is carried out and
is found to agree qualitatively with earlier numerics.

1 Introduction

Electrochemical pickling is an important example of an industrial process that
involves electrochemical cells in which an electrolyte and an electric current are
used to drive reactions so as to yield desired products; furthermore, it exemplifies
a complex system in which ionic transport, by diffusion, migration and convec-
tion, heterogeneous electrochemical reactions and homogeneous chemical reactions
occur simultaneously. In the process, a steel strip having an undesired surface
oxide layer is passed between pairs of anodic and cathodic electrodes in an elec-
trochemically neutral electrolyte, usually sodium sulphate (Na2SO4); a schematic
for the process can be found in [ICV07]. When a current is passed through the
cell, the ‘pickling’ reaction, i.e. the removal of the oxide layer, thought to consist
predominantly of chromium oxide (Cr2O3); occurs according to [Bra80]

Cr2O3 C 4H2O ! Cr2O2�
7 C 8HC C 6e�; (1)
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as do other electrochemical reactions that result in the evolution of oxygen and
hydrogen,

2H2O ! O2 C 4HC C 4e�; 2H2O C 2e� ! H2 C 2OH�; (2)

respectively. In addition to these heterogeneous reactions, the following homoge-
neous chemical reactions are thought to be important:

1. Water protolysis:
H2O � HC C OH� (3)

2. The dissociation of sulphuric acid, according to

H2SO4 � HC C HSO�
4 ; HSO�

4 � HC C SO2�
4 (4)

3. Chromium buffering, described by

CrO2�
4 C HC � HCrO�

4 ; 2HCrO�
4 � Cr2O2�

7 C H2O (5)

Further information on many aspects of the pickling of austenitic stainless steels can
be found in a recent survey by Li and Celis [LC03] and the thesis by Ipek [Ipe06].

In the modelling of this electrochemical system, a convenient first approximation
is to assume that the electrolyte solution is dilute; in this case (see e.g. [NTA04]),
the molar flux, Ni , of the ionic species i can be expressed via the Nernst–Planck
equation as

Ni D ciu�ziFciDi
RT

rˆ.e/ �Dirci ; (6)

where u is the hydrodynamic velocity of the electrolyte, ci is the concentration of
species i; ˆ.e/ is the electric potential, Di is the diffusion coefficient for species
i in the solvent and zi the charge number for ionic species i . The quantities
F.D96485C mol�1/, R.D8:314 J mol s�1/ and T are the Faraday constant, the
universal gas constant and the absolute temperature, respectively. In steady state,
the differential material balance for species i is given by

r � Ni D Ri ; i D 1; ::; N; (7)

where N is the number of ionic species present and Ri describes the homogeneous
chemical reactions. In addition, the solution is assumed to be electrically neutral,
which is expressed by

NX
iD1

zici D 0: (8)

If u is assumed to be known, equations (7) and (8) then provide a consistent descrip-
tion of transport processes in the dilute electrolyte, since there are N C 1 equations
for N C 1 unknowns. An important quantity which can be calculated from the flux
of charged species a posteriori is the current density, i; this is given by Faraday’s
law as
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i D F

NX
iD1
ziNi : (9)

Boundary conditions are then necessary to close the problem. Such systems usu-
ally consist of three types of boundary: an inlet through which an electrolyte is
pumped; electrodes at which electrochemical reactions occur, and an outlet through
which products and unused electrolyte can exit. At an inlet, it is reasonable to
prescribe the incoming composition, so we take

ci D c
eq
i ; i D 1; ::; N; (10)

where ceqi denote the concentrations’ equilibrium values at the inlet. The consid-
eration of heterogeneous electrochemical reactions at reacting surfaces will lead to
relations of the form

Ni � n D fi

�
c1;::; cN ; ˆ

.e/; ˆs

	
; i D 1; ::; N; (11)

where ˆs is the electric potential of the reacting surface and .fi /iD1;::;N are gener-
ally taken to be Butler–Volmer (or Tafel laws); an insulated surface can be thought
of as a special case of this, where fi D 0 for all i D 1; ::; N: At an outlet, the molar
flux is usually dominated by convection, so that�

ziFciDi

RT
rˆ.e/ CDirci

�
� n D 0; i D 1; ::; N: (12)

At each boundary, the electroneutrality condition is also required, giving a total of
N C 1 boundary conditions. In (11) and (12), n denotes the unit normal vector at
the domain boundary.

In the rest of this contribution, we review specific numerical and asymptotic
developments in our earlier modelling of electrochemical pickling, as well as includ-
ing new analytical considerations for the inclusion of hitherto-omitted homogeneous
chemical reactions.

2 Summary of Earlier Work

The original formulation of a model for the process [Ipe06] was forN D 8, although
subsequent numerical solutions, implemented using the finite-element solver Com-
sol Multiphysics for the canonical geometry shown in Fig. 1, were for at most
N D 6: In [ICV07], three variants were explored:


 Reduced model (1), where N D 5; i D HC;OH�;SO2�
4 ;Cr2O2�

7 ;NaC; with
Ri D 0


 Reduced model (2), where N D 5; i D HC;OH�;SO2�
4 ;Cr2O2�

7 ;NaC; with
RHC ; ROH� ¤ 0;Ri D 0 otherwise
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Fig. 1 A cross section of the
model geometry for the verti-
cal pickling process, showing
the anode, the cathode and
the steel strip in the chan-
nel. The electrodes to the left
are separated by an electri-
cally insulated, impermeable
boundary of vertical extent
Die

steel strip

anode

cathode

electrolyte

L

L

d

y

x
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 A so-called full model, where N D 6; i D HC;OH�;SO2�
4 ;Cr2O2�

7 ;NaC;
HSO�

4 ; with RHC ; ROH� ; RSO2�
4
; RHSO�

4
¤ 0; Ri D 0 otherwise

in fact, the case originally formulated in [Ipe06] with

N D 8; i D HC;OH�;SO2�
4 ;Cr2O2�

7 ;NaC;HSO�
4 ;HCrO�

4 ;CrO2�
4 Ri ¤ 0;

was never actually solved numerically; the basic logic in this development was that it
was more important to include electrochemical reactions than bulk reactions. How-
ever, there are potentially other ions present also [LC03], e.g. Fe3C, Ni2C; which
may in future require further expansion of the model.

The solely numerical approach did, however, have drawbacks: computation times
were lengthy already for N D 5 and it was cumbersome to attempt the parameter
studies for the process that one would have desired; it was not possible to understand
the physical and mathematical reasons for the simplicity of the profile obtained for
i at the steel strip, which was essentially piecewise constant along the surface of the
strip. Subsequently, an asymptotic approach was adopted for reduced model (1) in
[VI08]. Nondimensionalization of the governing equations led to five dimensionless
parameters: ı; ";fPe;…; �: The first two are geometrical: ı is the aspect width:height
ratio of the electrolyte region



Deb=L

.b/
�
, whereas " is the width:length ratio of the

section of steel strip


d=L.b/

�
. fPe 
WD V .b/L.b/ı2=DNaC

�
is the reduced Peclet

number, whereas … D F U=RT; with U denoting the potential difference between
the anode and cathode electrodes. �


�10�7� is the ratio of the bulk concentra-
tion of the ions involved in electrochemical reactions and those which are not; for
reduced model (1), these were (HC;OH�;Cr2O2�

7 ) and


NaC;SO2�

4

�
; respectively.

For pickling, ı; "; � � 1;whereas fPe;… � 1: In particular, the fact that � � 1 nor-
mally gives rise to supporting electrolyte theory: it can be shown [Lev42, NTA04]
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that, at leading order in �; ˆ.e/ is constant, and all dependent variables can be
expressed as regular perturbation expansions in �. For a recent application of this,
see [BV08].

However, Vynnycky and Ipek [VI08] demonstrate that, whilst electrochemical
pickling occurs in the presence of a supporting electrolyte, the classical theory
cannot hold; this is already evident from [ICV07], where the electric field in
the electrolyte is not constant. A re-working of the theory indicates that whilst

HC;OH�;Cr2O2�

7

�
and



NaC;SO2�

4

�
can be thought of, respectively, as minor-

ity and majority ions in the bulk, as is done in the classical theory, a minority ion
can become a majority ion near an electrode at which it is produced; furthermore, as
it is advected downstream with the flow, it can even be a majority ion elsewhere.
In mathematical terms, whereas the asymptotic expansions for NaC;SO2�

4 and
ˆ.e/ are regular, singular perturbation expansions are necessary for HC;OH� and
Cr2O2�

7 . An additional quirk of the pickling model is that .fi /iD1;::;N in equation
(11) does not depend on any of the ionic concentrations; consequently, for this
particular case, the potential problem for the electric fields in the electrolyte and
in the strip decouples completely from the boundary-layer equations valid adja-
cent to the vertical boundaries in the geometry. Work on the numerical solution
of this system of equations, which is analogous to the potential flow/momentum
boundary layer system in fluid mechanics, is currently ongoing. Thus, although the
model has turned out to have a remarkably simple asymptotic structure due to the
form of .fi /iD1;::;N ; it is still the case that, even if .fi /iD1;::;N were concentration-
dependent, this approach would lead to considerably shorter computing times and
smaller memory requirements than the numerical solution of the originally specified
system.

The next consideration is whether the inclusion of reaction terms affects the
asymptotic structure given in [VI08]. On the one hand, whilst electrochemical prob-
lems involving convection, diffusion and migration give rise to boundary layers

whose thicknesses can be easily classified, i.e. fPe� 1
3 for a stationary electrode orfPe� 1

2 for a moving one; it is clear that the inclusion of reaction terms necessitates
a case-by-case approach; it is notable that whilst authors commonly refer to a thin
reaction layer adjacent to an electrode, a qualitative estimate for its thickness is
never given [NBCL07, ICV07, YYW91].

3 Inclusion of Homogeneous Chemical Reactions

To guide us in how to proceed, we show in Fig. 2 the profiles for CHC�
WD cHC=c

eq

NaC

	
and COH�

�
WD cOH�=c

eq

NaC

	
at Y D 0:25; as computed for reduced

model (2) in [ICV07]. First, we nondimensionalize the x- and y-coordinates shown
in Fig. 1 through

X D x=Deb ; Y D y=L.b/:
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Fig. 2 CHC and COH� at Y D 0:25 (reduced model 2)

Near X D 0; we see that whilst CHC is O.1/; as in reduced model (1), COH� is
plausibly O.�2/I now, we try to reconcile this with the asymptotics. The material
balance equations for HC and OH� ions are, in dimensionless form and removing
the second derivatives in Y ,

X
@Ci

@Y
D DifPe

 
zi
@

@X

 
Ci
@ Q�
@X

!
C @2Ci

@X2

!
C QRi ; (13)

where QRHC D QROH� D L.b/
�
k
f
H2OcH2O � kbH2O

�
c
eq

NaC

	2
CHCCOH�

�
=c
eq

NaCV
.b/;

and Q� is related to ˆ.e/ by ˆ.e/ D ˆ.e/ .0; Y / C …�1 Q�: If there is now to be a
balance at leading order between reaction and diffusion terms, then we should have,
for HC;

1fPe ŒXHC 	
2

� L.b/k
f
H2OcH2O

c
eq

NaCV
.b/

;

where ŒXHC 	 denotes the thickness of the proposed reaction layer for HC, and where
we have assumed that CHC�O.1/: Hence,

ŒXHC 	 � 1

Deb

 
DNaCc

eq

NaC

k
f
H2OcH2O

! 1
2

� 0:04;



Electrochemical Pickling: Asymptotics and Numerics 293

which is numerically of the same order of magnitude as the thickness of a boundary

layer based on a diffusive-convective balance, i.e. fPe� 1
3 . For OH�; on the other

hand, we have

ŒXOH� 	 � �

Deb

 
DNaCc

eq

NaC

k
f
H2OcH2O

! 1
2

;

where ŒXOH� 	 denotes the thickness of the proposed reaction layer for OH�, and
where we have assumed that COH� �O.�2/: Clearly, ŒXOH� 	 � ŒXHC 	 ; which
means that we would need QROH� D 0 when X � ŒXHC 	 : Hence, QRHC D 0; which
then gives that

COH�CHC � k
f
H2OcH2O=k

b
H2O

�
c
eq

NaC

	2
(14)

when X � ŒXOH� 	 I there will then need to be an additional boundary layer for
COH� ; of thickness ŒXOH� 	 ; in which COH� will have to be solved for using the
material balance equation, but this will not be of importance for the leading order
behaviour of the cell. Nonetheless, this analysis is consistent with the numerical
results.

Near X D 1; the roles of HC and OH� are reversed, with now

ŒXHC 	 � �

Deb

 
DNaCc

eq

NaC

k
f
H2OcH2O

! 1
2

; ŒXOH� 	 � 1

Deb

 
DNaCc

eq

NaC

k
f
H2OcH2O

! 1
2

;

which will once again lead to (14). A slight difference in the analysis, although
ultimately of no consequence for the asymptotic structure, is that since ŒXOH� 	 �fPe� 1

2 ; the actual leading order balance is convective-diffusive. In summary, the
inclusion of a homogeneous reaction in the model has affected the results in a some-
what surprising way: in both layers considered, the reaction terms have vanished
at leading order in �; although their inclusion has ensured that the concentration
of minority ion that is not being produced in the electrochemical reaction at the
adjacent electrode has a much smaller magnitude than in the corresponding case,
i.e. reduced model (1), when the reaction terms are excluded. Note also that this
analysis in no way affects the conclusions in our earlier work on reduced model
(1) concerning ˆ.e/I we would therefore expect the current density obtained from
reduced model (2) to be the same as that for reduced model (1), and this was indeed
shown to be the case in [ICV07].

4 Conclusions

In this paper, we have summarized recent numerical and analytical developments
in our modelling of electrochemical pickling. Whilst our earlier work had begun to
reconcile earlier numerical and asymptotic trends for a reduced model which did
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not include homogeneous chemical reaction terms, here we considered preliminary
steps in including them. The analysis here was for the lower part of the cell (see
Fig. 1); however, it will be radically different in the upper part, since the ions pro-
duced in the lower part will be advected there. A further open issue is how the
analysis changes when homogeneous chemical reactions involving ions that do not
participate in the electrochemical reactions are included in the model, i.e. reduced
model (3) and the full model; the numerical results from [ICV07] suggest that the
leading order current density is unaffected, although it is not clear at present how
this can be shown asymptotically.

More generally, this contribution has shown a practical example of how the
underlying structure of an apparently complex electrochemical system with sev-
eral transport and reaction mechanisms can be unravelled using a combination of
asymptotics and numerics.
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Energy Norm A-Posteriori Error Estimates
for a Discontinuous Galerkin Scheme Applied
to Elliptic Problems with an Interface

Paolo Zunino

Abstract It is well known that the solution of second order elliptic problems with
interfaces may feature internal layers and/or singularities. We present an adaptive
discontinuous Galerkin (DG) method to suitably approximate such problems. First,
we introduce the weighted interior penalty method, which generalizes the classi-
cal interior penalty DG schemes by replacing the arithmetic means with suitably
weighted averages where the weights depend on the coefficients of the problem.
Then, we discuss the construction of a family of residual based local error indicators
for the energy norm, applied to advection–diffusion-reaction equations featuring a
diffusivity parameter that may be discontinuous along an interface. In particular,
we demonstrate how the weights can incorporate into the scheme some a-priori
knowledge of the exact solution that improves the efficacy of the estimator and of
the corresponding adapted mesh. The theoretical results are confirmed by means of
numerical experiments.

1 Introduction and Problem Setting

We aim to approximate u, solution of the following boundary value problem,

���uC ˇ � ruC 
u D f in � � R2; u D 0 on @�; (1)

where � is a convex polygonal domain, 
 2 L1.�/ is a positive function and
ˇ 2 ŒW 1;1.�/	2 is a vector function such that r � ˇD 0. Let � be a single planar
interface subdividing � in two subregions�i , i D 1; 2. By consequence, each sub-
region still is a convex polygon. For simplicity, the coefficient � is defined on each
subregion by a positive, possibly small, constant. Given V W DH 1

0 .�/, the weak
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formulation of problem (1) corresponds to find u 2 V such that

a.u; v/ WD
Z
�

�
�ru � rv � ˇu � rv C 
uv

	
D F.v/ WD

Z
�

f v; 8v 2 V: (2)

A transmission problem for Poisson equation has already been addressed by
means of Nitsche type mortaring in [1] and [2] encompassing more general domains
than in the present case. Here, following [3–5], we introduce a discontinuous
Galerkin method that automatically accounts for the presence of an interface, pro-
vided that it is conforming with the computational mesh. A similar technique, has
also been recently adopted in [6] for the discretization of symmetric Friedrichs sys-
tems. In this setting, we develop an a-posteriori local error indicator for the energy
norm. In particular, we focus on the derivation of an estimator that is robust with
respect to the jump of the coefficient � at the interface. The seek of robust a-
posteriori error estimators for singularly perturbed problems is an active field of
research. In the framework of conforming finite element methods, we mention the
seminal work by Verfürth [7] . For the specific case of discontinuous coefficients,
we refer to [8] for Crouzeix–Raviart elements and to [9] for fully discontinuous ele-
ments. A vivid literature also concerns finite difference methods. We refer to [10]
for a recent contribution.

2 Numerical Approximation

For the numerical approximation of problem (2) we consider a shape regular family
of triangulations, Th, of� that are conforming with the interface � . Let e be an edge
of the elementK 2Th, which is a triangle in�. Let he be the size of an edge and hK
be the one of an element. We denote with Fh the collection of all edges of Th, with
F i
h

and F @�
h

the collections of all the internal edges and of all the boundary edges
respectively. For any interior edge of the mesh we denote with ne its unit normal
vector, and with n the unit normal vector with respect to @�. Then, we introduce a
totally discontinuous approximation space, V p

h
WD fvh 2 L2.�/I vhjK 2 Pp; 8K 2

Thg, with p>0. For any function v that is discontinuous on the inter-element inter-
face e, we define v.x/jė WD limı!0C v.x ˙ ıne/ for a.e. x 2 e and we will use
the abridged notation v˙. The jump over edges is defined as ŒŒv		e WD v� � vC,
while we denote with fvg the arithmetic mean of v� and vC. We also introduce
the weighted averages, fvgw WDw�

e v
� C wC

e v
C, fvgw WDwC

e v
� C w�

e v
C, for all

e 2 F i
h

, where the weights are positive and necessarily satisfy w�
e C wC

e D 1. Set-
ting vjCe D 0; w�

e D 1; wC
e D 0 and neDn for all e 2 F @�

h
, we define jumps and

averages also on F @�
h

. As a result of that ŒŒv		eD v�; fvgwD v�, and fvgwD 0 on
@�. The idea of exploiting a tilted average instead of the standard arithmetic mean
is not completely new. Indeed, it has already been proposed by Heinrich for mortar
methods, see for instance [2] and references therein. Here, we aim to apply a weigh-
ing technique to obtain a robust scheme for problems featuring a discontinuous and
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locally vanishing diffusivity. To this purpose, it is convenient to choose the weights
depending on the coefficients of the problem, as in [3–5]. First, we introduce the het-
erogeneity factor, which quantifies the variation of � on each inter-element interface,
�.x/j@K W @K n @� ! .�1; 1/ such that �.x/j@K WD ŒŒ�.x/		@K=2f�.x/g. Sec-
ond, to construct tilted weights starting from the heterogeneity factor, we define
a suitable weighing function �. Observing that � 2 .�1; 1/, we propose �.t/
WD 1

2



1C sign.t/jt j˛�, where ˛ 2 RC plays the role of tilting factor and we define

wė WD �.˙�/. Then, we introduce the following bilinear form,

a˛h.uh; vh/ WD
Z
Th

h

�ruh � ˇuh

� � rvh C 
uhvh

i
C
Z
Fh

h
fˇuhgw � neŒŒvh		 � f�ruhgw � ne ŒŒvh		 � f�rvhgw � ne ŒŒuh		

C 

1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /C �f�gwh�1

e

�
ŒŒuh		ŒŒvh		

i
;

where � is a positive constant and where we have applied the abridged notationR
Th

WD P
K2Th

R
K

etc. The weighted interior penalty method reads as follows: find

uh 2 V p
h

such that,

a˛h.uh; vh/ D F.vh/; 8vh 2 V p
h
: (3)

We observe that (3) represents a family of numerical methods, depending on the
parameter ˛. The weighing function �.t/ has been explicitly designed to make sure
that for small values of ˛, the tilting effect is very pronounced, while for ˛ ! 1
the method coincides with the standard symmetric interior penalty method, based
on arithmetic averages. Another significant value is ˛D 1. In this case, f�gw coin-
cides with the harmonic average and it corresponds to the stiffness of two sequential
springs of modulus �� and �C. This seems to be a more natural choice than the stan-
dard average. For further details on the weighing technique, we refer to [5]. Owing
to the restrictions on the shape of � and � , we assert that u 2 W WDV \H 2.Th/.
By consequence, the analysis of the consistency of (3) with respect to (2) is straight-
forward, as well as the proof of the well posedness of the scheme, which relies on
the positivity of the bilinear form a˛

h
.�; �/, provided that � is large enough, see [5].

The choice of � is independent on the diameter of the elements K 2 Th, but may
depend on their stretching and on the finite element polynomial order, p. For linear
elements on a shape regular triangulation, an estimate of the optimal value of � is
provided in [11], and accordingly we set � D 2 for the tests of Sect. 4.

3 Residual Based A-Posteriori Error Analysis

We develop a residual based a-posteriori error estimate for the energy norm, aim-
ing to extend the technique proposed by Karakashian and Pascal for the Poisson
problem, see [12], to advection-diffusion-reaction equations. A similar study is also
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pursued in [9], with a different approach. Given kvk20;Th
W D R

Th
v2, we define the

energy norm associated with (3), where the subscripts h; ˛ remind the influence of
the mesh size and the tilting factor,

jjjvjjj2h;˛ WDk� 1
2 rvk20;Th

C k
 1
2 vk20;Th

C k
1
2
jˇ � nej C �f�gwh�1

e

� 1
2 ŒŒv		k20;Fh

:

Let us denote with �0
h

the L2 projection operator from W.h/ W DW ˚ V
p

h
into

V 0
h

, that is the space of piecewise constant functions on Th. For any v 2 H 1.K/ it
satisfies the following error estimates,

h�1
K kv � �0hvk0;K 
 CKkrvk0;K ; h

� 1
2

e kv � �0hvk0;e 
 Cekrvk0;K ;
where CK and Ce are positive constants only dependent on the shape regularity
of the computational mesh. For simplicity, we apply the following notation, CTh

WD
maxK2Th

CK , CFh
WD maxe2Fh

Ce. Furthermore, let Ih;0 be a H 1
0 -conformal

(Oswald type) quasi-interpolation operator from V
p

h
toH 1

0 \ V p
h

. From now on, let
e WDu � uh be the error of the method, where u is the solution of (2) and uh 2 V p

h

the one of (3). A representation of the error suitable to our purpose is addressed in
the following lemma.

Lemma 1. Given 
 WD e � �0
h
e and � WDuh � Ih;0uh we have,

jjjejjj2
h;˛

D r˛
h
.uh; 
/C s˛

h
.�; e/ where,

r˛h .uh; 
/ WD �
Z
Th


 � ��uh C ˇ � ruh C 
uh � f �

�
Z
Fh

h
ŒŒ�ruh � ˇuh		 � nef
gw

� 

1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /C �h�1

e f�gw
�
ŒŒuh		ŒŒ
		

i
;

s˛h .�; e/ WD �
Z
Th

h

�r� C ˇ�

� � re C 
�e
i

C
Z
Fh

h
fˇ�gw � ne ŒŒe		C f�r�gw � ne ŒŒe		

� 

1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /C �f�gwh�1

e

�
ŒŒ�		ŒŒe		

i
:

Clearly, r˛
h
.uh; 
/ accounts for the residuals of the problem, while s˛

h
.�; e/ depends

on the nonconformity of the approximation, quantified by �.

Proof. First, because the numerical scheme is consistent, namely a˛
h
.e; vh/D 0 for

all vh 2 V
p

h
, and because the advective part of the bilinear form a˛

h
.uh; vh/ is

skew-symmetric, we assert that

jjjejjj2h;˛ D a˛h .e; e/C
Z
Fh

2f�regw � ne ŒŒe		 D a˛h.e; 
 � �/C
Z
Fh

2f�regw � neŒŒe		:
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Owing to the identities r
D re on anyK 2 Th, ŒŒ�		D ŒŒuh		D �ŒŒe		 on any e 2 Fh,
the symmetry terms of a˛

h
.e; 
/ can be combined with the consistency terms of

a˛
h
.e; �/ as follows,

�
Z
Fh

f�r
gw � ne ŒŒe		 C
Z
Fh

f�regw � ne ŒŒ�		 D �2
Z
Fh

f�regw � ne ŒŒe		:

Let a˛;i
h
.uh; vh/ be the bilinear form a˛

h
.uh; vh/ deprived of the term f�rvhgw �

ne ŒŒuh		, which corresponds to the so called incomplete version of the interior penalty
method. Combining the previous equalities we obtain,

jjjejjj2h;˛ D a
˛;i
h
.e; 
/ �

Z
Th

h

�re � ˇe

� � r� C 
e�
i

�
Z
Fh

h
fˇegw � ne ŒŒ�		

� f�r�gw � neŒŒe		 C 

1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /C �f�gwh�1

e

�
ŒŒe		ŒŒ�		

i
:

Finally, the result follows from the previous identity after integration by parts ofR
Th
ˇe � r� and

R
Th



�re � ˇe� � r
 over each element K 2 Th. �

We notice that the right hand side of the error representation formula of lemma 1
is not directly computable, because both r˛

h
.uh; 
/ and s˛

h
.�; e/ depend on the error,

through 
 and e. Conversely, the quantity � is computable on a post-processing
phase, after the solution of the discrete problem. Then, to obtain a computable upper
bound for the energy norm, we derive suitable estimates for r˛

h
.uh; 
/ and s˛

h
.�; e/,

aiming to separate the contribution of uh and � from 
 and e, respectively. Since
we address problems with discontinuous coefficients, we will pay attention on how
to distribute the error generated at the interface on the neighboring elements. As
shown in [5], suitably exploiting the weighted interior penalty technique it is pos-
sible to obtain a tilted distribution. By this way, we develop a family of estimators
depending on the tilting factor, ˛, which feature different behavior with respect to
the heterogeneity of �. To set up such estimators, without lack of generality we adopt
a local reference system for any element K 2 Th and we assume that ne coincides
with the outer unit normal vector with respect to K . Let KC be the elements of Th
that share an edge with K . Accordingly, we denote with �� and �C the inner and
outer values of � with respect to K , with the simplified notation �� D � when clear
from the context. Furthermore, we define a local Péclét number relative to each edge
of the computational mesh, Pee WD kˇ � nek1;ehe=.2f�gw/. Then, we introduce the
following upper bounds for r˛

h
.uh; 
/ and s˛

h
.�; e/, where we highlight the influence

of the heterogeneity of �� and �C on the multiplicative constants of the residuals.

Lemma 2. For any ı >0 we have,

r˛h .uh; 
/ 
 ı


C 2Th

C 9C 2Fh

� X
K2Th

k� 1
2 rek20;K C 1

4ı

X
K2Th



�
r;˛
K .uh/

�2
; (4)



�
r;˛
K .uh/

�2 WD h2K
�

k � ��uh C ˇ � ruh C 
uh � f k20;K
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C
X
e2@K

f�gw
��

h
�2kf�g 1

2
wh

� 1
2

e ŒŒuh		k20;e

C Peek


1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /
� 1

2 ŒŒuh		k20;e
i

C
X

e2@Kn@�

f�gw
��



w�
e

�2� he

f�gw
	� ��

�C
	
kŒŒ�ruh � ˇuh		 � nek20;e:

Proof. First, we rearrange the terms of r˛
h
.uh; 
/ in order to highlight the contribu-

tion on each element of the terms living on the mesh skeleton, F i
h

. The discussion
presented in [5] shows that, among all the possible splitting strategies, the most
effective is the following,

r˛h .uh; 
/ D �
X
K2Th

h Z
K


 � ��uh C ˇ � ruh C 
uh � f �

�
X
e2@K

Z
e



1
2
jˇ � nej � 1

2
ˇ � ne.w�

e � wC
e /C �h�1

e f�gw
�
ŒŒuh		


�

C
X

e2@Kn@�

Z
e

ŒŒ�ruh � ˇuh		 � new�
e 


C
i
:

Second, we provide an upper bound for each row on the right hand side,Z
K


 � ��uh C ˇ � ruh C 
uh � f �


 ıC 2Kk� 1

2 rek20;K C 1

4ı

h2K
�

k � ��uh C ˇ � ruh C 
uh � f k20;K ;

X
e2@Kn@�

Z
e

ŒŒ�ruh � ˇuh		 � new�
e 


C 
 3ıC 2e k.�C/
1
2 rek2

0;KC

C 1

4ı

X
e2@Kn@�

.w�
e /
2he

�C kŒŒ�ruh � ˇuh		 � nek20;e;

X
e2@K

Z
e



1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /
�
ŒŒuh		


� 
 3ıC 2e k� 1
2 rek20;K

C 1

4ı

X
e2@K

f�gw
�� Peek



1
2
jˇ � nej � 1

2
ˇ � ne.w�

e �wC
e /
� 1

2 ŒŒuh		k20;e ;

X
e2@K

Z
e

�h�1
e f�gw ŒŒuh		
� 
 3ıC 2e k� 1

2 rek20;K

C 1

4ı

X
e2@K

�2
f�gw
�� kf�g 1

2
wh

� 1
2

e ŒŒuh		k20;e : �
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Lemma 3. For any ı >0 we have,

s˛h .�; e/ 
 ı
X
K2Th

h
2k� 1

2 rek20;K C k
 1
2 ek20;K

C
X
e2@K

3kf�g 1
2
wh

� 1
2

e ŒŒe		k20;e
i

C 1

4ı

X
K2Th



�
s;˛
K .uh/

�2
; (5)



�
s;˛
K .uh/

�2 WD k� 1
2 r�k20;K C k
 1

2 �k20;K C kjˇj�� 1
2 �k20;K

C
X
e2@K

h�w�
e �

�

f�gw
	2kf�g 1

2
wh

1
2
e r� � nek20;e C �2kf�g 1

2
wh

� 1
2

e �k20;e

C Peek


1
2
jˇ � nej � 1

2
ˇ � ne

� 1
2 �k20;e

i
:

Proof. First, we split the error components on the edges over the neighboring
elements,

s˛h .�; e/ D �
X
K2Th

h Z
K

�

�r� C ˇ�

� � re C 
�e
	

C
X
e2@K

Z
e

�

1
2
jˇ � nej � 1

2
ˇ � ne

�
ŒŒe		�� C�f�gwh�1

e ŒŒe		�
� � w�

e �
�r�� � ne ŒŒe		

	i
;

where we have exploited the identity,Z
Fh

fˇ�gw � ne ŒŒe		C 1
2
.w�
e �wC

e /ŒŒ�		ŒŒe		D
Z
Fh

fˇ�g � ne ŒŒe		:

We notice that the last two rows in the definition of s˛
h
.�; e/ are already fully com-

putable, because ŒŒuh		D � ŒŒe		 and � Duh � Ih;0uh, but we will anyway provide an
upper bound for them, in order to obtain a more usual expression for the estimator.
Conversely, in the first row we have to split the contribution of � and e by means of
the following estimate,Z

K



�r� C ˇ�

� � re C 
�e 
 ı
�
2k� 1

2 rek20;K C k
 1
2 ek20;K

	
C 1

4ı

�
k� 1

2 r�k20;K C k
 1
2 �k20;K C kjˇj�� 1

2 �k20;K
	
:

For the remaining terms, we propose the following upper bound, that together with
the previous estimate gives (5),X
e2@K

Z
e

�

1
2
jˇ � nej � 1

2
ˇ � ne

�
ŒŒe		�� C �f�gwh�1

e ŒŒe		�� � w�
e �

�r�� � ne ŒŒe		
	


 1

4ı

X
e2@K

h�w�
e �

�

f�gw
	2kf�g 1

2
wh

1
2
e r� � nek20;e C �2kf�g 1

2
wh

� 1
2

e �k20;e

C Peek


1
2
jˇ � nej � 1

2
ˇ � ne

� 1
2 �k20;e

i
C 3ı

X
e2@K

kf�g 1
2
wh

� 1
2

e ŒŒe		k20;e : �
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Combining the error representation formula of lemma 1, with (4) and (5) of
lemmas 2 and 3 respectively, we immediately obtain the following result.

Theorem 1. Provided that ı.C 2Th
C 9C 2Fh

C 3/<1 there exists a positive constant
C independent of h and of the coefficients �; ˇ; 
, such that

jjjejjjh;˛ 
C
qP

Th
�˛K.uh/

2, where the local error estimators �˛K.uh/ are defined

as �˛K.uh/ W D
q
�
r;˛
K .uh/2 C �

s;˛
K .uh/2.

We finally define Ih;0, a H 1
0 -conformal quasi-interpolation operator from V

p

h

to H 1
0 \ V

p

h
. Several options are discussed in [8] and references therein. The

simplest one is the so called Oswald operator, which involves the arithmetic aver-
age of the multiple values of uh 2 V

p

h
at each node. However, this definition

is not effective when the considered node belongs to the interface of discontinu-
ity of �. In this case, a weighted average seems to be more suited. First, for any
node xi belonging to F @�

h
, we immediately set Ih;0uh.xi / WD 0. Let now xi be

any node on the interior of the skeleton, namely xi 2 F i
h

. We denote with Fi
the collection of faces that share xi , more precisely Fi WD fej 2 F i

h
Wxi 2 Nej g

being jFi j its cardinal. Then, we average the multiple values of uh on each inter-
face, namely we consider uj WD fuh.xi /gw jej

. Let �j be the heterogeneity factor
associated to ej 2 Fi . The nodal values of the H 1

0 -conformal quasi-interpolator
Ih;0uh are then defined by means of the following multiple weighted average,

Ih;0uh.xi / WD lim
ıj !j�j jC

PjFi j
j D 1 ıjuj =

PjFi j
j D1 ıj .

4 Numerical Results and Conclusions

We consider a one dimensional problem where we split the domain �D .0; 1/

into two subregions, �1 D .0; 1
2
/, �2 D .1

2
; 1/. The diffusivity �.x/ is a discon-

tinuous function across the interface xD 1
2

, precisely �1 D 2�i with i D 1; 5; 10 in
�1 and �2 D 1 in �2. In the case ˇD 1, 
D 0, f D 0 with the boundary condi-
tions u1.xD 0/D 1, u2.xD 1/D 0, the exact solution of the problem can be easily
computed. We refer to [3] for an explicit formula of u.x/.

We preform numerical experiments exploiting linear finite elements, pD 1, and
we compare in table 1 the true error and its estimator for different values of the
tilting factor. We notice that the tilted weights strongly influence the estimator and
allow us to tune its sensitivity with respect to the jump of � across the interface.
Let

pP
K.�K/

2=jjjejjjh;˛ be the effectivity of the estimator, denoted with eff. in
table 1. In the case of standard interior penalties, we notice that the indicator eff.
considerably increases when � becomes heterogeneous, namely when �1 decreases.
Both terms �r;˛K , �s;˛K behave similarly, but the former dominates because it is not
robust with respect to the ratio �C=��. As shown in table 1, the magnitude of �r;˛K
is sensibly reduced with the introduction of the tilted weights, ˛ <1, improving
the effectivity of the estimator. This behavior can be related to the expression of
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Table 1 Comparison of the error and its estimator for different values of the tilting factor ˛. In
particular, ˛ ! 1 corresponds to standard interior penalties and the tilting effect increases for
smaller values of ˛

˛ i �1 D2�i

qP
K.�

r;˛
K /2

qP
K.�

s;˛
K /2

qP
K.�

˛
K/

2 jjjejjjh;˛ eff.

1
1 5.0e�01 3.886e�02 9.697e�03 4.005e�02 3.223e�03 12.4
5 3.1e�02 4.252e�01 5.689e�02 4.290e�01 2.583e�02 16.6

10 9.8e�04 6.703eC00 1.421eC00 6.852eC00 2.689e�01 25.5

1
1 5.0e�01 3.892e�02 9.907e�03 4.016e�02 3.322e�03 12.1
5 3.1e�02 3.892e�01 1.331e�01 4.113e�01 4.879e�02 8.4

10 9.8e�04 7.834e�01 1.582eC00 1.765eC00 2.804e�01 6.3

10�2

1 5.0e�01 4.097e�02 1.601e�02 4.399e�02 4.805e�03 9.2
5 3.1e�02 3.517e�01 2.792e�01 4.490e�01 9.040e�02 5.0

10 9.8e�04 3.251e�01 1.661eC00 1.693eC00 2.911e�01 5.8

�
r;˛
K , where the multiplicative coefficients of the residuals on F i

h
are robust with

respect to �C=�� for any value of ˛ when �� ! 0, except for the limit case ˛! 1.
Conversely, because of the term kjˇj�� 1

2 �k0;K , the contribution of �s;˛K is not sensi-
tive with respect to the tilted weights. This suggests that the advantage of the tilted
weights is maximum for a given range of �1, as confirmed by the last three rows of
table 1. Although this brief discussion is not exhaustive, table 1 confirms that the
weighted interior penalties turn out to be more effective than the standard scheme
in all cases. For additional experiments on the influence of the tilting factor for a
model problem in two space dimensions, we refer to [5].
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