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Abstract. In this paper, we deal with hybrid modelling, optimal con-
trol and stability in cognitive radio networks. Networks that are based
on cognitive radio communications are intelligent wireless communica-
tion systems. They are conscious about changes in the environment and
are able to react in order to achieve an optimal utilization of the ra-
dio resources. We provide a general hybrid model of a network of nodes
operating under the cognitive radio paradigm. The model abstracts from
the physical transmission parameters of the network and focuses on the
operation of the control module. The control problem consists in mini-
mizing the consumption of the network, in terms of average transmitted
power or total energy spent by the whole network. A hybrid optimal con-
trol problem is solved and the power-optimal control law is computed.
We introduce the notion of network configuration stability and derive a
control law achieving the best compromise between stability and opti-
mal power consumption. Finally, we apply our results to the case of a
cognitive network based on UWB technology.

1 Introduction

In recent years, much interest has arisen in cognitive networks and their ap-
plications. The cognitive terminology was coined by Joseph Mitola III [1] and
refers to radio devices that are able to sense the external environment, learn
from history and make intelligent decisions in order to adjust their transmission
parameters according to the current state of the environment [2]. The main fea-
tures of cognitive networks have been mostly studied from the radio perspective
(see, for example, [3], [4] and [5]). Some of the topics that have been investi-
gated are spectrum management, cognitive architecture, power control, security
issues. A successful approach is given by the game theory [6]. The power control
problem, in wireless (not necessarily cognitive) contexts, has been addressed in
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many works, mainly as a noncooperative game [7], [8], in partially hybrid con-
texts [9] or in UWB networks with cognitive features [10].

In [13] and [14], we introduced hybrid modelling of self-organizing communi-
cation networks, and more specifically of overlay UWB networks. In this paper,
we expand the above model by applying the concepts to any network of nodes
operating under the cognitive radio paradigm. In particular, we provide a model
that abstracts from the physical transmission parameters of the network and
focuses on the operation of the control module. The control problem consists
in minimizing the consumption of the network, in terms of average transmit-
ted power or total energy spent by the whole network. For simplicity, the focus
is on the uplink communications and the network topology is a star, that is,
the control action is centralized in a Central Node (usually referred to as CN-
ode). The CNode selects at each time t one out of several sets of transmission
parameters that must be used by the other nodes for their transmissions. In
particular, the selection is made on the basis of power minimization. We pro-
vide an optimal solution to the power minimization problem for a generally
defined cognitive network. Based on the observation that the optimal solution
lacks providing stability guarantees, we further refine the model by introducing
an energetic cost that weighs the energy loss provoked by switching from one set
of transmission parameters to another. We then derive the solution to the power
minimization problem under stability constraints, and compare it to the original
optimal solution.

The paper is organized as follows. In Section 2, we review some definitions
of hybrid systems and provide a complete description of the cognitive network
model. In Section 3, we introduce the energy minimization problem for the hy-
brid system and compute the hybrid power-optimal control strategy. Then, we
introduce the notion of configuration stability, and use this concept to find a
sub-optimal configuration-stabilizing solution of the optimum problem. Section
4 addresses the case study of a cognitive network based on UWB technology.
Section 5 offers some concluding remarks.

2 Hybrid Modelling

2.1 Basic Definitions

We define the class of hybrid systems we consider in this paper, following the
framework introduced by [11]. Our definition includes continuous control input,
continuous disturbance and continuous output. Moreover, both discrete control
inputs and discrete disturbances act on the system.

Definition 1 (Hybrid System). A hybrid system H is a collection

H = (Q × X, Q0 × X0, U, D, Y, Inv, S, Σ, E, R) (1)

where
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– Q×X is the hybrid state space, where Q ⊂ N is a finite set of discrete states
and X is the continuous state space. Q0 × X0 ⊆ Q × X is the set of initial
discrete and continuous conditions.

– U , D, Y are subsets of finite dimensional vector spaces and are respectively
the continuous input, disturbance and output space. We denote by Uc the
set of piecewise continuous control functions u : R −→ U and by Ud the set
of disturbance functions d : R −→ D.

– Inv : Q −→ 2X is a map associating to each discrete state q ∈ Q a domain
of acceptable continuous states.

– S = {Sq}q∈Q associates to each discrete state q ∈ Q the nonlinear time-
variant continuous system

Sq :
{

ẋ (t) = fq (t, x (t) , u (t))
y (t) = hq (t, x (t) , u (t) , d (t))

where t ∈ R, x (t) ∈ X , u (t) ∈ U , d (t) ∈ D. Given q ∈ Q, fq (·) is a
function such that, ∀u (·) ∈ Uc, the solution x (t) exists and is unique for
all t ∈ R. Given q ∈ Q, t ∈ R, x (t) ∈ X , u (t) ∈ U , d (t) ∈ D, y (t) =
hq (t, x (t) , u (t) , d (t)) ∈ Y , where hq : T × X × U × D −→ Y .

– Σ is the finite set of discrete inputs, collecting discrete control inputs and
discrete disturbances. Each input is associated to one or more edges e ∈ E.

– E = Ec ∪ Ed ⊂ Q × Σ × Q is a collection of edges, including the set of
the controlled transitions Ec, determined by discrete control inputs, and the
set of the switching transitions Ed, determined by discrete disturbances. We
assign higher priority to switching transitions with respect to controlled ones:
if a switching transition and a controlled transition occur at the same time,
only the switching one is considered, while the controlled one is ignored.

– R : E × X → X is a deterministic map called reset.

Definition 2 (Execution). An execution of the hybrid system H is a collection
χ = (τ, q, σ, x, y, u, d), consisting of a set of switching times τ = {ti}L

i=0 and the
functions q (·) : [t0, tL) −→ Q, σ (·) : [t0, tL) −→ Σ, x (·) : [t0, tL) −→ X,
y (·) : [t0, tL) −→ Y , u (·) : [t0, tL) −→ U , d (·) : [t0, tL) −→ D, satisfying the
following conditions:

– Initial condition: (q (t0) , x (t0)) ∈ Q0 × X0.
– Discrete evolution: for all i = 1, ..., L − 1

1. q (·) and σ (·) are constant over the intervals [ti, ti+1);
2. (q− (ti) , σ (ti) , q (ti)) ∈ E;
3. x (ti) = R (q− (ti) , σ (ti) , q (ti) , x− (ti))

where q− (ti) = lim
t−→t−i

q (t) and x− (ti) = lim
t−→t−i

x (t).

– Continuous evolution: for all i = 1, ..., L − 1, at time t ∈ [ti, ti+1)
1. x (t) is the (unique) state trajectory of the dynamical system Sq(ti) with

initial time ti, initial state x (ti) and control law u;
2. x (t) ∈ Inv (q (ti));
3. y (t) = hq(ti) (t, x (t) , u (t) , d (t)).
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2.2 Hybrid Modelling of Cognitive Networks

We model the set of wireless nodes as a social network, forming one single entity
[13]. We consider a self-organizing network of nodes that adopt a multiple access
scheme in which coexistence is foreseen, that is signals originating from different
users share in principle a same resource in terms of time and frequency. Users
separation is obtained by appropriate coding.

An important hypothesis, that is fundamental in our model, is the possibility
of selecting among different sets of transmission parameters, which can range
from coding, to modulation formats, to pulse shaping. We therefore assume W
different configurations, that is W different sets of transmission parameters wq,
with q = 1, ..., W . We associate an energetic cost c ≥ 0 to the operation of
switching from one set to another.

We assume that system performance is described by a specification on the
system behavior, for example the level of signal to noise ratio or the transmission
delay.

The topology of the network is a star, that is, nodes communicate through
the CNode, and implement the cognitive radio paradigm. If a new node asks
for admission, the CNode evaluates the possibility of admitting it, by checking
whether constraints for admission are compatible with network specifications.

At each time t, the CNode communicates to the other nodes the set of trans-
mission parameters q ∈ {1, ..., W}, the number of active nodes N and the average
power level PRX that it wants to receive. We suppose the signal containing the
above information is sent by the controller at a fixed power level that is prede-
termined and known by all nodes. Each active node j receives this signal and,
on the basis of received power level, can estimate the attenuation aj (t) charac-
terizing its path to the coordinator and can determine the power to be used in
its transmissions, namely pTX,j (t) = aj (t) pRX (t). In this work, we disregard
w.l.o.g. any assumption about the maximum transmission power of each node
[13], in order to decouple completely the power-minimization problem (object
of the present paper) and the problem of nodes leaving the network for lack of
available power.

Since a node can enter/leave the network several times, one has j ∈
{1, ..., Nmax}, where Nmax is the maximum number of nodes which can be admit-
ted to the network. We define a time-varying attenuation vector A (t) ∈ R

Nmax ,
that includes the attenuations aj (t) for each node j, and an activity vector
S (t) ∈ R

Nmax , whose generic element sj (t) equals 1 if node j is transmitting at
time t, and 0 otherwise.

The instantaneous transmission power consumption of the network can ex-
pressed as:

PTX (t) =
Nmax∑
j=1

sj (t) pTX,j (t) =

⎛
⎝Nmax∑

j=1

sj (t) aj (t)

⎞
⎠ pRX (t) = A

′
(t)S (t)u (t) .

Following the assumptions, the network can be modeled as a hybrid system
as follows:
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– The set of discrete states is Q = {1, 2, ..., W}. Each discrete state q ∈ Q is
associated to a configuration wq, that is a set of transmission parameters that
are used for communication. The continuous state x ∈ X = R

2 represents
the number N of active nodes and the energy spent by the network from the
beginning of its life, which includes the energy spent for transmission and
for switching among different configurations but does not include the energy
spent by nodes to stay in state of idle/receiving.

– The set of initial states is Q0 × X0 = Q × {n ∈ N, n ≥ 2} × {0} : the net-
work begins its life when there are at least 2 nodes, the minimum for a
communication. At the beginning, the energy consumption is zero.

– The domains are
Inv (q) = N × R

+ ∀q ∈ Q.

– The continuous dynamics associated to a discrete state q ∈ Q is

Sq :

⎧⎪⎪⎨
⎪⎪⎩

[
ẋ1 (t)
ẋ2 (t)

]
= f (t, u (t)) =

[
0

A
′
(t)S (t)u (t)

]

y (t) =
[
hq (x (t) , u (t))

d (t)

]

f (t, u) includes a trivial dynamics (the number of nodes may change only
as a consequence of a discrete transition) and the instantaneous transmis-
sion power consumption of the network A′ (t) S (t)u. The continuous con-
trol input u (t) ∈ U = R

+ represents the power level pRX (t) that the
CNode wants to receive from each transmitting node. The output vector
y (t) ∈ Y = Q × N × U × D includes the set of variables sent to each node
by the CNode

hq (x, u) =
[
q x1 u

]T

and the measurable continuous disturbance vector d (t) ∈ D ⊆ R
W (d (t) is

not sent to all active nodes).
– The discrete inputs are Σ = Σc ∪ {σd}, where σd is the discrete disturbance

representing the uncontrollable event that a node leaves the network, while
Σc = {σq, q ∈ Q} ∪ {σa} is the set of discrete controls:
• σq is the control action occurring when the coordinator decides to com-

mute from the current set of parameters to the set wq, q ∈ Q;
• σa models the decision to accept a new candidate node in the network;

we assume here that the decision procedure, after an admission request,
requires a negligible time to be performed.

– The edges are E = Ec ∪Ed, where Ec is the set of the controlled transitions :

Ec = Ec,W ∪ Ec,a

Ec,W = {(p, σq, q) , p, q ∈ Q, p 	= q, σq ∈ Σc}
Ec,a = {(q, σa, q) , q ∈ Q, σa ∈ Σc}

and Ed = {(q, σd, q) , q ∈ Q} is the set of the switching transitions.



Hybrid Modelling, Power Management and Stabilization 81

Fig. 1. Hybrid Model

– Reset map: ∀x ∈ X

R (e, x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

[
x1

x2 + c

]
e ∈ Ec,W[

x1 + 1
x2

]
e ∈ Ec,a[

x1 − 1
x2

]
e ∈ Ed

Note that the x2 dynamics is reset only when a change in the transmission
parameters occurs, modelling the energetic switching cost c for the network.

The network model is a non-deterministic hybrid system because of the
presence of the discrete disturbance σd and of the continuous disturbance d (t).

3 Energy Minimization as a Hybrid Optimal Control
Problem

Since the admission of a candidate node is allowed only if constraints for admis-
sion are compatible with network specifications and none of the current active
nodes is forced to leave the network as a result of its admission [13], we focus
here on the choice of a discrete control σq (a set of transmission parameters) and
of a continuous control u (t) that minimize the energy consumption of the net-
work. In this section, we define the energy minimization problem on the hybrid
system representing the cognitive network and solve it by defining the discrete
and continuous control action.
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3.1 Energy Minimization

In the following definitions, we refer to the hybrid system (1). Let χT,(q0,x0)

denote the set of all executions χ = (τ, q, σ, x, y, u, d) defined on the same
time horizon T = [t0, tL) ⊂ R with initial condition (q0, x0) ∈ Q0 × X0, i.e.
(q (t0) , x (t0)) = (q0, x0) . Given an execution χ ∈ χT,(q0,x0), we define its value
at time t, and we abuse notation by writing χ (t), as

χ (t) := (q (t) , σ (t) , x (t) , y (t) , u (t) , d (t))

We partition the set of the switching times τ = τc ∪ τnc, where τc := {tc,i}Lc

i=1
includes all the switching times due to configuration transitions (elements of
Ec,W ) and τnc is its complement τ \ τc. Hence τnc includes switching times due
to switching transitions and to admission transitions.

Problem 1 (Energy minimization). Given the hybrid system H, a set
χT,(q0,x0) including all the executions χ = (τ, q, σ, x, y, u, d) defined on a time
horizon T = [t0, tfin) ⊂ R with (q0, x0) ∈ Q0×X0, where d ∈ Ud is a given distur-
bance function and τ ⊇ τnc, where τnc is given. Let Ξ be the space of all discrete
strategies σ : T −→ Σ compatible with τnc, i.e. such that σ (tnc,i) ∈ {σa, σd}
∀tnc,i ∈ τnc, and Ubound the space of all continuous functions u that satisfy a con-
straint u (t) ≥ uLB (q, t) for all t ∈ T . The energy minimization control problem
consists in minimizing the functional

Je (u, σ, τc, c) =
∫
T

A′ (t)S (t)u(t)dt + c ∗ card (τc) = x2 (tfin)

over all σ ∈ Ξ and u ∈ Ubound.

Solution 1 (case c = 0). We solve the energy minimization problem for the case
c = 0 and refer to the corresponding optimal strategy as (σ∗

0 , u∗
0). With this

assumption, we can also write

min
(σ,u)

x2 (tfin) = min
(σ,u)

Je (u, σ, τc, 0) = min
(σ,u)

∫
T

A′ (t)S (t)u(t)dt

so the discrete optimal trajectory and the continuous optimal control action are
clearly

q∗0 (t) := argmin
q∈Q

uLB (q, t)

u∗
0 (t) = uLB (q∗0 (t) , t) ∀t ∈ T

The function q∗0 : T −→ Q “induces” the set of switching times τ∗
0 = τ∗

c ∪ τnc,
where τ∗

c is the set of controlled switching times with cardinality L∗
c , namely such

that for all i = 1, ..., L∗
c , q∗0

(
t∗c,i

) 	= lim
t−→(t∗c,i)

− (q∗0 (t)). Finally the discrete

control function σ∗
0 : T −→ Σ is a piecewise constant function, in which the

control-dependent part is defined by the relation

σ∗
0

(
t∗c,i

)
= σq∗

0 (t∗c,i) ∈ Σc i = 1, ..., L∗
c
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Remark 1. For c = 0, the solution to the energy minimization problem (σ∗
0 , u∗

0)
is obtained by minimizing the power at each time t. Hence, it is computable in
real-time and the control (σ∗

0 , u∗
0) is indeed achievable. We refer to it as hybrid

power-optimal strategy.
For c > 0, the solution (σ∗, u∗) to the energy minimization problem depends

on the values of the time-varying constraint uLB (q, t) over the whole interval
[t0, tfin), which may not be known a priori. For example, if the constraint corre-
sponds to a minimum signal-to-noise ratio requirement, uLB (q, t) would depend
on disturbances such as external noise and interference. Those disturbances are
supposed to be measurable in real-time but cannot be known a priori. Hence,
in general, the control strategy (σ∗, u∗) is not computable in real-time and is
therefore not achievable. The power-optimal strategy (σ∗

0 , u∗
0) is not optimal for

c > 0, but is a sub-optimal solution of the energy minimization problem as it
will be precisely described in the next subsection, where we look for a strategy
achieving the best compromise between computability, power consumption and
stability of the configuration of the network.

Remark 2. Note that since the dynamic equation in each discrete state and the
reset maps are deterministic, an optimal strategy (σ∗, u∗) leads to a unique max-
imal hybrid execution (τ∗, σ∗, q∗, x∗, y∗, u∗, d) ∈ χT,(q0,x0). The discrete optimal
trajectory q∗ is well-defined if there are no multiple optimal configurations at
the same time. If this situation occurs, the optimal configuration can be either
chosen arbitrarily among the optimal ones, or chosen according to additional
constraints or specifications.

3.2 Configuration Stability

In the previous subsection, we showed that the hybrid strategy (σ∗
0 , u∗

0) mini-
mizes both power and energy consumption if the cost of configuration switchings
is negligible. However, the discrete control strategy σ∗

0 does not assure stability
of the network, in the sense that too many switchings may occur in a finite
amount of time. Switchings may also be due to switching transitions or admis-
sion requests, but since those are uncontrollable transitions, we focus here on
ensuring stability at least from the controlled switchings point of view. In this
subsection, we propose a sub-optimal hybrid strategy (σ∗

δ , u∗
δ) that guarentees

good performance and stable behavior.
The sub-optimal continuous control u corresponding to any sub-optimal dis-

crete state q̃ (t) 	= q∗ (t) is ũ (t) := uLB (q̃ (t) , t), that is the lowest value of
continuous control satisfying the constraint. This simple consideration allows
us, in the following, to focus only on the discrete control of the system.

Definition 3 (Configuration stability). Let Hc be the hybrid system H con-
trolled by a hybrid strategy (σ, u). If there exists δ > 0 such that, for any execution
(τ, q, σ, x, y, u, d), the inequality 0 < δ ≤ tc,i+1 − tc,i holds ∀i ∈ {1, ..., Lc − 1},
then Hc is said to be δ-configuration stable and σ is said to be a δ-configuration
stabilizing strategy.
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Configuration stability is related to the existence of a dwell-time, but with
reference only to controlled switching times. The system Hc controlled by the
power-optimal control strategy (σ∗

0 , u∗
0) is not necessarily δ-configuration stable,

for some δ > 0, since consecutive configuration switchings can be arbitrarily
close in time. We propose here to modify the optimal strategy in order to achieve
configuration stability.

In the space Ξ of all discrete strategies σ : T −→ Σ compatible with τnc, we
consider a pseudometric d : Ξ × Ξ −→ R

+:

d (x, y) := λ ({t ∈ T : x (t) − y (t) 	= 0}) ∀x, y ∈ Ξ

where λ (·) is the Lebesgue measure. The chosen pseudometric compares how
different two discrete-valued functions are in terms of the duration of the time
intervals where they assume different values. In the following, we propose a
strategy σ∗

δ that is achieved by deferring any controlled switching so that it
occurs not before a time δ from the previous one. If one or more than a switching
occur within a time δ, only the last one is taken into account.

Algorithm. Given the collection of optimal switching times τ∗
c =

{
t∗c,i

}L∗
c

i=1
, we

build a sequence τ̃c =
{
t̃c,j

}L̃c

j=1
, depending on τ∗

c , as follows:
Initialization: t̃c,1 = t∗c,1; flag=FALSE; i = 2; k = 2.
Iteration: while (i ≤ L∗

c)
{ if (t∗c,i < t̃c,k−1 + δ) then {flag=TRUE; i + +;}
else {if (flag==TRUE) then {t̃c,k = t̃c,k−1 + δ; flag=FALSE;}

else {t̃c,k = t∗c,i; i + +;}
k + +;}

}
Conclusion: if ((flag==TRUE) and (t̃c,k−1+δ < tfin)) then t̃c,k = t̃c,k−1+δ;

else k −−;
L̃c = k;

define the collection τ̃c =
{
t̃c,j

}L̃c

j=1
;

set σ∗
δ

(
t̃c,j

)
= σq∗(t̃c,j) for all j = 1, ..., L̃c.

Theorem 1. Given a hybrid system H, a time horizon T = [t0, tf ) ⊆ R, an
initial condition (q0, x0) ∈ Q0 ×X0 and the pseudometric space Ξ of all discrete
strategies σ : T −→ Σ compatible with τnc. If σ∗

0 ∈ Ξ is the power-optimal
discrete control strategy, the sub-optimal strategy σ∗

δ , with controlled switching
times τ̃c, has the following properties:

1. σ∗
δ is a δ-configuration stabilizing strategy;

2. σ∗
δ does not anticipate σ∗

0(causality principle), i.e. “jumps” in σ∗
δ cannot

occur earlier than corresponding “jumps” in σ∗
0 ;

3. if σ̃ is any other δ-configuration stabilizing strategy, then d (σ∗
δ , σ∗

0)
< d (σ̃, σ∗

0) , i.e. σ∗
δ is at minimum distance from the power-optimal

strategy σ∗
0 .
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Proof. The algorithm builds the sequence τ̃c such that 0 < δ ≤ t̃c,j+1 − t̃j

∀j ∈
{
0, 1, ..., L̃c − 1

}
. Hence, property 1 is fulfilled by construction. Moreover,

the final step of the algorithm shows that σ∗
δ is built causally starting from σ∗

0 , so
that property 2 holds. Property 3 is also satisfied because it is not possible to find
another discrete strategy σ̃, not anticipating σ∗

0 , such that d (σ̃, σ∗
0) < d (σ∗

δ , σ∗
0);

in fact σ∗
δ equals σ∗

0 except for time intervals in which the dwell-time constraint
is not fulfilled. In such cases, it guarantees the controlled system to have exactly
a dwell time equal to δ. Any other function σ̃ such that d (σ̃, σ∗

0) < d (σ∗
δ , σ∗

0)
equals σ∗

0 in at least one of the time intervals in which the dwell-time constraint
is not fulfilled, so it itself cannot fulfill the constraint. So we can finally deduce
that, given the optimal strategy σ∗

0 , the strategy σ∗
δ is the “nearest” function

satisfying the dwell-time constraint.

Call Tδ ⊂ T the subset of the time horizon in which σ∗
δ and σ∗

0 are different.
Notice that λ (Tδ) ≤ L∗

c δ. Then consider the transmission energy consump-
tion Je (u, σ, τc, 0) already defined. The δ-configuration stabilizing strategy σ∗

δ

uniquely defines the discrete evolution q∗δ and the continuous sub-optimal con-
trol u∗

δ

σ∗
δ

(
t̃c,j

)
= σq∗

δ (t̃c,j) ∈ Σc i = 1, ..., L̃c

u∗
δ (t) = uLB (q∗δ (t) , t) .

The energy loss between power-optimal and sub-optimal strategy is

ΔJδ := Je (u∗
δ, σ

∗
δ , τ̃c, 0) − Je (u∗

0, σ
∗
0 , τ∗

c , 0) =

=
∫
Tδ

A′ (t) S (t) [uLB (q∗δ (t) , t) − uLB (q∗0 (t) , t)] dt.

Notice that the integrand is not null in Tδ. Moreover the integration domain is
continuous with respect to the variable δ, and limδ−→0 λ (Tδ) = 0. Hence we can
conclude that

Theorem 2. For any ε > 0, there exists δ := δ (ε) and a δ-configuration stabi-
lizing strategy σ∗

δ such that ΔJδ := Je (u∗
δ , σ

∗
δ , τ̃c, 0) − Je (u∗

0, σ
∗
0 , τ∗

c , 0) < ε.

The previous theorem is a continuity result stating that any energy requirement
can be approached with as much precision as desired, by tuning the duration of
the dwell-time δ.

Remark 3. Since the functional Je (u, σ, τc, c) is unbounded if the switching cost
c grows, then ∀δ > 0, ∃c̄ > 0 such that for all costs c ≥ c̄, the sub-optimal control
strategy (σ∗

δ , u∗
δ), with a lower number of switchings than the power-optimal one

(σ∗
0 , u∗

0), results to be even better than (σ∗
0 , u∗

0) in terms of energy consumption:

Je (u∗
δ , σ

∗
δ , τ̃c, c) ≤ Je (u∗

0, σ
∗
0 , τ∗

c , c) ∀c ≥ c̄.
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4 Case Study: Cognitive Networks Based on UWB
Technology

Refer, for example, to [10], [13], [14] for the assumptions about UWB Commu-
nication.

We consider as set of transmission parameters a set of W waveforms that are
used for the pulse shaping. The system specification is expressed in terms of
signal-to-noise ratio on a pulse at the correlator output, that has the following
expression

SNRp (u, q, d, N) =
TS u

dq + σ2
m (q) (N − 1)u

where TS is the chip duration, N is the number of nodes, σ2
m (q) is the MUI

weight for the waveform q and dq is the external noise power for the waveform
q, i.e. the q − th component of the disturbance vector d.

The specification is SNRp (u, q, d, N) ≥ SNR0 where SNR0 > 0 is given. It
leads to the lower-bound constraint on the minimum received power

u (t) ≥ uLB (q (t) , t) =
SNR0dq(t) (t)

TS − SNR0σ2
m (q (t)) (N (t) − 1)

∀t ∈ T

Notice that such a lower bound, corresponding to the minimum signal-to-
noise ratio requirement, increases with external noise power and MUI weight.
The power-optimal solution is given by the following expressions

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

q∗0 (t) = arg min
q∈Q

(
SNR0dq(t)

TS−SNR0σ2
m(q)(N(t)−1)

)

u∗
0 (t) =

SNR0dq∗0 (t)(t)

TS−SNR0σ2
m(q∗

0 (t))(N(t)−1)

σ∗
0

(
t∗c,i

)
= σq∗

0 (t∗c,i) i = 1, ..., L∗
c

∀t ∈ T

where τ∗
c is the set of the “induced” controlled switching times, with cardinality

L∗
c (see subsection 3.1). Note that the power-optimal hybrid strategy (σ∗

0 , u∗
0)

can be regarded as an output-feedback hybrid optimal control law.

4.1 Simulations

In order to evaluate the impact of cognition, the cognitive UWB network coexists
with several narrowband interferers. The CNode is located at the centre of a cir-
cular area with radius R = 10 m. The area contains N = 10 active nodes, not
changing during the simulation time. The active users are continuously trans-
mitting data towards the CNode during the whole duration of the simulation.
At time t, the N active nodes adopt a generic waveform wq(t), that can be se-
lected within a set of 6 different waveforms w1(t), . . . , w6(t), represented by
the first six odd derivatives of the Gaussian pulse. Specifically, we assume that
the CNode may order a change in the adopted waveform only at multiples of a
given interval.



Hybrid Modelling, Power Management and Stabilization 87

0 1 2

x 10
−4

0

1

2

3

4

5

6

7

time

S
el

ec
te

d 
W

av
ef

or
m

Amateur CNode
Smart CNode
Stabilizing CNode

Fig. 2. Waveform Selection

0 1 2

x 10
−4

0

0.5

1

1.5

2

2.5

x 10
−18

time

E
ne

rg
y 

C
on

su
m

pt
io

n 
(J

)

Amateur CNode
Smart CNode
Stabilizing CNode

Fig. 3. Power Consumption

The synchronization threshold SNR0 is set to 3 dB, the emitted power of
the interfering devices is equal to 10−3 W , the simulation is over 20 cognitive
intervals, each of 10−5 seconds. The minimum dwell-time is set to 2 cognitive
intervals and the switching cost is 10−19 Joule.
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We assume that several narrowband interferers are present in the area, not
transmitting continuously. In order to highlight the effect of cognition on network
coexistence, we consider, for each simulation, four different CNodes that will be
compared in terms of performance:

1. The Adaptive CNode (no cognition) initially selects a waveform and does
not perform any further selection of the pulse shape during network lifetime.

2. The Amateur CNode (limited cognition) is capable to select the waveform
in correspondence of a sub-set of the 6 available waveforms, consisting of
the last used waveform and the two adjacent ones. Within this subset, it is
capable of selecting the pulse shape minimizing the transmission power.

3. The Smart CNode (optimal cognition) is always capable of selecting the
pulse shape that minimizes the transmission power for the active nodes of
the network, i.e. it performs the power-optimal hybrid strategy (σ∗

0 , u∗
0).

4. The Stabilizing CNode (stabilizing or sub-optimal cognition) guarantees the
best trade-off between optimality and stability, performing the sub-optimal
control strategy (σ∗

δ , u∗
δ).

Figures 2 and 3 show the simulation results. The Adaptive CNode (not re-
ported on the plot) chooses the waveform w2 (t) and its network keeps trans-
mitting using this pulse-shaper over the whole simulation. The result is totally
unefficient because this choice leads to a power consumption that is about 7
times higher than in the optimal cognitive case. Limited and stabilizing cogni-
tions are much better, requiring between 15% and 20% more power than the
optimal CNode. The plots concerning power are not reported due to limited
space.

Figure 2 shows that the stabilizing CNode makes only 4 waveform transitions,
while the Amateur and the Smart one perform 6 jumps. This leads to a large
saving of energy for the stabilizing CNode, such that its final energy consumption
x2 (tfin) is 2.7 % lower than the one performed by the power-optimal strategy
(see Figure 3). This is an example in which Remark (3) holds, and the stabilizing
strategy (σ∗

δ , u∗
δ) is better than the power-optimal one (σ∗

0 , u∗
0) in terms of total

energy consumption.

5 Conclusions and Open Issues

In this paper, we focused on the hybrid modelling and optimal control of cog-
nitive radio networks. At first, we provided a model of a general network of
nodes operating under the cognitive radio paradigm, which abstracts from the
physical transmission parameters of the network and focuses on the operation
of the control module. Then, we proposed an optimal solution to the power
minimization problem. We also introduced the notion of configuration stability
and showed that this property is not ensured when the power-optimal control
is applied. A control strategy achieving the best compromise between stability
and optimality was then derived. Finally, we applied our results to the case of a
cognitive network based on UWB technology.
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The architecture we analyzed in this paper was centered on the Cognitive
Node. An extension of this architecture would be one of multiple CNodes, with
each CNode that is responsible for a cluster of nodes. The hierarchical distributed
case will be the object of future investigations.
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