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Abstract. Although control Lyapunov functions (CLFs) provide a ma-
ture framework for the synthesis of stabilizing controllers, their applica-
tion in the field of hybrid systems remains scarce. One of the reasons for
this is conservativeness of Lyapunov conditions. This article proposes a
methodology that reduces conservatism of CLF design and is applicable
to a wide class of discrete-time nonlinear hybrid systems. Rather than
searching for global CLFs off-line, we focus on synthesizing CLFs by
solving on-line an optimization problem. This approach makes it possi-
ble to derive a trajectory-dependent CLF, which is allowed to be locally
non-monotone. Besides the theoretical appeal of the proposed idea, we
indicate that for systems affine in control and CLFs based on infinity
norms, the corresponding on-line optimization problem can be formu-
lated as a single linear program.

1 Introduction

Control Lyapunov functions (CLFs) [1, 2] represent perhaps the most popular
tool for synthesizing control laws that achieve stability. The interested reader is
referred to the surveys [3, 4] for a complete historical account. The classical ap-
proach for smooth continuous-time systems is based on the design of an explicit
feedback law off-line, which renders the derivative of a candidate CLF negative.
Conditions under which these results can be extended to sampled-data nonlinear
systems using their approximate discrete-time models can be found in [5]. An
important article on control Lyapunov functions for discrete-time systems is [6].
Therein, classical continuous-time results regarding existence of smooth CLFs
are reproduced for the discrete-time case.

Despite the popularity of CLFs within smooth nonlinear systems theory, there
is still a significant gap in the usage of CLFs in stabilization of hybrid sys-
tems. One of the reasons for this is conservativeness of the sufficient conditions
for Lyapunov asymptotic stability [7, 8], which are employed by most methods
for constructing CLFs. This makes classical CLFs overconservative for discon-
tinuous nonlinear and hybrid systems, as observed in the seminal paper [9].
Ever since, the focus has been on designing less conservative types of Lyapunov
functions for specific relevant classes of hybrid systems. For example, piecewise
quadratic (PWQ) functions were exploited in stability analysis and synthesis
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problems for continuous-time and discrete-time piecewise affine (PWA) systems
in [10], [11], [12]. Further relaxations were proposed in [13] for discrete-time
switched linear systems, using parameter dependent PWQ Lyapunov functions.
More recently, a hybrid CLF (which combines two different CLFs) was employed
in [14] to stabilize hybrid systems with discrete dynamics (e.g., hybrid systems
with discrete states and/or inputs).

To summarize, to some extent, the state-of-the-art methods for stability anal-
ysis of discrete-time hybrid systems (mostly PWA and switched linear systems)
rely on the off-line search for globally defined PWQ Lyapunov functions. One of
the most significant relaxations is that each quadratic function, which is part of
the PWQ global function, is required to be positive definite and/or satisfy de-
creasing conditions only in a subset of the state-space, relaxation often referred
to as the S-procedure [10]. From a numerical point of view, the existing tools
require solving a semidefinite programming problem. However, when it comes
to synthesis of CLFs, which consists of simultaneously searching for a PWQ
Lyapunov function and a state-feedback control law, the S-procedure leads to
a nonlinear matrix inequality that has not been solved systematically so far,
although serious efforts have been put in this direction.

Next, we present a motivating example which suffers from this drawback.

1.1 Motivating Example

Consider the following piecewise linear (PWL) system from [8], Chapter 3:

x(k + 1) = Ajx(k) + Bu(k) if Ejx(k) ≥ 0, k ∈ Z+, (1)

where j = {1, 2, 3, 4},

A1 =
[
0.5 0.61
0.9 1.345

]
, A2 =

[−0.92 0.644
0.758 −0.71

]
, B =

[
1
0

]
, A3 = A1, A4 = A2.

The partitioning of the state-space is given by

E1 = −E3 =
[−1 1
−1 −1

]
, E2 = −E4 =

[−1 1
1 1

]
.

As shown in [8] the synthesis problem1 for this system in closed-loop with a PWL
state-feedback law is not feasible for a common quadratic or a PWQ Lyapunov
function without the S-procedure relaxation. However, a solution to the synthesis
problem for a PWQ Lyapunov function with the S-procedure has been found
in [8] at the expense of a significant computational complexity (i.e. a griding
approach was used to solve a bilinear matrix inequality).

This indicates that there are even very simple classes of discrete-time hybrid
systems for which a systematic and efficient synthesis method based on CLFs is
not available.
1 Notice that the above example is a “flower system” for the synthesis problem, simi-

larly as the example introduced in [10] is a “flower system” for the analysis problem.
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Remark 1. Existing on-line optimization based controllers, such as model pre-
dictive control algorithms, make use of the above-mentioned off-line synthesis
methods to obtain an a priori stability guarantee, see, for example, [15, 16].
Hence, they are also affected by the limitations of these methods. �

Motivated by the above example, in this paper we propose a new methodol-
ogy that reduces significantly the conservatism of CLF design for discrete-time
systems. Rather than searching for global CLFs off-line, we focus on synthe-
sizing time-variant CLFs by solving on-line an optimization problem. As such,
trajectory-dependent CLFs that are allowed to be locally non-monotone can be
derived. This approach offers the “least conservative” relaxation possible, in the
sense that for a CLF with a fixed structure that incorporates some time-variant
parameters, a possibly different value of these parameters is assigned to each
measured state. Furthermore, the stabilization conditions that involve the CLF
are only imposed along the closed-loop trajectory generated on-line. Numeri-
cally, we indicate that for piecewise continuous (PWC) nonlinear systems affine
in control and CLFs based on infinity norms, the on-line optimization problem
can be formulated as a single linear program. The effectiveness of the developed
theory is demonstrated on the motivating example presented above.

2 Preliminaries

In this section we recall preliminary notions and fundamental stability results.

2.1 Basic Notions and Definitions

Let R, R+, Z and Z+ denote the field of real numbers, the set of non-negative
reals, the set of integer numbers and the set of non-negative integers, respectively.
We use the notation Z≥c1 and Z(c1,c2] to denote the sets {k ∈ Z+ | k ≥ c1} and
{k ∈ Z+ | c1 < k ≤ c2}, respectively, for some c1, c2 ∈ Z+. For a set S ⊆ R

n,
we denote by int(S) the interior and by cl(S) the closure of S. A polyhedron (or
a polyhedral set) in R

n is a set obtained as the intersection of a finite number
of open and/or closed half-spaces. For a vector x ∈ R

n, [x]i denotes the i-th
element of x. A vector x ∈ R

n is said to be nonnegative (nonpositive) if [x]i ≥ 0
([x]i ≤ 0) for all i ∈ {1, . . . n}, and in that case we write x ≥ 0 (x ≤ 0). For a
vector x ∈ R

n let ‖·‖ denote an arbitrary p-norm. Let ‖x‖∞ := maxi=1,...,n |[x]i|,
where | · | denotes the absolute value. In the Euclidean space R

n the standard
inner product is denoted by 〈·, ·〉 and the associated norm is denoted by ‖ · ‖2,
i.e. for x ∈ R

n, ‖x‖2 = 〈x, x〉 1
2 = (x�x)

1
2 . For a matrix Z ∈ R

m×n, [Z]ij
denotes the element in the i-th row and j-th column of Z. Given Z ∈ R

m×n and
I ⊆ {1, . . . , m}, we write [Z]I• to denote a submatrix of Z formed by rows I

of Z. For a matrix Z ∈ R
m×n let ‖Z‖ := supx �=0

‖Zx‖
‖x‖ denote its corresponding

induced matrix norm. It is well known that ‖Z‖∞ = max1≤i≤m

∑n
j=1 |[Z]ij |.

A function ϕ : R+ → R+ belongs to class K if it is continuous, strictly increas-
ing and ϕ(0) = 0. A function ϕ : R+ → R+ belongs to class K∞ if ϕ ∈ K and it
is radially unbounded (i.e. lims→∞ ϕ(s) = ∞). A function β : R+ × R+ → R+
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belongs to class KL if for each fixed k ∈ R+, β(·, k) ∈ K and for each fixed
s ∈ R+, β(s, ·) is decreasing and limk→∞ β(s, k) = 0.

2.2 Lyapunov Asymptotic Stability

Consider the discrete-time autonomous nonlinear system

x(k + 1) ∈ Φ(x(k)), k ∈ Z+, (2)

where x(k) ∈ R
n is the state at the discrete-time instant k and the mapping Φ :

R
n ↪→ R

n is an arbitrary nonlinear, possibly discontinuous, set-valued function.
For simplicity, we assume that the origin is an equilibrium of (2), i.e. Φ(0) = {0}.
The following definitions give a strong characterization of invariance and stability
for the difference inclusion (2), in the sense that these properties are required to
hold for all possible trajectories generated by (2), and not just for one of them.

Definition 1. We call a set P ⊆ R
n positively invariant (PI) for system (2) if

for all x ∈ P it holds that Φ(x) ⊆ P.

Definition 2. Let X with 0 ∈ int(X) be a subset of R
n. We call system (2)

AS(X) if there exists a KL-function β(·, ·) such that, for each x(0) ∈ X it holds
that all corresponding state trajectories of (2) satisfy ‖x(k)‖ ≤ β(‖x(0)‖, k),
∀k ∈ Z+. We call system (2) globally asymptotically stable if it is AS(Rn).

Theorem 1. Let X be a PI set for (2) with 0 ∈ int(X). Furthermore, let α1, α2 ∈
K∞, ρ ∈ R[0,1) and let V : Z+ × R

n → R+ be a function such that:

α1(‖x‖) ≤ V (k, x) ≤ α2(‖x‖), ∀x ∈ X, ∀k ∈ Z+, (3a)

∀x(0) ∈ X, V (k + 1, x+) ≤ ρV (k, x(k)) (3b)

for all x+ ∈ Φ(x(k)), k ∈ Z+. Then system (2) is AS(X).

The proof of the above theorem can be obtained mutatis mutandis from the
proofs given in [17, 8] by replacing the difference equation with the difference
inclusion as in (2). It is worth to point out that if V (·) is a continuous and time-
invariant function, the above theorem can be recovered from Theorem 2.8 of [18],
which gives sufficient conditions for robust KL-stability of difference inclusions.
We call a function V (·, ·) that satisfies (3) a time-variant Lyapunov function.

3 Trajectory-Dependent CLFs for Discrete-Time Systems

Consider the discrete-time constrained nonlinear system

x(k + 1) = φ(x(k), u(k)), k ∈ Z+, (4)

where x(k) ∈ X ⊆ R
n is the state and u(k) ∈ U ⊆ R

m is the control input.
φ : R

n × R
m → R

n is an arbitrary nonlinear function, possibly discontinuous,
with φ(0, 0) = 0. We assume that 0 ∈ int(X) and 0 ∈ int(U).
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Remark 2. Since we allow φ(·, ·) to be discontinuous, the following fairly wide
class of hybrid systems is accounted for; Piecewise continuous nonlinear systems :

x(k + 1) = φ(x(k), u(k)) := φj(x(k), u(k)) if x(k) ∈ Ωj , k ∈ Z+, (5)

where each φj : Ωj × U → R
n, j ∈ S, is a continuous, possibly nonlinear

function in x and S := {1, 2, . . . , s} is a finite set of indices. The collection
{Ωj ⊆ R

n | j ∈ S} defines a partition of X, meaning that ∪j∈SΩj = X and
Ωi ∩ Ωj = ∅, with the sets Ωj not necessarily closed. In most sections of the
paper we will omit the explicit reference to the functions φj(·, ·) and the partition
{Ωj}j∈S for brevity. �

Definition 3. Let α1, α2 ∈ K∞ and let ρ ∈ R[0,1). A function V : Z+×R
n → R+

that satisfies

α1(‖x‖) ≤ V (k, x) ≤ α2(‖x‖), ∀x ∈ X, ∀k ∈ Z+ (6)

and for which there exists a control law u : X → U such that for any x(0) ∈ X

V (k + 1, φ(x(k), u(x(k)))) ≤ ρV (k, x(k)) for all k ∈ Z+

is called a time-variant control Lyapunov function (tvCLF) in X for system (4).

Next, based on Definition 3, we formulate the following optimization problem.

Problem 1. Let α1, α2 ∈ K∞, ρ ∈ R[0,1) and the structure of a candidate tvCLF
V (·, ·) be fixed such that (6) holds for all x ∈ X and all k ∈ Z+. At time k ∈ Z+

measure x(k) and calculate V (k, x(k)) and a control action u(k) such that:

u(k) ∈ U, φ(x(k), u(k)) ∈ X, (7a)
V (k, φ(x(k), u(k))) ≤ ρV (k, x(k)), (7b)
V (k, x(k)) ≤ V (k − 1, x(k)) if k ∈ Z≥1. (7c)

�

The reasoning employed to construct the constraints in Problem 1 is graphically
depicted in Figure 1, first plot from left to right. Let π(x(k)) := {u(x(k)) |
∃V (k, ·) s.t. (6) − (7) hold} and let φcl(x, π(x)) := {φ(x, u) | u ∈ π(x)}. No-
tice that for a given x(0) ∈ X, the inequalities (7) generate, besides a se-
quence of sets of feasible control actions {π(x(k))}k∈Z+ , also a sequence of
sets of feasible realizations of a tvCLF, i.e. V(V (k − 1), x(k)) := {V (k, ·) |
∃u(x(k) s.t. (6) − (7) hold)} for any k ∈ Z≥1. Implicitly, π(x(k)) also depends
on V (k−1, ·), but we omitted this dependency for brevity of notation. At k = 0,
both π(x(0)) and V(x(0)) depend on x(0) only and their definition is recovered
by removing (7c) in the definitions given above for k ∈ Z≥1.

Theorem 2. Let α1, α2 ∈ K∞ be given. Suppose that Problem 1 is feasible for
all states x in X. Then the difference inclusion

x(k + 1) ∈ φcl(x(k), π(x(k))), k ∈ Z+, (8)

is AS(X).
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Proof. Let x(k) ∈ X for some k ∈ Z+. Then, feasibility of Problem 1 ensures
that x(k + 1) ∈ φcl(x(k), π(x(k))) ⊆ X due to constraint (7a). Hence, Prob-
lem 1 remains feasible and thus, X is a PI set for system (8). As V (k, x) sat-
isfies (6) for all x ∈ X and all k ∈ Z+ by assumption and hence, it satisfies
(3a), we only need to show that V (k, x(k)) also satisfies inequality (3b) for all
x(0) ∈ X and all k ∈ Z+. At time k = 0, for any x(0) ∈ X we have that
V (0, φ(x(0), u(0))) ≤ ρV (0, x(0)) for all u(0) ∈ π(x(0)). Furthermore, at time
k = 1 it holds that V (1, x(1)) ≤ V (0, x(1)) = V (0, φ(x(0), u(0))) ≤ ρV (0, x(0))
for all u(0) ∈ π(x(0)). Thus, inequality (3b) holds for system (8) for k = 0 and
all x(0) ∈ X. We will show next that inequality (3b) holds for any k ∈ Z≥1.
Due to positive invariance of X, for any x(0) ∈ X we have that inequality (7b) is
feasible at time k and inequality (7c) is feasible at time k + 1 for any k ∈ Z≥1.
Hence,

V (k + 1, x(k + 1)) ≤ V (k, x(k + 1)) = V (k, φ(x(k), u(k))) ≤ ρV (k, x(k)),

for all u(k) ∈ π(x(k)), k ∈ Z≥1 and all x(0) ∈ X. Then, AS(X) of system (8)
follows from Theorem 1. �

Notice that the result of Theorem 2 is of the type “feasibility implies stability”
and as such, we have assumed that Problem 1 is feasible for all x ∈ X. For a given
x(0) ∈ X, by solvingProblem1on-line in a receding horizon fashion (assuming that
it remains feasible at all future instances), one does not obtain a tvCLF in X, but
only a tvCLF valid for the corresponding closed-loop state trajectory {x(k)}k∈Z+ .
Therefore, it makes sense to introduce the following formal definition.

Definition 4. Consider Problem 1. For any x(0) ∈ X such that the sets π(x(0)),
π(x(k)), V(x(0)) and V(V (k− 1, ·), x(k)) are non-empty for all k ∈ Z≥1, we call
a sequence {V (k, ·)}k∈Z+ with V (0, ·) ∈ V(x(0)), V (k, ·) ∈ V(V (k − 1, ·), x(k))
for all k ∈ Z≥1 a trajectory-dependent control Lyapunov function (tdCLF).

It is interesting to point out that a trajectory-dependent CLF can be interpreted
as an approximation along a particular trajectory of a possibly very complex
global time-invariant CLF. The tdCLF concept can also be extended to deal
with a set of trajectories that originate from a particular set of initial conditions
of interest.

Furthermore, observe that the S-procedure relaxation proposed in [10] for
PWA systems is recovered as a particular case of the design presented in this
section, i.e. for V (k, x(k)) time invariant as long as x(k) ∈ Ωj for some j ∈ S.

In the next subsection we will briefly discuss the possibility of enlarging the
feasible domain of Problem 1 considerably.

3.1 Non-monotone tdCLFs

The inequalities (7) can be further significantly relaxed by allowing the candidate
tdCLF to be locally non-monotone. This can be done by replacing the inequalities
(7b) and (7c) with:
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Fig. 1. A graphical illustration of tvCLFs

V (k, φ(x(k), u(k))) ≤ ρV (k, x(k)) + λ(k), (9a)
V (k, x(k)) ≤ V (k − 1, x(k)) + ζ(k) if k ∈ Z≥1, (9b)

respectively, where λ(k) ∈ R+ and ζ(k) ∈ R+ are additional variables. For a
graphical illustration see Figure 1, the second plot from left to right. Whenever
λ(k) → 0 and ζ(k) → 0 as k → ∞ is a priori guaranteed, the closed-loop asymp-
totic stability result of Theorem 2 still holds. An appealing solution to guarantee
this property is to define λ(k) and ζ(k) as outputs of an artificial dynamical
system. Then the behavior of λ(k) and ζ(k) can be kept non-monotone, which
implies non-monotonicity of V (·, ·), while limk→∞ λ(k) = 0 and limk→∞ ζ(k) = 0
can be ensured through partial stability [19] of the artificial system. The con-
struction of such an artificial system is the object of undergoing research. Alter-
natively, λ(k) ∈ R+ and ζ(k) ∈ R+ can be set as optimization variables. Then,
adding a suitably defined2 cost function J(λ(k), ζ(k)) to Problem 1 and mini-
mizing over J(·, ·) for a given x(k) results in optimizing the trade-off between
(i) feasibility of Problem 1 and (ii) stabilization.

Remark 3. The relaxation proposed in (9b) recovers as a particular case the one
proposed in [9], where it is allowed for the Lyapunov function not to decrease
when the system switches from one mode to another, i.e. when x(k − 1) ∈ Ωj

and x(k) ∈ Ωi for some (i, j) ∈ S × S, i �= j. Furthermore, observe that the two
additional variables allow two types of non-monotone behavior of the tdCLF:
λ allows non-monotonicity of the tdCLF for fixed k ∈ Z+, while ζ allows non-
monotonicity of the tdCLF for fixed x(k). The solution based on λ was also used
in [14] to stabilize hybrid systems with discrete dynamics (e.g., with discrete
states and/or inputs) via non-monotone time-invariant CLFs. �

In the remainder of the paper, for simplicity of exposition, we no longer consider
non-monotone tdCLFs. However, all the derivations presented in the next section
for Problem 1 trivially apply also to the case when (7b)-(7c) are replaced by
(9a)-(9b), as λ and ζ, respectively, enter the latter inequalities linearly.
2 J(·, ·) : R+ × R+ → R+ is radially unbounded and J(0, 0) = 0.
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4 Synthesis of tdCLFs by a Single Linear Program

In this section we consider candidate tvCLFs of a fixed structure and with a set
of unknown parameters to be determined on-line, which yields a tdCLF. More
precisely, we restrict our attention to cases where V (k, x(k)) = V (p(k), x(k)),
V (·, ·) is a priori defined and p(k) is a vector of parameters. For example
V (k, x(k)) = ‖P (k)x(k)‖ or V (k, x(k)) = x�(k)P (k)x(k), where in both cases
the elements of P (k) are the unknown parameters which are to be determined
on-line so that (6)-(7) hold. Furthermore, to make solving Problem 1 on-line
tractable, it is desirable that the inequalities (6)-(7) are convex in both the
control input u(k) and the parameters p(k). In this respect we point out to
some features of Problem 1 as follows. For a given x(k), the lower bound in-
equality in (6) imposes convex constraints on the parameters p(k) if and only if
V (p(k), x(k)) is concave in p(k), while the upper bound inequality in (6) imposes
convex constraints on the parameters p(k) if and only if V (p(k), x(k)) is convex
in p(k). Similarly, suppose that φ(x(k), u(k)) and x(k) are fixed. Then inequal-
ity (7b) imposes convex constraints on p(k) if and only if V (p(k), x(k)) is both
convex and concave in p(k), i.e. if it is affine or linear in p(k). To summarize,
the inherent feature of Problem 1 is that, in general, it is a nonconvex problem.

In the remainder of this section we present a complete convexification proce-
dure for the following fairly general case. In terms of the class of systems, we
restrict our attention to PWC nonlinear systems that are affine in the control
input, i.e.:

x(k + 1) = φ(x(k), u(k)) = φj(x(k), u(k)) if x(k) ∈ Ωj

= fj(x(k)) + gj(x(k))u(k) if x(k) ∈ Ωj , k ∈ Z+

where fj(·) and gj(·) denote suitably defined continuous nonlinear functions. For
brevity, let f(x) := fj(x) and g(x) := gj(x) if x ∈ Ωj , respectively. Observe that
PWA systems are a subclass of the above system. Also, we assume that the sets
X and U are polyhedra. In terms of candidate tvCLFs, we restrict our attention
to functions defined using the infinity norm, i.e.:

V (k, x(k)) := ‖P (k)x(k)‖∞,

where P (k) ∈ R
p×n is to be computed on-line so that (6)-(7) hold.

4.1 Construction of the Lower and Upper Bound

For a fixed x(k) ∈ X let

P(x(k)) := { y ∈ R
n | 〈y, x(k)〉 ≥ 0 }, (10)

and let Pi(x(k)) ⊂ R
n for i ∈ {1, . . . , p} =: I, p ≥ n, be compact sets. Further-

more, define

Π(x(k)) := {P ∈ R
p×n | [P ]i• ∈ Pi(x(k)), ∀i ∈ I}, (11)
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and suppose that the collection of sets {Pi(x(k))}i∈I is such that:

Pi(x(k)) ⊂ P(x(k)), ∀i ∈ I, (12a)
P (k) ∈ Π(x(k)) ⇒ rank(P (k)) = n, (12b)
Pi(x(k)) ∩ Br1(k) = ∅, Pi(x(k)) ⊂ Br2(k), ∀i ∈ I, (12c)

where Bri(k) := {z ∈ R
n | ‖z‖2 < ri(k)}, i = 1, 2, for some r1(k), r2(k) ∈ R>0,

r1(k) < r2(k) for all k ∈ Z+.

Lemma 1. Let x(k) ∈ X, k ∈ Z+, be fixed and let {Pi(x(k))}i∈I satisfy (12).
Then
(i) P (k)x(k) ≥ 0 for all P (k) ∈ Π(x(k));
(ii) ∃α1 ∈ K∞ such that ‖P (k)z‖∞ ≥ α1(‖z‖∞), ∀z ∈ R

n, ∀P (k) ∈ Π(x(k));
(iii) ∃α2 ∈ K∞ such that ‖P (k)z‖∞ ≤ α2(‖z‖∞), ∀z ∈ R

n, ∀P (k) ∈ Π(x(k)).

Proof. (i) Follows directly from (12a) and the definitions ofP(x(k)) and Π(x(k)).
(ii) Let

c(k) := max
i∈I

min
z �=0

min
y∈Pi(x(k))

|〈y, z〉|
‖y‖2‖z‖2

. (13)

Note that c(k) is well defined, as from (12c) we have that for each i ∈ I, y ∈
Pi(x(k)) ⇒ y �≡ 0. For any z ∈ R

n\{0}, maxi∈I miny∈Pi(x(k))
|〈y,z〉|

‖y‖2‖z‖2
> 0, since

from (12b) it follows that there always exists a j ∈ I such that y ∈ Pj(x(k)) ⇒
〈y, z〉 �= 0. Hence, c(k) �= 0 and thus, c(k) > 0. Now, let P (k) ∈ Π(x(k)) and
for notational convenience let pi(k) := [P (k)]�i•. Then we can write the following
sequence of equalities

‖P (k)z‖∞ = ‖(〈p1(k), z〉, . . . , 〈pp(k), z〉)�‖∞ = max
i∈I

|〈pi(k), z〉|. (14)

Furthermore, for any fixed pi(k) and any z �= 0 we have

max
i∈I

|〈pi(k), z〉|
‖pi(k)‖2‖z‖2

≥ max
i∈I

min
z̃ �=0

min
ỹ∈Pi(x(k))

|〈ỹ, z̃〉|
‖ỹ‖2‖z̃‖2

= c(k). (15)

Therefore, using (12c) and ‖z‖∞ ≤ ‖z‖2, yields:

max
i∈I

|〈pi(k), z〉| ≥ c(k)‖pi(k)‖2‖z‖2 ≥ c(k)r1(k)‖z‖∞,

which together with (14) implies ‖P (k)z‖∞ ≥ c(k)r1(k)‖z‖∞. Since P (k) is an
arbitrary matrix in Π(x(k)), we conclude that the desired inequality holds with
α1(‖z‖∞) := infk∈Z+ c(k)r1(k)‖z‖∞.
(iii) For any P (k) ∈ Π(x(k)) we have that

‖P (k)z‖∞ ≤ ‖P (k)‖∞‖z‖∞ = max
i∈I

‖pi(k)‖1‖z‖∞. (16)

Using the fact that ‖pi(k)‖1 ≤ n‖pi(k)‖2 and the property (12c), inequality (16)
further implies that ‖P (k)z‖∞ ≤ n r2(k) ‖z‖∞. Since P (k) is an arbitrary matrix
in Π(x(k)), we conclude that the desired inequality holds with α2(‖z‖∞) :=
n supk∈Z+

r2(k)‖z‖∞. �
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Notice that the upper and lower bounds established in the proof of Lemma 1
can be derived explicitly as follows. Some tuning parameters R1, R2 ∈ R>0 can
always be a priori chosen such that R1 ≤ r1(k) < r2(k) ≤ R2 for all k ∈ Z+.
This will be illustrated in Section 4.3, where it is also shown how to derive a
number C ∈ R>0 such that c(k) ≥ C for all k ∈ Z+. Furthermore, therein we
present an approach to the derivation of the collection of sets {Pi(x(k))}i∈I such
that (12) holds. Another clarifying point is that the result of Lemma 1-(i) will
be instrumental in the convexification of inequality (7b).

4.2 Convexification of Problem 1

Next, let D(x(k)) and d(x(k)) be a matrix and a vector of appropriate dimen-
sions such that at each time k the inequalities (7a) are equivalently written as
D(x(k))u(k) ≤ d(x(k)). Note that with the hypothesis that X and U are poly-
hedra, this can always be done for PWC nonlinear systems affine in control.

Problem 2. Let C, R1, R2 ∈ R>0 with R1 < R2 be given such that C ≤ c(k)
and R1 ≤ r1(k) < r2(k) ≤ R2 for all k ∈ Z+. At time k ∈ Z+ let x(k) be the
measured state. Determine the partition {Pi(x(k))}i∈I , I = {1, . . . , p}, p ≥ n,
such that (12) holds for some r1(k), r2(k) ∈ R>0, r1(k) < r2(k). Then, compute
P (k) ∈ R

p×n, τ(k) ∈ R
m and ξ(k) ∈ R such that

D(x(k))τ(k) ≤ ξ(k)d(x(k)), (17a)
‖ξ(k)f(x(k)) + g(x(k))τ(k)‖∞ − ρ[P (k)x(k)]i• ≤ 0, ∀i ∈ I, (17b)
‖P (k)‖∞ ≤ ξ(k), (17c)
[P (k)]i• ∈ Pi(x(k)), ∀i ∈ I, (17d)
‖P (k)x(k)‖∞ ≤ ‖P (k − 1)x(k)‖∞, if k ∈ Z≥1. (17e)

��
Lemma 2. Let P (k), τ(k) and ξ(k) denote a feasible solution of Problem 2 for
state x(k) at time k ∈ Z+ and let [u(k)]i := [τ(k)]i

ξ(k) for i = 1, . . . , m. Then
V (k, x) := ‖P (k)x‖∞ and u(k) are a feasible solution of Problem 1 for state
x(k) at time k ∈ Z+.

Proof. Since (17d) implies that P (k) �≡ 0, we obtain ‖P (k)‖∞ �= 0 and thus,
from (17c) it follows that ξ(k) > 0. This implies that u(k) is indeed well-defined,
and that we can pull out ξ(k) from the norm in (17b). By Lemma 1-(i), we have
that (17d) ⇒ P (k)x(k) ≥ 0. Furthermore, from with (17c) and (17b) we obtain:

0 ≥ ξ(k)‖f(x(k)) + g(x(k))
τ(k)
ξ(k)

‖∞ − ρ‖P (k)x(k)‖∞
≥ ‖P (k)‖∞‖f(x(k)) + g(x(k))u(k)‖∞ − ρ‖P (k)x(k)‖∞
≥ ‖P (k)(f(x(k)) + g(x(k))u(k))‖∞ − ρ‖P (k)x(k)‖∞, (18)

i.e. (7b) holds. Furthermore, from (17a) we have that

D(x(k))
τ(k)
ξ(k)

= D(x(k))u(k) ≤ d(x(k)),
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and therefore (7a) is satisfied. Using Lemma 1, the inequality (17d) and R1 ≤
r1(k) < r2(k) ≤ R2 for all k ∈ Z+ we obtain (6) with α1(‖x‖∞) := CR1‖x‖∞
and α2(‖x‖∞) := nR2‖x‖∞. The proof is concluded by observing that (17e) is
just (7c). �

Remark 4. Suppose that each Pi(x(k)) in Problem 2 is a convex set. Then Prob-
lem 2 amounts to finding a feasible solution to a set of convex inequalities, and
it implicitly solves a non-convex optimization problem, i.e. Problem 1. �

4.3 Construction of a Collection of Polyehedral Sets {Pi(x(k))}i∈I

In parallel with the general description of the procedure we will refer to the
following example for illustrative purposes. Suppose that x ∈ R

2. For a fixed
x(k), k ∈ Z+, Figure 2 illustrates a possible choice of the collection of sets
{Pi(x(k))}i∈I , where each set is a polyhedron. It is easy to verify that these sets
satisfy the conditions (12). For example, by restricting the 3 non-zero vectors
into the cones indicated by the angles ϕ in Figure 2, it necessarily holds that at
least two of these vectors are linearly independent. Hence, the full column rank
condition (12b) is ensured.

Next we illustrate how to explicitly calculate the value of c(k). Recall that
c(k) := maxi∈I minz �=0 miny∈Pi(x(k))

|〈y,z〉|
‖y‖2‖z‖2

and for any x, y ∈ R
n the value

|〈x,y〉|
‖x‖2‖y‖2

defines the angle β between the two vectors [20]. More precisely β =

cos−1( |〈x,y〉|
‖x‖2‖y‖2

), 0 ≤ β ≤ π
2 . As such, the value c(k) is in fact the maximum of the

smallest possible cos(βi), where βi denotes the angle between z and y ∈ Pi. For
the example of partition in Figure 2, we have that c(k) = cos(ϕ) = cos(π

3 ) = 0.5
for all k ∈ Z+ and thus, C can be taken equal to 0.5.

Next, we briefly describe an algorithm for constructing the sets {Pi(x(k))}i∈I
as polyhedra, which consists of an off-line part and a very simple on-line adjust-
ment procedure.

Off-line part: Construct an initial collection of polyhedral sets {P0
i }i∈I for an

arbitrary fixed x(k) = x0 (for example, in Figure 2 we have chosen x0 := (1, 0)�)
such that (12) holds. Note that this is always possible. In particular observe that
the condition (12b) is satisfied if and only if p ≥ n and there does not exist a
hyperplane in R

n which contains the origin and intersects all the sets {P0
i }i∈I .

Since each P0
i is a polyhedron, there exist matrices H0

i and vectors h0
i such that

y ∈ P0
i ⇔ H0

i y ≤ h0
i for all i ∈ I (for the example of Figure 2, I = {1, 2, 3}).

On-line part: Let x(k) be measured and let α(x(k)) be the angle between x(k)
and x0, see Figure 2 for a graphical illustration. Then construct {Pi(x(k))}i∈I as
follows: Hi(x(k)) := H0

i M(α(x(k))) and hi(x(k)) = h0
i , where y ∈ Pi(x(k)) ⇔

Hi(x(k))y ≤ hi(x(k)) for all i ∈ I and the matrix M(α) is a suitably defined
rotational matrix [20], which can be chosen off-line. For the example of Figure 2,
M =

(
cos(α) sin(α)
− sin(α) cos(α)

)
.

Remark 5. The on-line part mentioned above can be completely removed by
replacing the terms ρ[P (k)x(k)]i•, i ∈ I, in (17b) with the corresponding lower
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Fig. 2. Example of sets {Pi(x(k))}i∈I in the two dimensional case

bound. Also, observe that the derivation of c(k) depends only on the off-line
partition {P0

i }i∈I and therefore, c(k) = C can be fully determined off-line. �

Note that now Problem 2 can be formulated as a single linear program as follows.
Constraint (17a) is linear as X and U are polyhedra and the system is affine in
the control input. Constraint (17d) is now a set of linear constraints as each
set Pi(x(k)) is a polyhedron for the measured state x(k). Furthermore, note
that that for any matrix Z ∈ R

r×l the condition ‖Z‖∞ ≤ c for some c ∈ R>0 is
equivalent to ±[Z]i1± [Z]i2 . . .± [Z]il ≤ c, i = 1, . . . , r. Thus, as x(k) is known at
each k ∈ Z+, (17b), (17c) and (17e) can be specified through a finite number of
linear inequalities in ξ(k), τ(k) and in the elements of P (k) without introducing
any conservatism. Therefore, by Lemma 2, a solution to Problem 1 can be found
by solving a single linear program at each sampling instant k ∈ Z+.

Remark 6. The hybrid nature of the system dynamics is inherently embedded
in inequality (17b), which is equivalent to

‖ξ(k)fj(x(k)) + gj(x(k))τ(k)‖∞ − ρ[P (k)x(k)]i• ≤ 0, ∀i ∈ I, if x(k) ∈ Ωj .

However, as x(k) is known at every time instant k ∈ Z+, it implies that the index
j ∈ S is also known. That is why it is possible to solve Problem 2 by a single
linear program (LP). Moreover, even in the case of mode uncertainty (possibly
due to measurement noise), one can impose the above inequality in a robust way,
i.e. for all dynamics indexed by j ∈ S(x(k)) ⊆ S, where S(x(k)) collects all the
indexes corresponding to the regions Ωj that need to be accounted for in the
case of mode uncertainty. Then, Problem 2 still can be formulated as a single
linear program, while the method presented in Section 3.1 can be employed to
decrease conservativeness considerably. �
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Fig. 3. Closed-loop simulation results: State-trajectory and P (k) history

Fig. 4. Sublevel sets {x | V (k, x) ≤ 4} for k ∈ Z[0,30]

5 Illustrative Example

Consider system (1) with all the numerical details presented in Section 1.1. As
stated therein, the synthesis problem for a PWQ Lyapunov function and a PWL
state-feedback control law is not feasible unless the S-procedure [10] is applied.
This makes the synthesis of a stabilizing control law a challenging problem.
We have followed the procedure described in the previous section to formulate
Problem 2 as a single LP. We have fixed the dimensions of P (k) to R

3×2. The
initial partition {P0

i }i∈I has been chosen as illustrated in Figure 2, which yields
c(k) = C = 0.5 for all k ∈ Z+. Furthermore, we have chosen the constants
R1 = 1 and R2 = 2. The rotational matrix M for finding the matrices Hi(x(k)),
i = 1, 2, 3, on-line is also taken as specified in Section 4.3. Finally, the tuning
parameter ρ is taken equal to 0.9. The resulting LP has 8 optimization variables
(the 6 elements of P (k), ξ(k) and τ(k)) and 44 constraints. The time spent to
calculate the matrices Hi(x(k)), which update certain constraints in the LP, is
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negligible compared to the time required to solve the LP. The overall worst-case
time required by the algorithm was less than 5 milliseconds.

Figure 3 shows the closed-loop simulation results for initial state x(0) =
[3 − 1]�. The proposed method successfully stabilizes the PWL system, while
satisfying state and input constraints (X := {x ∈ R

2 | ‖x‖∞ ≤ 5} and U :=
{u ∈ R | |u| ≤ 2}). Figure 4 presents a plot of the sublevel sets {x | V (k, x) =
‖P (k)x‖∞ ≤ 4} for k ∈ Z[0,30]. It is worth to point out that the closed-loop
trajectory keeps on switching between two modes even very close to the origin,
which in turn yields a different matrix P (k) at two successive sampling instants.
This can be observed in Figure 3, in the plot showing the history of all the 6
elements of P (k), which still switch between two different values even when the
state is very close to the origin. This demonstrates that the theoretical set-up
proposed in this paper can effectively deal with non-trivial stabilization problems
encountered in hybrid systems.

6 Conclusions

In this article we have proposed a new methodology that reduces significantly
the conservatism of CLF design for discrete-time systems. Rather than searching
for global CLFs off-line, we focused on synthesizing time-variant CLFs by solving
on-line an optimization problem. As such, trajectory-dependent CLFs that are
allowed to be locally non-monotone were derived. This approach offers a less
conservative relaxation when compared to the classical S-procedure approach.
Regarding efficiency, we indicated that for PWC nonlinear systems affine in
control and CLFs based on infinity norms, the on-line optimization problem can
be formulated as a single linear program.

Acknowledgements. Research supported by the Veni grant “Flexible Lyapunov
Functions for Real-time Control”, grant number 10230, awarded by STW (Dutch
Science Foundation) and NWO (The Netherlands Organization for Scientific
Research).
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