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Abstract. The paper presents a novel method which allows to communicate with
computers by means of hand postures. It is assumed that an input to the method
is a binary image of a hand presenting a gesture. A curvature of a hand bound-
ary is analysed in the proposed method. Boundary points which correspond to the
boundary parts with specified curvature are used to create a feature vector de-
scribing a hand shape. Feature vectors corresponding to shapes which are to be
recognised by a system are recorded in a model set. They serve as patterns in
a recognition phase. In this phase an analysed shape is compared with all pat-
terns included in the database. A similarity measure, proposed specifically for the
method, is used here. One advantage of the method is that it allows to easily add
a shape to the recognised shapes set. Moreover, the method can be applied to any
shapes, not only hand shapes. The results of the tests carried out on the posture
database, which includes 12 664 images of 8 hand shapes, are also presented in
the paper.

Keywords: human-computer communication, shape recognition, similarity mea-
sure, binary images.

1 Introduction

In recent years, more natural ways of communicating with a computer than a key-
board and a mouse have become more and more important. Multitouch screens can
serve this purpose, but they are not in a very wide use yet because of their cost [3].
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Speech is the most natural way of communicating with others. A speech recog-
nition technology is built in the Windows Vista operating system [9]. Such systems
have some limitations concerning other voices and sounds appearing in the envi-
ronment. Another means of communicating with machines are hand gestures. A
technology allowing to control mobile phones or computers in this way has recently
been patented by Sumsung [2]. Practical application of hand gestures recognition
methods can be found on the Internet, to navigate a website, specifically prepared
for this purpose [11].

There are a few approaches to resolving the problem of hand posture recognition.
Wilkowski [14] uses a Linear Discriminant Analysis and a statistical maximum like-
lihood classifier to recognise 9 hand postures with 92.3% accuracy. Features used to
build a feature vector in this method do not allow rotations and scale changes of the
hand, and they cannot be applied to bigger sets of postures. Moreover, a different
classifier must be learnt for each set of the postures under consideration.

Another approach uses morphological ‘hit-or-miss’ operation to analyse a hand
shape and a neural network or a decision tree as a classifier [4, 8]. This approach
was applied to recognise 8 hand postures which can be used in human-computer
interaction [4] with a recognition ratio of 96.7% for the decision tree and 96.4% for
the neural network. In [8], 20 hand shapes occurring in Polish finger alphabet (PFA)
were recognised with about 87% accuracy by means of this method. The drawback
of the method is that a neural network and a decision tree are also closely related to
the set of the recognised postures.

Triesh and Malsburg use the elastic graph matching (EGM) technique to recog-
nise 12 hand shapes [13] with a recognition ratio of 92.9% and 85.8% for the
postures performed against simple and complex background, respectively. An ad-
vantage of the method is that the background of the hand can be complex. However,
the method’s computational time is too long for a real-time recognition.

This approach was applied to recognise hand shapes occurring in PFA [6]. Be-
sides Gabor filters, edge information and depth information were also used for the
graph nodes description. A recognition ratio of 80.9% was achieved in the experi-
ment presented in the paper [6].

The paper proposes a novel method for recognising hand shape. The method
allows to communicate with computers by means of hand postures. A set of recog-
nised hand shapes can be defined by a user of the method. The method is also suit-
able for any shapes, not only hand shapes.

It is assumed that a binary image of a hand presenting a gesture is the input to the
method in question. The binary image can be obtained, for example, by background
subtraction [10] or using a skin colour model [7]. A curvature of a hand boundary
is then analysed to build a feature vector. Feature vectors corresponding to shapes,
which are to be recognised by the system, are recorded in a model set. They serve
as the patterns in a recognition phase. In this phase, the analysed shape is compared
with all patterns included in the model set. A similarity measure, proposed specifi-
cally for the method, is used here. A detailed description of the method is given in
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Sect. 2. The tests carried out on the same gesture database as in [4] and their results
are presented in Sect. 3. A discussion of the method is given in Sect. 4.

2 Method Description

The proposed method of a hand shape recognition consists of three stages. In the first
stage, a set of a high curvature points is determined. On the basis of this set a feature
vector is created in the next stage. Feature vectors obtained for sample images of the
considered hand shapes are stored in a model set, which is used during a recognition
stage.

2.1 High Curvature Points Detection

A binary image of a hand posture is the input to the method. At the beginning, a
boundary points sequence is obtained with extended boundary tracing method [12].
The method is fast because it is based on a look-up table. The sequence of points
serves as an input to the high curvature points detection algorithm [1]. It is a two-pass
algorithm. In the first phase, candidate points are extracted. The points are depicted
by the apex of the isosceles triangle of specified size and opening angle inscribed in a
boundary. Such an approach allows to easily determine if the point lays on a concave
or convex part of the boundary. A second pass is a post-processing step aiming at
removing superfluous candidates. The remaining points are the desired high curvature
points. There are 3 parameters of the algorithm: Lmin, Lmax – minimal and maximal
length of the triangle’s both sides, respectively, and α – maximal acceptable opening
angle between the sides of the triangle. An example binary image with candidate
points obtained after the first pass of the algorithm is shown in Fig. 1a.

High curvature points can be seen in Fig. 1b. Circles correspond to the convex
parts of the boundary, squares to the concave parts.

(a) (b)

Fig. 1 (a) An example image with candidate points. (b) High curvature points and feature
vector construction
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2.2 Structure of a Feature Vector

A binary image of a gesture and a set of high curvature points obtained for this image
are used to build a feature vector. First, a centroid and a slope of the major axis of
an object representing a given hand shape are calculated. Taking into account these
two values allows to make the method insensitive to rotation and location of the
object. The feature vector F consists of triples fi = (d,φ ,c), where i = 1,2, . . . ,n are
indices of successive high curvature points, d is a normalised distance of the given
point from the centroid, φ is the value of an angle created by the major axis and a
ray coming out from the centroid and going through the point, and c is a convexity
of the point. Elements d and φ can be treated as a vector v in a coordinate system
originating at the centroid of the object and X axis determined by the major axis
of the object. The normalisation of distance values consists in dividing the original
value by the greatest of the distances obtained for the image’s high curvature points.
A feature vector construction is illustrated in the image Fig. 1b.

The feature vectors obtained for sample images of hand shapes, which are to be
recognised with their labels are stored in the model database M . This database is
used in the recognition stage.

2.3 Recognition

At a recognition stage a similarity measure described below is used to calculate a
similarity value of two feature vectors. Because the number of high curvature points
can be different for different images, a special measure was proposed for the method.

2.3.1 Similarity Measure

The similarity S(F1,F2) of two feature vectors F1 and F2 is an arithmetic average of
similarities S(F1 → F2) and S(F2 → F1) of the model image to the examined image
and the examined image to the model image, respectively:

S =
S(F1 → F2)+ S(F2 → F1)

2
. (1)

Similarity S(F1 → F2) is an average distance of all high curvature points included
in F1 to the nearest high curvature point included in F2 with the same convexity and
the angle value close to the angle corresponding to the given point from F1:

S(F1 → F2) = ∑n
i=1 DISTmin( fi,F2)

n
, (2)

where

DISTmin( fi,F) =
{ |v( fi)−v( fjmin(F))| if |φ( fjmin(F))−φ( fi)| ≤ θ

d( fi) otherwise
(3)
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and
jmin = argmin

j=1,...,nF

(|v( fi)−v( f j(F))| : c( fi) = c( f j(F))) (4)

θ determines a range in which the angles of the vectors v( fi) and v( f j(F)) are
recognised as compatible. d( fi), φ( fi) and c( fi) are the distance, the angle and the
convexity of the point related to the triple fi, respectively. v( fi) is a vector deter-
mined by the values d and φ of the triple f j, f j(F) is jth triple of the feature vector
F , and nF is a number of triples in F .

The proposed similarity measure gives the smallest values for more similar
shapes.

2.3.2 Recognition stage

During the recognition stage, we calculate similarity values of the feature vector,
obtained for the examined image, to each of the feature vectors stored in the model
set M . If the smallest of such obtained values is below specified threshold T , it is
assumed that the result of the recognition is the shape related to the feature vector
for which this value was achieved. Otherwise, the image remains unclassified.

3 Experiments

Experiments were performed on the image database compound of 14 360 binary
images of 8 hand shapes presented in Fig. 2.

The resolution of the images was 256× 256 pixels. This image database was
earlier used in experiments concerning a hand shape recognition, described in [4]. A
method using morphological ‘hit-or-miss’ operation was used to generate a feature

Fig. 2 Hand shapes used in the experiments: a wrist, b palm, c–g 1–5 fingers, h thumb
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Table 1 The number of images of particular hand shapes in the test set

1 finger 2 fingers 3 fingers 4 fingers 5 fingers wrist palm thumb

1751 1354 1561 1635 1410 1551 1290 2112

vector [8]. To classify a hand shape, an MLP neural network and a decision tree
were used.

The image database contains two groups of images: a group of 1696 training
images (212 for each of the 8 postures) and a group of 12 664 test images. The
number of the test images of individual hand shapes is collected in Table 1.

The set of the model feature vectors was created on the basis of the training
images. First, one image for each hand shape was chosen to create an 8-element
model set. Next, the feature vectors obtained for each of the remaining training
images were classified using the proposed method. The feature vectors for which
the classification was faulty were added to the model set. As a result, the set of
the model feature vectors contained 10, 7, 9, 11 and 5 elements for the 1–5 fingers
respectively, 10 elements for wrist, 5 for palm, and 12 for thumb. All the images
were earlier filtered by a morphological CO operation of size 7×7. The parameters
of the method were set as follows: Lmin = 15, Lmax = 40, α = 3

4 π , θ = π/9 (see
Sect. 2). Lmin and Lmax depended on the size of the objects representing the hand. α
and θ had default values. The threshold T for the similarity value was set to 0.15.

The experiments were carried out on test images. Parameters values, the same
as the ones used during creating a set of the model feature vectors, were used
here. To make a comparison with the results presented in [4] possible, the thresh-
old T was neglected. By considering this parameter, we obtain unrecognised ges-
tures, which was not the case during the experiments to which the comparison is
to be made. We expect that using this threshold will allow to depict moments of
transition between the known postures during a continuous recognition in a video
sequence.

Table 2 Results of the recognition obtained for the test images from the database

Correct [%] 1 finger 2 fingers 3 fingers 4 fingers 5 fingers wrist palm thumb sum

Our method 99.3 97.9 94.8 97.9 99.9 99.7 98.2 97.4 98.1
MLP 97.2 92.2 92.1 95.8 96.9 99.9 98.4 98.4 96.4
Decision tree 94.4 95.0 96.2 97.6 98.8 98.3 97.8 96.1 96.7

The results of our experiment are presented in Table 2. The rows present names of
the methods and the percent of correctly classified images. MLP and Decision tree
values are taken from [4]. The values obtained for all the test images are given in the
last column. For almost all the postures the best results are obtained by means of the
proposed method. Only for the postures 3 and 5 fingers better results were achieved
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Fig. 3 A test image of 3
fingers posture classified as
4 fingers

for ‘hit-or-miss’ features and the decision tree classifier. Also postures wrist and
palm were only slightly better recognised by the MLP classifier.

The most often misclassified shape was 3 fingers. It was confused mainly with 2
and 4 fingers, which are the postures most resembling 3 fingers posture. This posture
was also confused with palm. It occurred when the outstretched fingers are close to
each other. An example image of 3 fingers posture classified as palm posture is
depicted in the Fig. 3.

4 Conclusions

The presented method allows for the recognition of hand shapes and can be used in
a human–computer interaction. In the experiments performed on 8 hand postures,
high recognition rates were achieved. However, the method can be applied to other
sets of postures. Another advantage of the method is that it allows to easily add a
posture to the model feature vectors set. Learning a classifier is not necessary here.
Only a feature vector corresponding to the new gesture has to be added to that set.
It can be done online while using a hand gesture recognition system. It was possible
neither in case of the ‘hit-or-miss’ method [4, 8] nor with the method proposed by
Wilkowski [14].

The method is suitable for a real–time recognition. In the experiments (Sect. 3 an
average time of the classification of a single frame equalled 27 ms.

We are going to use this method to recognise hand shapes occurring in the Polish
finger alphabet. Previous works [8] showed difficulty in recognising some postures
from this set. We hope that the proposed method will provide better results, but more
research is needed.

The drawback of the method is that it is based on binary images. They must be
obtained on the basis of color camera images. Different methods can be used to do
that, i.e. background subtraction [10] or a method using a skin colour model [7]. A
quality of these images are crucial for the method. All irregularities of the boundary
can lead to misclassification. A CO filter was applied to smooth the boundary in
the above experiments, but more sophisticated methods can give better results, for
example Latecki’s Polygon Evolution by Vertex Deletion method [5].

Acknowledgements. The work is financed from Polish funds for science in years 2009–2011
under the research project No. NN516369736.
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