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Abstract. In the area of ubiquitous computing, users will continuously interact with
computing devices by suggesting strategies, hypothesis, by communicating some
new facts from domain knowledge, explaining untypical cases in dialogs with de-
vices (agents), etc. Hence, compound vague concepts used by humans should be
understandable, at least in an approximate sense, by these devices. We discuss some
basic issues of interactive computations in the framework of rough-granular com-
puting for approximation of complex concepts. Among these issues are hierarchi-
cal modeling of granule structures and interactions between granules of different
complexity. Interactions between granules on which computations are performed
are among the fundamental concepts of Wisdom Technology (Wistech). Wistech is
encompassing such areas as interactive computations, multiagent systems, cogni-
tive computation, natural computing, complex adaptive and autonomous systems,
or knowledge representation and reasoning about knowledge. We outline current
results on approximation of compound vague concepts which are based on rough-
granular computing. In particular, hierarchical methods are used for approximation
of domain ontologies of vague concepts. The developed methodology has been
tested on real-life problems related to such areas as unmanned area vehicle con-
trol, robotics, predicting of risk patterns from temporal medical and financial data,
sun spot classification, bioinformatics.
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1 Introduction

The radical changes in Knowledge Technology depend on the further advancement
of technology to acquire, represent, store, process, discover, communicate and learn
wisdom. We call this technology wisdom technology (or Wistech, for short). The
term wisdom commonly means rightly judging. This common notion can be re-
fined. By wisdom, we understand an adaptive ability to make judgments correctly to
a satisfactory degree (in particular, correct decisions) having in mind real-life con-
straints. The intuitive nature of wisdom understood in this way can be expressed by
the so called wisdom equation [18], metaphorically shown as follows.

wisdom = knowledge+ adaptive judgment+ interactions. (1)

It is worthwhile mentioning that the wisdom concept was intensively discussed by
many famous philosophers starting form ancient times. For example, in [58] one can
find the following sentences:

Aristotle’s man of practical wisdom, the phronimos, does not ignore rules and
models, or dispense justice without criteria. He is observant of principles and, at
the same time, open to their modification. He begins with nomoi – established law –
and employs practical wisdom to determine how it should be applied in particular
situations and when departures are warranted. Rules provide the guideposts for
inquiry and critical reflection.

Wisdom can be treated as a special type of knowledge processing. In order to
explain the specificity of this type of knowledge processing, let us assume that a
control system of a given agent Ag consists of a society of agent control com-
ponents interacting with the other agent Ag components and with the agent Ag
environments. Moreover, there are special agent components, called as the agent
coordination control components which are responsible for the coordination of con-
trol components. Any agent coordination control component mainly searches for
answers for the following question: What to do next? or, more precisely: Which of
the agent’s Ag control components should be activated now? Of course, any agent
control component has to process some kind of knowledge representation. In the
context of agent perception, the agent Ag itself (by using, e.g., interactions, mem-
ory, and coordination among control components) is processing a very special type
of knowledge reflecting the agent perception of the hierarchy of needs (objectives,
plans, etc.) and the current agent or the environment constraints. This kind of knowl-
edge processing mainly deals with complex vague concepts (such as risk or safety)
from the point of view of the selfish agent needs. Usually, this kind of knowledge
processing is not necessarily logical reasoning in terms of proving statements (i.e.,
labeling statements by truth values such as TRUE or FALSE). This knowledge pro-
cessing is rather analogous to the judgment process in a court aiming at recognition
of evidence which could be used as an argument for or against. Arguments for or
against are used in order to make the final decision which one of the solutions is the
best for the agent in the current situation (i.e., arguments are labeling statements by
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judgment values expressing the action priorities). The evaluation of currents needs
by agent Ag is realized from the point of view of hierarchy of agent Ag life val-
ues/needs). Wisdom type of knowledge processing by the agent Ag is characterized
by the ability to improve quality of the judgment process based on the agent Ag ex-
periences. In order to emphasize the importance of this ability, we use the concept of
adaptive judgment in the wisdom equation instead of just judgment. An agent who
is able to perform adaptive judgment in the above sense, we simply call as a judge.

The adaptivity aspects are also crucial from the point of view of interactions
[17, 27, 33, 54]. The need for adaptation follows, e.g., from the fact that complex
vague concepts on the basis of which the judgment is performed by the agent Ag are
approximated by classification algorithms (classifiers) which are very often drifting
in time following changes in data and represented knowledge.

An important aspect of Wistech is that the complexity and uncertainty of real-life
constraints mean that in practice we must reconcile ourselves to the fact that our
judgments are based on non-crisp concepts (i.e., concepts with borderline cases)
and also do not take into account all the knowledge accumulated and available to
us. This is why our judgments are usually imperfect. But as a consolation, we also
learn to improve the quality of our judgments via observation and analysis of our
experience during interaction with the environment. Satisfactory decision-making
levels can be achieved as a result of improved judgments.

Thus wisdom is directly responsible for the focusing of an agents attention (see
Aristotle tetrahedron in Fig. 1) on problems and techniques of their solution which
are important in terms of the agent judgment mechanism. This mechanism is based
on the Maslow hierarchy of needs (see Fig. 2) and agent perception of ongoing in-
teractions with other agents and environments. In particular, the agent’s wisdom can
be treated, as the control at the highest level of hierarchy of the agent’s actions and
reactions and is based on concept processing in the metaphoric Aristotle tetrahe-
dron (Fig. 1). One can use the following conceptual simplification of agent wisdom.
Agent wisdom is an efficient and an on-line agent judgment mechanism making it

Fig. 1 Relationships be-
tween imagination, judg-
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� Aesthetic needs (the need for harmony and beauty) 
� Cognitive needs (the need for knowledge, understanding, novelty)  

.            
� Transcendental (the highest level, confirming the existence of 

higher being) - spiritual needs). 
� Self-realization (the need to have objectives, the need to satisfy 

one's own potential) - the needs of self-realization - are expressed in 
the striving of man to develop his possibilities; they constitute a 
means to satisfying physiological needs or reactions compensating 
for the failure to satisfy other needs.  

� Respect (the need to believe in oneself, a feeling of one's own value, 
competencies, authority) - the need of recognition (respect) and 
prestige in one's own eyes and the eyes of other people; desiring 
power, achievement and freedom; a need for respect and recognition 
from other people, good social standing, fame, dominance, attention.  

� Allegiance (the need for ties, affiliations, love and to be loved) occur 
in attempts to overcome loneliness, elimination and alienation, a 
tendency to make close intimate relations, participation in the life of 
a group, in efforts to create gangs.  

� Security needs (defined by dependence, care and support, 
protection, need of comfort, peace, freedom from fear) stimulate for 
action, secure intactness; they reveal when the existing habits are 
becoming less useful.  

� Physiological needs  (lowest level needs such as food, water,  
oxygen, sexual needs, lack of tension) if not satisfied they dominate 
over all other needs, taking them on the back seat; decide on human 
behavioral processes  
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Fig. 2 The Maslov Hierarchy of human needs (about 1934) as an example of judge hierarchy
of habit controls

possible for agent to answer the following questions: (i) How to currently construct
the most important priority list of problems to be solved? (ii) How to solve the top
priority problems under real life constraints? (iii) What to do next?

One of the main barriers hindering an acceleration in the development of Wistech
applications lies in developing satisfactory computational models implementing the
functioning of adaptive judgment. This difficulty primarily consists in overcoming
the complexity of integrating the local assimilation and processing of changing non-
crisp and incompletely specified concepts necessary to make correct judgments. In
other words, we are only able to model tested phenomena using local (subjective)
models and interactions between them. In practical applications, usually, we are not
able to give perfect global models of analyzed phenomena. However, we can only
approximate global models by integrating the various incomplete perspectives of
problem perception.

Wisdom techniques include approximate reasoning by agents or teams of agents
about vague concepts concerning real-life dynamically changing, usually distributed,
systems in which these agents are operating. Such systems consist of other au-
tonomous agents operating in highly unpredictable environments and interacting
with each other.
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Wistech is based on techniques of reasoning about knowledge, information and
data which helps apply the current knowledge in problem solving in real-life highly
unpredictable environments and autonomous multiagent systems. This includes
such methods as identification of the current situation on the basis of interactions or
dialogs, extraction of relevant fragments of knowledge from knowledge networks,
judgment for prediction for relevant actions or plans in the current situation, or judg-
ment of the current plan reconfiguration.

In [18, 19, 20, 21] Wisdom Technology (Wistech) is discussed as one of the main
paradigms for development of new applications in intelligent systems.

Gottfried Wilhelm Leibniz should be considered a precursor of modern Granu-
lar Computing (GC) understood as a calculus of human thoughts [23, 24, 20, 21].
Through centuries mathematicians have been developing tools to deal with such a
calculus. Unfortunately, the tools developed in crisp mathematics, in particular, in
classical mathematical logic do not yet allow for the understanding natural language
used by humans to express thoughts and reasoning about theses thoughts, an under-
standing which will allow us to construct truly intelligent systems.

One of the reasons is that humans, capable of efficiently solving many real-life
problems, are able to express their thoughts by means of vague, uncertain, imprecise
concepts and reason with such concepts. Lotfi Zadeh proposed to base the calculus
of thoughts using fuzzy logic to move from computing with numbers to comput-
ing with words, from manipulations of measurements to manipulations of percep-
tions, and further to Granular Computing. This idea has been developed by Lotfi
Zadeh himself in a number of papers (see, e.g., [63, 64, 65, 62, 67]) and by other
researchers, also using rough set methods (see, e.g., [35, 42]).

Solving complex problems, e.g., by multi-agent systems requires new approx-
imate reasoning methods based on new computing paradigms. One such recently
emerging computing paradigm is Rough Granular Computing RGC (see, e.g., [42]).

The research on the foundations on RGC is based on the rough set approach. The
rough set concept, due to Pawlak [38, 39, 41] is based on classical two valued logic.
The rough set approach has been developed to deal with uncertainty and vagueness.
The approach makes it possible to reason about the approximations of vague con-
cepts. These approximations are temporary, subjective, and change adaptively with
changes in environments [11, 47, 49].

In this paper, we discuss some basic issues on RGC emphasizing the role of
hierarchical modeling of granular structures (Sections 2-6) and, in particular, some
issues on interactive granular computations (Sect. 6).

2 Granular Computing and Rough-Granular Computing
in Hierarchical Learning

The hierarchical learning approach takes advantage of additional domain knowledge
provided by human experts. In order to best employ this knowledge, it relies on
the observation that human thinking and perception in general, and their reasoning
while performing classification tasks in particular, can:
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• inherently comprise different levels of abstraction,
• display a natural ability to switch focus from one level to another,
• operate on several levels simultaneously.

Such processes are natural subjects for the GC paradigm, which encompasses theo-
ries, methods, techniques and tools for such fields as problem solving, information
processing, human perception evaluation, analysis of complex systems and many
others.

The concept of information granules is closely related to the imprecise nature of
human reasoning and perception. GC therefore provides excellent tools and method-
ologies for problems involving flexible operations on imprecise or approximated
concepts expressed in natural language.

One of the possible approaches in developing methods for compound concept ap-
proximations can be based on the layered (hierarchical) learning [55, 12]. Inducing
concept approximation should be developed hierarchically starting from concepts
that can be directly approximated using sensor measurements toward compound
target concepts related to perception. This general idea can be realized using addi-
tional domain knowledge represented in natural language. For example, one can use
some rules of behavior on the roads, expressed in natural language, to assess from
recordings (made, e.g., by camera and other sensors) of actual traffic situations, if a
particular situation is safe or not (see, e.g., [29, 9, 8, 14]). The hierarchical learning
has been also used for identification of risk patterns in medical data and extended
for therapy planning (see, e.g. [7, 6]). Another application of hierarchical learning
for sunspot classification is reported in [32]. To deal with such problems one should
develop methods for concept approximations together with methods aiming at ap-
proximation of reasoning schemes (over such concepts) expressed in natural lan-
guage. The foundations of such an approach, called Rough-Granular Computing,
creating a core of perception logic, are based on rough set theory [39, 41, 14] and
its extension rough mereology [44, 48, 35]. The (approximate) Boolean reasoning
methods can be scaled to the case of compound concept approximation.

RGC is an approach to the constructive definition of computations over objects,
called granules, aiming at searching for solutions of problems which are specified
using vague concepts. Computations in RGC are performed on granules represent-
ing often vague, partially specified, and compound concepts delivered by agents en-
gaged in tasks such as knowledge representation, communication with other agents,
and reasoning. Granules are obtained through the process of granulation (degranu-
lation). Granulation can be viewed as a human way of achieving data compression
and it plays a key role in implementing the divide-and-conquer strategy in human
problem-solving [64, 67]. The approach combines rough set methods with other
soft computing methods, and methods based on granular computing. RGC is used
for developing one of the possible Wistech foundations based on approximate rea-
soning using vague concepts. The RGC approach combines rough set methods with
methods based on granular computing [2, 42, 67], borrowing also from other soft
computing paradigms.

Let us observe that hierarchical modeling employs some general mechanisms em-
phasized in [19] dealing with a kind of ‘interplay’ between syntax and semantics. The
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key observation is that the syntax on one level is used to define semantical structures
(or their clusters) on the next level of hierarchy. One can interpret them in the frame-
work of the Bairwise classifications [3] as operations on such classifications or as a
kind of sums of information systems [50]. They allow us gradually to model struc-
tures of granules representing wider context of perceived objects. In this way, it is
possible to construct more compound granules interpreted, e.g., as patterns repre-
senting properties of, e.g., time windows of states, sequences of such time windows,
sets of such sequences, etc.

3 Hierarchical Modeling of Granule Structures

Modeling relevant granules such as patterns, approximation spaces, clusters or clas-
sifiers starts from relational structures corresponding to their attributes. On can dis-
tinguish two kinds of attributes. The attributes of the first kind are like sensors,
their values are obtained as the result of interaction of (the agent possessing them)
with the environment. The attribute of the second kind are defined over already
defined attributes. For any attribute (feature) a we consider a relational structure
Ra = (Va,{ri}i∈I), where Va is a set of values of the attribute a. Examples of such re-
lational structures defined over the attribute-value set Va are: (Va,=), (Va,≤), where
≤ is a linear order on Va, or (Va,≤,+, ·,0,1), where Va = R and R is the set of reals.
Certainly, Va may consists complex values, e.g., relational structures. By La we de-
note a set of formulas interpreted over Ra as subsets of Va. It means that if α ∈ La

then its semantics (an object corresponding to its meaning) ‖α‖Ra is a subset of Va.
Let us note that one can define attributes by sets of formulas. To explain this idea,
we assume that Fa ⊆ La is a set of formulas satisfying the following two conditions:
(i) for any v ∈ Va there exits α ∈ Fa true for v; and (ii) for any two different for-
mulas from Fa their conjunction is false for any v ∈Va. Hence, for any v ∈Va there
is a unique formula in Fa true on v. One can consider an example of discretization
of R by formulas α1, . . . ,αk with interpretation over Ra = (R,≤,+, ·,0,1), where
‖αi‖Ra for i = 1, . . . ,k create a partition of R into intervals.

If A = (U,A) is an information system and a ∈ A then ‖α‖Ra can be used to
define semantics of α over A by assuming ‖α‖A = {x ∈ U : a(x) ∈ ‖α‖Ra}.
Hence, any formula α can be treated as a new binary attribute of objects from U
(see Fig. 3). If A ∗ = (U∗,A∗) is an extension of A = (U,A), i.e., U ⊆ U∗, A∗ =
{a∗ : a ∈ A}, and a∗(x) = a(x) for x ∈U , then ‖α‖A ⊆ ‖α‖A ∗ .

In the next step of modeling, relational structures corresponding to attributes can
be fused. Let us consider an illustrative example. We assume Rai = (Vai ,rRai

) are re-
lational structures with binary relation rRai

for i = 1, . . . ,k. Then, by Ra1 ×·· ·×Rak

we denote their fusion defined by a relational structure over (Va1 ×·· ·×Vak)
2 con-

sisting of relation r ⊆ (Va1 ×·· ·×Vak)
2 such that for any (v1, . . . ,vk), (v′1, . . . ,v

′
k) ∈

Va1 ×·· ·×Vak we have (v1, . . . ,vk)r(v′1, . . . ,v
′
k) if and only if virRai

v′i for i = 1, . . . ,k.
One can extend this example by imposing some additional constraints.

In the process of searching for (sub-)optimal approximation spaces, different
strategies may be used. Let us consider an example of such strategy presented in
[53]. In this example, DT = (U,A,d) denotes a decision system (a given sample of
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Fig. 3 New attribute defined by a formula α from La
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Fig. 4 Granulation to tolerance classes. r is a similarity (tolerance) relation defined over
signatures of objects

data), where U is a set of objects, A is a set of attributes and d is a decision. We as-
sume that for any object x ∈ U , only partial information equal to the A-signature of
x (object signature, for short) is accessible, i.e., Inf A(x) = {(a,a(x)) : a ∈ A}. Anal-
ogously, for any concept we are only given a partial information about this concept
by means of a sample of objects, e.g., in the form of decision table. One can use
object signatures as new objects in a new relational structure R. In this relational
structure R some relations between object signatures are also modeled, e.g., defined
by the similarities of these object signatures (see Fig. 4).

Discovery of relevant relations between object signatures is an important step
in searching for relevant approximation spaces. In this way, a class of relational
structures representing perception of objects and their parts is constructed. In the
next step, we select a language L consisting of formulas expressing properties over
the defined relational structures and we search for relevant formulas in L . The se-
mantics of formulas (e.g., with one free variable) from L are subsets of object
signatures. Note, that each object signature defines a neighborhood of objects from
a given sample (e.g., decision table DT) and another set on the whole universe of
objects being an extension of U . Thus, each formula from L defines a family of sets
of objects over the sample and also another family of sets over the universe of all
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Fig. 5 Granulation of tolerance relational structures to clusters of such structures. rε ,δ is a
relation with parameters ε,δ on similarity (tolerance) classes

objects. Such families can be used to define new neighborhoods for a new approx-
imation space by, e.g., taking their unions. In the process of searching for relevant
neighborhoods, we use information encoded in the available sample. More rele-
vant neighborhoods make it possible to define more relevant approximation spaces
(from the point of view of the optimization criterion). Following this scheme, the
next level of granulation may be related to clusters of objects (relational structures)
for a current level (see Fig. 5).

In Fig. 5 τ denotes a similarity (tolerance) relation on vectors of attribute val-
ues, τ(v) = {u : v τ u}, τ(v) rε,δ τ(w) iff dist(τ(v),τ(w)) ∈ [ε − δ ,ε + δ ], and
dist(τ(v),τ(w)) = inf{dist(v′,w′) : (v′,w′) ∈ τ(v)× τ(w)} where dist is a distance
function on vectors of attribute values.

One more example is illustrated in Fig. 6, where the next level of hierarchical
modeling is created by defining an information system in which objects are time
windows and attributes are (time-related) properties of these windows.

It is worth mentioning that quite often this searching process is even more sophisti-
cated. For example, one can discover several relational structures (e.g., corresponding

t tT a1 … 

… 
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… 

… …

i rem(i,T) v1i 

… 

…

… …

α

1 j 

v1

j
vj vT 

T 

…

Fig. 6 Granulation of time points into time windows. T is the time window length, v j =
(v1 j, . . . ,vT j) for j = 1, . . . ,T , rem(i,T ) is the remainder from division of i by T , α is an
attribute defined over time windows
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Fig. 7 Expert’s knowledge elicitation

to different attributes) and formulas over such structures defining different families
of neighborhoods from the original approximation space. As a next step, such fam-
ilies of neighborhoods can be merged into neighborhoods in a new, higher degree
approximation space.

The proposed approach is making it possible to construct information systems (or
decision tables) on a given level of hierarchical modeling from information systems
from lower level(s) by using some constraints in joining objects from underlying
information systems. In this way, structural objects can be modeled and their prop-
erties can be expressed in constructed information systems by selecting relevant
attributes. These attributes are defined by means of a language that makes use of at-
tributes of systems from the lower hierarchical level as well as relations for defining
constraints [50, 48, 3]. In some sense, the objects on the next level of hierarchical
modeling are defined using the syntax from the lover level of the hierarchy. Do-
main knowledge is used to aid the discovery of relevant attributes (features) on each
level of hierarchy. This domain knowledge can be provided, e.g., by concept ontol-
ogy together with samples of objects illustrating concepts from this ontology. Such
knowledge is making it feasible to search for relevant attributes (features) on differ-
ent levels of hierarchical modeling (see Sect. 4). In Fig. 7 we symbolically illustrate
the transfer of knowledge in a particular application. It is a depiction of how the
knowledge about outliers in handwritten digit recognition is transferred from expert
to a software system. We call this process knowledge elicitation. Observe, that the
explanations given by expert(s) are expressed using a subset of natural language lim-
ited by using concepts from provided ontology only. Concepts from higher levels of
ontology are gradually approximated by the system from concepts on lower levels.
This kind of approach is typical for hierarchical modeling [8]. This is, in particular,
the case when we search for a relevant approximation space for objects composed
from parts for which some approximation spaces, relevant to components, have al-
ready been found. We find that hierarchical modeling is required for approximation
of complex vague concepts, as in [33, 43].
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4 Ontologies as Complex Granules and Their Approximation
in RGC

Approximation of complex, possibly vague concepts requires a hierarchical mod-
eling and approximation of more elementary concepts on subsequent levels in the
hierarchy along with utilization of domain knowledge. Due to the complexity of
these concepts and processes on top levels in the hierarchy one can not assume that
fully automatic construction of their models, or the discovery of data patterns re-
quired to approximate their components, would be straightforward. We propose to
include in this process the discovery of approximations of complex vague concepts,
performed interactively with co-operation of domain experts. Such interaction al-
lows for more precise control over the complexity of discovery process, therefore
making it computationally more feasible. Thus, the proposed approach transforms
a typical data mining system into an equivalent of experimental laboratory (in par-
ticular, for ontology approximation) in which the software system, aided by human
experts, attempts to discover: (i) approximation of complex vague concepts from
data under some domain constraints, (ii) patterns relevant to user (researcher), e.g.,
required in the approximation of vague components of complex concepts.

The research direction aiming at interactive knowledge construction has been
pursued by our team, in particular, toward the construction of classifiers for complex
concepts (see, e.g., [8, 10, 7, 6, 5, 4] and also [14, 29, 30, 31, 32]) aided by domain
knowledge integration. Advances in recent years indicate a possible expansion of the
research conducted so far into discovery of models for processes involving complex
objects from temporal or spatio-temporal data.

The novelty of the proposed RGC approach for the discovery of approximations
of complex concepts from data and domain knowledge lies in combining, on one
side, a number of novel methods of granular computing developed using the rough
set methods and other known approaches to the approximation of vague, complex
concepts (see, e.g., [8, 10, 11, 7, 6, 5, 4, 20, 29, 30, 31, 32, 38, 39, 41, 42, 66, 67])
with, on the other side, the discovery of structures from data through an interactive
collaboration with domain experts (see, e.g., [8, 10, 11, 7, 6, 5, 4, 20, 29, 30, 31,
32, 42]). The developed methodology based on RGC was applied, to various extent,
in real-life projects including: unmanned area vehicle control, robotics, prediction
of risk patterns from temporal medical and financial data, sunspot classification,
and bioinformatics. For technical details please refer to [8, 10, 11, 7, 6, 5, 4] and
[20, 29, 30, 31, 32, 42]).

5 Toward RGC for Process Mining

The rapid expansion of the Internet has resulted not only in the ever growing amount
of data therein stored, but also in the burgeoning complexity of the concepts and phe-
nomena pertaining to those data. This issue has been vividly compared in [16] to the
advances in human mobility from the period of walking afoot to the era of jet travel.
These essential changes in data have brought new challenges to the development
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of new data mining methods, especially that the treatment of these data increas-
ingly involves complex processes that elude classic modeling paradigms. Types of
datasets currently regarded ‘hot’, like biomedical, financial or net user behavior data
are just a few examples. Mining such temporal or complex data streams is on the
agenda of many research centers and companies worldwide (see, e.g., [1, 46]). In
the data mining community, there is a rapidly growing interest in developing meth-
ods for process mining, e.g., for discovery of structures of temporal processes from
observations (recorded data). Works on process mining, e.g., [13, 26, 59, 61] have
recently been undertaken by many renowned centers worldwide1. This research is
also related to functional data analysis (cf. [45]), cognitive networks (cf. [37]), and
dynamical system modeling in biology [15].

In [28, 27] we outlined an approach to discovery of processes from data and
domain knowledge which is based on RGC philosophy.

In Sect. 6, we discuss some issues related to granule interactions also in process
mining.

6 Toward Interactive RGC

Interactions between granules are rudimentary for understanding the nature of inter-
active computations [17]. In the RGC framework, it is possible to model interactive
computations performed on granules of different complexity aiming at construction
of approximations of complex vague concepts. Approximations of such concepts
are capable of adaptive adjustment with the changes of underlying data and domain
knowledge. Hence, the decision making algorithm based on the approximation of
such vague concepts is also adaptively changing. Hence, our decision making algo-
rithms are different from the classical algorithms which ‘are metaphorically dump
and blind because they cannot adapt interactively while they compute’ [60].

In this section, we discuss some examples of interactions of granules showing the
richness and complexity of granule interactions which should be modeled in RGC.
The first example is related to discovery of concurrent systems from information
systems.

Back in 1992, Zdzisław Pawlak (cf. [40]) proposed to use data tables (information
systems) as specifications of concurrent systems. In this approach, any information
system can be considered as a representation of a (traditional) concurrent system:
attributes are interpreted as local processes of the concurrent system, values of at-
tributes – as states of these local processes, and objects – as global states of the
considered system. Several methods for synthesis of concurrent systems from data
have been developed (see, e.g., [36, 51, 52, 57]). These methods are based on the fol-
lowing steps. First, for a given information system S we generate its (formal) theory
Th(S) consisting of a set of selected rules over descriptors defined by this system.

1 http://www.isle.org/~langley/,
http://soc.web.cse.unsw.edu.au/bibliography/discovery/
index.html
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These rules describe the coexistence constraints of local states within global states
specified by S. Next, we define a maximal extension Ext(S) of S consisting of all
objects having descriptions consistent with all rules in Th(S). Finally, a Petri net
with the set of reachable markings equal to Ext(S) is generated. There have been
also developed methods for synthesis of Petri nets from information systems based
on decomposition of information systems into the so called components defined by
reducts. This approach is making it possible to represent a given information sys-
tem by a set of interacting local processes defined by some functional dependencies
extracted from data. Interactions between local processes are represented by rules
over descriptors extracted from data too. It is worth mentioning that the ability to
produce from an information system a structure that is essentially (is similar to) a
Petri net brings significant profits. Petri nets and similar structures have been studied
for decades, and nowadays we have quite potent collection of tools that make use of
these notions, at our disposal.

Our second example is related to learning of state changes for agents interacting
with dynamically changing environments. One possible approach can be analogous
to modeling by differential equations. However, instead of assuming the definition
of the functions describing these changes we propose to approximate these functions
from experimental data using domain knowledge [28, 27].

Let us assume that changes of the environment state e(t) and agent state s(t)
interacting over time t are described by the following scheme of equations:

Δs(t) = F(t,Δ t,s(t),e(t)), (2)

Δe(t) = G(t,Δ t,s(t),e(t)).

Because the functions F,G are often highly nonlinear one can hardly expect that
assuming some linear models one can obtain satisfactory solutions by tuning pa-
rameters in these models [15, 37, 22].

Due to uncertainty of information about states s(t),e(t) one can only look for
approximations of functions F,G from available data. When we learn approxima-
tions of functions F,G it is necessary to develop methods for computing approxima-
tions of trajectories of solutions based on interaction of approximations of functions
F,G with granules representing uncertain information about states. We couple of
function approximations with descriptions of indiscernibility (similarity) classes in
which the current state is included in order to identify indiscernibility (similarity)
classes for the next state(s). This requires some special interaction of granule rep-
resenting uncertain information about the current state and the granule represented
by approximation of functions describing changes between consecutive states. First,
the granule of object is interacting with components of function approximation. This
step is, in some sense, analogous to fuzzification in fuzzy control. In the case of rule
based classifier, this step involves search for inclusion degrees of object granule
and patterns represented by the left hand sides (antecendents) of rules. This may be
perceived as matching membership degrees in fuzzy controller. Finally, the results
of the interaction are fused to form a granule representing the next state. Again,
this step is analogous to defuzzification in fuzzy controller. In the case of rule based
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classifier, this step is based on the conflict resolution strategy or voting strategy mak-
ing it possible to select or construct the final decision granule in presence of pos-
sibly contradictory, partially matching rules. We perceive the idea described above
as very important direction for further research on methods for discovery of process
trajectory approximation from data and domain knowledge.

More advanced interaction of processes may occur if we consider the situation
when each path in a given process is represented by a vector of attribute values. Such
a situation may occur when, for instance, paths from the lower level undergo cluster-
ing. Then, some additional constraints can be related to paths of the resulting process
constructed from paths of interacting, lower-level processes. They may represent re-
sults of synchronization of two or more processes. For example, in any path of the
process obtained as a result of interaction between two lower-level processes states
with a certain distinguished property should separate (appear in-between) states with
another specific property.

It should be noted that in practical approaches to modeling it is often necessary
to use relevant names (labels) for the constructed processes, tantamount to their
position and rôle in concept hierarchy (or corresponding ontology). To answer to
this requirement one may use methods of inducing, e.g., Petri nets from examples
of paths (see, e.g., [26]).

Another way of looking at modeling of interactions is by employing the agent-
oriented framework. The depiction of agents’ interactions with environment(s) is
essentially based on observation, that each agent perceives only a partial (and pos-
sibly vague) information about environment. On the basis of the perceived informa-
tion and its own state the agent derives (creates) some granules, with the goal of
changing the state of environment to its favor. These granules are involved in inter-
actions with the environment and granules originating in other agents. Using either
competitive or cooperative strategies (coalitions of) agents involved in interactions
form a resulting action which changes the environment(s) in a way that is in some
accordance with components (agent-specific granules). The approaches that use el-
ements of such interactive agent co-operation are nowadays popular in multiagent
systems [25, 56].

In the following, final example we describe an application of domain knowledge
in modeling of interactions. We use sentences from (a limited subset of) the natural
language coupled with so called behavioral graphs [8] to define relationships (in-
teractions) that occur between parts of a complex object. In this example we show
such description for the task of recognizing whether at a given moment the observed
road situation leads to imminent danger or not. The modeling of the system that ul-
timately is capable of recognizing the extremely compound concept of dangerous
situation on the basis of low-level measurements, is indeed hierarchical. In Fig. 8
we present a behavioral graph for a single object-vehicle on a road. This behavioral
graph appears in between the lowest level (sensor measurements) and the highest
level (dangerous situation) in the hierarchy of concepts.

A composition of behavioral graphs, appearing on lower level in the hierarchy,
can be used to represent behavior (and interaction) of a more compound part con-
sisting of, e.g., two vehicles involved in the maneuver of overtaking (see Fig. 9).
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Fig. 8 A behavioral graph for a single object-vehicle

Please note, that the concept of overtaking is built of components which at some
point were also approximated from the lower level concepts. This is a case of, e.g.,
changing lane or A passing B (refer to Fig. 9).

The identification of the behavioral pattern of a complex object on the basis of
sensory data cannot go forward without (approximation of) ontology of concepts. It
is this ontology that makes it possible to link the low level measurements (sensory
concepts) with the high level description of behavioral patterns [8, 10, 11, 7, 5, 4,
20, 42]. By means of this ontology we establish that – following our road example
– in order to know what the overtaiking is, one has to define a concept of A passing
B, as well as link both A and B to an object-vehicle structure (see Fig. 8).

An example of behavioral graphs for medical application [4] is presented in
Fig. 10. Behavioral graphs based on domain knowledge were also used in risk anal-
ysis for medical data [8, 10, 11, 7, 5, 4, 20, 42].

Models of behavioral patterns can also be represented by Petri nets, differential
equations or using relevant formal theories. Such patterns are used in further steps
for modeling more compound processes obtained by interaction of patterns repre-
senting local processes. It is important to note that one can hardly expect to discover
such models fully automatically from data, without cooperation with experts.

The RoughIce platform for hierarchical modeling, in particular for modeling of
interactions is available at logic.mimuw.edu.pl/~bazan/roughice/.
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Fig. 9 A behavioral graph for the maneuver of overtaking
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Fig. 10 A behavioral graph of sepsis by analyzing the multi-organ failure

7 Conclusions

We discussed some issues closely related to research directions within the Wisdom
Technology (Wistech) research programme, as outlined recently in [18, 19, 20, 21].
There are possible different ways to build computational models that are based on
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Wistech philosophy. We outlined some steps of such modeling for just one of them,
which is based on the RGC approach. The approach is promising for developing
new methods based on human-machine interactions.
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