Chapter 2
Physics

2.1 Classical and Quantum Physics

2.1.1 Introduction

In this section, we will describe some important principles at a heuristic level. We
hope this will be useful as a guide to some of the sequel which is more formal, but
whenever the meaning of this section appears unclear, the reader should proceed
to the more formal treatment below. There are many textbooks available on the
mathematical aspects of quantum mechanics, for instance [53].

Classically, a particle is represented as or described by a point in some state
space M. It moves in time along some trajectory x () that is a solution of a system
of second-order ODEs (a dot denoting a derivative with respect to time 7),

() = f(x, %) @2.1.1)

that is derived from an action principle. This principle consists in minimizing the
Lagrangian action

S(x) :=/F(x(t),)&(t))dt, (2.1.2)

the integral w.r.t. time over some Lagrangian that is a function of x and its first tem-
poral derivative.! As will be discussed in more detail in Sect. 2.3.1 below, a mini-
mizing x(¢) satisfies the corresponding Euler—Lagrange equations

ddF dF 0 2.1.3)

dt dx  dx o
Here, the space M is d-dimensional, and in local coordinates x = (xl, .. .,xd).
Alternatively, one may utilize the 2d-dimensional phase space N with coordinates
(b, xd x A =5 x2 = 3,

fl—g stands for the covector of partial derivatives (
duces this covector as a new variable, that is, puts

gx—ﬁ, e, ;{—.P;). When one intro-

oF

dF
p 9%

=— 2.1.4
e (2.1.4)

ie, pj:=

'We consider here only the autonomous case; in the non-autonomous case, the density may also
explicitly depend on 7, F(t,x(t), X(¢)), and not only implicitly through its dependence on x(t)
and x(1).
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one arrives at the Hamiltonian formulation. This involves the Hamiltonian

.dF
H(p,x)=x—/—-F (2.1.5)
dx
where X ‘ZI—XF =2, %/ % = %/ p;j. A solution is then obtained from the Hamilton
equations
dH dH
p=——  k=—. (2.1.6)
dx dp

The Hamiltonian formalism singles out time and is therefore not relativistically in-
variant. Consequently, in our treatment of QFT, we shall mainly employ the La-
grangian formalism.

The standard example is

m,z
F= 21 =V, 2.1.7)

where m is the mass of the particle and V the potential. The Euler-Lagrange equa-
tions (2.1.3) are then

. dv
mx =—— (2.1.8)
dx
(in components: mi! = —%). The Hamiltonian is then
m. .2 p’
H=—x"+Vx)=—+4+V(x), (2.1.9)
2 2m
and (2.1.6) becomes
. av . p
p=——, xX=-—. (2.1.10)
dx m

For a solution (x(¢), p(¢)) of (2.1.6), we can then also compute the time evolution
of any function A(x, p) via

dA 0A ; 0A ., 0A0H 0AJH
—=—3x4+—p=—————=:{A, H}, (2.1.11)
dt  ox' ap! dax! dp;  dp; ox!
where the last expression is called the Poisson bracket. It satisfies all the proper-
ties of a Lie bracket, as well as the canonical relations (Heisenberg commutation
relations)

', x/y=0={pi, pj} and {x',p;}=6}. (2.1.12)

Equation (2.1.11) is obviously a generalization of (2.1.6) (in the sense that X' =
{xi ,H}, pj ={pj, H}), and it also tells us that conserved quantities, that is, time-
independent quantities, are precisely those whose Poisson bracket with the Hamil-
tonian H vanishes.
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Quantum mechanics was discovered by Heisenberg and developed with Born and
Jordan as the description of quantum theory through the correspondence with clas-
sical mechanics via matrix algebra. We now describe this, employing more modern
terminology, of course. Quantum mechanically, in place of a point x in M, we have
a probability distribution | (x)|? derived from a function ¢ : M — C with

X <= /M |¢|2<x)dvol<x)) =1 (2.1.13)

| (x)|? can thus be interpreted as the probability density for finding the particle un-
der consideration at the point x. Here, for the L?%-norm, we need a volume form dvol
on M that volume form could come from a Riemannian metric. The classical case
is recovered as the limit where this probability distribution becomes concentrated at
a single point, that is, a delta function(al). In quantum mechanics, the observables
are self-adjoint operators on the Hilbert space 3 := L?(M, C). As self-adjoint op-
erators, they have a purely real spectrum. The eigenvalues corresponding to eigen-
states of such an operator then represent sharp observations. These operators, how-
ever, are typically unbounded which leads to certain mathematical difficulties, as
will be described in more detail in Sect. 2.1.3 below.

In the formalism of canonical quantization, the momentum p; becomes the op-
erator ZE% The total energy, the Hamilton function above, thus also becomes an
operator, the Hamiltonian operator H, and the state ¢ evolves in time ¢ according to
the Schrodinger equation

0p(x,1)
ot

ih

=Heo(x,1). (2.1.14)

For the Lagrangian (2.1.7), the Schrodinger equation (2.1.14) becomes

2
220 e+ V). (2.1.15)
ot 2m

The ansatz ¢ (x, 1) = ¢ (x) exp(—%E t) of separated variables leads to

ﬁ2
—%A¢(X)+ V(x)¢(x) = Ed(x), (2.1.16)

the time-independent Schrodinger equation.
We can arrive at (2.1.15) from the ansatz of representing ¢ (x, ¢) as a wave:

1 i
(.1 = s exp s (pox’ = En =t {x.1lp. E), 2.1.17)

where we have already introduced Dirac’s notation to be explained below. Then

0
daxV

b, 1) = %qub(x,t), 2.1.18)
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d i
—¢x,t) =——E¢p(x,1). 2.1.19
8t¢>(x ) 5 ¢ (x,1) ( )
On the basis of this computation, we then put
o 1, (2.1.20)
axv  wlh o
d i
— =——E. (2.1.21)
at h

For the Hamiltonian (2.1.9), we are then naturally led to (2.1.15), and with the ansatz
d(x,t) =d(x) exp(—’ﬁEt) at (2.1.16).

Remark We use here the so-called Schrodinger picture where the states ¢ are evolv-
ing in time. In the complementary Heisenberg picture, instead the observables, rep-
resented as self-adjoint operators A, evolve according to

dA
h— =[A, H], 2.1.22
ih— [ ] ( )
in analogy to (2.1.11), see (2.1.92), (2.1.93).

In the quantum mechanical view, the field ¢ : M — C is obtained from the quantiza-
tion of a point particle. There is, however, another interpretation of ¢ that turns out
to be more fruitful for our purposes. Namely, we can view ¢ also as a classical field
on M. It then need no longer satisfy the normalization ||¢||;2 = 1. Also, it need no
longer take its values in C only, but it can also assume values in the fibers of some
vector or principal bundle or some manifold. As a classical situation, it can then be
quantized again, and one then speaks of a second or field quantization. The analog
of the Schrodinger equation is then a PDE on some function space, that is, a PDE
with infinitely many variables.

There is an important generalization of this picture: When the particle possesses
some internal symmetry, described by some Lie group G, the space C gets re-
placed by a (Hermitian) vector space that carries a (unitary) representation of G.
Thus, a particle is described by some ¥ € L?(M, V), again of norm 1, so that || ||?
(where ||.|| is the Hermitian norm) can again be interpreted as a probability density.
The vector space V enters here in order to distinguish different states that are not
G-invariant, as G leaves the space V invariant, but not the individual elements of V.
This is needed because not all physical forces will be G-invariant. An example is the
electron with its spin. Since there are only two possible values of the spin, here the
vector space is finite, Z;, and the corresponding Hilbert space is finite-dimensional,
C2. Quantum electrodynamics (QED) then couples the Maxwell equation with the
Dirac equation for the electron spin on a relativistic space time. The standard model
of elementary particle physics interprets the observed multitude of particles through
symmetry breaking from some encompassing Lie group G that contains all the sym-
metry groups of the individual particles. Of course, we shall explain this in more
detail below. A quick and useful introduction to the topics of this section can be
found in [90].
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2.1.2 Gaussian Integrals and Formal Computations

Before proceeding with quantum physics, we introduce a basic formal tool,
Gaussian integrals, that serve as a heuristic transmission line from finite-dimensional
exponential integrals to infinite-dimensional functional integrals.

We start with the bosonic case. Let A be a symmetric n x n-matrix with eigen-
values

A >0, (2.1.23)
and let b be a vector.
The Gaussian integral (x = (x!, ..., x™)is
1
1 27)1\ 2
1(A) ::/exp ——x'Ax )dx' - -dx" = (2m) (2.1.24)
2 det A

with det A = []/_, A;, as follows easily by diagonalizing A. A formal extension of
this formula to infinite dimensions is often based on expressing the determinant of
A in terms of a zeta function; we define the zeta function of the operator A as

n

1
Za(s) :ZEE’ fors € C. (2.1.25)

Since )\,:S = ¢—51085 we obtain for the derivative of the zeta function
n

log A
NAOEEDY Ofs k. (2.1.26)
k=1 k

Therefore, we can express the determinant of A in terms of the derivative of the zeta
function at O:

n
detA=]]ni=e%O. (2.1.27)

i=1

The general Gaussian integral
1 n 1 t t
I(A,b):= [ dx ---dx" exp —Ex Ax+b'x (2.1.28)

is reduced to this case by putting

X = A_1b+y
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(note that xo := A~!b minimizes the quadratic form %x’ Ax — b'x). Namely, we
obtain

— 1 t 4—1 1 t 1 n

1

1 2m)"\ 2
=exp| =b'A" b (( )
2 det A

1 /
= Q)" exp(ib’A_lb)e%cA(o), (2.1.29)

using (2.1.27) for the last line.
In many cases, the vector b has an auxiliary or dummy role. Namely, we wish to
compute moments

[ xie . lm exp(—%x’Ax) dx'. .. dx"
B fexp(—%x’Ax) dxl...dxn
R
~ I(A) dbit  dbim

(xil-uxi’"):

I(A, b)|p=o. (2.1.30)

In particular, the second-order moment or propagator is
(xixj):(A_l)l.j. (2.1.31)

When m is odd, the moment (2.1.30) vanishes because the (quadratic) exponential
is even at b = 0.
For even m, we have Wick’s theorem

i, yimy — Al (A
X X .o
oy = (), (A
all possible
pairings of

(1seeim)

(2.1.32)

le—l Lpm

as follows directly from (2.1.29) and (2.1.30).

As a preparation for the functional integrals to follow, we now wish to consider
x' as an operator on the finite-dimensional Hilbert space E" = R" with its Euclidean
product. We then have the matrix elements

feila’t - x" le;)

Jxitxims(xl — DS(x/ — 1) exp(—3x’ Ax)dx! - - dx"
B [exp(—1xtAxydx! .- dxn '

Instead of the §-functions, one can then also make arbitrary insertions into the func-
tional integral, that is, functions of x.
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In the Grassmann case, we start with a Grassmann algebra generated by

nl,...,n",ﬁl,...,ﬁ"

Joay:= [ an' it --an” dit exp(~it an)
n n ) )
=/dn1dﬁ1--.dnndﬁ"]_[]_[(1 — 7' Ayn?)
i=1j=1

= Z Sign(p)Alp(l) te Anp(n)

permutations p

=detA. (2.1.33)
We next compute, for a Grassmann algebra generated by 9!, ..., 92",
1
J(A) = / dol...do* exp(—iﬁtAz?). (2.1.34)

We may assume that A is antisymmetric, as the symmetric terms cancel because the
¥’s anticommute:

J(A) = /dz?l edd [T(1 =07 AoY)
i<j

= > sign(p)Ap1)p@Ap3)p@) - Ap(r—1)p)
permutations p
with p(2i—1)<p(2i),
pQi—1)<p2i+1)
for i=1,...,n, or n—1, resp.

=:Pf(A) (Pfaffian). (2.1.35)

‘We have
1
JZ(A):/dﬂl...dﬁzndﬁ/l---ﬁ’zn exp<—§(z&’Aﬁ+ﬁ”Aﬂ/)>. (2.1.36)

The coordinate transformation

has the Jacobian (—1)" and satisfies 90/ + 9" 9"/ =qin/ — /iy
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Using the antisymmetry of A, we obtain

P = [dn' diltd dif exp(-i n)
=detA (2.1.37)
from (2.1.33). From (2.1.34), (2.1.35), (2.1.37) we see
Pf2(A) = det A, (2.1.38)
that is,
J(A) = (det A)2. (2.1.39)

As in the ordinary case, we also have

1
J(A,b) =/d191 I exp(—zﬂfAﬁ +bfz})

= J(A)exp(%btA_lb) (2.1.40)

and likewise
a 0
~ J(A) 3b; 3b;
Another formal tool that is useful in this context are formal computations with
Dirac functions. In the physics literature, linear functionals on space of functions are

systematically expressed by their integral kernels. Thus, the evaluation of a function
@ at a point y

(919 J(A,b)),_, = (A7h),;.

o 9(y) (2.1.41)

is written in terms of the Dirac §-functional
o(y)= /dzw(Z)S(z —y) =3y(¢p). (2.1.42)

If we change the variable z = f(w), this becomes

o(y) = / dw

This formula is useful for calculating ¢ ( f (w)) at f(w) = y, without having to solve
the latter equation explicitly.
In analogy to (2.1.42), we also have

a
det % ‘go(f(w))(ﬁ(f(w) - ). (2.1.43)

a a a
Wfﬂ(y) =/dzw<p(2)3(z -y = —fdw(z)wé(z -) (2.1.44)
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if we formally integrate by parts. Thus, we can define the derivative ﬁé(z —y)of
the delta function §(z — y) as the functional

0
o> ——¢(y). (2.1.45)
ayt
We now consider a functional ®

o> D(p)

defined on some Banach or Fréchet space B. The Gateaux derivative §® in the
direction §¢ is defined as

sP) _

8D (p)(89) := 50

lim %(cp((p +18¢) — ®(p)), (2.1.46)

provided this limit exists. Here, 3¢ is, of course, also assumed to be in B. When the
limit in (2.1.46) exists uniformly for all variations §¢ in some neighborhood of 0,
we speak of a Fréchet derivative. Some formal examples:

8o(f)"(8p) = ndp(fe(f)" ", (2.1.47)
8¢ (8¢p) = sp(fe? ). (2.1.48)

We are usually interested in Lagrangian functionals,

L(u) :=/F(§',u(§),du($))d$. (2.1.49)

L is usually defined on some Sobolev space of functions. We then have

SL(u) d
e %/F(S,M(E)+s8u(§),d(u(é)+s§u(§)))d€\s=o.
(2.1.50)
The question arises as to which variations §u one may take here. One class of vari-
ations is given by the test functions, that is, the functions from the space D := C§®
of infinitely often differentiable functions with compact support. That space is not
a Banach space, but only a limit of Fréchet spaces with topology generated by
the seminorms | f'|x, x = SUP,cx | D* £ (x)| for nonnegative integers k and compact
sets K. Its dual space D', that is, the space of continuous functionals on D, is the
space of distributions. The best-known distribution is of course the Dirac distrib-
ution already displayed in (2.1.42) above. Conceiving the Dirac functional as an
element of D’, that is, as an operation on smooth functions (in fact, continuous
functions are good enough here), is the Schwartz point of view. A different point of
view, which does not need topologies with unpleasant properties (for example, the
implicit function theorem is very cumbersome in Fréchet spaces) and is more useful
in nonlinear analysis, is the one of Friedrichs, which considers the Dirac function as
a limit of smooth integral kernels with compact support that in the limit shrinks to

SL(u)(Su) =
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a point. One then, in effect, never needs to carry out any formal manipulation with
the Dirac function(al) itself, but only ones with such smooth integral kernels. The
Dirac point of view, finally, simply performs formal operations with the Dirac func-
tion. Thus, the different approaches consist in justifying, avoiding, or performing the
Dirac function computations. The Dirac approach is prominent in the physics litera-
ture, and we shall also follow that here, because we are assured that these operations
can be made mathematically rigorous by either of the other two approaches.

Having said that, we then also take functional derivatives in the direction of Dirac
functions. That means considering

8¢ Cp—
Sp(z)

For (2.1.49), (2.1.50), we then have the formal relation

1
II(l);(‘D((P(y)HS(y—Z)) — @(p(»)- (2.1.51)

8L(8u):/d$8u($)8 o (2.1.52)

with the consistency relation

— = [ d§é(z— s)—. (2.1.53)
/ Su(§)
Thus, au (2) measures the response of L to a change in u supported at z.
We also have
8
——p(x)=38(x—72) (2.1.54)
S¢(z)
and
fdxw" (x) =n¢" " (2). (2.1.55)
3¢(2)

Looking at (2.1.42), (2.1.51), (2.1.54), we see that the operations with the Dirac §-
function are simply formal extensions of the ones with the Kronecker symbol in the
finite-dimensional case.

In the Grassmann case, the Dirac §-function is

() =0 = / dnexp(nv) (2.1.56)
satisfying

/dﬁ(S(ﬁ)f(ﬂ):f(O), for £(9) = £(0) + av. (2.1.57)

For more details on the formal calculus, see [114].
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2.1.3 Operators and Functional Integrals

In this section, we want to amplify the discussion of Sect. 2.1.1 and introduce
path integrals. We want to investigate the time evolution of a quantized particle.
This is described by a complex-valued wave function ¢ (x, t) whose squared norm
| (x, t)|*> represents the probability density for finding the particle at time 7 at the
position x € M. Here, ¢ (x, t) is assumed to be an L2-function of x so that the total
probability can be normalized:

f ¢ (x, 1) Pdvol(x) = 1 (2.1.58)
M

for all . For a measurable subset B of M, the probability for finding the particle in
B at time ¢ is then given by

/ ¢ (x, )2 dvol(x). (2.1.59)
B

More abstractly, a pure state |¢) of a quantum mechanical system is a one-
dimensional subspace, which we then represent by a unit vector v, in some Hilbert
space HH. The scalar product is written as (¢|y); here, by duality, we may also con-
sider (¢| as an element of the dual space H{*. For a pure state ¥, we let Py be the
projection onto the one-dimensional subspace defined by . As a projection, Py is
idempotent, that is, P7 = Py Then

. ¥) 1> = (Pyr, ¥) =tr Py Py (2.1.60)

is the probability of finding the system in the state ¢ when knowing that it is in the
state ¥. Let us assume that for some map T on the states of J{, we have

UT ¢, TY) 1> = (g, ¥)I? (2.1.61)

for all ¢, ¥, that is, the probabilities are unchanged by applying T to all states. By
a theorem of Wigner, T can then be represented by a unitary or antiunitary operator
Ur of I, thatis T = Ury for all ¢ .2

The observables are self-adjoint (Hermitian) operators A on H, typically un-
bounded. Being self-adjoint, their spectrum is real. The state |) then also defines
an observable, the projection Py . The expectation value of the observable A in the
state |) is given by

(Y, Ay) =tr APy (2.1.62)

2In particular, connected groups of automorphisms G of H are represented by unitary transforma-
tions of H{—with the following note of caution: Uz is determined by 7" only up to multiplication
by a factor of norm 1. Therefore, in general, we only obtain a projective representation of G, that is,
we only obtain the group law Uy, = c(g, h)Ug Uy, for some scalar factor c(g, i) of absolute value
1. It is, however, possible, to obtain an honest unitary representation by enlarging the group G.



108 2 Physics

(assuming that ¥ is contained in the domain of definition of A). This includes
(2.1.60) as a special case. When v is an eigenstate of A, that is,

Ay =y (2.1.63)

for some (real) eigenvalue X, then this A is the expectation value of A in the state .
The variance of the probability distribution for the observations of the values of A
for a system in state v is then

(W, A%) — (r, Ay)>. (2.1.64)

This variance vanishes iff (2.1.63) holds, that is, iff ¥ is an eigenstate of A. That
means that an observable A takes precise values precisely on its eigenstates.

Let G be a group, like SO(3) or SU(2), acting on H by unitary transformations.
An observable A is called a scalar operator when it commutes with the action of G.
Then, if i is an eigenstate of A with eigenvalue A, for all g € G,

AgYr = gAY = ghf = AgV. (2.1.65)

Thus, the space of eigenstates with eigenvalue X is invariant under the action of G.
As such an invariant subspace, it could be reducible or irreducible. In the latter case,
the degeneracy of the eigenvalue A equals the dimension of the corresponding irre-
ducible representation of G. These dimensions are known by representation theory,
see [45, 75]. If one then perturbs the operator A to an operator A’ that is no longer in-
variant under the action of G, the multiplicity of the eigenvalue A will decrease. This
is important for understanding many experimental results. The operator A might be
the Hamiltonian Hy of a system invariant under some group G, say of spatial ro-
tations. Its eigenvalues are the energy levels, and because of the invariance, they
are degenerate. Hy then is perturbed to H = Hyp 4+ Hj by some external magnetic
field in some direction which then destroys rotational invariance. Then the energy
levels, the eigenvalues of the new Hamiltonian H split up into several values. Often
Hj is small compared to Hy, and one can then approximate these energy levels by
a perturbative expansion of H around Hy.

We return to the general theory. When the spectrum of A is discrete, and |a) runs
through a complete set of orthonormal eigenvectors of A, we have the relation

> la)tal =id, (2.1.66)
la)

the identity operator on J{. Applying this to |¢) € H yields

> la)aly) =y), (2.1.67)
|a)

which is simply the expansion of |i{) in terms of a Hilbert space basis. When the
eigenvalue of A corresponding to the eigenstate |a) is denoted by a, that is, Ala) =
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ala), we have the relationships

Aly) =) Ala)aly) =) ala)laly) and (2.1.68)

(PlAlY) =D (dlAla)(aly) Za la)(aly). (2.1.69)
la)

When the spectrum of the operator A is continuous, the sums in the preceding rela-
tions are replaced by integrals; for instance

<¢|A|1ﬁ)=/daa<¢|a><a|¢)- (2.1.70)

This is rigorously investigated in von Neumann’s spectral theory of (unbounded)
self-adjoint operators on Hilbert spaces. Let us briefly describe this, referring e.g.
to [100, 110] for details (the knowledgeable reader may of course skip this).

A family of projections E(a) (—oo < a < 00) in a Hilbert space H is called
a resolution of the identity iff for all a,b € R

1.
E(a)E(b) = E(min(a, b)), (2.1.71)
2.
E(—00)=0,  E(c0)=1d (2.1.72)
(here, E(—00)|¢) :=limg oo E(a)|¢), E(00)|¢) :=limuro0 E(a)|¢p) for |¢) €
3. "
E(a+0)=E(a) (2.1.73)

(E(a +0)|¢) :=1limp 0 E(b)|9)).
For a continuous function f : R — C, one can then define
Aj

fla)dE(a)|¢) := lim D fl)(Elarsr) — E(@))lg) (2.1.74)
1

max |aky1—ay|—0 X

for Ay =a; <ay--- <a, = Ay and o € (ak, ax+1] (a limit of Riemann sums), and

/f(a)dE(a)|¢> = / fla)dE(a)|p) (2.1.75)

A1¢— AzT

whenever that limit exists. This is the case precisely if

f |f(@I*d|E(a)|)]|* < oo (2.1.76)

where ||.|| is the norm in the Hilbert space 3. For such |¢),

V) — /f(a)d(le(a)W) (2.1.77)
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defines a bounded linear functional on J{. In other words, we have a self-adjoint
operator G with

(VIGlo) =/f(a)d<lﬂ|E(a)|¢> (2.1.78)

defined for those |¢) and all |r) € J{. The central result is that every self-adjoint
operator A on the Hilbert space J{ admits a unique spectral resolution, that is, can
be uniquely written as

A:/adE(a), (2.1.79)

in the sense that

(1//|A|¢)=fad(1ﬁ|E(a)I¢> (2.1.80)

for all |¢) in the domain of definition of A and all |) € J{. This is the meaning
of (2.1.70).

On this basis, one can define the functional calculus for self-adjoint operators
and put

f(A) 1=/f(a)dE(a) (2.1.81)

for a function f : R — C when (E(a)) is the spectral resolution of A. f(A) is
then also a self-adjoint operator. When f is an exponential function, for example,
this leads to the same result as defining ¢# directly through the power series of the
exponential function.

The correspondence between classical and quantum mechanics consists in the
requirement that the quantum mechanical operators X, p corresponding to position
x and momentum p satisfy the operator analogs of (2.1.12), that is,

[#,£/1=0=1[p;, p;]1 and [%/, p]=ihs], (2.1.82)
with the commutator of operators,
[A,B]=AB — BA (2.1.83)

in place of the Poisson bracket. The factor i in (2.1.82) comes from the fact that the
commutator of two Hermitian operators is skew Hermitian.

|x) then denotes the state where the particle is localized at the point x € M, i.e.,
the probability to find it at x is 1, and O elsewhere. When M is the real line R, that
is, one-dimensional, this is an eigenstate of the position operator x, that is,

Xlx)=|x)x (2.1.84)

corresponding to the eigenvalue x. In R4 , the components xti=1,...,d, are the
eigenvalues of the corresponding operators x*, and

x) = |x)x’. (2.1.85)
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One should note that these operators are unbounded, and in our above L>-space,
the states |x) are represented by Dirac functionals §(x), that is, they are not
L?-functions. Functional analysis provides concepts for making this entirely rigor-
ous. In fact, according to spectral theory as presented above, we consider the Hilbert
space L%(R) and write the operator as

Alp)(x) =x|$)(x), (2.1.86)
which then admits the spectral resolution
A :/adE(a) (2.1.87)
with
E@)|¢)(x) = {"W’” forx <a, (2.188)
0 for x > a.

Returning to (2.1.84), we see that the spectrum of the position operator X on R
consists of the entire real line.

The established notation usually leaves out the hats, that is, writes x both for the
position at a point in M and the corresponding operator on H that has been called x
in (2.1.84). We shall also do that from this point on.

With these conventions, the Schrodinger equation (2.1.14) becomes

0
tho 1Y (1) = H|y (). (2.1.89)

H, the Hamiltonian, here is a self-adjoint (Hermitian) operator, that is, an observ-
able, in fact the most basic one of the whole theory.
The solution of (2.1.89) can be expressed by functional calculus as

(1)) = e 5 [y (0)). (2.1.90)

Here the exponential of —H is defined through the usual power series of the expo-

nential function, or better, via (2.1.81). Since H is Hermitian, the operators e~ nH
are unitary. Thus, the state |/) evolves by unitary transformations.

By taking % of (2.1.90), we see that formally it satisfies the Schrodinger equation
(2.1.89), indeed. From (2.1.90), we also infer the semigroup property

() = e FEDH |y (2)) = e RDH |~ 57H |y (0)). (2.1.91)

Thus, the solution at time ¢ is obtained from the solution at time 7 by applying the
solution operator for the remaining time 7 — 7 (0 < v < 7). We express the rela-
tion between (2.1.110) and (2.1.109) also by saying that —’ﬁH is the infinitesimal

generator of the semigroup e~ "™ For an account of the mathematical theory of
semigroups for partial differential equations, we refer to [63].
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In this Schrodinger picture, the states evolve in time, whereas the observables
don’t. In the Heisenberg picture, this relation is reversed. The states are time-
independent, whereas the operators representing the observables change in time,
according to

'hdA =[A, H] (2.1.92)
l dt - 9 . .
whose solution is
A(t) = en T A(0)e 7 H! (2.1.93)

The Schrodinger and the Heisenberg picture are equivalent insofar as they yield the
same probability density for the outcome of observations. This is expressed by the
relation

(G OIAO)Y D) = @O)eF T AO)e F[y(0) = (pOIADIY(©) (2.1.94)

where we have used (2.1.90) and (2.1.93).
From (2.1.92), we also see that A is conserved precisely if it commutes with H.
In that case, the quantity in (2.1.94) is constant in time, equaling

(@ (0)|A0)[¥(0)). (2.1.95)

Experimental interactions are formally described by the S-matrix. It is assumed that
a state is prepared to have a definite particle content « for t — —oo (that is, before
the interaction takes place); this is the in state . The interactions take place at fi-
nite time, and one then measures the out state 1///5_ with particle content 8 for t — oo
(that is, after the interaction has taken place). Then, the probability amplitude for the
transition is

Spa = (Vg Var )- (2.1.96)

The Sg, are the components of the S-matrix. It is assumed here that these values are
computed for complete sets of orthonormal in and out states, so that the S-matrix
has to be unitary.

We consider once more the Hamiltonian (2.1.9). x is the position operator, and
a particle that is located at a point x € M (note that we use the same symbol for
the position and the position operator) is then in the eigenstate |x) of the position
operator (note that this eigenstate in general will not be contained in the Hilbert
space L%(M), but is instead given by a delta functional 8,). If the particle is in the
state |x) at time 0, then by the solution of the Schrodinger equation (2.1.90), at time
t it will be in the state

e | x), (2.1.97)

More generally, the probability amplitude (x”, ”|x’, ¢} that a particle starting at x’
at time ¢’ will be at x” at the time ¢” > ¢’ is given by

" 1", 1) = (e FHE =y, (2.1.98)
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the projection of the state e~ RH@" =) |x’) obtained from the solution of the
Schrédinger equation onto the state |x”).
By formal functional calculus, this is expressed as a Feynman functional integral

(" |e FHE =1y = / Dx exp(%L(x)) (2.1.99)

a

: t
:fDxexp(lﬁ/ <%|fc(r)|2—V(x(t)))dt)Z.l.lOO)
=t

for our standard example (2.1.7). Here, Dx symbolizes a formal measure on the
space of all paths starting at time ¢ at x” and ending at time #” at x”, according to
the interpretation given in many texts. One should point out here, however, that this
measure by itself is not well defined. What one can hope to attach a mathematical
meaning to is only the entire integrand Dx exp(iL(x)) in (2.1.99) as a functional
measure on the path space. This is in analogy with the Wiener measure where one
considers the probability density p(x”,¢”|x’,t’) for a particle starting at time " at
x’ and ending up at time #” at x” under the influence of the potential V (x), that is,
governed by the Lagrangian (2.1.7),

F=%|)’C|2—V(x). (2.1.101)

The probability density evolves according to the heat equation

8¢§;’t) =mA@(x,t) — V(x)p(x,1). (2.1.102)

For comparison, we recall the Schrodinger equation (2.1.14) for the Lagrangian
(2.1.7),

2

ihM:—;—mA¢(x,r)+V(x)¢(x,r). (2.1.103)

ot
Let us assume & = m = 1 to make the comparison a little simpler. Then, in fact,
setting T = —it transforms (2.1.103) into (2.1.102). Thus, the Schrédinger equation
is the heat equation for imaginary time. With this change of time (called analytic
continuation or Wick rotation in the physics literature), the corresponding functional
integrals are also transformed into each other. This is useful at the formal level, but
perhaps not as much so for the more detailed mathematical analysis.
Returning to (2.1.102), Wiener then showed that, under appropriate conditions
on V, the solution can be represented as a path integral

p(x”,t”lx’,t/)=fDxexp(—L(x))

"

:/Dxexp(—ft (%p&(r)ﬁ— V(x(r)))dr). (2.1.104)
T=t'
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For the discussion to follow, it will be convenient to rewrite (2.1.104) slightly as
P& 1 1) = / [Dx]15 exp(—L(x)) (2.1.105)

to indicate the initial and terminal points of the paths over which we integrate. One
then has the property

p&” X ) = / p&”, U |x, ) p(x, t|x', tdx (2.1.106)
X

for every ' < t < t”, which simply expresses the fact that every path leading from

x’ at time ¢’ to x” at time ¢ has to pass through some x at the intermediate time z.

Thus, we may cut the path at time ¢ and integrate over all possible cutting points x.

In terms of functional integrals, this becomes

p(x" X 1) = / dx / [Dx1%, exp(—L(x)) f [DxT: ;" exp(—L(x)).(2.1.107)

The difference between (2.1.102) and (2.1.104) is the i versus the —1 in the expo-
nent in the integral. In the Wiener case, the minus sign leads to a rapid dampening
of the influence of those paths with large values of the Lagrangian action, and to
a concentration of the functional measure near the minimum of the action. In the
Feynman case, in contrast, paths with large values of the action cause rapid fluctu-
ations in the integral, making the analysis substantially harder, see [2]. We do not
enter the details here. For more on this, see [49].
In analogy to (2.1.106), we have the cutting relation

i

" /
(x"|emHEO)

= f[Dx]iZ’tt,” exp(%L(x))
- f dx / [Dx1%, exp<%L(x)) / [Dx15;" exp(%L(x)) (2.1.108)

fort' <t <t".
Written more abstractly, this is the analog of (2.1.106),

", t"x ¢y = / dx(x" t"|x,t){x,t|x’, t'). (2.1.109)
X
This fits together well with the operator formalism as in (2.1.70). In particular, we

can now insert a position operator (writing x (z) in place of X (¢) as announced above)
and compute

(@) 1) = / [Dx15 ) x (1) exp(%L(x))

=/dx(x”,t”|x,t)x(x,t|x/,t’). (2.1.110)

X



2.1 Classical and Quantum Physics 115

Here, the x(7) in the integral is a number,> not an operator. That number in the inte-
gral then translates into the operator x (¢) in the inner product on the Lh.s. In physics,
these inner products are viewed as the matrix elements of an infinite-dimensional
matrix.

This process of cutting the path in the integral can be iterated, and we can insert
two intermediate positions x(#1), x(#2) (or more, but the principle emerges for two
already), to get

e s wae exp(%L(x)) — (xR ). QLI

Here, in the integral, the temporal order of #; and #, is irrelevant because in the
integral, x(¢1), x(t2) are real numbers.* In the r.h.s. of (2.1.111), however, they are
operators, and since operators in general do not commute, the order does matter
here. Since the paths are traversed in increasing time, we need to put them into
the temporal order, that is, always apply the operator corresponding to the smaller
time first. This is called temporal ordering. Formally, one can define the temporally
ordered operator

_Jx@)x@) ifn <,
Tlx(2)x(t1)] := e it~ 2.1.112)

and write the r.h.s. of (2.1.111) as

(x", "1 T[x(t)x(t)]|x', ). (2.1.113)
We may also write
Tlx(12)x ()] =0(12 — t1)x(12)x(t1) + 611 — 12)x(t1)x(12) (2.1.114)
where
1 fors >0,
0(s) = 0 fors <0 (2.1.115)

is the Heaviside function. Considered as a functional, its derivative is the Dirac
functional,

i9(s)=8(s). (2.1.116)
ds

3More precisely, when the path x takes its values in Euclidean space RY, x(r) is a vector with d
components. The operations in (2.1.110) and subsequent formulae are to be understood for each
component. In particular, when we later on, in (2.1.111) and subsequently, insert expressions like
x(#1) - x (1), this is understood as the vector (x! (1) x'(t), ..., x%(r1) - x%(t,)) obtained
by componentwise multiplication.

4See the preceding footnote.
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We now make some general observations about functional integrals of the form

/ [Dx15 exp(%L(x)). 2.1.117)

In place of the position operator x(f), we can also insert other operators f(x) in
(2.1.110). The formula becomes

x| f (o)l ) = /[Dx]jﬁ’j/"f(x) exp(%L(x)). 2.1.118)

Again, on the Lh.s., f(x) stands for an operator, on the r.h.s. for a number.

The analogy between ordinary (Gaussian) integrals and functional integrals says
that the finitely many ordinary degrees of freedom, the coordinate values of the inte-
gration variable, are replaced by the infinitely many function values x(¢). Therefore,
integration by parts should yield that

8 i
0= /[D ]x N ()exp<ﬁL(x)), (2.1.119)
that is, the integral of a total derivative vanishes. This yields
Dx1%,7, L 2.1.120
/[ X],exp< ())5@)() ( )
Recalling (2.1.118), this is written as
SL
(x”,t”lﬂpc/,t/) =0. (2.1.121)
8x(t)
Now, ‘jsi Ef)) represents the Euler—Lagrange operator (see also (2.3.8) below), and
SL
@ _ (2.1.122)
8x(t)

is the classical equation of motion. Comparing (2.1.122) and (2.1.121), we see that
the classical equation of motion is translated into an operator equation in the quan-
tum mechanical picture. In this interpretation, x’, t’ and x”, t” represent arbitrary
initial and final conditions for our paths x (¢).

Returning to our integration by parts, (2.1.119) generalizes to

i Xt SL(x)
[0 eo(3200) 322
Dx X 1" ) lL
/[ Tviy m(exl’(ﬁ (x)))f(x)

__ /[Dx]jﬁ’j,’,” exp<%L(x)) A (2.1.123)
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When none of the fields (see below) contained in f(x) is evaluated at time 7, the
r.h.s. vanishes. This, of course, confirms the interpretation of (2.1.122) as a quantum
mechanical operator equation.

Naturally, we are now curious what happens when some of the fields are present
at time ¢. So, we insert x (7p) for some ¢ < fy < t”. This yields

/ (DT, x(m)exp( L(x)) L)
- / (D ]L< (3L< ))) (10)
= Xl 550 exp| L) | )x(to

Xt i 1)
- / (a1 exp(hux))m (10)

/[Dx]" o exp(;LL(x))a(z—to). (2.1.124)
As an operator equation, this is interpreted as

i (to) 5 L(x)=65(t—1) (2.1.125)

—X x) =38t —tp). 1.

h sk () 0

SL

As remarked above, Ex)) represents the Euler—-Lagrange operator (2.3.8). We con-

sider here the example <
operator equation

TR and the classical Euler-Lagrange equation becomes the

dZ
Wx(t) =0. (2.1.126)

From (2.1.114), (2.1.116), (2.1.126), (2.1.45), we obtain
2

d .
pre Tlx(r2)x(t)] =82 — tl)|:_x(t1) x(tl)i| =—ihd(r—n)  (2.1.127)
using the Heisenberg commutation relation (2.1.12) for the last equation. This, of
course, coincides with (2.1.125). In Sect. 2.5.1 below, this equation will lead us to
the normal ordering scheme for operators.
A recent reference on path integrals is [112].

2.1.4 Quasiclassical Limits

In this section, we briefly discuss some analytical aspects of the relationship be-
tween classical and quantum mechanics.

In classical mechanics, stable equilibria are characterized by the principle of lo-
cally minimal potential energy, whereas dynamical processes are described by the
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principle of stationary motion. Both are variational principles. We consider a physi-
cal system with d degrees of freedom x!, ..., x%. We want to determine the motion
of the system by expressing the x' as functions of the time ¢. The mechanical prop-
erties of the system are described by the kinetic and the potential energy. The kinetic
energy is typically of the form

T = ZA,-j(xl,...,xd,t))'ci)'cj. (2.1.128)
i,j=1
Thus, T is a function of the velocities %!, ..., ¢, the coordinates x!, ..., x?, and
time #; often, 7 does not depend exp11c1tly on t and one may then 1nvest1gate equi-
libria. Here, T is a quadratic form in the generalized velocities x!, ..., x<.

The potential energy is of the form
V=vi', ... x4, (2.1.129)

that is, it does not depend on the velocities.

In order not to have to worry about the justification of taking various derivatives,
we assume that V and T are of class C2.

Hamilton’s principle now postulates that motion between two points in time #
and #1 occurs in such a way that the Lagrangian action

t
L(x) ::/ 1(T — V)dt (2.1.130)
1

0

is stationary in the class of all functions x(¢) = (x'(), ..., x%()) with fixed initial
and final states x(#p) and x(#1) respectively. The Lagrangian action is the integral
over the Lagrangian

F(t,x,x):=T =V, (2.1.131)

the difference between kinetic and potential energy.

Thus, one does not necessarily look for a minimum under all motions which carry
the system from an initial state to a final state, but only for a stationary value of the
integral. For such a stationary motion, the Euler—Lagrange equations hold:

d or 8(T V)=0 fori=1 d (2.1.132)
- _ (T — = ori=1,...,d. 1.
dt ax!  0x!
If V and T do not explicitly depend on the time 7, then equilibrium states are
constant in time, that is, x' =0 for i = 1,...,d, and hence T = 0, therefore by
(2.1.132)
A%
- =0 fori=1,...,d. (2.1.133)
ax!

Thus, in a state of equilibrium, V must have a critical point, and in order for this
equilibrium to be stable, V must even have a minimum there. That minimum, how-
ever, need not be unique. For example, when the state space is simply the real line
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R, and
V(x)= (2 —a%? (2.1.134)

for some a € R, the classical equilibrium states are x = *a.

Quantum mechanically, we have an L?-function ¢ : R — C (but, for simplicity,
we shall consider real-valued functions ¢ in the present section) with the normal-
ization

ol 2=1 (2.1.135)
and the asymptotic behavior
lim ¢(x)=0. (2.1.136)
x—=+o0

The potential energy V (x) is now replaced by the energy

(5

The corresponding Euler—Lagrange equation is

do(x)
dx

2
+ V(x)|¢(x)|2>dx. (2.1.137)

n? d?
< > 72 +V(x)>¢—0. (2.1.138)
Since there is no kinetic term in (2.1.137), quantum mechanics tries to find the
eigenfunctions of the operator in (2.1.138), the Hamiltonian. That is, we look for
solutions of
n? d?

<—7W+V(x))¢,~_E,~q§,-. (2.1.139)
The eigenvalues E; are the energy levels. A solution ¢ for the smallest possible en-
ergy Eo corresponds to the vacuum. Ej is positive since the potential V' is positive,
see (2.1.134). The solution ¢ (normalized by ||¢o||;2 = 1 according to (2.1.135)) is
symmetric, that is, ¢o(x) = ¢o(—x), with maxima at £a, a local minimum at 0, and
asymptotic decay lim,—, +o, ¢ (x) = 0 required by (2.1.136). The eigenfunctions for
different eigenvalues are L>-orthogonal. In particular, the eigenfunction ¢, for the
second smallest energy level E; satisfies [ ¢opidx = 0. It is antisymmetric, that is
¢1(x) = —¢1(—x) and thus changes sign at x = 0. In the quasiclassical limit, that
is, for h — 0, we have

Eo, E\ ~ah (2.1.140)

and
c1
E _EONCOCXP(_E) (2.1.141)

for constants a, cp, c1. Thus, the difference between these energy levels goes to 0
exponentially. Therefore, in that quasiclassical limit, the energy levels of ¢g and ¢
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become indistinguishable. Thus, for 2 — 0, the limits of ¢4 := \sz(qbo + ¢1) also
become minima, with

;Limo|¢i|2=5(x¢a). (2.1.142)

¢4+ and ¢_ break the symmetry between a and —a. Classically, any linear combi-
nation of §(x — a) and §(x + a) is a possible minimum. The quantum mechanical
vacuum, however, is symmetric.

It is also instructive to consider a nonlinear problem. We take

h2
/G
This time, ¢ need not be real-valued, but could assume values in some other space,
like a Riemannian manifold N. We first consider the real-valued case. The domain,
denoted by M, however, is allowed to be of higher dimension. We suppose again
that the potential W has two minima (W is then called a two-well potential). Now,
in the quasiclassical limit, we do not obtain a concentration at two points, the two
minima, in the domain, but rather the concentration at two values of ¢. This time, in
contrast to the linear case, the symmetry can also be broken for / > 0. Since this is
not a linear problem, we no longer have the concept of eigenfunctions available. For
h — 0, the solution becomes piecewise constant, the values being the two minima
of W, of course. When one imposes suitable constraints, by a result of Modica [82],
the set of discontinuity of the limit for 2 — 0 of the solutions for & > 0 is a hy-
persurface of constant mean curvature in the domain. Of course, this is meaningful
only for a higher-dimensional domain.
When the domain is one-dimensional, that is, the real line R, but the target is of
higher dimension, we may have quantum mechanical tunneling solutions, i.e.,

2

d¢(x)

dx

+ W(¢(x))>dx. (2.1.143)

lim ¢(x)=a4+ (2.1.144)

x— %00
between the vacua, that is, minima of W, denoted by a4, a—. These tunneling solu-
tions are gradient flow lines of W when the target is a Riemannian manifold.

There exist some generalizations of this problem that lead to analytical construc-
tions of great interest:

1. Let L be a real line bundle over M\ S where S is a submanifold of codimension
2 in the domain M, with prescribed holonomy for L around S. A section of L
then has a zero set of codimension 1 in M with boundary S. Considering the
quasiclassical limit of those zero sets for minimizers of the above functional for
sections of L yields a minimal hypersurface in M with boundary S, according
to [44].

2. Let L now be a complex line bundle over M. The above functional then leads
to a vortex equation of the type studied by Taubes [99], Bethuel et al. [13], and
Ding et al. [28-30].
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2.2 Lagrangians

2.2.1 Lagrangian Densities for Scalars, Spinors and Vectors

A type of particle is represented by a vector bundle E over some Lorentz mani-
fold M. The particle transforms according to some representation of the Lorentz
group or its double cover, the spin group.” Thus, it transforms as a tensor or as
a spinor. The states of collections of such particles are represented by sections ¥
of E, so-called fields.°

We are considering here the semiclassical situation, i.e., before field quantization,
and so v has to satisfy the Euler—Lagrange equations of some action functional that
is invariant under the representation of the Lorentz or spin group according to which
the particle transforms. In addition, there are internal symmetries that affect only
the values of the fields, but not of the coordinates, and leave the action invariant. In
fact, the symmetries and certain general considerations often suffice to allow us to
construct the appropriate Lagrangian for the action as we shall see.

. . _ a _
Notation: 9, = 577, at =ghvo,.
For the moment, we can think of g,, as a (Lorentz) metric on R!3, and the
indices w, v then run from O to 3.

We consider the action functional (Lagrangian)’

1 1
S(¢) = /{58,@3“05 - §m2¢2}\/—g(x)d(x) 2.2.1)
for a free scalar field, with the Lagrangian density
1 u I 5.5
F(¢,D¢) = Eaﬂd)a ¢ — 7™ ¢°, (2.2.2)

on RL3, or, more generally, on some Riemannian or Lorentzian manifold. (Note
that in (2.2.1), we use /—g(x)d(x) for the volume form, since we are assuming
a Lorentzian metric. Subsequently, when we switch to the Riemannian case, the
minus sign has to be deleted.)

The corresponding Euler—Lagrange equation is the Klein—-Gordon equation

O¢ +m?¢p=0
where [ is the Minkowski Laplacian (1.1.106).

3Tn fact, according to Wigner’s principle as explained in Sect. 1.3.4, we should consider a particle
as an irreducible unitary representation not only of the Lorentz or spin group, but of the Poincaré
group or the double covering SI(2, C) x R!-3. While this is fundamental for determining the types
of possible elementary particles from the theory of group representations, in this section, we shall
be mainly concerned with internal symmetries that arise from invariance w.r.t. to the action of some
compact group.

6 A section represents a state containing possibly several particles of a given type, since in quantum
field theory, particle numbers need not be preserved.

7In the mathematical literature, an action functional is often called a Lagrange functional.
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Remark

1. As a classical action functional for a field, we consider the action for a particle
q(t) = (ql(t), ..., q™(t)) with m degrees of freedom

(1 . .
/ Z{ 5@ (030 —m*q’ (1)q; (t))}dz. (2.2.3)
j=1

When we compare this with our quantum field theoretic setting, we see that
the index j corresponds to the spatial variable (xl ,x2, x3) above. In this sense,
¢ (t, x) is a particle with infinitely many degrees of freedom, one degree of free-
dom for each point of M.

2. In the physics literature, the field ¢ in (2.2.1), (2.2.2) is usually taken as complex
valued instead of real valued, that is, one considers

1 -1
Si(¢p) = f {Eaﬂqﬁaw — 5m2|¢|2}¢—g(x)d(x>, (2.2.4)

in line with the basic formalism of quantum mechanics, see (2.1.13). Our reason
for starting with a real valued ¢ here is, besides its simplicity, that this is better
suited for subsequent generalizations to nonlinear models where the field will
take its values in a Riemannian manifold.

We now turn to Lagrangians for spinors.
For two left-handed spinors (see (1.3.49)) ¢, x,

ox = eapd”x”

transforms as a scalar under the spinor representation, see (1.3.56).
Similarly

90 X"
transforms as a vector, for u =0, 1, 2, 3, see (1.3.57). We may then write a La-
grangian for a left-handed spinor ¢ as
F =Re(i¢po"d, ¢ +2moe)
i - - _
= §(¢0“3;L¢ — o) +m(¢gp + pd) (2.2.5)

(here, ¢ is the complex conjugate of ¢p—subsequently, we shall employ a somewhat
different convention when we consider full spinors).
The equation of motion for

S(¢) = / F(¢) (2.2.6)
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is

i0,p0" —mp =0, 2.2.7)
or equivalently

ic"d,¢+mp=0. (2.2.8)

In quantum field theory (QFT), charged particles correspond to complex-valued
fields, and the Lagrangian has to remain invariant under multiplication of the fields
by e'*(» € R) since the phase is not observable. Instead of imposing the normal-
ization ||¢|| = 1, we can then consider states as corresponding to lines in a Hilbert
space.

The preceding Lagrangian satisfies this invariance property only for m = 0. Since
it does not have this property in general, it corresponds to a neutral fermion. In the
standard model to be discussed below, these neutral fermions are the neutrinos.

In order to obtain a Lagrangian for charged fermions, we need full spinors

r=(a)

Then in the Weyl representation,

'y
transforms as a vector, see (1.3.61).
The Dirac—Lagrangian is then
F=iyy dy —myy =i(y, DY) —my (2.2.9)

(recalling the Dirac operator P defined in (1.3.22)). The mass term mixes the left

and the right spinor, since tﬁw = 1/f_L YR+ 1//_R Y. This time, we do have invariance

under multiplication of ¥ by e’* for constant real A also in the general case m # 0.
The corresponding Dirac equation is

iy 9,0 —my =0. (2.2.10)

Perhaps the factor i in (2.2.9) in front of the Dirac operator ) = y#9, needs some
explanation. The reason is that, upon integration, the corresponding term is purely
imaginary, and the factor i then makes it real. It is instructive to consider an example,
and since we shall mainly investigate the Riemannian in place of the Lorentzian
setting in the sequel, we shall also use a Riemannian example. As in our treatment
of the supersymmetric sigma model below (2.4.3), we consider the two-dimensional
case and use the following representation of the Clifford algebra CI(2, 0):

-1 0 0 -1
e — < 0 1) s ey — (_1 0 ) s (2.2.11)

which is different from the one described in Sect. 1.3.2 (but of course equivalent to
it). A spinor w is thus identified with an element (w1 = o1 + i1, w2 = ap +if) of
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C2. In local coordinates X, y, then

~1 0\ 8 (o 0 -l
2 — —
o= (3 ) (@) (5 )

_day o ;0B 4 dap 9B
+i5; +

3 ‘ 3 oy
=, ! o Y aﬂy (2.2.12)
o . o .
iy — 5y iy
and
_ da | dap 81 a8 dan oag
By = —qy b g 22 g PL g T2 At 3
@y o=~ — e = fry s — hro s tas e
B2 b1 ., o dan 9B1 RL%) don
+ B2 °x B2 oy +il B oy Y 3y o + B PR B2 o
0 d 0
420 g, 9P (2.2.13)
ay ax ay

Upon integration, the real part vanishes by integration by parts, and only the imag-
inary part remains. This comes about because the coefficients of @ commute. Were
they to anticommute, only the real part would remain. We are making this observa-
tion here because in our subsequent treatment of supersymmetry, we shall use spinor
fields with anticommuting coefficients.

We have now seen action functionals for scalars and spinors, where these names
describe the transformation behavior under Lorentz transformations, i.e., coordinate
changes. An electromagnetic field, however, is described by a potential that trans-
forms as a vector or covector. We consider

A=A, (x)dx".

A is called a vector particle, because A* transforms as a vector. Mathematically,

A is a connection, see (1.2.12), on a vector bundle with fiber C and the Abelian

structure group U (1) = SO(2). We also recall the transformation behavior (1.2.32).
The field strength is described by the tensor

Fup=0,A, —0,A,,

(2 times) the® curvature of the connection A, see (1.2.23) (note that the brackets
[Ay, Ay] vanish here, because the structure group is Abelian), and the correspond-
ing Lagrangian is the Maxwell density (the Abelian case of the Yang—Mills density)

1 1
— G Fun P = S 0,001 AY — 8, 4,07 A"). (2.2.14)

8Note the different conventions between the present section and Sect. 1.2.2.
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An important property of this Lagrangian is the gauge invariance, namely its invari-
ance under replacing A, by

Ay + 0,48

where £ is a scalar function. This is the present, Abelian, version of (1.2.13),
(1.2.32). Of course, the field strength F),, is already invariant under such a gauge
transformation (see (1.2.25), (1.2.33) for the general result).

The equations of motion for

S(A):—%/FWF’“’ (2.2.15)
are
g F" =0. (2.2.16)
If we add a “mass term”
m?A, A",

then the gauge invariance no longer holds.

As described, the mathematical interpretation of A is that of a covariant derivative
for sections of a line bundle, see Sect. 1.2.2. Thus, for a scalar field ¢ taking values
in this bundle, we put

(dAP)u =0+ Apd,

and we may consider the interaction Lagrangian

1 e L 4\ 1 2
5(3M¢>+AM¢)(3 ¢+ (A"9) )=§||dA¢|| ~ (2.2.17)

Here, we assume that the line bundle is Hermitian, and for simplicity, we write the
metric as ||¢||2 = ¢p¢*; of course, in general this only holds in suitable coordinates;
we also assume that A is unitary w.r.t. this metric—we shall return to this point in
a moment.

The replacement of

du¢p  with 9, + A, (2.2.18)

is for the following reason. The Lagrangian
1 1,
S0u90" " — SmPpg"
is invariant under U (1), i.e., under replacements
p> ¢ with e R.

It thus has a global internal symmetry. It is not invariant, however, under general
local symmetries, i.e.,

¢ — elﬁ(x)d)
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if ¥(x) is a nontrivial function of x. However, if, according to (1.2.14), we also
replace’

Ay— Ay —idy,

then the above interaction Lagrangian (2.2.17) remains invariant. Thus, we have
a gauge invariant Lagrangian. The procedure (2.2.18) of replacing an ordinary by
a covariant derivative is called minimal coupling.

In fact, we have a free parameter here: We consider the exterior derivative d as
the trivial connection (“vacuum”) on the trivial bundle M x R. We can then view
the affine space of connections A as the vector space QY(M) of 1-forms. We can
therefore multiply A by some factor ¢ and choose the covariant derivative

Dy :=0+¢qA (2.2.19)
and gauge transform A to
A—Lap. (2.2.20)
q

q here is interpreted as the charge of the electromagnetic field. It is the Noether
charge associated to the U (1) gauge symmetry.

The full Lagrangian for a complex scalar field ¢ interacting with an electromag-
netic field A is

1 1 1
—\dad > — =m?||b|I* + — || F|I>. 2221
2|| A9l > lloll +4q2 | F| ( )

The same discussion applies to spinor fields ¥, and we may form the interaction
Lagrangian

. . 1
vy + ALY —myy + @llFllz. (2.2.22)

Let us see the details once more: Replacing v (x) by e/” )/ (x) changes the spinor
Lagrangian

Yy oy —myy (2.2.23)

by —@y“wauﬁ, and this is again compensated when we replace 9, by 9, +gA,
and require that A transforms to A — ;4819 as before. Thus,

ivy @+ ADY —myyr (2.2.24)

remains gauge invariant.

9Note that the convention here is different from the one in Sect. 1.2.3; here, elements of the Lie
algebra u(1) of U(1), and similarly of other Lie algebras g, are written as i¥, with a real . This
will lead to various factors i and —1 when compared to Sect. 1.2.3. This is the standard convention
employed in the physics literature.
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As was realized by Yang and Mills,'? this can be generalized to an arbitrary in-
ternal symmetry group G with Lie algebra g, and a field ¢ that takes its value in
a vector bundle (or, similarly, in a spinor bundle—the physically more important
case, see Sect. 2.2.3 below)!'! with structure group G. The mathematical formalism
for this has been described in Sect. 1.2.3. In abstract physical terms, the gauge prin-
ciple says that the symmetries should determine the forces. The particles conveying
these forces are called gauge bosons.

To implement this, we simply consider A = A,dx", a 1-form with values in
g, and form the covariant derivative (1.2.12) of the field ¢, a section of the vector
bundle with structure group G on which A operates as a covariant derivative,

dap=do + Ad.
The replacements
d(x)— g(x)p(x), with g(x) € G for all x,
i.e., g is an element of the group of gauge transformations, and (1.2.32), that is,
Ar>gAg™! — (0g)g™

then leave

ldagpll*

invariant (assuming of course that the metric || - || is G-invariant).
The gauge field strength is now (two times) the curvature (1.2.22), (1.2.23)

F'uu = 3//,Av - E)VAM + [A/u AV]

where [-, -] is the Lie algebra bracket of g.
As before, we may form the Lagrangian involving the Yang—Mills action (1.2.34)
and coupling it with the action for the field ¢

1 1 1
S Idag > = Zm1g11° - el Fy F™ (2.2.25)

The same discussion applies to spinor fields ¥ with values in a vector bundle on
which G acts, that is, sections of S ® E for some vector bundle E over M with a
G-action, and we may form the interaction Lagrangian

. . 1
vy O+ ANy —myy — yye Tr Fp F*. (2.2.26)

10Such ideas were first conceived by Hermann Weyl.

11Of course, a spinor bundle is a vector bundle, but in physics, it is important to distinguish between
vector and spinor representations, that is, whether a representation of the spin group lifts to one of
the orthogonal group or not.
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If the representation of G on our vector bundle is not irreducible, but decomposes
into subrepresentations indexed by j, we may use a more general Lagrangian for the
gauge field strength because we can take a combination

_ Z y; Tr Fl(LJV)F(./)MV.
J

The y; are the so-called coupling constants. Mathematically, they parametrize the
ad-invariant bilinear forms on the Lie algebra of G.

Important remark: It is undesirable to have too many constants whose values
are not theoretically deduced, but can only be experimentally determined. As we
have just seen, such a situation comes about if the representation of G under consid-
eration is not irreducible. One possible solution of this problem would be to suppose
that there is some larger group G D G in the background with an irreducible rep-
resentation that induces the (reducible) representation of G, and so determines all
the constants except one. It may be possible that the symmetry group G cannot be
experimentally observed because of a symmetry-breaking mechanism that reduces
G to G. The Higgs mechanism, to be described below, is such a mechanism.

Let us recapitulate that A is a 1-form with values in g, and the symmetries there-
fore are two-fold: Under Lorentz or space—time symmetries, the 1-form part is trans-
formed, whereas under local internal symmetries (i.e., those coming from G), the
g part is affected. Similarly, ¢ transforms as a scalar under space—time symmetries
and by the action of G under local internal symmetries.

More generally, one may also introduce some nonlinearities into the ¢ and v
equations by adding some polynomial terms to the Lagrangian. These polynomial
terms, however, are constrained by the requirement of renormalizability. In dimen-
sion 4, the most general renormalizable Lagrangian is

1 1 1 -
“i Tr Fyp F* + 5||dA¢||2 — §m?||¢||2 + iUy AV

+ g1 ||¢||4 + 220y + lower-order terms. (2.2.27)

Here, g1, g2, like ¢, are coupling constants. The term ¢1}1ﬂ is called a Yukawa term.
A version of (2.2.27) is also the Lagrangian of the standard model to which we shall
turn after a brief discussion of the scaling behavior of Lagrangians. The gauge group
of the standard model is SU(3) x SUQ2) x U(1).

2.2.2 Scaling

An important criterion for field theories in physics and variational problems in math-
ematics is their scaling behavior. That means that one scales the independent vari-
ables

x> 2 lx=1y (2.2.28)
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where x is n-dimensional, x € R", and A > 0, and computes the resulting scaling
behavior of the integrals of the fields. The starting point is the scaling of the volume
form

d"y=1""dx. (2.2.29)
Also,
0 0
—=A—. (2.2.30)
dy ax
Putting ¢, (y) := ¢ (Ay) = ¢ (x), one obtains
/ ldgr(DIPd"y =2P~" / ldep (x)|Pd" x (2.2.31)
Rz R~
and
/R s (MN9d"y =17 /R | (x)|7d"x (2.2.32)

for exponents p, g > 0. Therefore, the L7-norm of ¢, (fga [#:.(»)|9d"y)!/4 has
a scaling behavior dominated by the LP-norm of the derivative
ds. (fgnldr(y)17d"y)!/7. if

np

q < for p <n. (2.2.33)
n—p
This is exploited in the Sobolev embedding theorem, see e.g. [63]. For instance, in
the most important case p = 2, in dimension 2, any polynomial in ¢ is controlled by
f |d¢|2, in dimension 3, a polynomial of order < 6, and in dimension 4, only those
of order < 4.
In the light of (2.2.29), (2.2.30), the scaling law (2.2.31) can also be interpreted

in the way that fRn |d¢|* remains invariant if the field ¢ is scaled as

¢—>1"Tp. (2.2.34)

In particular, [ |d$|? is scaling invariant in dimension 2; in fact, this integral is
even conformally invariant in dimension 2, as we shall explore below. In other di-
mensions, it becomes invariant only after a rescaling of the field ¢ according to
(2.2.34). In order to compensate for the different scaling laws for fR,, |dp|2d"x and
fR,, |¢(x)]|9d" x, one may also introduce coupling constants that are then scaled ap-
propriately. To see this, let us consider

f (Idgp|* —m*|¢ () + g11¢ (O + g2l (1) [Hdl"x; (2.2.35)
Rn

here, m is the mass of the field as before. In order that this integral be scaling invari-
ant, because of (2.2.29), each such polynomial term has to scale with a factor A”. If

now ¢ scales according to (2.2.34), this leads to

m—)km, 81 —)k%gl, gz—))»%gz. (2236)
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Of course, this just re-expresses our discussion of (2.2.32), (2.2.33). For instance,
in dimension < 4, the integral of the polynomial ¢* is controlled by that of |d¢|?,
and therefore, we can afford a nonnegative scaling exponent for the coupling con-
stant g>. In general, an interaction term is called perturbatively renormalizable when
the coupling constant scales with exponent 0, and superrenormalizable when it
scales with a positive exponent.

Similarly, when we consider a term

f vIglTldgPd"x, (2.2.37)

we see that for g > 0, the coupling constant y scales with exponent (272")(1 which

is negative for dimension > 2. Thus, such an interaction is renormalizable only for
n = 2, but not for n > 2. This applies to the nonlinear sigma model discussed below
(see (2.4.27), (2.4.28)),

f g/ (00 a‘gl () 370 (22.38)
R x%  ox¢

where g;; denotes the metric tensor of the target N. When we expand (in normal
coordinates)

gij(@®) =68+ gij,kl¢k¢l + higher-order terms, (2.2.39)

we see that this model is not renormalizable for n > 2.
Next, if we have a Dirac term for a spinor field as in (2.2.9) in the Lagrangian,
that is, if we have an action of the form

/ iy, Dy)d"x, (2.2.40)
Rn

we need the scaling behavior

¥ — ﬁw (2.2.41)

to make it invariant. When we then have a mass term

my, (2.2.42)

we obtain once more the scaling law m — Am as in (2.2.36).
We finally consider gauge fields as in (2.2.27),

Da=0d+qA, (2.2.43)

with curvature F = gdA + g?>A A A, by (1.2.22). We can then expand the La-
grangian action (2.2.21) (in shorthand notation, as we are only interested in the
growth orders),

1

1
— / | FlI?d"x = - / ((dA)? +qA%dA + g>AMd" x. (2.2.44)
4q R~ 4 R~
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As above, from the first term we get the scaling law (2.2.34)

AT A, (2.2.45)
which then, taking always (2.2.29) into account, yields

g—1"7q. (2.2.46)

Thus, a gauge field Lagrangian action is renormalizable for dimension 4, but not
above. The reader will then check that the same applies to the full interaction La-
grangians (2.2.21) and (2.2.26). Thus, we see that the Lagrangian action defined by
(2.2.27) is indeed perturbatively renormalizable in dimension 4.

In contrast to this, let us consider the Einstein—Hilbert functional (1.1.163) of
general relativity,

1
R(g)d" 2247
16m G /R R(e)dx ( )

for the scalar curvature R of the metric g. Here, we have introduced the factor

ﬁ that we had neglected in the discussion of (1.1.163) above, G being Newton’s
gravitational constant. Also, we write d"x for the volume form because we expand

around the flat metric,
gij =8 +vivG. (2.2.48)

We then obtain, with a similar shorthand notation as above, for the Einstein—Hilbert
action (2.2.47)

1
o ((dh)* + v/Gh(dh)?® + higher-order terms) d" x, (2.2.49)
T JRn

whence the scaling behavior &7 — AT h as before, and then
G — \7"G. (2.2.50)

Thus, the Lagrangian action of general relativity is renormalizable only in dimen-
sion 2, but not in dimension 4. This indicates that there should be difficulties in
unifying gravity in dimension 4 with the other forces that are governed by a renor-
malizable Lagrangian of the form (2.2.27).

Here, we have only discussed perturbative renormalization (using [106]), but not
nonperturbative renormalization, which is a more difficult issue. Some references
for renormalization theory are [52, 113].

2.2.3 Elementary Particle Physics and the Standard Model

We now interrupt the process of setting up mathematical structures to discuss how
this relates to elementary particles and in particular to their the contemporary theory
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as incorporated in the so-called standard model and its extensions. Physicists will,
of course, know all this and may skip this section.

There exist four known basic physical forces: the electromagnetic, weak and
strong forces and gravity. The standard model includes the first three of them, but
leaves out gravity. In fact, it is the fundamental challenge of high-energy theoretical
physics to construct a unified theory of all known forces, including gravity.

In any case, in a relativistic theory of elementary particles without gravitational
effects, the Lagrangian should be invariant under the action of the Poincaré group
or the double cover G := SI(2, C) x R!3 see Sect. 1.3.4. This was most clearly for-
mulated by Wigner who identified an elementary particle with an irreducible unitary
representation of G satisfying certain physical restrictions, like m? > 0, where m is
the mass. This principle is still fundamental, with the modification that one needs to
consider groups that are larger than G, in order to account for internal symmetries of
the particles beyond the spin. The principal for identifying that group combines the
mathematical theory of group representations with scattering experiments designed
to break the symmetry. To take an example from quantum mechanics, the Hamil-
tonian of a particle in a rotationally symmetric potential, H = % + V(|x]) (see
(2.1.9)), commutes with the angular momentum operator x X p = lﬂ(x x V), and
therefore its eigenvalues, the energy levels, are degenerate. When an external mag-
netic field is applied, this symmetry gets broken and the energy levels, that is, the
eigenvalues of the Hamiltonian, become distinct (Stern—Gerlach experiment, Zee-
man effect). A further splitting of the energy levels of an electron in the presence of
an external field is caused by its spin.

When it became clear that the proton and the neutron were very similar, except
for their electrical charge, Heisenberg suggested that there was a single underlying
particle, the nucleon, with a so-called isotopic spin, for short isospin, symmetry that
was broken in the presence of electromagnetic interactions. This should correspond
to the L = % representation of SU(2), as described at the end of Sect. 1.3.4. The
proton and the neutron should correspond to the eigenvalues % and —% of h =—it3.
The subsequently discovered pions 7+, 7%, 7~ should likewise correspond to the
representation for L = 1 with the eigenvalues 1,0, —1 of 4. This was supported
by pion—nucleon scattering experiments. In those scattering experiments, the total
charge Q as well as the total baryon number B was conserved (proton and neuron
have B = 1, the pions have B = 0). In order to also incorporate the decay properties
of other particles, Gell-Mann and Nishijima introduced another quantum number S,
called strangeness, to be also preserved. There is a fundamental relation between
the preceding numbers

Q:h—i—%(B—i—S). (2.2.51)

Gell-Mann and Ne’eman then interpreted this as a consequence of the embedding
of the isospin and the “hypercharge” B 4 § into the larger Lie group SU(3) of
“flavor” symmetry, and this led Gell-Mann to suggest the existence of “quarks”,
particles corresponding to the basic representation of SU(3) on C3. Finally, “color”,
another internal SU(3) degree of freedom, was proposed. The modern theory of the



2.2 Lagrangians 133

strong interaction was then called quantum chromodynamics, after the Greek word
for color.

We now turn to the unification of the fundamental forces. Electromagnetic and
weak interactions (responsible for certain decay processes, like the beta decay of
neutrons in nuclei) had been unified earlier, in 1967, in the so-called electroweak
theory developed by Glashow, Salam and Weinberg, and in the early 1970s, the
standard model combined this theory with quantum chromodynamics, the theory
of strong interactions between quarks developed by Gell-Mann, Zweig and others.
There are two types of particles in the theory: the fermions, which represent matter,
and the bosons, which transmit forces between the fermions. Fermions have half-
integer spin and satisfy the Pauli exclusion principle which states that two fermions
cannot be in identical quantum states. This aspect will subsequently be incorporated
into the formal framework by letting the fermions be odd Grassmann-valued, that is,
anticommuting. Bosons have integer spins and do not have to satisfy the Pauli prin-
ciple, and they will therefore be even Grassmann-valued, that is, commuting. The
Lagrangian then has to couple the fermions and the bosons. There are four cate-
gories of bosons in the model: the photon that mediates electromagnetic interaction,
the W* and Z boson for the weak force, eight types of gluons for the strong nu-
clear force, and finally the Higgs boson that induces spontaneous symmetry break-
ing of the gauge group for the electroweak interactions by a mechanism described
in Sect. 2.2.4 below and that thereby provides masses to particles. While all the
other bosons have been experimentally confirmed, with several of them predicted
by the theory before their experimental observation, the Higgs boson has not yet
been detected, but it may be detected soon with more powerful particle accelerators,
because it should be seen at the energy scale where the unification between the elec-
tromagnetic and weak forces takes place (this is about 10'? electron volts, or about
1071 times the Planck scale). Except for the Higgs boson and the W and Z bosons
(which, in contrast to the photon, are massive, by the Higgs mechanism), the bosons
are gauge particles, meaning that their contribution to the Lagrangian is invariant
under gauge transformations from some internal symmetry group, as described in
Sect. 2.2.1. The Lagrangians for bosons are of Yang-Mills type, as described in
Sect. 1.2.3. The gauge group of electromagnetism is the Abelian group U (1), as al-
ready explained. For the electroweak interaction, the gauge group is SU(2) x U (1).
We should note, however, that the SU(2) here is not the symmetry group of the
weak interaction, which is not a gauge theory anyway. In fact, below the energy
for the unification of the weak and the electromagnetic interactions, SU(2) does
not represent any symmetries. The gauge group U(1) of electromagnetism is not
the U (1)-factor in SU(2) x U (1), but rather a combination of the U (1)-subgroup
of SU(2) and the U (1)-factor in SU(2) x U(1) (Weinberg angle). For the strong
interaction, the gauge group is SU(3). The gauge group of the standard model is
therefore the product SU(3) x SU(2) x U(1). A class of extensions of the standard
model, the so-called grand unified theories (GUTs), postulate that these groups are
subgroups of a single large symmetry group, for example SU(5). The grand unified
theories have the advantage that they reduce the number of free parameters in the
theory, see the remark at the end of Sect. 2.2.1. This symmetry, however, is only



134 2 Physics

present at very high energies, but is reduced to SU(3) x SU(2) x U(1) at lower en-
ergies (including those achievable by current particle accelerators) by a process of
spontaneous symmetry breaking, see Sect. 2.2.4 below. Most of these grand unified
theories, including SU(5), had to be given up because (in contrast to the standard
model) they predicted proton decay at a rate not observed in nature.

Supersymmetry, to be discussed below, postulates an additional symmetry be-
tween bosonic and fermionic particles.

For the fermions, we have 12 different types (“flavors”, each representing a par-
ticle and its antiparticle) in the standard model. That flavor is changed by the weak
interaction, mediated by the heavy W and Z gauge bosons. The fermions come in
two classes, leptons (including the electron and the electron neutrino) and quarks.
Only the latter ones participate in strong interactions, by a property called “color”,
as already mentioned above. Since, in contrast to the electroweak forces, the strong
force grows with the distance between quarks, they become confined in hadrons,
colorless combinations. These can consist either of three quarks, like the protons
and neutrons, and therefore be fermionic (baryons), or of a quark—antiquark pair,
and then be bosonic (mesons), like the pions. In particular, these particles, protons,
neutrons, pions and so on, are not elementary, but composite. The fermions are also
classified into three generations. Each fermion in one generation has counterparts in
the other generations that only differ in their masses, for example the electron, the
muon and the tau lepton. Ordinary matter consists of fermions of the first genera-
tion, that is, the electron, the electron neutrino and the up and down quarks, as the
ones in the other generations are substantially more massive and quickly decay into
lower-generation ones.

While the standard model is well confirmed (with some revision to account for
the experimentally observed neutrino masses that had not been predicted by the orig-
inal model), renormalizable and generally accepted, it cannot yet be the ultimate an-
swer because it does not include gravity and does not fare well at the cosmological
level. Also, it is not entirely satisfactory because it contains too many free parame-
ters that are not theoretically derived, but can only be experimentally determined.
(As mentioned, the number of these free parameters is reduced in the grand unified
theories.)

The concepts behind the standard model, however, are theoretically very appeal-
ing. When extended by the more recent ideas of superstring theory, they may well
lead to a general theory of all known physical forces, at least according to the present
opinion of many, if not most, theoretical physicists.!?

In the present book, we are not concerned with the detailed physical aspects of
the standard model, but only with the underlying mathematical concepts. Therefore,
we shall essentially only treat a toy model, the so-called sigma model, that itself does
not pretend to describe actual physics, but which on the one hand exhibits many of
the conceptual issues in a particularly transparent manner, and on the other hand

12 As opinions in theoretical physics can change rapidly, this statement may no longer be up to date
when this book goes to print, and perhaps not even at the time of writing. There seems to be at
least a tendency towards growing scepticism with regard to the prospects of superstring theory.
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constitutes the starting point for string theory which, in contrast, aims at physically
valid predictions.

2.2.4 The Higgs Mechanism

For a d-component scalar field ¢ = (¢!, ..., ¢?), we may consider the Lagrangian

1 . 1 . . : .
F= Eau¢>’a“¢,- - Ea;’qﬁ’qﬁj (wlo.g.al = a’).
(Since the metric §;; on d-dimensional Euclidean space is flat, we can freely move
indices up and down to conform to the usual summation conventions.)
By diagonalizing the quadratic form al.j o' ; by an orthogonal transformation—
which leaves aﬂqﬁi oM ¢; invariant—we can bring F' into the form

I 1 .
F=0u0'0" i — 5D pid' i
i

(the w; are the eigenvalues of the symmetric matrix (a;;)).

If all 11; > 0, this Lagrangian describes d scalar particles of masses m; = ,/ut;. Such
an interpretation is no longer possible for negative u;.

More generally, for a multicomponent scalar field, we may consider the La-
grangian

1
F=—-
2
where the potential V(¢) incorporates self-interactions. Typically, V contains
a quadratic term a;; ¢'¢/ and a higher-order term.

The classical vacuum corresponds to the minimum of V. The problem of sym-
metry breaking arises, namely that while V itself is invariant, the vacuum may not
be invariant under the full symmetry group G of F'. In that case, the vacuum consists
of a whole G orbit, i.e., is degenerate.

Let us consider a simple example: ¢ is a real scalar field,

dud 0" — V($)

Lo Ay
V(¢)—2M¢ +4¢-

In order to make V bounded from below, we assume A > 0. If ;& > 0, then ¢ =0 is
the vacuum, and the term %c/)“ may simply be treated as a higher-order perturbation
for the Lagrangian

1 1
Fo= 093" ¢ — m*¢>  (m =)
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for a scalar particle of mass m. If i < 0, the situation changes, and this interpretation
is no longer possible. The vacuum is now located at

¢0=v::|:,/_TM.

In order to make a perturbation around the vacuum, one now has to consider the
shifted field

d=¢—v,

which breaks the symmetry between ¢ and —¢. In terms of é, the Lagrangian be-
comes

1.~ -~ 1 - ~ A~
F = §8M¢8“¢ + E/Lqﬁz — v — Z¢4 (+an irrelevant constant term).

Since j is negative, we can interpret ¢ as a scalar particle of mass m = /— /1.

We now apply a similar analysis for a massive complex scalar particle coupled
with a gauge field (i.e., a massless vector particle) and consider the Lagrangian (cf.
(2.2.1), (2.2.14), (2.2.17))

— 4—22F,WF’“’ (t > 0).
(2.2.52)
(The minus sign in front of A* arises because A* is in u(1) = iR, and we have to
take the complex conjugate (A*¢)* = — A p*.)
For A > 0, the vacuum now is at

1
F=2(0up+Aud) (09" — A'¢™) —i(igl® — %)

| =1,
ie.,
¢ = e,

Thus, the vacuum is a nontrivial U(1) orbit, i.e., degenerate. We therefore impose
an additional gauge condition

Im¢ =0, Re¢p >0
which uniquely locates the vacuum at
¢=r.

Again, we want to expand around the vacuum and put

p=¢ -1
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The Lagrangian becomes (up to a constant term)
1 Tal gz 7207 2 1 weq 2 1 v
F= Eauqsa ¢ —2rp (9 +27)" + EAMA P+1) — @FHVF
= la $o" P — 4rtP? + lIZA AP — LF F"¥ + higher-order terms
a0 2" A T gt g '

Thus, up to these higher-order terms, F describes a scalar particle ¢ of mass m =
27+/2X and a vector particle A of mass 7. Because of our above gauge condition,
the scalar particle now has only one real degree of freedom left; the other degree of
freedom has been gauged into the vector particle that has acquired a mass.
Alternatively, we write
p=eT@+E=T1+E+in+O0E +1n?)
and consider

in
é=e71?¢_rv

, 1
A=Ay = —0un.

Then F becomes
1 1, / 2.2 1
F = Ea,ga“s -3 AL AN —ApTE — 4—82FWF‘“
+ higher-order terms in £ and A,

but n has disappeared, gauged into the vector particle A’ that has acquired a mass.
Let us discuss the Higgs mechanism in more generality. Again, we start with
a simple scalar field ¢ and a Lagrangian

1
F(¢) = §3u¢3“¢ — V().

We assume that ¢ takes values in a vector bundle with structure group G, and that
V is G-invariant.
Let v be a classical vacuum, i.e., a minimizer of the potential V. Then

v 0
7 = at ¢ =v.
We assume that the symmetry group G is broken in the sense that v is only invariant
under a smaller group H C G, but not under all of G.
We choose generators oL ... 0N of the Lie algebra g of G in such a manner
that 9!, ..., ™ generate the Lie algebra ) of H. Thus

Pv=0 fori=1,...,M,
9v#£0 forj=M+1,...,N.
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Since V is G-invariant, the derivative of V in the directions tangent to the G-orbit
of ¢ vanishes, that is,

—( ¢) = iV(exp(tz?’)¢)| =0 forall .
t=0

d¢
Differentiating this relation w.r.t. ¢ yields
d*v dv .
s B¢+ —¢19] 0 forall j.

Atq)—v, b —O and hence

d*v ;
W) ?v=0.
dg?
Since for j =M 4 1,..., N, 9Jv #0, 9/ v is an eigenvector of the Hessian d‘;(zv)

with zero eigenvalue. Smce this Hessian gives the quadratic term in the expansion
of our Lagrangian F(¢) at the vacuum ¢ = v, and since the eigenvalues of this
quadratic form are interpreted as squared masses, we interpret exp(9/)v for j =
M +1,..., N as a massless boson.

Thus, for each broken generator of the symmetry group, we have found a so-
called massless Goldstone boson. To get the Higgs mechanism, we introduce
a gauge field A, with values in g, that couples to our scalar field ¢ and consider
the Lagrangian

Vi ] i w
F(¢,A)——ZFWF +§(3M+Au¢)(3 + A%¢) — V(¢),

with a G-invariant potential V as before.
Again, we assume that the vacuum v is only H -invariant. We expand

M N
p=v+Y &0+ Y v+ 0E +n?)

i=1 j=M+1

el e ze)

With this expansion and with the notation A, = A;,¥', we obtain the term
T vdvA;, AT*

in F(¢, A), which we interpret as the mass term for the vector fields. The gauge
change

Ajjp=Aju—0unj,
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together with the fact that 9/v for j = M + 1,..., N is a O-eigenvector of the
Hessian of V at v, makes the 7/ disappear in the expansion of F (¢, A) up to second-
order. Thus, we obtain N — M massive vector fields that have absorbed the N — M
Goldstone bosons.

The idea of a gauge theoretic interpretation of spontaneous symmetry breaking
was conceived independently by Englert and Brout and by Higgs in the early 1960s.

2.2.5 Supersymmetric Point Particles

We now take a step backwards and consider a one-dimensional domain. In geomet-
ric terms, the aim of this section is to derive a supersymmetric version of the action
functional (1.1.119) for geodesics, discussed in Sect. 1.1.4. In physical terms, we
want to introduce Lagrangians that exhibit a symmetry between bosonic and fermi-
onic fields. The supersymmetric point particle is the simplest instance of this.

We start with the Euclidean case. We consider (¢, 8) € R'! as coordinates (see
Sect. 1.5.2), as well as scalar superfields

X9(t,0) = ¢°(t) + ¥(1)0, a=1,....d, (2.2.53)

with ¢¢ even and ¢ odd.'® Our Lagrangian is

1. . .
L= §(¢”¢a + V) (2.2.54)
and the action is
1 . .
$1=3 / (@ + Y a)dr. (2255)

Here, r and 6 are the independent variables, ¢ and i the dependent ones. ¢ is called
a bosonic field, or boson for short, i a fermionic one or fermion.

Thus, both the arguments and the values of X are Grassmannian. Here, this makes
X even. We also note that it is important that ¥y be anticommuting in (2.2.55), as
otherwise an integration by parts would imply that | V%Y, dt vanishes identically.

Remark

1. In the physics literature, one usually puts a factor i in front of the term ¥4,
in the Lagrangian F7, and likewise in the other supersymmetric Lagrangians we
shall treat here. Since the expression is Grassmann valued, this becomes a matter
of convention, in contrast to the real-valued situation of (2.2.12). The convention
with the i is compatible with the following convention usually adopted in the

13As ¢ and @ are both odd, they anticommute. Otherwise, at this point, they have nothing to do
with each other.
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physics literature for defining a complex conjugation * on Grassmann variables.
This conjugation should satisfy

i+ =1+1. ()" =171. (2.2.56)

One defines the complex conjugate of an ordinary complex number as the ordi-
nary complex conjugate, and one assumes that the generators 91, ..., 9y of the
Grassmann algebra are real, i.e.,

v =10 (2.2.57)

l
Thus
(O Py - V)" = O = DV - (2.2.58)

The elements of the Grassmann algebra are called supernumbers. A supernum-
ber 7 is then called real if v = 7, imaginary if t* = —7. Thus, ¥y, - - 0, is
real if %k(k — 1) is even, imaginary if %k(k — 1) is odd. With this convention,
the term ¥ 1“, being the product of two real odd quantities, is purely imagi-
nary, and the factor i then serves to make it real. In any case, a factor i in the
Lagrangian in front of the i term would then require also a compensating factor
in the supersymmetry transformations (2.2.68) below.

2. We may, in fact, put any factor « in front of the term %% in the Lagrangian
F1 (and likewise, we may put factors in front of other terms we shall add to our
Lagrangians to make them supersymmetric). We then simply need to compensate
for this in our variations (2.2.68) below, for example by inserting a factor 1/«
into the right-hand side of the variation for ¥r. With such a factor «, we can then
perform expansions of the Lagrangian and other quantities in terms of « which
is a useful device often seen in physics texts.

The Euler—Lagrange equations for L are

$* =0, (2.2.59)

Y =0, (2.2.60)

and L describes a free superpoint particle. a is a vector index, and the setting
can be generalized to particles moving on a Riemannian manifold M with metric
8ab(¥)dy* @ dy”. ¢ (1) then transforms as a tangent vector to M, and one postulates
that () likewise transforms as a tangent vector in T ()M, i.e., under a change of
coordinates y = f(y’) in M, one has
” By“ b . . .
Y= WW (¢ is thus a vector with Grassmann coefficients). (2.2.61)
y

(Note that here we are transforming the coordinates in the image; anticipating the
discussion below, this is perfectly compatible with i being a spinor field, because
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this refers to the transformation behavior w.r.t. the independent variables.) Thus, i
is an odd vector field along the map ¢. In particular, the scalar product

(. V) = gab (@) " (2.2.62)
is invariant under coordinate transformations on M. We may use the Lagrangian
— l ra ib l a b
L= 58ab(@)¢7¢" + S 8an($)V V4 Y7 (2.2.63)
with
d ; .
Vo' = v+ To @)y (2.2.64)
The Euler—Lagrange equations for
S = / Lo(¢p, ¥)dt (2.2.65)
are
ia 1 a gb.c.d
V%qb — ERthd) vyt =0, (2.2.66)
Vap®=0. (2.2.67)

dt

In contrast to (2.2.59), (2.2.60), these field equations couple ¢ and ¥r. Equation
(2.2.66) is the supersymmetric generalization of the geodesic equation V 4 x4 =0,
cf. (1.1.124), (1.1.125). When we consider ¥ as an ordinary field, the equations
(2.2.66), (2.2.67) describe a spinning particle in a gravitational field. Unless i = 0,
the particle no longer moves along a geodesic, because of the presence of the second
term in the first equation.

We return to the action S;, and we perform the variations

8¢ = —ey?,

. (2.2.68)
Syt =eggp?

with an odd parameter . The variation of the Lagrangian L of S is

Lo 1 . 1 .
dLy = ¢a8¢a + 5(&#“)% + Ewaawa

S DU B
=—¢¢ '(//a"‘zg‘p 1//a+21ﬂ e

_ o I ... 1d, , . 1., .
= 60" Va+ 560" Va + 5 (VT eda) — SY e

d

1 . . .
= —EE (Ew“%) (using e = —ey?, as ¢ and ¥ are odd). (2.2.69)
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Since §L; is a total derivative, it follows that S; is invariant under the variation
(2.2.68). The point of the superspace formalism is now that this variation is induced
by a variation of the independent variables ¢, 8. Namely, we consider the so-called
supersymmetry generators

Q:=1:=00;+ 0, (2.2.70)
P :=0;. (2.2.71)

Here, Q and P are the notations usually employed in physics texts. The operator
Q = 7 should be compared with the operator D := dg — 69, introduced in (1.5.34)
in Sect. 1.5.2. Then

eQX(t,0) =£Q(" (1) + ¥*(1)0) = £¢“60 — ey
(since 6% =0 and # commutes with $, but anticommutes with v, (22.72)
which yields (2.2.68). We have
[0, Q1=20%=2(08, + 3) (00, + 3p) =20, =2P
(since, e.g., 6 and dg anticommute). (2.2.73)
Similarly

[D, D] = —20; = -2P, (2.2.74)
[Q, P]=(00; 4 39)0; — 0: (09, +39) =0

(since dg anticommutes with # and commutes with 0;), (2.2.75)
[D, P1=0, (2.2.76)
[P, P]=0. 2.2.77)

Equations (2.2.73), (2.2.75), (2.2.77) mean that Q and P generate a super Lie al-
gebra, see (1.5.5), i.e., a mod 2 graded vector space S over C, endowed with a su-
perbracket [, -] that is bilinear, mod 2 graded additive and superanticommutative,
ie.,

[A, B]=[B, A] if A, B both are of odd degree,
[A, B]=—[B, A] otherwise,i.e.,if A or B is even

and that satisfies the super-Jacobi identity (1.5.6),
(—D™[A,[B, Cl1 + (= D™[B.[C, All + (- )’[C, [A, B =0,
where a, b, ¢ are the degrees of A, B and C, resp. Returning to (2.2.69), we have

SLq =—¢l
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with

I,_l aga
=g

We also have
1 . . 1 .
81 = Eeq&“(ba + Esxp"w“ =¢L;.

These variations for L and I are quite similar to the ones for ¢¢ and ¢, compare
(2.2.68), except that the roles of bosons and fermions have been exchanged. In the
physics literature, the representation of the supersymmetry algebra on the ¢¢, ¢
space is called a “bosonic multiplet”, whereas the one on the L1, I space is called
a “fermionic multiplet”.

We are now going to consider a functional on R!12 with coordinates (t, ol 92),
and the supersymmetry generators

Qo =0%0; + dpa, (2.2.78)
P=4. (2.2.79)

They span a super Lie algebra with

[Qu, Qﬁ] = zaaﬂp,

(2.2.80)
[Qq, P1=0=[P, P].
We try a superfield
X4(t,0%) = ¢ (1) + Y2 (1)0%. (2.2.81)
We have
£01X9(t,0',0%) = —ey + e¢0" — ev1560'6?, (2.2.82)

and similarly for € Q. This is different from the previous situation as we now also
get a 0162 term that can neither be considered as a variation of ¢ nor as a variation
of Y. This problem stems from the fact that we now have only one bosonic field ¢,
but two fermionic fields y1, ¥». Since supersymmetry mixes bosonic and fermionic
fields, we need to introduce an additional bosonic field and consider the superfield

Y(t,0% =% (t) + Yo (1)0% + F° (1)0'6> (2.2.83)
with an even F“. We now get

eQ1Y(t,0%) = —ey +£¢0' + e F0% — ey/$60'0% (2.2.84)
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Thus, we get the variations

8¢a = _wa9
Sy = e,
(2.2.85)
Sys =¢eF“,
SF% = —81/}2“
for QO and analogous variations for Q5.
We consider the action
1 . . .
53 = / S@"$u+ ViV + F* Fo)dr. (2.2.86)
The Euler-Lagrange equations for L3 are
¢ =0,
1/,5 =0, (2.2.87)
F=0.

Thus, the equations for the F'“ are trivial, and the F¢ are auxiliary variables that do
not evolve and can be eliminated. They are only needed to close the supersymmetry
algebra. We also observe that on-shell, i.e., if the equations of motion (2.2.87) are
satisfied, we have

e01X(t,0%) = —eyf +e¢0! (2.2.88)

so that the supersymmetry algebra closes here without the F“ field. On-shell, the
number of degrees of freedom of the /¢ fields is reduced so that we no longer need
the F“ field in order to restore the balance between bosonic and fermionic fields,
and on-shell, F* vanishes anyway.

We may also write things in a more invariant manner. Namely, with

X(t,0)=¢@) + ¥ )0, (2.2.89)
we have
DX =—¢0 — (2.2.90)
and
D(DX) =—(¢ +y6), (2.2.91)

and so we have

1
S = / 5 DXD(DX)ddé. (2.2.92)
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Since the supersymmetry generator Q anticommutes with D, we now see directly,
without any need for further computation, that L; remains invariant under super-
symmetry transformations. Similarly, to represent S3, we consider the operators

Dy = —0%9; + 0ga. (2.2.93)
From (2.2.83), we obtain

1
S3=1 f €’ DY DgYdrd6*de’, (2.2.94)

for the field Y, where the antisymmetric e-tensor satisfies
2= =1. (2.2.95)

We observe that, in contrast to (2.2.92), (2.2.94) contains only two Ds, the reason
being that here we have two odd variables, 0! and 62, that are integrated. The Euler—
Lagrange equations (2.2.87) for L3 then become

€’ DyDgY =0. (2.2.96)

We now wish to include self-interaction terms in the functional and consider a
(smooth) potential function of the superfields Y4,

WY =W(@" + y26% + F0'6%). (2.2.97)

Thus, we have the expansion

dw(g) 12y, 18%w(@) bob
W) =w(p)+ e (Yg0% + F9°67) + 3 PYSEYC z/fge‘”wﬂe . (2.2.98)
We introduce an interaction Lagrangian
Lipg = — / WY (t,6',6%)dtdo*do" (2.2.99)

dw(p(t 32 w(p(t
=_/ WOW) pa | W@ qpp) (2.2.100)
99 (1) 3 (1)3¢P (1)

The total Lagrangian is
L3+ Liy;. (2.2.101)
The corresponding Euler—Lagrange equations include the following equation for F
pa_ 0@

ok

Again, this is an algebraic equation and thus eliminates F¢, and we may write

o L, 1. 1ow(g) dw(p)  *w(g)
L3+LGz—/dt<§¢ ¢a+§¢a‘/faa_§ 8(;')“ 3¢a - 8¢b8¢“

(2.2.102)

w?wé’)
(2.2.103)
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2.3 Variational Aspects

2.3.1 The Euler-Lagrange Equations

Here, we present a brief summary of the calculus of variations as needed for treat-
ing action functionals and their symmetries. For more details, we refer to [66]. We
consider a Lagrangian

L=/F(x,u(x),du(x))dx 23.1)

and variations
u(x) — u(x) + séu(x); 2.3.2)

here, s is a parameter, and Su(x) is the variation of u at x.14 This means the follow-
ing:
SL(u) d
5 = R F(x,u(x)+séu(x),du(x) + séu(x)))dxs—o.
u s
(2.3.3)
More generally, one may consider a C2-family of diffeomorphisms A (u) of the
dependent variables, defined for s in some neighborhood of 0, with i being the
identity, and

SL(u)(Su) =

d
d_hs ((x))|s=0 = du(x), (234
s
and
d
SL(u)(Su) = 75 / F(x, hs(u(x)), d(hs (u(x))))dx|s=0. (2.3.5)

Since we consider only infinitesimal variations, (2.3.3) and (2.3.5) are the same, and
we may use either formulation.
We now assume that

5L (_ 6L(u)) B
(WG| ===)=0 (2.3.6)

for a variation §u. We compute

SL(u)(du) = / <Fu (x, u(x), du(x)) du(x) + Fpe (x, u(x), du(x)) 8;Cio[éu(x)>dx

14The integration is supposed to take place on some domain €2, but as that domain will play no
essential role, we suppress it in our notation. In many situations, the variations éu are required to
satisfy certain conditions at the boundary of 2 (because u itself is constrained there), but again,
that will not be essential in the present context. Of course, it is important to realize that the integral
in the definition of the Lagrangian is a definite one. Likewise, we suppress other constraints that u
may have to satisfy, and that need to be preserved by its variations.
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/(F (x,u(x), du(x))— d —— Fpo (x, u(x), du(x)))éu(x)dx
2.3.7)

Bu

where p“ is a dummy variable for the place where is inserted, and subscripts

denote partial derivatives, e.g. F, := au . (In fact, u mlght be vector valued, and in
that case F), stands for all the partial derivatives of F' w.r.t. the components of u.)
For the last line, we have integrated by parts, assuming that the variation du is such
that no boundary term occurs. We note the full derivative ﬁ that indicates that we
need to differentiate Fpe (x, u(x), du(x)) for all three occurrences of x.

Comparing (2.3.7) with (2.1.52), we obtain

SL(u)

=F,(x,u(x), du(x))— d F (x,u(x),du(x)). (2.3.8)
Su(x)

Thus, ‘;L ((“)) represents the Euler—Lagrange operator.
We now assume that u is a stationary point, e.g., a minimizer of L, in the sense
that (2.3.6) holds for all variations du satisfying an appropriate boundary condition.

We then obtain the Euler-Lagrange equations

SL(u)
Su(x)

F,(x,u(x),du(x)) — d F (x,u(x),du(x)) =0. (2.3.9)

When we wish to derive things in a geometrically invariant way, we should change
the preceding formalism slightly. The reason is that the integration measure dx em-
ployed in (2.3.1) is not geometrically invariant. More natural is the volume form

J/det g;jdx for a Riemannian metric g;;. (2.3.10)

Thus, in place of (2.3.1), we should consider

=/G(x,u(x),du(x))\/detgijdx. (2.3.11)

We abbreviate

Vg =/ detgij. (2.3.12)

The Euler-Lagrange equations (2.3.9) then become

SL(u) _
5 () =Gyu(x, u(x), du(x))—Td—a(\/_G o(x,u(x),du(x))) =0. (2.3.13)

2.3.2 Symmetries and Invariances: Noether’s Theorem

‘We consider an action

L= / F(x,u(x),du(x))dx (2.3.14)
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that is infinitesimally invariant under some variation
u(x) = u(x) 4+ sn(x). (2.3.15)

As just explained, the invariance means that
d
SL = o / FQx,u(x)+sn(x), d(x) +sn(x)))dxs=o =0. (2.3.16)

In contrast to the preceding, here we consider arbitrary fields u, but only particular
variations n—above, we had considered arbitrary variations §u for a particular u.

Again, we may alternatively consider a C2-family of diffeomorphisms A (u) of
the dependent variables, defined for s in some neighborhood of 0, with /¢ being the
identity, and %hs (u(x))|s=0 = n(x). We now assume

/F(x,hs(u(x)),dhs(u(x)))dx:/F(x,u(x),du(x))dx

for all s near 0 and all admissible u. The interpretation that a variation arises from
a diffeomorphism of the dependent variables that leaves the action invariant is useful
when one wants to analyze invariances in the context of global analysis.

As in (2.3.7), we obtain

0= / <FM (x, u(x), du(x))n(x) + Fpe (x, u(x), du(x))axian(x))dx. (2.3.17)
‘We now consider a more general variation
ulx) = ulx) +sx)n(x), (2.3.18)

that is, where the variation parameter s may also depend on x. Since the variation
&L vanishes for constant s, it must now be proportional to the derivative of s, that
is,

(SL:[F,,a(x,u(x),du(x))n(x)wias(x)dx. (2.3.19)

If we now assume in addition that u is stationary, that is, § L vanishes for all varia-
tions, (2.3.19) vanishes as well, and we conclude

dd?(Fpa (x,u(x),du(x))nx)) =0. (2.3.20)

This is a special version of Noether’s theorem. We define the Noether current
Jo(x) = Fpo(x, u(x), du(x))n(x). (2.3.21)

Noether’s theorem thus says that j is conserved in the sense that

0
divj=—j%x)=0. (2.3.22)
ax¥
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As at the end of Sect. 2.3.1, when we consider a functional of the form (2.3.10), we
obtain the geometric version of Noether’s theorem,

divj= Ta—a(fj x)) = (2.3.23)
with j%(x) := G pe (x, u(x), du(x))n(x).
For the general version of Noether’s theorem, we also allow for variations of the
independent variable x. That means that we consider

x — x :=x +sdx, (2.3.24)
u(x) = ' (x") =) =ulx) + sy (x). (2.3.25)
When we write
w' (x) = u(x) + sn(x) (2.3.26)
we have
PRI 2327
n —_ w - d‘x—ﬂ x . ( . . )

Since now the integration measure dx also varies under (2.3.24), the Noether current
becomes

d
7= Fe(x,u(x), du(x))<a¢f _ d—zaxﬂ) T F(x,u(x), du(x))sx®, (2.3.28)
X
and again a conserved quantity,

0
divj=—j%x)=0. (2.3.29)
0x%

Here as well, in the Riemannian setting, we instead have
o du 8 o
= Gpe(x,u(x), du(x))| ¢ — d—ﬁéx + G(x,u(x),du(x))sx* (2.3.30)
X
and (2.3.29) should be replaced by

divj = Ta—a(fj (x)) = (2.3.31)

cf. (2.3.23).
Finally, in many situations, the Lagrangian is only invariant up to a divergence
term, that is,

SL + / div A(u, dx,du) =0. (2.3.32)
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In this case, we obtain that (in abbreviated notation when compared to (2.3.28))
div(Fpéu + (F — Fpdu)dx + A(u, éx, éu)) =0. (2.3.33)

The standard example is the conservation of energy for time-invariant Lagrangians.
We consider the action

So = f (%é“qﬁa - V(¢))dt. (23.34)

Since the integrand does not depend explicitly on ¢, it is invariant under a variation
t — t + 6t, and from (2.3.28), we conclude that the negative of the Hamiltonian
(= energy) is preserved, this being given by

1. .
5¢“¢a + V(o). (2.3.35)

The same happens for our supersymmetric Lagrangian (2.2.55),

1 . .
S1= 3 /(¢“¢a + ¥ g)dt; (2.3.36)
again, the Noether current is

1.,
—5%“da. (2.3.37)

that is, minus the Hamiltonian. We observe that the Noether current here contains
only the bosonic field ¢, not the fermionic one . We may also consider supersym-
metry invariance in this framework. When we perform the variations (2.2.68), we
compute that the associated current is given by

—ed. (2.3.38)

The superspace formalism represented the supersymmetry variation as a variation
of the independent variables. Since S in (2.2.92), however, also contains terms of
the form DX, the formalism needs to be slightly extended to carry over. The La-
grangian S3 as written in (2.2.94) does not present this problem, and so, in that case,
the conserved current can be computed from a variation of the independent variables
without the need for an extension of the formalism, except that of course we now
need to take the signs into account as always when performing supercomputations.

We now finally derive some implications of Noether’s theorem in the Minkowski
setting. According to (2.3.29), invariance implies a conserved current:

9. j* =0. (2.3.39)

From this, we obtain a conserved charge:

0= / d1x°, (2.3.40)
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where j¥ is the time component of j and ¢~ ' x denotes the integration over a space-
like slice,

d - .
EQ=/d" L 3o
=— / d?'x a, j* (a running over spatial indices) by (2.3.24),

=0 (2.3.41)

by the divergence theorem when j vanishes sufficiently quickly at spatial infinity.

2.4 The Sigma Model

In this section, we discuss an action functional that is fundamental to conformal
field theory and string theory, the sigma model and its nonlinear and supersymmetric
versions. In the mathematical literature, the corresponding theory appears under the
name of harmonic maps, and we refer to [65] for a detailed treatment with proofs and
references; for the supersymmetric version, the harmonic map needs to be coupled
with a Dirac field as treated in [16]. A monograph about this topic from physics
is [73].

2.4.1 The Linear Sigma Model

We let M be a Riemannian manifold of dimension m, with metric tensor in local
coordinates (Vup)a.p=1,...m.->
We recall the following notation:

(y“ﬂ)a,ﬂzlwm = (yaﬁ);ig (inverse metric tensor),
V = det(yolﬁ)a

1 .
re, = Ey"”S (Ygs.n + Vno.p — Vgn.s) (Christoffel symbols).

For a function ¢ : M — R of class C I we consider

99 (x) 3¢ (x)

ap
y Ix®  9xh

2.4.1)

I5The conventions here are different from the ones established in Sect. 1.1.1 where the metric of
M was denoted by g;;. The reason is that for the nonlinear sigma model, another manifold will
come into play, the physical space(-time) whose metric will then be denoted by g;;. M will be the
world sheet instead.
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in local coordinates (x!,...,x™) on M The quantity (2.4.1) is simply the square
of the norm of the differennal do = —dx which is a section of the cotangent
bundle 7*M, that is,

3¢(X) d¢ (x)

p = (49,d9)r-u = ldo|* (24.2)

y* (x)

in hopefully self-explanatory notation. Therefore, it is clear that (2.4.1) is invariant
under coordinate changes.
The Dirichlet integral of ¢ is then

1 E) 1
S(¢)=—/ y*P (x )ai aiﬁdxl ...dx’”=5/M||d¢||2dv0lV(M). (2.4.3)

Minimizers are harmonic functions; they solve the Laplace—Beltrami equation
(see (1.1.103)) (the Euler—Lagrange equation for S(¢))

i) i)
App=—-— <ﬁyaﬂ ax—ﬂ¢> =0. (2:4.4)

We now specialize this to the case where M is two-dimensional, that is, a surface

equipped with some Riemannian metric. According to the conventions set up in

Sect. 1.1.2, we can then let the indices «, 8 stand for z, z, where z = xl +ix? s

a complex coordinate; when we want to avoid indices, we shall also write z = x +iy,
as in Sect. 1.1.2. Thus

y“%%+2 22%% + 22%%

do|* =
lde] 3z 0z 9z 0z "V 9z 9z

(2.4.5)

and, recalling (1.1.76),

1 wp 00 90
- g oP / 2
S(¢)—2fM T 3BV Y1Y2 Vi dx ndy

:1'/ <VZZ%% +2 ZZ%%‘F ZE%%)
M

2 9z 0z Y az0z TV 9767

x m dz A dz. (2.4.6)

A fundamental point in the sequel will be to consider S not only as a function of the
field ¢, but also of the metric y. We thus write

S(@, ). 2.4.7)

Naturally, we then also want to study the effect of variations §y of the metric on S;
it is in fact more convenient to study variations of the inverse metric y ~!. Observing

that \/y11y2 — vh = /vy "y2 — (¥'2)2) !, we compute
3S(p,v)= / TaﬁSJ/aﬁm dx ndy (2.4.8)
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with
L0900 109 9

- _ . 249
o= e ogxf 2V e xm (2.4.9)

We call T, the energy-momentum tensor'® and observe that 7 is trace-free, that
is,

T =0. (2.4.10)

Here, the dimension 2 is essential. The reason why T is trace free is the conformal
invariance of S in dimension 2. This simply means that when we change the metric
to e’ y for some function o : M — R, then § stays invariant:

S(p,e’y) =S, ). (2.4.11)

Infinitesimally, the variation of y‘l is —do y‘l, and from (2.4.8), (2.4.11), we get

0= / Tup 80 y*P\Jyi1y22 — v dx Ady
= / Ty 8o/ yi1y2 — y]22 dx Ndy (2.4.12)

for all variations o, which implies (2.4.10).

We now consider this from a slightly different point of view. A Riemannian
metric ¥ on a surface induces the structure of a Riemann surface X, as defined
in Sect. 1.1.2, via the uniformization theorem (for a detailed treatment, we refer
to [64]). As a consequence, we can find holomorphic coordinates z = x + iy for
which the metric is diagonal, that is,

yi2=0 and y11 =y, (2.4.13)

or equivalently,
Ve =0=1yz. (2.4.14)

We can then express the metric tensor by a single (nonvanishing) scalar function A,
that is, as

A%dzdz; (2.4.15)

cf. (1.4.18). As explained in Sect. 1.4.2, a Riemann surface ¥ can be considered
as a conformal equivalence class of metrics of the form (2.4.15). When we choose

16Since we consider a Euclidean instead of a Minkowskian situation, we cannot distinguish be-
tween temporal and spatial directions, and thus also not between energy and momentum as quan-
tities that are preserved because of temporal or spatial invariance, according to Noether’s the-
orem. This explains the name energy—momentum tensor here. In general relativity, the energy—
momentum tensor emerges because Lorentz invariance combines temporal and spatial invariance.
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coordinates so that this holds, our functional S also simplifies:

_L [ (2990 9909 _ [ dpde .
5@.7) = 2/M<8x ox T3y 8y>dmdy—/M 5o g2 idAdZ. (24.16)

Thus, the dependence on the metric disappears, except that the holomorphic coordi-
nates z = x + iy have been chosen so as to diagonalize the metric. In other words,
S is a function of the equivalence class of metrics encoded by X, and we can write
it as

S(¢, T). (2.4.17)

In these conformal coordinates, that is, where (2.4.13), (2.4.14) hold, the condition
(2.4.10) becomes

T,;=0. (2.4.18)
Since we take the field ¢ to be real-valued here, we also have % = %, andso T;z; =
T,,. Therefore T is determined by its component 7. Taking its the transformation
behavior into account as well, the energy—momentum tensor becomes a quadratic
differential

9 2
T,.dz* = <a_¢> dz? (2.4.19)
Z

from (2.4.9).
When the metric takes the form (2.4.15), the Laplace—Beltrami equation satisfied
by critical points of S also simplifies:

4 0% =0 (2.4.20)
A29z97 o
which is equivalent to the simpler equation
82
2 9 _o, (2.4.21)
020z

In this presentation, the dependence on the metric is no longer visible. This sim-
ply comes from the fact that we write the equation in local coordinates, and local
coordinate neighborhoods are conformally equivalent to domains in the Euclidean
complex line C. When we return to the global aspects, as explained, we have a func-
tional S(¢, X) that depends on the Riemann surface . In Sect. 1.4.2, we have
considered the moduli space of Riemann surfaces, and we can thus consider S as
a functional on the moduli space M, of Riemann surfaces of some given genus p.
As explained in that section, that moduli space is not compact for p > 0, and one
should then consider an extension of S to a compactification of M. Such a com-
pactification was constructed by pinching homotopically nontrivial closed curves
(represented by closed geodesics w.r.t. a hyperbolic metric for p > 1), thus creating
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surfaces with singularities. Those singularities were then removed by compactifying
the resulting surfaces by two points, one for each side of the closed geodesic. This
now connects well with the behavior of the functional S, because its critical points,
the solutions of (2.4.20), (2.4.21), are harmonic functions. And bounded harmonic
functions can be smoothly extended across isolated singularities. That means that if
we consider a sequence of degenerating Riemann surfaces ¥, and controlled har-
monic functions u, (with some suitable norm bounded independently of 7) on them,
we can pass to the limit (of some subsequence) that then defines a harmonic func-
tion u on the Riemann surface X obtained by the described compactification of the
limit of the Riemann surfaces. That harmonic function is then smooth on all of X,
and in particular, it does not feel the presence or the position of the puncture, that
is, of the points added for the compactification. In particular, the functional S then
naturally extends not only to the Deligne-Mumford compactification, but also to
the Baily—Satake compactification Mp (see Sect. 1.4.3 of the moduli space M).
For more details, see [62].

There is one point here that will become important below in Sect. 2.5. While the
equation of motion, our Euler-Lagrange equation (2.4.20), is conformally invariant
in the sense that the conformal factor )\% plays no role, the corresponding differential

operator, the Laplace-Beltrami operator =5 32 35 is not conformally invariant itself.
From (2.4.20), we see directly that the energy—momentum tensor as given by
(2.4.19) is holomorphic at a solution of (2.4.20):

aT;
9z

= 0. (2.4.22)

In conclusion, the energy—momentum tensor yields a holomorphic quadratic differ-
ential T,,dz? = (M’ )2dz% on our Riemann surface X.

There is a deeper reason why T is holomorphic. As we shall now explain, S
is invariant under diffeomorphisms, and by Noether’s theorem, this yields a con-
served current, that is, a divergence-free quantity. That latter equation then turns
out to be equivalent to (2.4.22). The reason is simply that (2.4.6), or equivalently
(2.4.16), is invariant under coordinate changes. In mathematical terms, as explained
in Sect. 1.1.1, this means that we compose the field ¢ with a diffeomorphism 4 of
our surface and simultaneously pull the metric y in (2.4.6) or the area form dx A dy
in (2.4.16) back by that diffeomorphism. In other words, we have

S(@oh,h*y)=S(,y). (2.4.23)

In the formalism of physics, we move the points in the domain by an infinitesimal
diffeomorphism, that is, a vector field, and consider the variation

x%+€8x® or, in complex coordinates, 7 + €8z. (2.4.24)

By (2.3.28), the conserved current is

L (0N L s (04
ji= <81)8 ji= <8Z) 8z, (2.4.25)
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and with j, = y,zj% (cf. 1.1.2 and note that y,, = 0 by (2.4.14)), (2.3.31) becomes

3 3 (>
0 0P s, 2.4.26
977" az(az) ¢ (24.26)

When we take holomorphic variations, 3%81 = (0, that is, respect the Riemann sur-
face structure, this becomes (2.4.22), the holomorphicity of the energy—momentum
tensor at a solution of the Euler—Lagrange equations, that is, (2.4.20).

We now wish to connect this discovery with 7 in Sect. 1.4.2. There, we had also
found a holomorphic quadratic differential as a (co)tangent vector to the moduli
space of Riemann surfaces. When we consider S(¢, ) as a function of the met-
ric y, its derivative with respect to y should be a tangent vector to the space of
all metrics on our underlying surface. Here, we have been considering variations
with respect to the inverse metric y ~!, and thus, we obtain a cotangent instead of
a tangent vector to the space of metrics. In 7 of Sect. 1.4.2, we have distinguished
three types of variations of metrics, the ones through diffeomorphisms, the ones by
conformal factors, and the residual ones that correspond to tangent directions of the
Riemann moduli space. Now our functional S(¢, y) is invariant under the first two
types of variations: diffeomorphism invariance led to the holomorphicity (2.4.22),
and conformal invariance made the energy—momentum tensor trace-free, (2.4.18).
Therefore, it must correspond to a cotangent direction of the Riemann moduli space,
and thus the agreement with the condition (1.4.20) is no coincidence.

2.4.2 The Nonlinear Sigma Model

In the nonlinear sigma model, the field ¢ takes its values in some Riemannian man-
ifold N with metric g;;, instead of in the real line R. In the physics literature, one
is usually interested in the case where N is the sphere S”, that is, a homogeneous
space for the Lie group O (n + 1) (one then speaks of the nonlinear O (n + 1) sigma
model), or more generally, where N is the homogeneous space for some other com-
pact Lie group. The case where N itself is a compact Lie group G leads to the
Wess—Zumino—Witten model (see for instance [38, 73]). For the mathematical the-
ory, however, one can consider an arbitrary Riemann manifold N, and this generality
should make the structure more transparent. In fact, this will also be necessary for
the applications to Morse theory presented below.

The action functional for the nonlinear sigma model is formally the same as
(2.4.3),

1
5(9) =3 f ld||*dvol(M), (2.4.27)
M
where the norm of the differential is now given by

3¢’ (x) 3’ (x)
ax®  9xB

ldp)* =y (x)gij(p(x)) (2.4.28)
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Expressed more abstractly, the differential of ¢,

A’
dx®
ax“ ® 84‘)’

d¢ = (2.4.29)
is now a section of the bundle 7* M ® ¢~ T N where the latter bundle is the pullback
of the tangent bundle of the target N by the map ¢. Since the bundle thus depends on
the field ¢, the situation is intrinsically nonlinear. In particular, the Euler—Lagrange
equations are also nonlinear:

d
af i aff i k _
v'(9): ——f—a a(f - ﬂ¢>+y O @) 9 =i =0,
(2.4.30)

with the Christoffel symbols as in (1.1.60). (The expression t(¢) is called the ten-
sion field of ¢.) Whereas this nonlinearity makes the analysis more subtle and much
harder, see [65], most of the formal aspects remain unchanged when compared with
the linear version of Sect. 2.4. Solutions of (2.4.30) are called harmonic maps in the
mathematical literature.

We are again interested in the situation when the underlying domain M is a Rie-
mann surface. As in the linear case, the action (2.4.27) is conformally invariant,
and so we can consider it either as a function S(¢, y) of the domain metric y or as
a function S(¢, X), with the Riemann surface ¥ considered as the equivalence class
of conformal metrics that y belongs to. Thus, conformal invariance is preserved in
the nonlinear case, and so is, obviously, diffeomorphism invariance. Therefore, we
again obtain a holomorphic energy—momentum tensor as before,

I¢ ¢ 3¢’ 3¢

2 _
Tzde _<a_Z 3_> dz 1](¢)

(2.4.31)

where we use the scalar product defined by the metric of N. When one does the
computation right, it is the same as in the linear case and therefore need not be
repeated here.

For example, from (2.4.8), we also see that S is critical for variations of the metric
y when the energy—momentum tensor vanishes. According to (2.4.19), this means

<8—¢,8—¢> =0 (2.4.32)
8z 8Z N

(note that we are not taking a Hermitian product here, and so this quantity can well
be 0 without g—f being 0 itself—when that happens, we say that %—f is isotropic), or
in real coordinates x, y with z = x + iy, from (2.4.9)

<3_¢ 3_¢> _<3_¢ 3_¢> <3_¢’ a_¢> —0 (2.433)
ax’ dx [y \dy ay/[y ax’ayly o

When those relations hold, the map ¢ : ¥ — N is conformal. Since by a special
case of the Riemann—Roch theorem, see Sect. 1.4.2, every holomorphic quadratic
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differential on the sphere S vanishes, we conclude that on S2, the energy—
momentum tensor associated with a harmonic map automatically vanishes, and
therefore, any harmonic map ¢ : S — N into any Riemann manifold N is con-
formal. For Riemann surfaces of genus > 0, this is not true.

2.4.3 The Supersymmetric Sigma Model

We now extend the sigma model to include supersymmetry, proceeding as in
Sect. 2.2.5. We work with the Clifford algebra CI(2,0), which admits a real rep-
resentation as explained in Sect. 1.3.2. In fact, this representation is a dimensional
reduction of that of CI(2, 1), and so the two-dimensional formalism to be developed
here is a dimensional reduction of a three-dimensional one. As explained in [23],
a three-dimensional space (with Minkowski signature) is the basic setting for N =1
supersymmetry, but for our purposes, conformal invariance is a crucial underlying
feature of our variational problems, and therefore, we continue to focus on the two-
dimensional case and consider (2|2) dimensions here (with Euclidean signature).
We choose local even coordinates x!, x2 and odd ones 6!, 62.

In order to conform to the conventions employed in [23], we use the following
representation of CI(2, 0):

-1 0 0 -1
el—>y1=(0 1), ez—>y2=<_1 O) (2.4.34)

which is different from the one described in Sect. 1.3.2 (but of course equivalent to
it). We recall that the y# satisfy

{y", y"y=28"". (2.4.35)

This is a real two-dimensional euclidean representation, and so we have real euclid-
ean Majorana spinors satisfying

v=y =y =@, ). (2.4.36)

In particular, we could leave out the bars for complex conjugation (and we shall do
so sometimes). Since these spinors are supposed to anticommute, we also have

Ux=—-xv,  Ur'x=—-xv"v. (2.4.37)

For a spinor field v, we then have the Dirac form

% %
- 0x ax
Dy =, ! +y?
YDy =1, ¥2) | v o 14 o0
ox! x2
Yy ) ) Y
=y Ly, T2y T2, TP 2.4.38
14 . + Y2 . Y 12 Y 12 ( )
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For later purposes, we observe that this can also be expressed in complex notation
as

- Rl d
YDy = —<(1ﬁ1 + ilﬁz)a—z(wl + i) + (Y1 — iwz)a—z(dm - iwz)) (2.4.39)

with z = x! +ix2.
We define the vector fields

Dy =8 — 0191 —620,,

(2.4.40)
Dy =30 —0'9,.2+6%0,1,
Q1:= 051 +0'9,1 +6%0,2,
(2.4.41)
Q2= +60'8.2 —6%0,1.
They satisfy
[D1, D1] =—20,1, [D1, D] = —20,2, [D2, D] =20,1,
(2.4.42)

[Q1, Q1] =201, [Q1, Q2] =20,2, [Q2, Q2] = —20,1.

We are now ready to introduce the supersymmetric sigma model. We consider a su-
perfield Y with expansion

Y =¢(x) + Yo (x)0% + F(x)0'6? (2.4.43)
and the action
1
Sy = / Zeaﬂ (DyY, DgY)d*xd6*do! (2.4.44)

where d6 indicates that a Berezin integral has to be taken; namely, we recall from
Sect. 1.5.2 that for an expression Z =z + z,60% + 2120162,

f Zd*0 = / Zdo%do' =z, (2.4.45)

that is, the 6-integration picks out the 0162 term, see (1.5.27). Moreover, the anti-
symmetric e-tensor is defined by

e?=—&=1. (2.4.46)

S4 is the Wess—Zumino action (in flat Euclidean space). After expanding and carry-
ing out the Berezin integral, this becomes

1 -
Sy = 5 / dzx(8“¢“aﬂ¢a +YiyHo . + FOF). (2.4.47)
In complex notation, this looks as follows: We set

V=Y —iv, Yo=Y tivn (2.4.48)
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and
0+ :=061+i6s, O0_ =01 —ib

and define the operators
Dy :=0p, +0640,, D_ :=0g_+6_0;.
With this notation, (2.4.43) becomes
1 i
Y=0¢+ 5(@04_94_ +y_0_)+ §F9+9_.
We then have
1
Sy = / 5D-YDy Yd*xd6_db,

1

_ Bt e gy aF, \d?
—f§<4az¢ azd’a W+BZW+ Iﬂ—azl/f—-i‘F Fa)d x.

S4 is invariant under the supersymmetry transformations

8¢a :Ewa’
Sy = yred,p* —EF,
SF* =gy, y.

Indeed, the variation is

1
58y = E/dx2(2§8“¢“8uwa + 50,0 Y0, Va + EF Y 0,4

+ U Y 0,y eduba + £ Fa) — 287" 0,0 Fu + 0, (@)Y 0" da),

2 Physics

(2.4.49)

(2.4.50)

(2.4.51)

(2.4.52)

(2.4.53)
(2.4.54)
(2.4.55)

(2.4.56)

which vanishes after integration by parts and using (2.4.35) and (2.4.37), when we
assume that € is constant. Locally, the latter can be assumed, and we do so for the

moment, but later on, in Sect. 2.4.7, we shall return to the global issue.
The Euler—Lagrange equations for Sy are

€’ DyDgY =0,
or in components,
A¢ =0,
Vua/ﬂp = 05
F=0.

In complex notation, these equations become

(2.4.57)

(2.4.58)
(2.4.59)
(2.4.60)
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D_D.Y =0, (2.4.61)
or in components
0;0:¢ =0, (2.4.62)
dz¢1 =0, . y_ =0, (2.4.63)
F=0. (2.4.64)

Again, F is a nonpropagating, auxiliary field that is only introduced to close the
supersymmetry algebra off-shell. On-shell, (2.4.53) and (2.4.54) become

s =gy, (2.4.65)

Syt =yted, . (2.4.66)

(Note that (2.4.59) implies that § F* = 0 on-shell, i.e., the term that obstructs the
closing of the algebra is proportional to one to the equations of motion.)

We now turn to the supersymmetric nonlinear sigma model. In fact, the formal-

ism remains the same; we just need to expand its interpretation.
Thus, we consider a map

Y:M— N (2.4.67)

from a (2]|2)-dimensional supermanifold to some Riemannian manifold N. We ex-
pand Y as before:

Y = ¢(x) + Y (x)0% + F(x)0'62. (2.4.68)

¢ can be considered to be an ordinary map into N, whereas the odd part v repre-
sents an (odd) section of the pull-back tangent bundle ¢*TN.'7 (.,.) now denotes
a Riemannian metric on the target space; we shall also write [|v]|? := (v, v) be-
low.

Finally, F is an auxiliary field as before. This time, the algebraic equation for F
among the Euler-Lagrange equations is

. _k . _k .
—4gii(P)F' +2gij k¥ V' —gkij ¥ ' =0,
ie.,
Fi =Ty, (2.4.69)

so that F can again be eliminated. In particular, when we use Riemann normal
coordinates at the point under consideration, F' vanishes.

7Thus, w.r.t. coordinate changes on the target N, ¥ transforms as a vector, whereas on the do-
main M, it transforms as a spinor. In particular, the setting here is different from the one above
in Sect. 1.5.3 for maps between super Riemann surfaces, where the odd field has to transform as
a spinor on both domain and target.
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In local coordinates, after carrying out the O-integral, the Lagrangian density
becomes

1 1 1
Elldqbllz + 50, PY) — Ee“ﬁeme R(Yg, ¥y )Vs). (2.4.70)

(We get the R-term (the curvature of the target N) after elimination of % || F||?.) This
comes about as follows: According to the rule for the Berezin integral, we need to
identify the 6'62-term in (2.4.44). For that purpose, we recall that a function of
a superfield Y has to be expanded by Taylor’s formula as explained in Sect. 1.5.2,
see (1.5.20), (1.5.21). In particular, (2.4.44) contains the metric tensor (., .) of the
target N. In local coordinates, we have a tensor g;;(Y) whose expansion contains
second derivatives g;; x/(¢) multiplied with ! llf1921/f2, which gives the curvature
term in (2.4.70). Terms with first derivatives of g;; do not carry an invariant meaning
and become 0 in suitable coordinates (Riemann normal coordinates) at the point in
N under consideration. In particular, the curvature tensor R has to be evaluated at
the point ¢ (x) € N. Similarly, the Dirac operator /) contains a covariant derivative
at the tangent space Ty ) N.

We now list the important results for the nonlinear supersymmetric sigma model
(for detailed computations see [17]): The Euler—Lagrange equations for the nonlin-
ear supersymmetric sigma model are

1 — . 1 — . —
"(9) = SRl (Vo' - y/) + 78" Rikji:p yhH@ yhy =0,  (@471)

1 .
Dy — SRTHWW}W =0. (2.4.72)

The first equation generalizes (2.4.30).
The functional § is invariant under the supersymmetry transformation

i i
{gii—:iﬁ ’a¢i8 _ F;k(ﬁlﬁj)lﬂk- (2.4.73)
As in (2.4.55), we recognize the F-term, see (2.4.69).
The supercurrent
J=2g;;0p" vy yd, a=1,2 (2.4.74)
is conserved (on-shell), i.e.,
D,J* =0. (2.4.75)

Again, we wish to consider an interaction Lagrangian with a superpotential W

Sint = / W(Y (x, 9))d>xd?6. (2.4.76)
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A simple and standard choice is
1
W(Y) = —gkY3 — 1Y, (2.4.77)

with parameters k, A. The coefficient of 667 in the expansion of W is
—AF —kF¢> —kyr .

We first consider the linear sigma model, that is, we set the curvature tensor R = 0.
In the Lagrangian S4 + Siy;, we then have the F terms

1. 2
SF24AF +kFg?,
leading to the algebraic Euler—-Lagrange equation
F=—\—k¢?.
Utilizing this equation, the Lagrangian becomes
s (1 M 1 1 =
Sat Sim = | dx\ 50,097¢ + Yy Y — S+ kG — kg ).

A more general interaction term is of the form

N 2 0o [(_L g Bh ah ! 82h J)
(2.4.78)

where the first term in the integrand arises from eliminating the auxiliary field F in
the combined Lagrangian, in the same manner as before.

2.4.4 Boundary Conditions

We start again with the bosonic field ¢ that takes its values in some d-dimensional
Riemannian manifold N. We now assume that ¢ is defined on some Riemann sur-
face with boundary. The surface will again be denoted by X, and we assume for
the moment that its boundary is a smooth curve y, or a collection of such curves.
Boundary conditions for ¢ on y = 9% are given by specifying a smooth submani-
fold B of dimension p of N. In the physics literature [86, 87], this would be called
a brane or a D-brane, with D standing for Dirichlet boundary conditions.'® Lo-

cally, we can choose coordinates on N so that B is given by x?t! =... =x? =0.

810 fact, the physics convention is to consider d — 1 spatial and one temporal dimensions.
A p-brane would then result from fixing p of the d — 1 spatial dimensions.
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Fig. 2.1 The boundary conditions for bosonic and fermionic fields defined by a D-brane

The boundary conditions are illustrated in Fig. 2.1 and will now be described in
formulae.

The first part of the boundary conditions requires that the boundary curve y be
mapped to B. Locally, this therefore means

PP =...=¢9=0 ony. (2.4.79)

This is, of course, a Dirichlet boundary condition for the components ¢? o, ¢d .
More generally, the tangential derivative % of these components has to vanish
onvy,

A p+1 9 ¢d

= ..=—= . 2.4.
Y Y 0 ony (2.4.80)

The remaining components then should satisfy a Neumann boundary condition, that
is, with 3% denoting the normal derivative on y,

9¢p° PP
29 ony (2.4.81)
av av
In order to state the boundary condition for the fermionic field i, we use the no-

tation of (2.4.48). We first assume that at the point under consideration, the metric
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of N is given in normal coordinates, that is, g;; = 6;;. Then the general boundary
condition for ¥ is in these coordinates:

vl =4yl (2.4.82)

A choice of sign in (2.4.82) can be motivated by the following consideration. As our
domain, we consider a strip

{o €[0,27]} x {r €[0, T1}, (2.4.83)

and we wish to fix boundary conditions for o = 0, 277 (since the t-direction is inter-
preted as a temporal direction, there might be initial conditions prescribed at t =0
and final ones at T = T, but this is not our concern here). We assume that we have
a mapping ¢ defined on this strip, and a vector ¥ along ¢. We look at the sim-
plest situation, where N is Euclidean space R?, and the brane receiving o = 0 is
the hyperplane x?*! = ... x? = 0. For o = 27, we prescribe another brane that is
parallel to the first one, say x?T! = ... x?~1 = 0,x? = R. When we then periodi-
cally identify these two branes, that is, dividing R? by the translations by R in the
x?-direction, in order to get the fields wf to match on the boundary, we need to
require

vkQr, 1) =v*0,7) fork=1,...,p, (2.4.84)
and
viQr, 1) =—y%0,7) fore=p+1,....d. (2.4.85)

When we then put ¥y = i and define ¥_ (o, ) = ¥+ (27 — 0, 7) (in which case
the field ¥ on the range o € [0, 27r] is obtained from the two fields 1+ on half the
range, o € [0, r]), we then obtain from (2.4.84)

yl =yl forj=1,...,p, and y*=—y5 fork=p-+1,....d. (24.86)

Thus, the plus sign in (2.4.82) corresponds to Neumann boundary conditions for
the corresponding components of ¢, and the minus sign to Dirichlet conditions. See
also the discussion in Sect. 2.6.3, around (2.6.47).

In general coordinates, the boundary conditions for the 1r-field can be written as

vl =Dlyl, (2.4.87)
with the tensor Dl.j satisfying
D/ D =4/ (2.4.88)
and
gij = D D gu. (2.4.89)
Thus

Djj = gt D} (2.4.90)
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is symmetric. Again, there is a sign to be determined, according to Neumann or
Dirichlet type boundary conditions for ¢.

The preceding boundary conditions arise as follows. When we consider varia-
tions 8¢, 8y of the fields in S4 (neglecting the F-field as this vanishes on-shell
anyway), we get a corresponding boundary term in the induced variation §S4. Em-
ploying the version (2.4.52), this boundary term is given by

1 ek . o

5 / gk (‘Wa—v +i@ulvt — syl yh) +isg T,y — w.’iwf))dé
(2.4.91)

where v as before is the outer normal direction at y and &€ is a coordinate on y.

These boundary terms then vanish if

1. either
8¢/ =0 (Dirichlet) (2.4.92)
or
gk
5 = 0 (Neumann) (2.4.93)
2. and
vl =Dlyl, (2.4.94)

that is, (2.4.87) holds, with the conditions (2.4.88) and (2.4.89).

In order to keep the theory supersymmetric, the brane B should be totally geodesic,
that is, every shortest geodesic in N connecting two points in B should already be
contained in B, see [1].

2.4.5 Supersymmetry Breaking

The Hilbert space of a quantum field theory can be decomposed as
H=H"®H"

with H1(H ™) being the space of “bosonic” (“fermionic”) states. The theory is su-
persymmetric if there are (Hermitian) supersymmetry operators

Qi:H—->H, i=1,....,N
with
Qi (H*) = HF. (2.4.95)
Witten [104] introduced the operator (—=DF satisfying

(=D xy =4y for x e H*. (2.4.96)
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The supersymmetry operators Q; then anticommute with (—1)F
=DFQi+ 0:(-DF =0 (i=1,...,N). (2.4.97)

The Q; must commute with the Hamiltonian H that generates the time translations,
ie.,

OQH—-—HQ;=0 (=1,...,N). (2.4.98)

The Q; are then determined if we require additionally

Q?=H, 0iQ;+0;0;=0 fori#j. (2.4.99)
As a square of Hermitian operators, H is positive semidefinite.
Let |b) € HT satisfy
H|b) = EIb),

i.e., |b) is an eigenvector H with eigenvalue E (> 0 as H is positive semidefinite).
We consider one of the Q;, which we simply write as Q for the moment.
We can write

0lb) = VEIf)
and get

——Q?|b) = —=H|b) = VE|b).

VE VE

Thus, if E # 0, the bosonic and fermionic eigenstates with eigenvalue E are paired
in an irreducible multiplet of the supersymmetry algebra. This need not be so any
longer if £ =0. Since H = Q2 if

olf) =

H|bo) =0 for |by) € HT

we have
0= (bo|H|bo) = ||Q|bo)||*> (since Q is hermitian),
hence
Qlbo) =0,
and similarly H| fo) = 0 for | fo) € H~ implies
0l fo) =0.

Thus, the zero eigenvectors of H are supersymmetric, that is, invariant under the
supersymmetry operator.

Consequently, for positive energy E, the number of bosonic eigenvectors equals
the number of fermionic ones, but this need not be so for zero energy.

Let

v(0) := #bosonic — # fermionic zero eigenvectors.
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Regularizing the trace of (—1)%, we then have
Tr(—1)F = v(0). (2.4.100)

If v(0) # 0, there must exist at least one—bosonic or fermionic—state with zero
energy. Since 0 is the smallest possible value of the energy, such a state furnishes
a vacuum that is supersymmetric. If there does not exist a supersymmetric vacuum,
i.e., if the smallest eigenvalue of H is positive, one says that supersymmetry is
spontaneously broken.

We first consider the supersymmetric point particle with two odd variables with
the total Lagrangian (see (2.2.86), (2.2.99), (2.2.101))

o 1.. 1 . 1[dw@®)\> d*w
L3+Lmt—/d[<§¢¢+§1ﬁa¢a—§( 7 ) —W

wlwz). (2.4.101)

The Hamiltonian is

Holp Ly e (2.4.102)
=27 "o\as dg2 TV -

As before, see (2.4.77), we choose
1
w(g) =—3kp* =29, (2.4.103)

‘We obtain

H = % e %(kqﬁz 20 + 2k v, (2.4.104)

Y1 and yrp are Grassmann valued and odd, and so

(Yo, Yl = Vo + Yppe =0 fora,f=1,2. (2.4.105)

After quantization, we get, in place of (2.4.105),

[Va, ¥p) = hdag, (2.4.106)

that is, the Grassmann variables become Clifford algebra valued.
We may thus represent the v, by Pauli matrices

1
. =,/§hoa (2.4.107)

1 1
H=> P2+ §(k¢2 + 1)% + hkos. (2.4.108)

At the so-called tree level (that is, keeping only the zeroth-order terms (those that
are not proportional to A", n > 0)—the higher order contain corrections of the tree

and get
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level), the ground state energy is determined by the potential (k¢> + A)%. Hence,
supersymmetry is spontaneously broken if % > 0.
The supersymmetry generators here are

1 1
0= %(01 pH+orkd* +1), Q= ﬁ(ffzp —a1(k¢* +1)). (2.4.109)

For the sequel, it will be convenient to switch to the operators

1
= — +i . 2.4.110
O+ ﬁ(Ql i02) ( )

Then
0% =0, [Q4, 0_]1=2H. (2.4.111)

In a cohomological interpretation, we call a state |s) € H with
O4ls)=0
closed, one that can be written as
|s) = Q4lt) forsome [t) € H

exact. Since Q%r = 0, exact states are closed. Conversely, if |sg) is a closed eigen-
vector of H with eigenvalue E # 0, i.e.,

H|sg) = E|sg),

then |tg) := %Q_LS‘E) satisfies

1 1
Q. lig) = 0+ 0-lse) = 10+, O-lse)  (Q-Q+lse) =0as s is closed)

1
= —H = s
z Isg) =|sE)

and hence |sg) is exact.
If E =0 and if we had again |sg) = Q+|fy), then also

Hlt)=0 as[Q4+,H]=0.
However, by (2.4.99), this implies Q1t9) = Q2|to) = 0 as above, hence also
Iso) = Q+110) =0.

Thus, the nonvanishing eigenstates for E = 0 are precisely the non-exact closed
states.
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2.4.6 The Supersymmetric Nonlinear Sigma Model
and Morse Theory

We return to the supersymmetric nonlinear sigma model. We let N be a com-
pact Riemannian manifold. We assume that the so-called world sheet, the two-
dimensional domain on which the fields are defined, is of the form

{(t,x):teR, xS,

i.e., a cylinder, whose circumference we assume to have length L. We also assume
that the fields ¢' and ' are independent of x. We then get

1 ¢’ dgp/ i R D
Ss = EL/dr(gi,w)WW +gij (V' '8yl + < Riju¥ wkw’w’).
(2.4.112)

After quantization, the spinors ¥’ and their Hermitian conjugates become Clifford
algebra valued, i.e.,

Wiyl=0=m" v/, Wy =g,
Also, after quantization, supersymmetry is generated by the charges
Q+=ilﬁi*pi=1/fi*D¢i, Q_:—iwipiz—wiD(bi,

with D being a covariant derivative, the momentum conjugate to o
We now recall from Sect. 1.3.2 that we have a representation of the Clifford
algebra on the space of spinors given by

wj T~ g(dx?y (s(dx’) operates as the exterior product
with the differential form dx/),
wi ~1i (dxi) @i (dxi) operates as interior contraction with dxi).

(This representation is obtained from the one in Sect. 1.3.2 by setting the imaginary
parts of the differential forms to 0.) '
Thus, ¥/ : corresponds to a differential form, ¥* to a vector field on N (here

xl,xz, ..., are local coordinates on N; one should write (j)l, ¢2, ... in place of

x!, xz, ..., but expressions like dq)i look a bit awkward).

Moreover, Q4 then corresponds to the exterior derivative d, Q_ to its adjoint
d*, and the Hamiltonian is

H=0,0_+0_Q.,=dd"+d*d, (2.4.113)
the Hodge Laplacian (1.1.109). With Q| :=d + d*, Q> :=i(d — d*), we also have

H=03}=03 (2.4.114)
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On the other hand, we had interpreted 1/ " as a fermionic creation operator, V' as
a fermionic annihilation operator. The states that are annihilated by all W , 1.e., the
states with no fermions, are then identified with the functions f(x) on N. Oper-
ating on such a state with a W*, we obtain a state with one fermion, or in the de
Rham picture (see the discussion at the end of Sect. 1.1.3), a one-form on N. States
with two fermions must be antisymmetric in the fermionic indices, because of the
fermion statistics, and can be considered as two-forms.

Thus, we obtain the de Rham complex, with the Hodge Laplacian. The dimension
of the space of zero states of this Laplacian, i.e., of harmonic g-forms, is the Betti
number b, .

Equating the two pictures gives Witten’s result [104]

Tr(—1)F = Z(—l)qbq(N).
q

We now add our self-interaction term L;,; with Morse function sk (s here is a para-
meter) to the Lagrangian Ss. (A smooth (twice continuously differentiable) function
h is called a Morse function if at all its critical points the Hessian, that is, the matrix
of its second derivatives, is nondegenerate, that is, does not have 0 as an eigenvalue.)
This changes d, d* to

dy =e " dehs, df = e dre™s, (2.4.115)
We have d? = 0 = d*?, and we get
O15=ds+d;, Qo5 =i(ds —dy). (2.4.116)
Moreover,
Hy=Qi,=03,
=d,d; +d;dy

dh dh 3*h
_ 2
=dd* +d*d +s*g"/ — 5of 37 +s PP, [e(dx?), i(dx)))]. (2.4.117)
zg’f ﬂ M is the potential energy, and it becomes very large for large s, except in

the v1cm1ty of the critical points of &. Therefore, the eigenfunctions of H; concen-
trate near the critical points of & for large s, and asymptotic expansions in powers
of % for the eigenvalues depend only on local data near the critical points. This is
the starting point of Witten’s approach to Morse theory [105], which we shall now
discuss.

As mentioned, we assume that & is a Morse function. We let g1, 2, ..., g be
the critical points of 4. By the Morse lemma (see e.g. [65], p. 311), each critical
point g, has a neighborhood U, with the property that in suitable local coordinates
X=x,= (xll,, ..., xl) with x,(q,) =0,

1 n
h(p) = h(gn) =3 ) moaext (p)? (24.118)
k=1
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with
D?h(qy) = diag(iv.1, -+, o.n) (2.4.119)

(i.e., the Hessian of & at g, is diagonalized, and the diagonal elements jy 1, ..., by
are nonzero as A is assumed to be a Morse function).

Also, on U, we choose a flat Riemannian metric g, for which the 33 )=
x;
1, ..., n, are orthonormal.
Of course, we may assume that the U,,v =1, ..., m, are pairwise disjoint, and

moreover that their closures are contained in pairwise disjoint open sets V,.

is then an open covering of N, and we may find a subordinate partition of unity
{77,,}:":0, that is, functions 7, : N — R satisfying

m
0<n, =1, Z’h):l’ suppn, C V,,
v=0

with n, =1 on U,,.
We choose any metric go on Vj and put

m
8= Z’lvgw
v=0

g is then a Riemannian metric on N. Since neither the Betti numbers of N nor the
critical points of & or their Morse indices depend on the choice of a Riemannian
metric on N, we may work with the metric g in the sequel. In this metric, we have
onU,(v=1,...,m)

ax/

‘ 3 \° 2 1 : .
H, = Z(_<—> + szu%’jsz + ;uv,j[e(dx/), i(de)]). (2.4.120)
j=1

In particular, H; is an operator with separated variables on U, . In fact, we have

n
. 1 .
H, = Z(Qg*” + ;uu,,-Kf) (2.4.121)
j=1
with
iv 8 2 2 2 2
QF ::_<@) + 57y %0 (2.4.122)

K7 :=[e(dx?),i(dx")). (2.4.123)
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The operators ; = /" are just Hamiltonians for harmonic oscillators, and they
have eigenvalues

Sl jl(14+2N) (N=0,1,2,...) (2.4.124)
with eigenfunctions
d (X) = Py (/5T 1x)e 31l (2.4.125)

where the Py are Hermite polynomials. In particular, for large s, the ¢ rapidly
decay away from x = 0, i.e., away from the critical point ¢, of h. Moreover, we
have

K/ dx® A Adx® = £5(dx® A+ Adx*), (2.4.126)
with
1, ifjea=(a...q),
£ — ifjee=(...a) (2.4.127)
J —1, otherwise

i.e., K/ has eigenvalues &1. Hy thus is a self-adjoint operator with eigenvalues

n
Y (42N, Dt j| + v, it ), (2.4.128)
j=1

gy,j ==%1,N, ;=0,1,2,..., and orthonormal eigenvectors

¢§Vu,u_s4l_[PNw sll’Ll)jlx)

n
X {eXp(—% Z liev, j |x~"2>dx"‘w1 A A dx“”j|

j=1
(withaty = (@ 1, ..., &) (2.4.129)

In order for an eigenvalue to vanish, we necessarily have N, ; =0 for all j, and
moreover &, ; and u, ; have opposite signs. Thus, if p, has Morse index p, i.e.,
precisely p of the u, ; are negative, then p out of the ¢, ; must be positive,
which means that the corresponding eigenvector is a p-form, as can be seen from
(2.4.126) and (2.4.127). Thus, if a, is a critical point of Morse index p, it has a one-
dimensional contribution to the nullspace of H; operating on p-forms, while for
different Morse index, there is no contribution.

Now this has been a local consideration, and a nulleigenvector on U, need not
extend to a nulleigenvector on all of N. However, a perturbation argument (see,
e.g., [57] or the monograph [15] for details) shows that the other eigenvalues of H
on AP(N) diverge as s tends to oo, while the global nulleigenvectors concentrate at
the critical points and therefore lead to local nulleigenvectors as considered above.
We conclude the basic theorem of Morse:
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Theorem 2.1
mp>b,, (2.4.130)

where m, is the number of critical points of h of Morse index p and b, is the pth
Betti number of N.

(b is the dimension of the kernel of the Hodge Laplacian dd* 4 d*d on QP (N),
and one easily sees that the dimension of the kernel of the perturbed Laplacian
Hy =dyd} + dd is the same for all s.)

Of course, this is an asymptotic argument, for s — 0o, and we only get expan-
sions of the eigenvectors, in contrast to the original case s = 0 where we could iden-
tify them with harmonic forms. However, here already the classical, i.e., not quan-
tized theory, is not entirely trivial; namely while for s = 0, minima of the bosonic
part of the action S5 were simply constants, for s > 0 the situation becomes more
interesting. In a sense, the Morse function breaks the symmetry that all points of N
are equal.

We consider the bosonic part of our action S5 + S;,;, again on a cylindrical world
sheet {(f,x) :t € R, x € §'}, and assuming that the fields are independent of x so
that we can carry out the x-integration. We then have the total energy or Hamil-
tonian, see (2.1.7), (2.1.9),

do/ oh 0h
Hp(¢) =5 / dr(gz,(qs) ?' do! 28 (¢) — ) (2.4.131)

dr APt dpJ
Obviously, Hg(¢) =01if ¢ (t) = q,, where g, is a critical point of h.
These are the classical solutions. We next consider tunneling paths or so-called

instanton solutions between such classical solutions.
Given two critical points gy, gy, we have to find

¢:R— N; lim ¢ () =q,, lim ¢ (1) =q, (2.4.132)
t——00 =00
minimizing

1 do' d oh oh
HB(¢)=§L/dt(gij(¢) d¢ iJr 21 () — )

dt Al dgpJ
1 d¢’ oh d(ho¢)
=—L|d + L[d
2,/tdt sgaq)f jFS/t a1

= L lim k(@) - lim h@ (1))

=xsL(h(qv) — hiqu)), (2.4.133)
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. . . dot .. dol L. d k
(using the simple relation || d% +sg¥ % ||2 = gik(d% +sg¥ %)(‘% + sgkl(;’T})’,)).
Equality occurs precisely if

de’ ij (2.4.134)
=35 _—, A
dr T8 g
ie.,
d
d—q: = :FS(V]’I) [¢] ¢

(2.4.134) means that, up to sign, ¢ (¢) is a curve of steepest descent for /.
Thus, the minimum action paths between any two critical points are paths of
steepest descent, and the action of such a path is

sL|h(qv) — h(q)l-

We now let g be a critical point of & of Morse index p, and we let rq, ..., ry, be the
critical points of Morse index p + 1. We put

Slg) =) n(q,r)lru).
n=1

Here, we associate to each critical point ¢ of index p a basis vector |g) of a vector
space V. We put

n(g.ry)= Y nr

F(ru,q)

where I' (7, g) is the path of steepest descent from r,, to ¢, and where nr is 1
according to the following rule.

By the above considerations, each critical point ¢ of index p corresponds to a p-
form localized near that point, and this p-form yields an orientation of the subspace
of T, N spanned by the p negative eigendirections of the Hessian of 7 at g. Atr;,, we
thus have a (p + 1)-form, and in fact the direction of steepest descent corresponds to
the eigendirection for the smallest eigenvalue of V2h(ru). If we thus transport this
(p + 1)-form parallely along I and contract it with the tangent direction of I', we
obtain a p-form at g. Comparing the resulting orientation at g with the one coming
from the p-form corresponding to g then determines whether nr is +1 or —1, i.e.,
nr = 1 if they agree, nr = —1 else.

The important point is that

82 =0.

This can be verified directly or deduced from representing § as the limit of d for
s — o0. (Note that in any case d : V), — V)41 also yields a coboundary operator,
ie., ds2 = (.) It is a standard result of algebraic topology that once one has such
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a coboundary operator, one obtains the strong Morse inequalities encoded in the
formula

D mpt? =3 bpt? = (1+1 Q).
P P

where Q(¢) is a polynomial with nonnegative integer coefficients.

A more general version of the supersymmetry algebra arises if, in addition to the
Hamiltonian H, we also have a momentum operator P, and if the supersymmetry
operators Q1, Q> satisfy

Qi=H+P, Q3=H-P, Q102+ 01=0.
These relations imply
[Qi,H]|=0=[Q;,P] fori=1,2.
Also,

1
H=2(07+03)

is again positive semidefinite.

A realization of this supersymmetry algebra arises as follows.

Let X be a Killing field on our compact Riemannian manifold N, i.e., an infini-
tesimal isometry of N. Let Ly be the Lie derivative in the direction of X, and i (X)
the interior multiplication with X of a differential form. For s € R, we consider

dy =d + si(X).

Let d; be the adjoint of d;. Since X is a Killing field, one computes that

d¥? =—d;.
Also

ds* 2= _—sL X.
The Hamiltonian is
H, =d,d} + d} ds.
The supersymmetry operators are
Qiy=itdy+i~?d',  Qay=i7d,+ild".

Defining

P =2isLy,

we then have the above supersymmetry algebra,

Q}=H+ P, Q3=H-P, 0102+ 020, =0.
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More generally, one may use a function £ invariant under the action of X, i.e.,
i(X)dh =0,

and put
dsl,sz — e—hSZdSlehsz'

Thus, the parameter 51 corresponds to the Killing field X, whereas s, corresponds
to the Morse function /. The supersymmetry generators are then

1 1
-5 L— 5 g%
Qlsisp =12ds 5, +17 24y,

527

1 1
1 Lo
Q251,50 =1 2dysy 5, +i2d

51,52

and

_ * *
HSI»SZ - dsls52dS|,X2 + dX],SzdSbSZ’
P =2isiLy.

We return to our supersymmetric nonlinear sigma model with a cylindrical world
sheet R x S, where the space S is a circle of circumference L. Instead of considering
maps

¢:RxS—> N,

we may equivalently consider maps
‘ﬁ : R - QS (N)v

where Q(N) is the loop space of maps from S to N. The loop space Q2;(N) will
now play the role of our target manifold. Of course, in contrast to what was assumed
for our target manifold N, Q;(N) is not compact.

The group U (1) of rotations of S acts on Q4 (N) by isometries, simply by map-
ping a loop y (¢) to the loop y (¢t + a) (the addition in § is the one in R mod L). As
before, we may define the operators

dy =d +si(X), Hszdxd;k'i‘d;kds’

where X is the generator of the U (1) action.

Of course, due to the fact that Q2;(N) is infinite-dimensional, certain problems of
convergence arise when trying to carry over the preceding finite-dimensional analy-
sis.

The approach to Morse theory via the supersymmetric sigma model is due to
Witten [104, 105]. This in turn led to Floer’s approach to Morse theory that con-
structs the Morse complex from counting flow lines between critical points, see [37]
and the expositions in [65, 96].

The supersymmetric action functional (2.4.112) can also be utilized for a proof of
the Atiyah—Singer index theorem [7], as discovered by Alvarez-Gaumé [3], Friedan
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and Windey [41, 42] and Getzler [47, 48]. Systematic expositions can be found
in [10] and [43].

2.4.7 The Gravitino

The preceding considerations were local insofar as the supersymmetry variation pa-
rameter ¢ was assumed to be constant. It turns out that from a more global perspec-
tive, ¢ has to be considered to be a section of some bundle and cannot in general be
taken to be constant. This implies that also derivatives of ¢ will enter the supersym-
metry computations. We address this issue now and see that it will lead us to very
interesting geometric structures.

We start with the linear supersymmetric sigma model from Sect. 2.4.3, that is,
the extension of (2.4.3) with a supersymmetric partner for the scalar field ¢, an
anticommuting spinor field :

1 -
S ¥, %) =7 L(%tﬁ“a“% + Uy 0u ) dz. (2.4.135)

Here, the y*,a = 1,2 are standard Dirac matrices, defined by a representation
of CI(2,0) as above. (Note: In the physics literature, one usually works with
a Minkowski world sheet, that is, one takes an indefinite metric on the underlying
surface, and consequently considers CI(1, 1) instead.)

The equations of motion, that is, the Euler—Lagrange equations for (2.4.135) are
simple linear equations ((2.4.58), (2.4.59)):

3% 950" =0, (2.4.136)
Y% y? =0 fora=1,...d, (2.4.137)

that is, ¢ is harmonic and v solves the Dirac equation.
Similarly, one can consider a metric g instead of only a conformal structure and
consider the functional

S(p, Y. g) = % /S(g“ﬂaaqs“aﬂqba + Uy %0a)/detgdz dz2. (2.4.138)

One then has the supersymmetry transformations (2.4.65):
3¢t = ey, (2.4.139)
Syt = y*oy e (2.4.140)

with an anticommuting ¢. (Of course, mathematically, one should consider this as
a transformation of the independent variables of an underlying superspace instead
of as a transformation of the fields.) The commutator of two such transformations
yields a spatial translation:

[61, 821 =81(e29) — 82(E1Y%) =261y " £2009". (2.4.141)
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In fact, these are infinitesimal transformations that integrate to local ones, but we
also need to consider the global situation. Globally, instead of a translation, we have
a diffeomorphism, and so the supersymmetry transformations should generate the
superdiffeomorphism group of the underlying supersurface. Also, globally, ¢ is not
a scalar parameter, but transforms as a spin-1/2 field, that is, mathematically, a not
necessarily holomorphic, anticommuting section of K'/2, K being the canonical
bundle of ¥ (for some choice of a square root of K, that is, of a spin structure).
(Even though, w.r.t. its z-dependence, ¢ transforms as a section of K 172 it also
contains an independent odd parameter; therefore, ey = —¢, but in general, we
do not have ey =0.)

A supersymmetry transformation induces a variation of S; this is computed as
(cf. (2.4.56))

88 = —2/ 0,J” (2.4.142)
with the supercurrent

1 4 4
Jo = Ey Ya W 0p6,. (2.4.143)

Likewise, for a spatial translation, we get the energy—momentum tensor:

1- 1-
Top = 329 0ppa + Zwyaaﬂwa + Zw“y,gao,x//a — trace. (2.4.144)

Of course, this is the appropriate generalization of (2.4.9). As before, it is traceless,
and again, this can be seen as expressing a (super)conformal invariance. Also, as
before, both the supercurrent J and the energy—momentum tensor 7" are divergence-
free when the equations of motion hold. With the same implicit identifications as in
Sect. 2.4, T is a holomorphic quadratic differential on X, that is, a holomorphic
section of K2, while J is a holomorphic section of K 3/2,

The preceding facts have several important consequences:

e In line with the general concept of supergeometry, the space of independent vari-
ables for the ¢ and v fields should be a superspace, that is, here it should be
a super Riemann surface (SRS). Then, in the same manner that the Dirichlet in-
tegral, the action functional D(¢, X), yielded a (co)tangent vector to the moduli
space M, when varying ¥, now variations of ¥ for S(¢, ¥, £) should yield a
(co)tangent vector to the moduli space of super Riemann surfaces. From this, we
infer that the tangent space to that space should be given by even holomorphic
sections of K2 and odd holomorphic sections of K3/2. In particular, the even
dimension should be 3p — 3 as before while the odd one is 2p — 2, again by
Riemann—Roch.

e As before, our action functional is only invariant on-shell, that is, when J is holo-
morphic. From (2.4.142), we see the obstruction to global invariance, namely the
nonvanishing of d, €. As a spin-1/2 field, ¢ is a section of a nontrivial bundle and
therefore cannot be taken to be globally constant. Thus, the obstruction to full su-
perdiffeomorphism invariance comes from the global topology of the underlying
surface.
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In order to understand these issues better, we now make the fundamental observation
that the functional S from (2.4.135) or (2.4.138) does not yet constitute a full su-
persymmetric generalization of the functional S(¢, g) studied in Sect. 2.4. Namely,
we have only given ¢ a supersymmetric partner, but not our other field, namely the
metric g. We shall do that now and see that this yields a fully satisfactory theory that
gives a profound understanding of the moduli space of super Riemann surfaces.

In place of the metric (g4g), it is convenient to consider a zweibein ¢, from
which we can reconstruct the metric as gog = dapel, eg. In other words, we intro-
duce an additional U (1) symmetry which, however, can be easily divided out since
that group is compact. The supersymmetric partner of the zweibein is then a grav-
itino (Rarita—Schwinger field) x4 Where A = 1,2 is a spinor index that will be
suppressed in the sequel, whereas « is a vector index as before. Thus, x transforms
as a spin-3/2 field. This might already suggest how to obtain the moduli space of
super Riemann surfaces in analogy to 4 of Sect. 1.4.2. Namely, one would take the
space of all metrics (equivalently, after dividing out the U (1) symmetry, zweibeins)
and gravitinos, and then divide out all the invariances, that is, the superdiffeomor-
phisms and superconformal scalings. However, although this idea is conceptually
insightful, the actual construction of the moduli space of super Riemann surfaces
proceeds differently, see [93].'° In fact, because the spaces involved, like the one of
superdiffeomorphisms, are necessarily infinite-dimensional, Sachse had to replace
the standard approach of ringed topological spaces by a categorical reformulation
of supergeometry, see [94].

The supersymmetry transformations of the fields ¢, i, e, x are then

8 Xa = 0ué, (2.4.145)
Sel = =28y Xa, (2.4.146)
St =&y, (2.4.147)
8y = y*e(0a9” — ¥ Xa)- (2.4.148)

The supersymmetric functional is then

S@.¥.8. %)

1 - _
= > /S<g06ﬂaa¢aaﬂ¢a + Yy 0a v, +2Xayﬂya1/faaﬂ¢a

1 -
+ 5%W‘Xwﬁy“x,e)ddetgdzldz? (2.4.149)

19Using the zweibeins directly would mean taking the phase space of a 2D supergravity theory
as the gauge theory for supersymmetry. One would then in addition need a super connection on
¥ whose coefficients are the gauge fields. Dividing out the invariances involved becomes very
complicated, and therefore, it is better to proceed as in [93].
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Here, the first two terms are those from (2.4.138), the third one is introduced to com-
pensate (2.4.142), and the last one is then needed to compensate the terms coming
from the variation of dg¢ in the third one.

We have thus obtained a functional that is fully supersymmetric even off-shell.

Summary: We see the merging of a profound mathematical concept, namely that
of a moduli space of Riemann surfaces and a deep method from theoretical physics,
namely the symmetries of action functionals. This suggests a unique concept of
a super Riemann surface, for which we have already described the super moduli
space. It remains to be seen how the approaches of Sect. 1.4.2 extend to this setting.
Ideally, they should as beautifully coincide as in the situation of ordinary Riemann
surfaces.

Of course, the preceding formalism can be recast into the mathematical frame-
work of supergeometry.

We have considered only one of the two supersymmetries arising in string theory,
namely world-sheet supersymmetry, but not space—time supersymmetry. The latter
refers to the target space, which we have taken to be Euclidean space here. For ex-
ample, while ¢ transforms as a spinor on the domain, it transforms as a vector in the
target space. For a discussion of space—time supersymmetry, see, e.g., [S0]. Here,
instead, we replace the Euclidean target space by a Riemannian manifold N. Equa-
tion (2.4.138) then becomes the supersymmetric nonlinear sigma model of quantum
field theory as treated in the preceding section. The equations for ¢ and i then
become nonlinear and coupled, and in fact, ¢ is a spinor-valued section of ¢*T N,
the pull-back of the tangent bundle of N under the map ¢. Naturally, one can also
include the fields g and x into these considerations, by expanding not only with
respect to the map into N, but also with respect to the domain metric.

The supersymmetric action functional with gravitino term is discussed in [26,
50], with more details in [27]. The moduli space of super Riemann surfaces has been
constructed from the global analysis perspective advocated here by Sachse [93].

2.5 Functional Integrals

We can now bring the material of the preceding sections together and discuss general
(Gaussian) functional integrals. These are formal integrals of the form

/Dq) e 5@ (2.5.1)

where S(¢) is some quadratic Lagrangian action as introduced in Sect. 2.2 and we
formally integrate w.r.t. to some collection of fields ¢. We can, of course, also intro-
duce Planck’s constant and replace (2.5.1) by

/ Dy e 759 (2.5.2)
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When we consider the heuristic limit A — 0, we see that the minimizers of the

action S dominate the functional integral more and more, because other fields ¢

yield exponentially smaller contributions. For physicists, it is then natural to perform

an expansion of (2.5.2) in terms of % the so-called stationary phase approximation.
Certainly, one can also consider the oscillatory integral

/D(p e7S@), (2.5.3)

which we may view as a generalization of the Feynman path integral discussed in
Sect. 2.1.3.

As before, see Sects. 2.1.2, 2.1.3, we consider Gaussian functional integrals as
formal analogs of Gaussian integrals with infinitely many variables. In addition, we
shall make use of the invariance considerations in Sect. 2.3.2 to divide out symme-
tries.

There is one general issue that can be contemplated at this point: It is a general
principle of quantum field theory that no arbitrary choices are permitted. When-
ever something is selected from some class of possibilities, one should integrate
out the possible values of the selection, weighted with some (negative or imagi-
nary) exponential of the underlying action. Thus, we consider (2.5.1) when we have
a collection of fields ¢. After normalization, we consider %D(p e~ 5@ (where the
constant Z has been chosen so that the total integral of the measure becomes 1)
as a probability measure on the space of fields (similar to a Gibbs measure in sta-
tistical mechanics). For any function f(¢) of the field ¢, we can then compute its
expectation value as

%/Dfp f(<p)e*%5<<p>' (2.5.4)

In mathematics, instead of taking a functional integral, in the situation where some
underlying structure has to be selected, one attempts to equip the space of all pos-
sible choices with some geometric structure. That is then called a moduli space.
Above, we have discussed the moduli space of Riemann surfaces.

2.5.1 Normal Ordering and Operator Product Expansions

The following example will bring out the essential aspects. Let (M, g) be a compact
Riemannian manifold of dimension d. For a function ¢ on M, we put

1
4o’

1
4o’

S(g) = /M(I|D¢I|2 + m2g?) dVoly (M)

(@, (—Ag +m*)p) 2, 2.5.5)

where o’ is a constant, the so-called Regge slope. Thus, this is essentially the same
functional as the one considered in Sect. 2.4, see (2.4.3), with the difference that here
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we have an additional mass term and a different normalization factor in front of the
integral. A = A, is the Laplace—Beltrami operator of (M, g), defined in (1.1.103),
(2.4.4).

We note some differences here compared to Sect. 2.1.3. There, we had taken
functional integrals for paths x (in some Euclidean or Minkowski space), that
is, mappings x : [/, "] — R?, say, with fixed boundary conditions x(¢') = x/,
x(¢t") = x". Here, we are integrating functions over a more general domain, namely
a Riemannian manifold, and we do not impose boundary conditions. In fact, M may
be some closed manifold without boundary. If M does have a boundary, we can also
impose a boundary condition via an insertion into our functional integral.

According to the general scheme just discussed, the choice of the manifold
(M, g) represents an arbitrary choice, and therefore, one should integrate out all
such choices, that is, take another functional integral w.r.t. all possible metrics g on
M, and perhaps also a sum w.r.t. all diffeomorphism types of M. That is, in fact,
done in string theory, where the dimension of M is fixed to be 2 and one then for-
mally integrates w.r.t. all metrics and sums with respect to the different genera of
the underlying surface.

We also consider the propagator of the free field of mass m, or, in mathematical
terminology, the Green operator

G=2na(=A+m?) " (2.5.6)
Thus,

1
Sip) =5 (g, G o). (2.5.7)

The fundamental object of interest is the partition function (in older texts, this is
denoted by the German term Zustandssumme)

Z:= / Dy exp(—S(®))

1
- / Dy exp(—i((p, G_l(p)> (2.5.8)

with a formal integration over all functions ¢ € L*(M).

The analogy with the above discussion of Gaussian integrals (2.1.24), obtained
by replacing the coordinate index i in (2.1.24) by the point z in our manifold M,
would suggest

Z = (detG)? (2.5.9)

when we normalize

Dy = ]_[ ks (2.5.10)

to get rid of the factor (277)" in (2.1.24). Here, the (¢;) are an orthonormal basis of
the Hilbert space L>(M), for example, the eigenfunctions of A.
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The idea is then to define det G as the renormalized product of the eigenvalues
Ay of G. The mathematical construction is based on the Weyl estimates. By these

estimates, the A, behave as O(n*%). Motivated by (2.1.26), one then puts
det G :=exp(—¢;(0)), (2.5.11)

where the ¢-function {g(s) is the meromorphic continuation of ), 4., defined
for Re(s) < —%, to the entire complex plane; it is analytic at 0. This procedure is
called zeta function regularization. The determinant defined by (2.5.11) has certain
multiplicative properties like the ordinary determinant, see e.g. [111].

Comparing (2.5.8) with (2.1.24), the analogy is then that the coordinate values
x!, ..., x? get replaced by the values of the function ¢ at the points y € M. That is,
we have infinitely many degrees of freedom, corresponding to the points y € M in-
stead of to the discrete indices i = 1, ..., n. The values of these degrees of freedom
are then assembled into the function ¢ in place of the vector x = (xl, XM,

In analogy with (2.1.30), for points y1, ..., Y, € M, we may then define correla-
tion functions

1
(1) o(ym)) == z/Dw(yl)-~-<p(ym)exl>(—S(<p))- (2.5.12)

Note that, in contrast to Sect. 2.1.3, here we are normalizing the integrals by dividing
by Z, so that these correlation functions can be interpreted as the expectation values
of the product of the evaluations of the fields at the points yi, ..., y,,. Again, these
vanish for odd m (because a Gaussian integral is quadratic in the fields, hence even),
and as in (2.1.31)

(e(yDe(2)) =GO, y2). (2.5.13)

Here, the Green function G (y1, y») is the kernel of the operator G, and it has a sin-
gularity at y; = y», of order logdist(yy, y2) for d =2 and dist(y, y2)> " ford > 2.
Likewise, the analog of Wick’s theorem (2.1.32) holds.
We now specialize to the case where the particle is massless, i.e., m = 01in (2.5.5),
and M is a Riemann surface . Thus, in complex coordinates, the action is

S

= /d2w3¢5<p. (2.5.14)
2o’
We note that the metric g here disappears from the picture. This comes from the fact
that S in (2.5.14) is conformally invariant, that is, remains unchanged when the un-
derlying metric is multiplied by some positive function, and therefore depends only
on the conformal structure, that is, on the Riemann surface on which it is defined,
but not on a particular choice of a conformal metric on that Riemann surface. The
issue of conformal invariance plays a fundamental role in conformal field theory
and string theory, see [26, 46, 62].
The classical equation of motion is (2.4.21),

90¢(z,7) =0. (2.5.15)



2.5 Functional Integrals 185

One writes the argument here as (z, z) instead of simply z, because the notation
f(z) is reserved for a holomorphic function, as explained in Sect. 1.1.2. (2.5.15)
implies that d¢ is a holomorphic function d¢(z), and d¢ is an antiholomorphic
function E_)go(Z).

The complex coordinates

z=x'4ix?

1 2

Z=x —ix
admit a Minkowski continuation with x® = —ix2. Then, a holomorphic function is
a function of x° — x!, an antiholomorphic one is a function of x9+ x!. One calls an
(anti)holomorphic function left-(right-)moving.

As before, we wish to compute the expectation values

1
(F(p)) = E/DqJeXp(—S)F(qD)- (2.5.16)

We shall now repeat some of the discussion of Sect. 2.1.3 and see how it applies
to the present situation. The above analogy between ordinary integrals and path
integrals said that the finitely many ordinary degrees of freedom, the coordinate
values of the integration variable, are replaced by the infinitely many function values
©(z, 7). Therefore, integration by parts should yield that

8
0:/D(p — exp(—39). (2.5.17)
8¢(z,2)
This gives
0 /D (-=9) %5
=— exp(—S)————,
L )
and so,
8S 1 _
O=—< - >: -(009(z, 2)). (2.5.18)
dp(z,2)| ma

Thus, the classical equation of motion (2.5.15) becomes an equation for the expec-
tation value of the corresponding operator. Equation (2.5.18) can also be written as

1
—0:0z(p(z,2)) =0. (2.5.19)
T

Let us return to (2.5.16). The functional F(¢) typically represents certain linear
combinations of products of evaluations of ¢ at points zy, ..., z,; € X. When none
of those points coincides with the point z for which we take the functional derivative
(W‘s—zi), the preceding computation also goes through for F (p).

Things change when one of those insertion points is allowed to coincide with z.
In Sect. 2.1.3, that led us to the temporal ordering scheme for operators. Similarly,
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here, from the analog of (2.1.125), we shall be led to the so-called normal ordering
scheme.
For example

5 _
0= [ Dy (exp(~S)p(&. )
©(z,7)

/Dwexp( S)<5(Z—§ Z—§)+ (8 z0(z, 2))ep(¢, O) (2.5.20)
Thus

1
<3(Z —-,2-10) t 3 2 0z¢(2, 2)@ (¢, §)> (2.5.21)

Again, this is not affected by other insertions not coincident with z.

We thus interpret (2.5.18) and (2.5.21) as operator equations, that is, as holding
for all components of the corresponding quantum mechanical operators, since these
are precisely obtained by such insertions.

We thus write the operator equation

1 - -
78282¢(Z$ Z)‘P(fs;):—S(Z—ﬁ,Z—D, (2522)

as in (2.1.125). When we solve (2.5.22), we therefore obtain a Green function type
singularity, log |z — ¢ |2.

In order to eliminate this contribution, one considers the normal ordered opera-
tors

0(z,2): = 9(z,2),
/ (2.5.23)

_ _ _ _ o
(21, 222, 82) 1= (21, 292, T2) + — loglan — 2l

This quantum correction will below lead to a central extension of the Lie algebra of
the diffeomorphism group of the circle (see (2.5.63), (2.5.66) in Sect. 2.5.3).
We then have

3191:0(z1, 21)¢(22, 22): = 0. (2.5.24)

Thus, :¢(z1,21)¢(z2, z2): is a harmonic function and therefore locally the sum of
a holomorphic and an antiholomorphic function. From this, we obtain the Taylor
expansion

@(z1,2D)9(22, 22)
a/
=—— loglm — 2

(Z1 —22)":00"0(22, 22): + 1 — 22)" 190" 9(22,72):)  (2.5.25)

c|._
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(mixed terms with 33 vanish by the equation of motion; note that in general, deriv-
atives need not commute with normal ordering).

Equation (2.5.25) is the prototype of an operator product expansion (OPE). As
discussed, the ¢’s here are considered as quantum mechanical operators.

The transition from functions to operators needs some explanation. In (2.5.16),
we can add insertions I, ..., I", that is, functions of ¢ evaluated at some points
Z1, .-+, Zm € M. Thus, we have expressions of the form

1
g/Dwexp(—S)F(w)ll(fp)(Zl,21) I @ms Zm)-

More generally, we can also have insertions of the form

/I(Z,Z; @) du(z)

for some measure d(z). For example, these insertions can be certain boundary con-
ditions represented by Dirac functionals. When we do not specify these insertions,
we simply write

(F(p)---).

F (¢) then determines an operator F (¢) operating on such insertions. (F (¢)) is the
matrix element (0| F (¢)|0) of F(¢) where |0) is the vacuum.

2.5.2 Noether’s Theorem and Ward Identities

Before proceeding, we need to translate Noether’s theorem into the operator setting.
The result is a Ward identity.
As in Sect. 2.3.2, we consider a general Lagrangian action

S:/F(ga(x),dga(x))dx (2.5.26)

and transformations

/
x = x,

P(x) = ¢ () =1 Y (p(x)).
Infinitesimally,

x'=x+s8x, (2.5.27)
¢'(x) = p(x) + s8¢ (x). (2.5.28)
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By (2.3.28), the Noether current is

dp sxP Sy
i* = —Fpo——r 4+8%F | — + Fpoe —, 2.5.29
Ji ( P"9xB + B )8sl~ t 8s; ( )
58 = —/dxjiaaasi
=/dx8ajl~asi. (2.5.30)

According to Noether (2.3.29), invariance implies a conserved current:
3 jif =0. (2.5.31)

We now turn to the quantum version, that is, invariance of correlation functions,
when action and functional integral measure both are invariant:

(p(x]) - p0)) = (W (@) - ¥ (p(xn))) (2.5.32)

by renaming variables (¢ > ¢’) and transforming D¢’ to Dg.
Ward identities express symmetries in QFT as identities between correlation
functions. According to (2.3.27), the field variations are given by

S x de
Gpi=— — ——. 2.5.33
¢ Ss s Ox ( )

For a collection ® = ¢(x1) - - - ¢(x,,) of fields, we have by invariance
1
Z Dy ®exp(—S(¢))
=(P)

= %/D(p/(QD + §P) exp(—(S((p) +/dx8aji"s,~(x))).

If the measure is invariant, i.e., D¢’ = D¢, then by differentiating w.r.t. s gives

wm:/w%wummu) (2.5.34)

(note that ® does not depend explicitly on x, and thus 9(j (x))® = a(j (x)D)).
Since

30 =~ (p(x1)--- Go(xr) - 9(n))s (xx)
k=1

= / dxs(x) ) (9(x1) -+ Gp(xp) -+ 9(6a))8(x — x),

k=1
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we obtain the Ward identity for the current j:

n

a
M—QU“(X)(/?(M) () =) (e Golxr) -+ o (x))8 (x — xp). (2.5.35)
k=1

‘We now assume that the time t = x? is different from all the times xg Y xY

>n
occurring in ®. We integrate (2.5.35) between r — ¢ and ¢ + ¢ for small ¢ > 0 to

obtain

(@ +e)p(x)P) — (Q( — &)p(x1)P) = (Go(x1)P) (2.5.36)

for the charge Q (defined as in (2.3.40)). When we time order the operators, we
need to exchange Q(t — ¢) and ¢(x1), because t —e <t = x?. Since (2.5.36) holds
for any such @, we obtain

[Q,¢]=Go. (2.5.37)

Thus, the conserved change Q is the infinitesimal generator of the symmetry trans-
formations in the operator formalism.

If instead of a Minkowski space—time, we consider Euclidean space, the time
ordering is replaced by a radial ordering of the operators as will be discussed in
Sect. 2.5.3 below.

2.5.3 Two-dimensional Field Theory

We now compare the preceding with 2-dimensional field theory. We have a spatial
coordinate w'! that may be bounded or periodic,

w' ~w! + 27, (2.5.38)
and a Euclidean time coordinate T = w?,
—00 < w? < oo. (2.5.39)
We put
w=w'+iw? (equal time coordinates are horizontal lines) (2.5.40)
and
z=e """ (equal time coodinates are concentric circles C about
origin z = 0 which corresponds to the infinite past w? = —00).

(2.5.41)
When going from the Minkowski coordinates w!, w? to the complex coordinates
z, temporal invariance w? — w? + ¢ then becomes radial invariance z — Az with

1
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A € R. This is the starting point of conformal invariance and constitutes one moti-
vation for conformal field theory below.
In the z-coordinates, the charges Q (2.3.40) then become contour integrals of

currents j
dz .
o{C}= i -] (2.5.42)
C 471

Here, we assume that the current j is meromorphic, without poles on the contour C,
of course.
We now consider

01{C1}02{C2} — 02{C2} 01{C3}. (2.5.43)

This corresponds to a time ordering 71 > 72 > 73.

Gy Cy

Therefore, when we time order the operators 0i corresponding to the Q;, we
obtain the expression

010, — 0,01 =101, 021. (2.5.44)

We now consider a point z» € C», and we can deform the contours as follows:

When we consider infinitesimal time differences, 11 =1, +¢, 13 =1, —¢,6 —> 0,
we contract the contour C; — C3 to C,, that is, the small circle about z, to the
point z5.

We obtain from (2.5.42)—(2.5.44), leaving out the ~ for the operators as usual,

d
[01. 021{C2} =y§ —2”. Res:, ,j1(z1)j2(22). (2.5.45)
Cy T
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This is a fundamental relation. On the Lh.s., we have the commutator algebra of the
charges, while on the r.h.s., the singular terms in the operator product expansions
(OPEs) of the currents appear.

Instead of the conserved charge Q2{C>}, we can also take an operator A(z, z) to
obtain

[Q. A(z2, 22)] =Res; ., j (21) A(22, 22). (2.5.46)

When Q is the conserved charge for a variation &, as in Sect. 2.3.2,

Px) > p(x) +ies(x), (2.5.47)
we have, by (2.5.37),
[0,A(z,2)] = —%(SA(z, 7). (2.5.48)
(2.5.46) and (2.5.48) yield
1
Res; 2,/ (z1)A(z2,22) = —E(SA(ZL 22). (2.5.49)

We now consider a conserved current j in a two-dimensional field theory. As
a conserved current, by (2.3.22) and (2.3.29), it is divergence free, that is

0zj: +0,jz=0. (2.5.50)

Taking as a model the energy—momentum tensor 7" in Sect. 2.4, we now assume that
we have

Jz: =982jzz + 62z, Jz =062 Jz; + 87 jzz (2.5.51)

for some holomorphic variation 6z. Equation (2.5.50) then becomes

aijz + 3zjzz =0,

_ ' (2.5.52)
0z Jzz + 0z j:z =0.
We also assume that the tensor (j,;, ...) is symmetric:
Jiz = Jzzs (2.5.53)
and (noting that tr j = g j,, = g% jz, 4+ g% j.z) trace-free:
Jjz=0, (2.5.54)
which it has to be for the theory to be conformally invariant.
These relations imply that it is holomorphic:
9zjzz =0,
(2.5.55)

0;jzz =0.
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We put

J (@) = jz(2),
J@ = jz(@).
This implies that f(z)j(z) is conserved as well:
9z(fj) =0, (2.5.56)

for any holomorphic function f(z).

Thus, we obtain infinitely many conserved currents. In two-dimensional field
theory, this corresponds to the fact that the local conformal group is infinite-
dimensional, as conformal invariance led to the energy—momentum tensor 7 as our
conserved current j in Sect. 2.4.

For each holomorphic f, we therefore obtain a conserved charge

dz
QOr= ygc %f(z)T(z) (2.5.57)

which generates the conformal transformation
2= z2+ef (2). (2.5.58)
According to (1.1.89), the induced transformation of a field ¢(z, 7) is
0(z,2) > o(z,2) + rSf’pr(z, 2) (2.5.59)
with
87 79(2.2) = (hd:f +hd: [+ f0; + f3)p(z.2) (2.5.60)

where h and h are the conformal weights of ¢.
We consider an (h,0)-form ¢(z,7)(dz)". Equations (2.5.48), (2.5.49) and
(2.5.57) give

Srp(2)=—[Qf, ¢(2)]
= —Res; -, )T (21)¢(2)

d
= f —ZZI.f(Zl)T(m)(p(Z), 2.5.61)
C 471

where C g now a small circle about z.
Since h = 0 here, we obtain from (2.5.60) and (2.5.61) that

ho(z) 0:0(2)
(z1—2? z1—z2

T(z1)px) = + finite terms. (2.5.62)

In particular, for an (A, 0)-form, the conformal weight / can be recovered from the
operator product with the energy—momentum tensor.
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If we take, instead of ¢, the energy—momentum tensor 7 itself in this OPE,
we obtain an additional term that essentially comes from the fact that 7' involves
a square of derivatives of fields which induce additional commutator terms:

2T (2) 9T (2)

c
T(z)T ()= + + = + finite terms. (2.5.63)
221 -2 (@m—-2? u-z

Here, ¢ is some constant, the so-called central charge. Since T is holomorphic, we
can Laurent-expand it:

o0

L
T(z) = Z m—{’zz (2.5.64)
m=7o<>Z
that is,
d
L= f ST () (2.5.65)
Co 27i

for a circle Cq about the origin z = 0.
The L, are the generators of the Virasoro algebra

d 2T oT
Lotal=¢ 3 7{ ! ’”“[ oy (Z)]
o i Je. 2mi 0 2z1—2)" (@1—2° 21—z

= En(n — D+ Dépin+ n—m)Lygn. (2.5.66)

To obtain this, one uses

n+1 _ ((Zl _ Z) +Z)n+l

nd —

2

+n B
Y- 2+T(Zl—z)2z” 1
+m+ D@ -+

Summary: The generators of the Virasoro algebra are the Laurent coefficients
of the energy—momentum tensor 7. The expansion comes from the holomorphicity
of T, which in turn follows from the invariance properties of CFT. Since, in contrast
to the classical action, the quantum expectation values are not conformally invariant,
we obtain a central charge ¢ # 0 in the commutators of the L,,.

Lo, Ly and L_; generate an algebra isomorphic to sl(2, R), the Lie algebra of
S1(2, R). That Lie algebra is represented here by infinitesimal transformations of
the form « + Bz + yz? = 8z, the infinitesimal version at a =d =1,b=c =0
of z— 4 Z+ , the operation of SI(2, R). In fact, for n,m = —1, 1,0, (2.5.66) is
the same as ( 1 3.48), except for the different notation, of course. In general, L,
generates 8z = z"T!. L, acts on a primary field (primary can be defined by this
relation) as

[Ln, (@] =2" (z0; + (n + Dh) ¢(2). (2.5.67)
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There is one point here that needs clarification, the relationship between the clas-
sical energy—momentum tensor as defined in Sect. 2.4, see (2.4.8), and its operator
version. According to (2.4.8), the energy—momentum tensor is the Noether current
associated with a variation of the inverse metric y*#:

88 = f dxT,p8y°P. (2.5.68)
Quantum mechanically, we have

Zysy = f (D@), 13, exp(—S(p. y +8))

= f (Dw>y<1+ / deSy‘l)exm—S(w,y»,

assuming that the energy—momentum tensor incorporates both the variation of the
action and of the measure,

=7Z,+27, fdey_l(T)y.

Thus,
1 -1

or, putting in a factor of 47 for purposes of normalization,

8 1

1
Z—ymzy = (TN, (2.5.70)

and more generally,

: Uzy™o" (Zy (@(x1) - 9(in)))
e x ) xn
Z, 5y (y1) -8y Ly VOO
=T Tmekxr) - @(x,)). (2.5.71)

The variation of the measure then induces the central charge ¢ in the expansion
(2.5.63) of the operator version of the energy—momentum tensor.

2.6 Conformal Field Theory

2.6.1 Axioms and the Energy—Momentum Tensor

Conformal field theory was introduced by several people. An early paper that was
important for the subsequent development of the theory is [9]. A monograph devoted
to this topic is [38]. We shall also utilize the treatments in [77] and [46].
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In the preceding, we have derived certain formal consequences of the functional
integral (2.5.5). In particular, the partition function and the correlation functions
satisfy certain relations, and from those, we have obtained the energy—momentum
tensor. Its classical version could be identified with a holomorphic quadratic dif-
ferential in Sect. 2.4. One problem, however, was the definition of the functional
integral (2.5.5). There, we briefly discussed the mathematical definition in terms
of zeta functions, see (2.5.11), and the spectrum of the Laplace—Beltrami operator.
One way to circumvent that problem is to take the indicated algebraic relations and
holomorphicity properties as the starting point for an axiomatic theory. This is the
idea of conformal field theory.

Thus, abstract conformal field theory specifies for each Riemann surface ¥ with
a metric g a partition function Z and correlation functions (@1 (x1) - - - ¢, (x,)) for
the primary fields with non-coincident x1, ..., x,,. These basic data do not need any
action or functional integral—although (2.5.5) remains a prime example. The theory
is defined in terms of symmetry properties of these correlation functions.

Essentially, these are:

(i) Diffeomorphism covariance: for a diffeomorphism k: £ — X,

Zy = Zprg, (2.6.1)
(1(k(x1)) - @n(k(xn))) g = (@1(x1) ==~ @n (Xn) ) g5 g- (2.6.2)
(ii) Local conformal covariance
C
Zooy = exp<% (||do ||i§ + 4/E U(X)R(x)))Zg, (2.6.3)

n
(@101)  @u () g = [ [eXP(—hio () (@1(x1) -+ u (). (264)
i=1
Here, R(x) is the scalar curvature of (X, g), and 4; is the conformal weight (see
below) of the field ¢;, as introduced in Sect. 1.1.2; ¢ is called the central charge of
the theory. (For the conformal field theory defined by (2.5.5), we have c = 1.)

In particular, and this is the fundamental point, the quantum mechanical partition
function is not conformally invariant, but instead transforms with a certain factor
that depends on the central charge.

We return to the formula (2.5.9) for the functional (2.5.14) on a Riemann surface
form =0. Since G = 2na’(—A)_l, we should have, up to a factor,

detG = (detA)~ L.

Since, however, A has the eigenvalue 0 (Agg = 0 for a constant function ¢p), we
need to restrict it to the orthogonal complement of the kernel of A, that is, to the L2-
functions ¢ with |, y 9dvolg (M) = 0, when defining the determinant by ¢ -function
regularization. The corresponding determinant is denoted by det’. In fact, one should
also normalize it by the volume (area) of M.
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Now, however, while the action is conformally invariant, the Laplace operator
(1.1.103), (2.4.4)
19
INGEITE

and therefore also its eigenvalues depend on the metric g and not only on its con-
formal class. When we consider a variation g(x) +— ) g(x) of the metric, we can

compute
8 det' (—A)
log
o (x) Vol(M)
where R(x) is the scalar curvature of g, see e.g. [38], p. 145ff.
Denoting the partition function for the metric g by Z,, we then have

1

o=0

8 c
——Zolo=0=——R(X)Z,. 2.6.6
50 (x) e g|0—0 24n (x) g ( )

More generally, one defines the energy—momentum tensor as an operator by
(2.5.71), that is,

(Torpy (21, 21) -+ Ty 0 (2 Zm) (W1, W1) - - @ (W W)
1 (4 )" ™

_ L _ —(Zo @1, W) - @(wn, ), )-
Zg8g“1/31(m,m)-~-8g°‘mﬁm(zm,zm)( P )« @ (. Bu)))

(2.6.7)

Thus, as an operator, the energy—momentum tensor takes into account the variation
of the action S and of the integration measure D¢, as at the end of Sect. 2.5.3.
In particular

(Top( '))—41#2 (2.6.8)
aplZ,2)) = Zg (Sgaﬁ(Z,Z) g- .0.

2

At a conformal metric g = p?|dz|?, that is, g% =2p72, g% = 0 = g%, we consider

the above variation g — ¢ g and obtain

dr 8

— 5o Zerglo=0 = =% (Tee) g = 28%(Tz) g — 8% (T} g = —4p*(Tiz)y. (269)
g 00

From (2.6.8), (2.6.6), we then conclude

_ C
4p Z(ng)gz—gR. (2.6.10)

Since the Euclidean metric (g% = 2, g%* = 0 = g°%) has vanishing scalar curvature,
we have there that

(T:z) =0, (2.6.11)
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that is, the energy—momentum tensor is traceless when the metric is Euclidean. For
nonvanishing curvature R, however, T is no longer traceless. The trace given by
(2.6.10) involves both the curvature and the central charge c.

From Axiom (ii), we obtain

C ) 2
<TZZ)e”g = (TZZ)g + ﬂﬁ(”dU”Lé +4/GR)

= <Tzz)g ICZ <320 - _(3 o) ) (2.6.12)

using, for the last step, (2.4.6) and the formula

+

1 3Zgzz 32 74
R=—-
< 972 972

) + higher-order terms in g** g (2.6.13)

which is valid when we vary the Euclidean metric, that is, when we have gzz =2
(see (1.1.148)). From (2.6.1) and (2.6.12), under a holomorphic transformation
2> w= f(2),

(f' (@) Tww)awaw = (Te)| 1) Paz az

c (92 . 1/ 9 RS
=<Tzz)_E<8_Z2]0gf(z)_§(£logf(z)> )
" 7 2
=<Tzz>_i<f/(Z) _§<f/(z)> )
12\ (@ 2\ f'(@

C
=(T7;) — E{fs z}, (2.6.14)

where {f; z} is the so-called Schwarzian derivative of f. So, we see here an im-
portant difference between the classical and the quantum energy—momentum ten-
sor. While the latter is trace-free (2.6.11) for the Euclidean metric (but not in gen-
eral) and holomorphic (2.6.17) (below) like the former, it no longer transforms as
a quadratic differential, but instead picks up an additional term in its transformation
rule (2.6.14). That term depends on the central charge ¢ of the theory.

In order to take also variations w.r.t. g%*, we now reconsider (2.6.9), (2.6.10) as

- == c
87 Tz — 267 (Te) g — 87 (Ti)y = < R. (2.6.15)

Next, applying 4X Z, ST M Zg to (2.6.15) and recalling that the background metric is
flat, that is, gZZ =2,g%=0= g“, as well as (2.6.13), and using (2.1.54), we obtain

Tc
4 8(z — z21)( zz>+4”<Tz1lezz> 8125(1_21)~ (2.6.16)
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Next, diffeomorphism invariance implies that (7,) is holomorphic, as in the classi-
cal case,

0:(T;;) =0=0,(T3z). (2.6.17)
Finally, one has the OPE
(TaToe) = — St — 2 1)
Tt @2
1
———0;,(T%,,) + analytic terms in z. (2.6.18)
z—21

We shall now explain this in more detail.

2.6.2 Operator Product Expansions and the Virasoro Algebra

We take up the discussion of Sect. 2.5.3. As before in (2.5.58), we consider z
7+ €f(z), f holomorphic.

We apply the general Ward identity (2.5.35) for j = fT, T being the energy—
momentum tensor in CFT, writing 7T (z) for T,

n

a
2z T @) 9(zn)) = Z(‘P(Zl) - 80(zk) - 9(zn))8(z —z1)  (2.6.19)
< k=1

to primary fields with variation (see (2.5.60))

S =ho.fo+ fo.¢. (2.6.20)

1 1
0(z—zk) = —;@(Z _Zk>

and integrate 9, f 6 (z — zx) by parts to obtain, using that (2.6.19) holds for all (holo-
morphic) f, and neglecting the factor r,

We also write

n

8<T()() (zn)) Z(laJr )(() (zn)) =0
5z (T @) 0 D R @(z1) - @(zn)) =0.
(2.6.21)
Under a holomorphic field f, T has to transform as
8;T(2) = f@3T +2: )T + %ag 1, (2.6.22)

because f transforms like a%, and T transforms like (dz)z. As always, c is the
central charge.
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When we want to use ¢(z1) = T(z) in the preceding, we therefore have to re-
place (2.6.20) by (2.6.22) and obtain (2.5.63), that is,

1 2
(T(@T(z1) = ——0;, (T (@) + ———(T'(z1))
Z2—21 (z—2z1)
C

———— -+ analytic terms. (2.6.23)
2(z—z)?

This is (2.6.18).
We also recall (2.5.57), saying that the transformation z + z + f(z) is generated
by

_ dz T
Qr= ?gc %f(z) (2)-

Therefore, in particular,
c
[Qf. T = fouT +20u NT + 1505 f.

As above, the commutator means that

([Qr, T(w)le(z1) - ¢(za))

dz dz
_ < 4< _?gc —>f(z)(T(z)T(w)(p(Z1) o 9(zn)),
2

C, 2mi 2mi

where z lies inside C, but outside of C;, while the z; all lie inside C».
Integrating this with some function f, around the loop C, then leads to

[0/.051= 0.1 +i7§ﬁ(<a3f>f—f83f)
fro 2l =¥K1fi./2] 24 Yo 2mi = 2 10; J2)-

This then gives us the Virasoro algebra (2.5.66).

2.6.3 Superfields

We recall the basic transformation rules for a family of super Riemann surfaces from
Sect. 1.5.3:

Z == f(Z) +9k(z)v
¥ = g(2) +0h(2), (2.6.24)

0
/. &, k, h holomorphic, 8_f £0.
z

We define
Dy := 0y +00,, D3 =3, (2.6.25)
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(D had been called 7 in Sect. 1.5.3, and later on, we shall sometimes write 61 in

place of 6, and 6_ in place of 6.)
The transformation law under holomorphic coordinate changes is

5~ N
D+ = (D+0)D+ + (D+Z - 0D+9)D+ . (2626)

Superconformal means homogeneous transformation law, i.e.,
D,Z=0D.8. (2.6.27)

This is equivalent to

Z=f(2) +0g(2)h(2),

3 (2.6.28)
0 =g(z) +6h(z)
with
3 3
h?(z) = o 122 (g anticommuting). (2.6.29)
0z 0z
Since D} = d,, (2.6.27) yields
3,7 4+ 69.6 = (D) (2.6.30)

as a compact version of the superconformal coordinate transformation rule.

1
In global terms, 6 is a section of K 2, a square root of the canonical bundle of the
underlying Riemann surface ¥. Such a square root of K corresponds to the choice
of a spin structure on X. (To see this transformation behavior, put for example g =0

in (2.6.28). Then from (2.6.29), 0 =,/ %9.)
We now look at the transformation behavior of conformal (primary) superfields

X(z,0) =¢(@)+ 0¥ (2)

. . . 1 . .
of conformal weight 4. Since 6 as a section of K2 has conformal weight %, this

means that i has weight h — %, while ¢ has weight h. According to (2.6.30), we
can also express the transformation law as

X(z,0) = X, 0)(D.6)" (2.6.31)

(since § has weight % and D has weight —%, D6 has weight 0, which it should,
to make the transformation law consistent). Similarly, (2.5.60) becomes

8r9(2) = (hd. f + )9 (2),

1 (2.6.32)
Sry(z) = ((h - §>8zf + f3z>1ﬁ(z)-
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We also have the supersymmetry transformations for an anticommuting holomor-
phic g,

Sg9(2) = %gl/f, (2.6.33)
SV (2) = %g&zfp + ho,go, (2.6.34)

that is,
8,X(z,0) = (%gD++h82g)X. (2.6.35)

As before, we write this as a commutator with a charge

dz1

8gX = _[an X] = f )

for a small circle ¢ about z.

Here, T is the (anticommuting) generator of the superconformal algebra. From
this, we can draw the same consequences as above. We observe that for two super-
symmetry transformations generated by g1, g», if we put

gzT (z1)X (2) (2.6.36)

i

1
fi= 8182: (2.6.37)

we have
[8g,, 8,1, X (2,0) =87X(z,0), (2.6.38)

where + denotes the anticommutator. Thus, a supersymmetry transformation is
a square root of a conformal transformation, as it should be according to (2.6.30).

Asin Sect. 2.4.3, with ¢y =1 —iYn, Y_ =Y +ivrand 64 =601 +i6,, 6_ =
01 — 6, (alternatively, if we wished to conform to the notation in (2.6.24), we could
write 6, 6 in place of 6, 6_), we use the operators D = Og, +640;, D_=0p_+
6_0; and consider a superfield

| .
X =+ 5(Wi0s +9-6.)+ %F9+6_ (2.6.39)
and obtain the action

1
S = / ED,XD+Xd2xd9,d9+

1 0 0
= [ 5 (400020 — v v v v )z (2.6.40)
2 0z 0z
In Sect. 2.4.3, we derived the equations of motion (2.4.62),

D_D.X =0. (2.6.41)
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A solution can be decomposed as
X(z,04,72,0-) =X(z,04) + X (z,0-), (2.6.42)
and we may write
X(z,04) =9(2) + 04+ ¥1(2). (2.6.43)

The action is invariant under superconformal transformations and the corresponding
energy—momentum tensor is

1
T = —§D+X81X =T +6+Tpg, (2.6.44)
with
1
Tp = —51//31% (2.6.45)
1 , 1
Tp= —E(az(ﬂ) - Eazlﬁ Y. (2.6.46)

Ty is a section of K2, Tr one of K%.

We consider a complex Weyl spinor ¥ on a Riemann surface X, that is, a section
of a spin bundle K2, a square root of the canonical bundle K, given by a spin
structure on X. We let ¢/ be the complex conjugate of 1. Thus, ¥_ is a section
of K2 (for the same spin structure).

We now consider the case where X is a cylinder, with coordinates w =t + io,
identifying o 4+ 27 with o and with 7 in some interval which is not further specified
here. As there are two different spin structures on a cylinder, we have two choices
for identifying ¢ at o + 27 with ¢ at o:

Yi(r,0+2m) =Y4+(r,0), periodic (Ramond), or 2.647)
.6.47
Yi(r,04+2m)=—v4+(r,0), antiperiodic (Neveu—Schwarz).

These boundary conditions also arise from the following consideration. We consider
the half cylinder where ¢ runs from 0 to 7, and we assume boundary relations
between the holomorphic field 14 and the antiholomorphic field _,

Y10, 7) =vyY_(0,7) withv==1,
Vi@, 1) =y_(7,7)

(2.6.48)

where the factor +1 has been chosen w.l.0.g. in the second equation. We can then
combine ¥4 and psi_ into a single field, defined for o € [0, 2], by putting

Yi(o,t)=yY_Q2m —o,7) form <o <2m. (2.6.49)
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Y4 then is holomorphic, because ¥_ was antiholomorphic. Also,

40, 7) forv=1,

Vi Q1) =v-(0,7) = —4(0,7) forv=—1.

(2.6.50)

Thus, 14 is periodic (Ramond) in the first and antiperiodic (Neveu—Schwarz) in the
second case.
We now map the cylinder to an annulus via

z=2¢e".

Since Yy transforms like (d w)%, we have

Ipinnulus (Z)(dz)% — 1)[,j':_ylinder(w)(dw)% ’

dz %_ %
dw =e-.

When we now rotate the cylinder by 2w, the factor e? changes by a factor —1.
Therefore, periodic and antiperiodic identifications are exchanged, and on the annu-
lus, we have

with

Ramond: 4 (e?™'z) = —+(z) (antiperiodic),

Neveu-Schwarz: o (€*"iz) = Y1 (2) (periodic).
We shall now expand these expressions in terms of

212 =21 —22 — 0102,

01 =61 — 6.
We obtain
012 1
T(z1,01)X(22,62) = h—-X(22,602) + 5—— D4 2X (22, 62)
12 2212
012
+ —9;, X (22, 62) + regular terms,
212
cl 30 1
T 60T @260 = ¢ 5=+ 55 T(@2.02) + 5—D12T (22, 6)
7, 27y 2z12

0
+ ﬁazz T (z2, 62) + regular terms.
212
In components:

Tp(z1)TB(z2) =

c 1 1
- Tp(z2) + ——0,Tp(z2) + -+,
6(z1 —22)* (21 —22)? 21—z



204 2 Physics

3 1

Tp(z)TF(22) = 5 ———5Tr(z2) + 02, Tr(z2) + -+,
2(z1 —22) 21—22

TrTr) =S — 2 L e

F\Z1 F\22) =~ = B\22
6(z1—2)° 2u-2

We expand Ty as before and TF as

1 —k—1— dzi k
Tr(z) == “Gy | Gr=2 T ta),
F@)=7 >z k ( k ygzm‘ F(2)z >

k€Z+a

with a = 0 corresponding to the Ramond sector and a = % corresponding to the

Neveu—Schwarz sector.
With ¢ = %c, we obtain the super Virasoro algebra

¢
[Li, Lyl = (m —n)Lyin + g(m3 — )8t

1
[Lmv Gk]— = (Em - k)Gm—I—ks

¢ 1
[Gk, Gily =2Lgi + > <k2 - Z>8k+l-

2.7 String Theory

In conformal field theory, Sect. 2.6, we have kept the Riemann surface ¥ fixed
and varied the metric on ¥ only via diffeomorphisms—which left the partition and
correlation functions invariant—and by conformal changes—which, in contrast to
the classical case, had a nontrivial effect, the so-called conformal anomaly. In string
theory, one also varies the Riemann surface ¥ itself. Equivalently, as explained in 7
in Sect. 1.4.2, we permit any variation of the metric y, including those that change
the underlying conformal structure. Here, we can only give some glimpses of the
theory. Fuller treatments are given in [50, 77, 87, 88] and, closest to the presentation
here, in [62].

In bosonic string theory, one starts with the linear sigma model (Polyakov action)
(2.4.7)

S(p,y) 2.7.1)

and considers the functional integral

zZ= Y eSO dody. (2.7.2)

topological types
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This means that one wishes to average over all fields ¢ and all compact®” surfaces,
described by their topological type (their genus) and their metric, with exponential
weight coming from the Polyakov action. Since, as discussed, that action S(¢, y)
is invariant under diffeomorphisms and conformal changes, that is, possesses an
infinite-dimensional invariance group, this functional integral, as it stands, can only
be infinite itself. Therefore, one divides out these invariances before performing the
functional integral. As described in Sect. 1.4.2, the remaining degrees of freedom
are the ones coming from the moduli of the underlying surface, and we are left with
an integral over the Riemann moduli space for surfaces of given genus and a sum
over all genera. The essential mathematical content of string theory is then to define
that integral in precise mathematical terms and try to evaluate it. The sum needs
some regularization, that is, one should put in some factor k, depending on the
genus p that goes to 0 in some appropriate manner as the genus increases. Alterna-
tively, one should construct a common moduli space that simultaneously includes
surfaces of all genera. Since lower-genus surfaces occur in the compactification of
the moduli spaces of higher-genus ones, this seems reasonable. As discussed above
in Sect. 1.4.2, however, the Mumford-Deligne compactification is not directly ap-
propriate for this, as there the lower-genus surfaces that occur in the boundary of
the moduli space carry marked points in addition. With each reduction of the genus,
the number of those marked points increases by two. When we then consider sur-
faces of some fixed genus pg in a boundary stratum of the moduli space of surfaces
of genus p, we have 2(p — po) marked points, and this number then tends to co
for p — oo. Therefore, we need to resort to the Satake—Baily compactification de-
scribed in Sect. 1.4.2 which does not need marked points, but is highly singular. We
also recall from there that this compactification can be mapped into the Satake com-
pactification of the moduli space of principally polarized Abelian varieties. Again,
the compactification of that moduli space for principally polarized Abelian varieties
of dimension p contains in its boundary the moduli spaces for the Abelian varieties
of smaller dimension. Letting p — oo then gives some kind of universal moduli
space for principally polarized Abelian varieties of finite dimension, and this space
is then stratified according to dimension. Similarly, the analogous universal moduli
space for compact Riemann surfaces would then be stratified according to genus. (To
the author’s knowledge, however, this construction has never been carried through
in detail.)

In any case, even the integral over the moduli space for a fixed genus leads to
some subtleties. The reason is that while the Polyakov action S(gp, y) itself is con-
formally invariant, the measure e 5@ Y)d¢pdy in (2.7.2) is not. We have seen the
reason above from a somewhat different perspective in our discussion of quanti-
zation of the sigma model, where we encountered additional terms in the operator
expansions. These then led to the nontrivial central charge ¢ of the Virasoro algebra.
It then turns out that there are two different sources of this conformal anomaly, one
coming from the fields ¢ and the other from the metric y. The fields are mappings

208ince the partition function represents the amplitude of vacuum — vacuum transitions, only
closed surfaces are taken into account.
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into some euclidean space R?, and we get a contribution to the conformal anomaly
for each dimension, that is, an overall contribution proportional to d. The conformal
anomaly coming from y is independent of the target dimension d. It then turns out
that these two conformal anomalies cancel precisely in dimension d = 26. Mathe-
matically, this can be explained in terms of the geometry of the Riemann moduli
space, utilizing earlier work of Mumford [84], or with the help of the semi-infinite
cohomology of the Virasoro algebra. In conclusion, bosonic string theory lives in a
26-dimensional space.

The same scheme applies in superstring theory. Here, the action is given by
(2.4.149),

1 - _
S@ by 0= / (P 9 D5 u + Ty Datia + 27ar Py U D54
>

1-
+ 5Wawa)ZaVﬂanﬂ)\/dCtydzlez, (2.7.3)

including also the fermionic field i and the gravitino x. The same quantization
principle is applied, and the resulting dimension needed to cancel the conformal
anomalies turns out to be d = 10.

In order to include gravitational fields, one has to consider more general targets
than euclidean space. The appropriate target spaces are Kihler manifolds with van-
ishing Ricci curvature. The real dimension still has to be 10. In order to make contact
with dimension 4 of ordinary space—time, one writes such a target as a product

R* x M (2.7.4)

where M now is assumed to be compact (and of such a small scale that it is not di-
rectly observable at the macroscopic level). (This vindicates the old idea of Kaluza
described in Sect. 1.2.4 above.) The process of making some of the dimensions com-
pact is called compactification in the physics literature. M then has to be a compact
Kihler manifold with vanishing Ricci curvature, in order to obtain supersymme-
try, of complex dimension 3, a Calabi—Yau space. In fact, by Yau’s theorem [109],
every compact Kéhler manifold with vanishing first Chern class c¢; (M) carries such
a Ricci flat metric, and this makes the methods of algebraic geometry available for
the investigation and classification of such spaces.

In order to describe the physical content of string theory, the basic object is the
string, an open or closed curve. As it moves in space—time, it sweeps out a Riemann
surface. In contrast to the mathematical framework just described, this Riemann
surface will have boundaries, even in the case of a closed string when we follow
it between two different times #; and #,. The boundaries will then correspond to
the initial position at time ¢ and the final position at time #,, except when the string
only comes into existence after time #; and ceases to exist at time #,. See [62] for the
systematic treatment of such boundaries in string theory. For an open string, that is,
for a curve with two endpoints moving in space—time, we obtain further boundaries
corresponding to the trajectories of these endpoints. More generally, the movement
of these endpoints may be confined to lower-dimensional objects in space—time that



2.7 String Theory 207
carry charges and that can then become objects in their own right, the D-branes?!
first introduced by Polchinski [86]. Symmetries between branes then led to a new
relation between string theory and gauge theory, culminating in a conjecture of Mal-
dacena [78].

In any case, when a string moves in space—time, it sweeps out a surface, and the
basic Nambu—Goto action of string theory was the area of that surface. Since the area
functional is invariant under any reparametrization, it cannot be readily quantized,
and therefore, the symmetry was reduced by considering the map that embeds the
surface representing the moving string into space—time and the underlying metric of
that surface as independent variables of the theory. That led to the Polyakov action
(2.7.1), that is, the Dirichlet integral or sigma model action (2.4.7).

According to string theory, all elementary particles are given by vibrations of
strings. Gauge fields arise from vibrations of open strings. Their endpoints repre-
sent charged particles. For instance, when one is an electron and the other an op-
positely charged particle, a positron, the massless vibration of the string connecting
them represents a photon that carries the electrical force between them. Collisions
between such particles then naturally lead to closed strings. Gravitons, that is, par-
ticles responsible for the effects of gravity, arise from vibrations of closed strings.
In superstring theory, both bosons and fermions are oscillations of strings. There
are only two fundamental constants in string theory, in contrast to the proliferation
of such constants in the standard model. These are the string tension, that is, the
energy per unit-length of a string, the latter given in terms of the Planck length, and
the string coupling constant, the probability for a string to break up into two pieces.

However, superstring theory is far from being unique, and it cannot determine the
geometry of the background space—time purely on the basis of physical principles.
Thus, there is room for further work in superstring theory, as well as for research
on competing theories like loop quantum gravity (that started with Ashtekar’s refor-
mulation of Einstein’s theory of general relativity [5]) and the development of new
ones.

21The “D” here stands for Dirichlet, because such types of boundary conditions are called Dirichlet
boundary conditions in the mathematical literature. We also recall that the basic action functional
(2.4.7), (2.7.1) is called the Dirichlet integral in the mathematical literature. This terminology was
in fact introduced by Riemann when he systematically used variational principles in his theory of
Riemann surfaces, see [91]. Harmonic functions are minimizers of the Dirichlet integral, and in
this sense, string theory is a quantization of the profound ideas of Riemann.
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