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Abstract. We compared two ways of remote participation in a meeting. One in 
which a video-connection existed between the remote participant and the collo-
cated participants and one in which the remote participant was represented by 
an iCat. We asked the participants to rate the conversations on various dimen-
sions. The remote participants tended to prefer the meetings with the iCat 
whereas the co-located participants preferred the video connection on most  
dimensions. 

1   Introduction 

In this paper we present an analysis of recordings of  three-party conversations in 
which two participants were co-located in the same room and the third participant was 
in another room. We made recordings of two conditions, which we will refer to as 
VIDEO and ICAT. In the first condition, we used two cameras in the room of the co-
located participants, each directed at one of the participants (see Figure 1). The two 
video streams were displayed on a computer screen in front of the remote participant. 
In this condition, the co-located participants could see the image of the remote par-
ticipants on a computer screen. The image was taken from a webcam placed on top of 
the computer screen of the remote participant. This set-up more or less resembles a 
typical video-conferencing situation.  

 
Fig. 1. Schematic view of the co-located participants’ room in the VIDEO condition. Circles 
represent co-located participants sitting at opposite sides of the table (the rectangle), with two 
cameras pointed at them (the arrows). In the ICAT condition the computer screen is replaced by 
an iCat and the cameras are removed. 
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Fig. 2. The ICAT condition 

In the ICAT condition, the computer screen in the co-located participants’ room was 
replaced by an iCat1 that was controlled by the remote participant. The iCat thus func-
tioned as an avatar representing the remote participant. For the remote participant the 
view on the co-located participants’ room now came from the camera positioned in 
the nose of the iCat. 

The remote-participant had several options available to control the iCat. The head 
of the iCat could be turned in the direction of either of the participants or to the mid-
dle of the room. The participant could also have the iCat shake or nod its head and 
could choose to make the iCat look amazed (raised eyebrows) or smile. 

Comparing settings of remote communication in this way allows us to study the ef-
fects of manipulating technologies that mediate the communication process compar-
ing the different affordances that each of them offers. The effects we are interested in 
concern changes in how the conversation proceeds and changes in the appreciation of 
the communication by the participants. What do participants do differently? What 
parts of the technological affordances do they use? What do they like or dislike about 
the opportunities? Our goal is to reach a better understanding of face-to-face conver-
sation and of the need for facial expressions, gaze in processes such as grounding and 
addressing. This understanding may allows us to improve upon the ways to communi-
cate remotely. 

The paper is structured as follows. In the next section, we look at the two condi-
tions in more detail in terms of the affordances offered and present some conjectures 
about how we expect the participants to behave and appreciate the settings. Next, we 
present details about the experiment and the measures. This is followed by a section 
on results and analysis. 

2   Remote Presence 

Mediated communication far outnumbers face to face conversations in our present 
lives. It can take the form of exchanges of information through telephone, e-mail, 
newspapers, television, chat, podcasts, blogs, tele- and videoconferencing, or involve 
meetings in 3D worlds such as Second Life or in on-line games. It is a common  
                                                           
1 http://www.research.philips.com/technologies/syst_softw/robotics/index.html 
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observation that these mediated forms of communication offer less rich interactions 
than face-to-face interactions, mainly because of the inability to convey nuances 
through nonverbal means of communication and gaze, or because the intimate feed-
back loop between interlocutors is tampered with in these forms of communication 
([2,4,6,7,8]. In studies on Computer Mediated Communication [9] these differences 
are typically seen as shortcomings and new technologies are introduced to overcome 
them.  

The differences between face-to-face and mediated conversation can be described 
in terms of the 10 dimensions that characterize direct spontaneous conversation ac-
cording to [1]: co-presence, visibility, audibility, instantaneity, evanescence, recordle-
sness, simultaneity, extemporaneity, self-determination and self-expression. In the 
two conditions that we are studying, one of the participants is remote and thus differs 
with respect to face-to-face conversations on the dimension of co-presence. In the 
VIDEO condition, the remote participant can see the others and vice versa through a 
video connection. However, the view is fixed through the camera-position and the 
view of the environment is thus severely limited. Eye-contact is also not possible.  In 
the ICAT condition, the co-located participants cannot see the remote participant, but 
can only see the iCat perform the instructions that are given to it by the remote par-
ticipant. The view of the remote participant is limited to three options: looking at one 
participant, the middle of the table or to the other participant. In contrast to the VIDEO 
condition, the remote participant can thus only look at one co-located participant at 
the same time [4,8]. On many dimensions one could argue that there are no special 
differences with respect to face-to-face interactions, but with respect to the two final 
ones some peculiar aspects can be noted. The iCat can be thought of as a puppet 
through which the remote participant speaks to the others. As a puppet, the iCat 
speaks not for itself (as one might consider in the case of an autonomously operating 
robot) but as a messenger controlled by the remote participant.  

The possibilities of nonverbal expressivity of the remote participant are severely 
limited to the few facial expressions and head movements that can be made. By being 
able to turn the head of the iCat in the direction of one or the other co-located partici-
pant, the remote participant could signal attention or who is being addressed. Agree-
ment and disagreement or affirming or negating could be signaled by nods and 
shakes. Facial expressions are limited to attitudinal reactions of enjoyment and sur-
prise. One can expect the two conditions to differ in a number of respects, both in the 
way the communication proceeds and in the way it is perceived and evaluated. In our 
current analysis of the data we looked at effects on grounding, addressing, turn-taking 
and feelings of co-presence [10].  

With respect to grounding, the question is whether the participants feel that it is 
easy to acknowledge contributions and whether it is more difficult to receive ac-
knowledgements of contributions. In the ICAT condition the acknowledgements by the 
remote participant can be given verbally through nodding and shaking the head of the 
iCat. Also the facial expressions can provide feedback. All of these, however, need to 
be consciously executed by the remote participant, whereas in the VIDEO condition, 
the facial expressions can provide a running commentary to what is being discussed. 

Gaze plays an important role in addressing. Goodwin [5] observed how at the be-
ginning of a turn, speakers may try to achieve mutual gaze with the interlocutor to 
make clear who they address and get acknowledgment of this.  In the VIDEO condition 
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it is not possible for the remote participant to indicate who is the intended addressee 
by nonverbal means but in the ICAT condition, manipulating the head orientation of 
the iCat can be used in this way. 

The controls for the iCat that were implemented in this set-up do not allow the re-
mote participant to signal turn-requests with the nonverbal means that people usually 
use in conversations [3]. In the VIDEO condition, posture shifts and other visual cues 
for turn-taking, are visible to the co-located participants, however. 

The effects on grounding, addressing, turn-taking, and other aspects of the conver-
sation contribute to the general perception of co-presence: the feeling of the interac-
tants that they perceive the others and the others perceive them. The iCat and the 
video connection differ as media in how they are able to connect people. This feeling 
will often be different for the co-located and the remote participant, particularly if the 
affordances of the media are not the same for both parties. 

3   Data 

We invited four teams of three participants to each conduct two meetings2. Two of the 
teams first conducted a meeting in the VIDEO condition followed by a meeting in the 
ICAT condition. The order was reversed for the other two teams. Each meeting lasted 
between 10 to 15 minutes. The teams were given separate tasks for the two meetings. 
The first task concerned the discussion about the preferred buttons to go on a remote 
control. Each participant was told to defend a particular favorite. The second task 
involved a discussion about the shape and colour of the control. The remote partici-
pant got instructions on how to use the interface to control the iCat and was shown the 
effects of the actions. 

In the next section we discuss the results of our analysis of the data. We will dis-
cuss the use of the controls of the iCat by the remote participant and the various ques-
tionnaires that were presented to the participants. 

4   Results and Analysis 

Table 1 shows the number of times a participant (A-D) used a particular control for 
the iCat. It appears from the table that of the four participants, B deviated considera-
bly from the others in that the others used the controls more than two (and D even 
three) times as often. 

All participants used the head orientation controls the most. For each of them this 
constituted more than half of the actions. In total 106 out of the total of 177 actions 
were head movement actions. Left and Right movements were widely preferred above 
the movement to the center. With respect to the other two head movements, nods and 
shakes, the distribution is about equal, except for participant C who lets the iCat nod 
its head 8 times but lets it shake its head only once. The expressive controls for smile 
and eye-brow raise are used about as often as those for nod and shake, with about the 
same amount of smiles and eye-brows occurring for each of the participants. 
                                                           
2 The experiment was carried out by two BSc students Frans van der Veeken and Feitze de 

Vries (http://referaat.cs.utwente.nl/new/papers.php?confid=9). 
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Table 1. Each row shows the number of times a particular remote participant used the control 
for the iCat 

Participant Left Center Right Nod Shake Smile Amazed Total 
A 14 3 14 4 4 6 5 50 
B 6 1 4 3 1 3 2 20 
C 14 7 11 8 1 3 3 47 
D 14 4 14 7 8 6 7 60 

Total 48 15 43 22 14 18 17 177 

Table 2. Ratings of the quality of the interactions 

  ICAT VIDEO 
Influence C 3.3 3.9 
    (rate your influence in the meeting) R 3.8 3.3 
Satisfaction C 2.7 3.2 
 R 3.3 2.9 
Turn-taking C 3.4 4.0 
    (how well did turn-taking go) R 2.8 3.3 
Addressing C 3.4 4.1 
    (was it easy to address someone) R 3.5 2.3 
Getting Addressed C 3.4 4.3 
     (was it clear you were addressed) R 3.5 3.3 
Involved in conversation C 3.1 4.4 
     (rate your involvement) R 3.5 4.0 
Involved in task C 2.6 4.0 
 R 3.5 3.0 
Grounding C 6.3 4.8 
    (awareness of reactions of others) R 3.8 4.3 
Similar F2F C 5.4 4.0 
 R 4.3 6.5 

 
Our analysis of one of the ICAT meetings showed that the remote participant used 

the head orientation to direct the camera to the participant that was speaking. One 
participant was looked at 78% of the time he was speaking and the other was looked 
at 97% of the time he was speaking. 

When asked which controls the remote participants found most useful, they an-
swered nod, followed by shake, smile and surprise. They found the interface to con-
trol the iCat easy to use and rated it on average 4.25 out of 5. 

We asked the participants to fill out questionnaires with various questions. The re-
sults are presented in the table below. Participants rated the quality of the meetings in 
both conditions on a five point scale, except for the last two questions which were 
rated on a 7 point scale. 

The table shows the average ratings for each dimension of the co-located (C) and 
remote (R) participants separately. For each line the highest figure appears in bold-
face. From this table it becomes clear that for all questions except the last two, the  
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co-located participants prefer the VIDEO condition. The remote participant, on the 
other hand prefers the ICAT condition, except when asked about turn-taking, involve-
ment in conversation and for the last two questions on awareness of others and simi-
larity to face-to-face. This can be explained by the fact, that the remote participant has 
no global view of the co-located participants in the ICAT condition (negative effect on 
awareness) and needs to communicate through an artificial interface in this condition 
as well (negative effect on similarity). The co-located participants find talking to an 
anthropomorphic iCat closer to face-to-face conversations than interacting with the 
remote participant through a video connection. 

5   Conclusion and Future Work 

In on-line games and virtual communities, people use avatars as representations of 
themselves to communicate with each other. There have been a few suggestions in the 
literature to use avatars in remote meetings as well, instead of using the ordinary 
means of video conferencing. In our studies, we are looking at the effects of manipu-
lating the communicative expressivity of avatars on the appreciation of the communi-
cation and on how the conversations proceed differently. In the case of the iCat, we 
found that the participants controlling the iCat like it better than the participants that 
are faced with it. The results reported on in this paper were primarily based on the 
analysis of the questionnaires that the participants filled out. Currently, we are proc-
essing the video’s to see in more detail how the conversations proceeded, looking at 
the timing and placement of the nonverbal controls that were offered. 
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