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Abstract. In our current work we concentrate on finding correlation between 
speech signal and occurrence of facial gestures. Motivation behind this work is 
computer-generated human correspondent, ECA. In order to have a believable 
human representative it is important for an ECA to implement facial gestures in 
addition to verbal and emotional displays. Information needed for generation of 
facial gestures is extracted from speech prosody by analyzing natural speech in 
real-time. This work is based on the previously developed HUGE architecture 
for statistically-based facial gesturing and extends our previous work on auto-
matic real-time lip sync. 
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1   Introduction 

Embodied conversational agent (ECA) assumes a human in a computational environ-
ment. In human-computer interaction it represents a multimodal interface where mo-
dalities are the natural modalities of human conversation: speech, facial displays, 
hand gestures, body stance [1]. When building believable ECAs, the rules of human 
behavior must be taken into account.   

In face-to-face conversation among humans, both verbal and nonverbal communi-
cation takes part. As stated in [2] considerable research is being done on the topic of 
facial displays with focus on the relationship between facial displays and emotional 
states. But according to experiments in [3] only one third of nearly 6000 facial  
displays of psychiatric patients were classified as emotional. In our work we are  
interested in those facial displays that are not explicit emotional displays (i.e. an ex-
pression such as smile). Also, we are not interested in those facial displays that are 
explicit verbal displays (i.e. visemes) or have an explicit verbal message (i.e. an ob-
servation about the size of a massive object may be accompanied by widening of the 
eyes). In our work we concentrate on the facial gestures. A facial gesture is a form of 
non-verbal communication made with the face or head, used continuously instead of 
or in combination with verbal communication. There are a number of different facial 
gestures that humans use in everyday life, such as different head and eyebrow move-
ments, blinking, eye gaze, frowning etc [4].  
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In everyday communication humans use facial gestures consciously or uncon-
sciously to regulate flow of speech, accentuate words or segments, or punctuate 
speech pauses [5]. Work in [6] differentiates several roles of facial gestures in this 
context: 

• Conversational signals – correspond to facial gestures occurring on accented 
items clarifying and supporting what is being said; facial gestures in this 
category are eyebrow movements, rapid head movements, gaze directions 
and eye blinks. 

• Punctuators – correspond to facial gestures that support pauses by grouping 
or separating sequences of words; the examples are specific head motions, 
blinks or eyebrow actions. 

• Manipulators – correspond to the biological needs of a face, such as blinking 
to wet the eyes or random head nods and have nothing to do with the linguis-
tic utterance 

• Regulators - control the flow of conversation. A speaker breaks or looks for 
an eye contact with a listener. He turns his head towards or away from a lis-
tener during a conversation.  

ECAs that we deal with in this work act only as presenters and are not involved in 
conversation so only the first three roles are applicable for them.  

Further on, we want to animate our ECAs using only natural speech as input. 
Speech related facial gestures are connected with prosody and paralanguage. Prosody 
refers to characteristics of speech which cannot be extracted from the characteristics 
of phoneme segments, where pauses in speech are also included. Its acoustical corre-
lates are pitch, intensity (amplitude), syllable length, spectral slope and the formant 
frequencies of speech sounds. Paralanguage refers to the non-verbal elements of 
communication used to modify meaning and convey emotion and includes pitch, 
volume and, in some cases, intonation of speech.  

In this paper our statistically-based method for automatic facial gesturing in real-
time is described. Current version of our system includes the following features: 

•  head and eyebrow movements and blinking during speech pauses 
•  eye blinking as manipulators 
•  amplitude of facial gestures dependent on speech intensity 

The rest of the paper is organized as follows. After a description of related work in 
chapter 2, we describe our system and give discussion on obtained results in chapter 
3. At the end, future work and further directions are given. 

2   Related Work 

In this chapter we summarize work that is related to ours. The first part is more con-
nected to psychological and paralinguistic research relevant to synthesizing natural 
behavior of ECA with accent on facial gestures which are not directly connected with 
emotional and verbal signals. In the second part we give an overview of existing sys-
tems based on non-verbal speech-related full facial animation where we are specifi-
cally interested in systems that are driven by the natural speech. We will mention only 
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several relevant works that give information which helps us correlate characteristics 
of speech with facial gestures. 

Ekman investigated systematically the relation of speech and eyebrow movement 
in [7]. According to his findings, eyebrow movements occur during word searching 
pauses, as punctuators or to emphasize certain words or parts of the sentence. Chovil 
in [2] concentrated on the role of facial displays in conversation. His research results 
showed that syntactic displays (emphasized words, punctuators) are the most frequent 
facial gestures accompanying speech and among those facial gestures, raising or low-
ering eyebrows are the most relevant. Cavé et al. in [8] investigated links between 
rapid eyebrow movement and fundamental frequency changes suggesting that these 
are not automatically linked but are consequence of linguistic and communicational 
choices. Honda in [9] connects pitch and head movement and Yehia et al. in [10] 
linearly map head motion and F0. Granström et al. investigated in [11] contribution of 
eyebrow movement to the perception of prominence and later added head movements 
emphasizing the importance of timing [12]. 

Existing ECA systems mainly use text or natural speech to drive full facial anima-
tion. There is considerable literature on the systems based on text input. To mention a 
few: [13][6][14][15][16][17]. These systems incorporate facial and head movements 
in addition to lip movements (voice). Many existing systems are capable of automatic 
lip synchronization from speech signal [18][19][20][21][22] producing rather correct 
lip movements but missing natural experience of the whole face because the rest of 
the face has a marble look. To add facial gestures to such systems, we need more 
information. As previously noted, knowledge needed for correlating facial gestures 
and features extracted from the speech signal is based on the results of psychological 
and paralinguistic research. However, state of the art literature lacks method which 
would be able to automatically generate a complete set of facial gestures, including 
head movements, by only analyzing speech signal. Existing systems in this field 
mainly concentrate on a particular gesture (i.e. head movement), or general dynamics 
of the face.  

Works in [23][24][25][26][27][28][29] generate head movements based on recent 
evidence which shows that an audio feature, pitch contour (F0), is correlated with 
head motions [9][10]. In [23] preliminary evidence is given for the correlation be-
tween head motion and fundamental frequency. They measured and estimated face 
and head motion data to animate parametric talking heads. An extension of this work 
is given in [24], where authors used estimated head and face motion to animate a 
talking head. Later on, in [25], in addition to F0, they computed a root mean square 
(RMS) amplitude and concluded that both F0 and RMS amplitude were highly corre-
lated with the kinematics of head motion during the speech. Fully automatic system 
for head motion synthesis is developed in [26], taking pitch, the lowest five formants, 
MFCC and LPC as audio features. Work in [27] generates expressive facial animation 
from speech and similarly as in previously mentioned systems adds head motion, 
while [28] additionally considers speech intensity as an audio feature. Recent work on 
automatic head motion prediction from speech data [29] is based on the thesis that 
temporal properties should be taken into account and therefore the data has to be 
segmented into longer parts. 

Some systems use speech features to drive general facial animation. Work in [30] 
learns the dynamics of real human faces during speech using two-dimensional image 
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processing techniques. Lip movements and coarticulation is incorporated as well as 
additional speech-related facial animation. Similarly, the system in [31] learns 
speech-based orofacial dynamics from video, generating facial animation with realis-
tic dynamics. 

While in [32] a method to map audio features (F0, mean power) to video analyzing 
only eyebrow movements is proposed, Albrecht et al. in [33] introduce a method for 
automatic generation of  several non-verbal facial expressions from speech: head and 
eyebrow raising and lowering dependent on the pitch; gaze direction, movement of 
eyelids and eyebrows, and frowning during thinking and word search pauses; eye 
blinks and lip moistening as punctuators and manipulators; random eye movement 
during normal speech. The intensity of facial expressions is additionally controlled by 
the power spectrum of the speech signal, which corresponds to the loudness and in-
tensity of the utterance. 

The systems described so far need a preprocessing step. Real-time speech driven 
facial animation is addressed in [34]. Speech energy is calculated and used as a vari-
able parameter to control the facial modifications such as eyebrows frowning or fore-
head wrinkling. In our work we include a wider set of speech-driven facial gestures 
generated in real-time with on-the-fly rendering. 

3   Speech-Driven Facial Gestures Based on HUGE Architecture  

In speech-driven gestures the idea is to find a correlation between speech signal and 
occurrence of gestures in order to produce speech-driven facial animation. We are 
taking into consideration speech prosody features since prosody may reflect turn-
taking in conversational interactions, types of utterance such as questions and state-
ments, people's attitudes and feelings etc. – content that cannot be said with words, 
but shown with non-verbal signals. Prosody is derived from the acoustic characteris-
tics of speech including pitch or frequency, length or duration, loudness or intensity, 
and pause. While relation between speech and lip movements is obvious, the relation 
between facial gestures (also gestures in general) and speech isn’t so strong. More-
over, variations from person to person are bigger. Research on non-verbal communi-
cation of the face [35] [36] gave rules for generating facial gestures during thinking or 
word-search pauses (i.e. avoidance of gaze, eyebrows raise, frowning), also rules for 
the use of blinking as a manipulator [6] and rules considering gaze in the function of 
turn-taking [36]. Many of these rules may be applied when generating speech-driven 
facial gestures. 

In the previous work an automatic lip-sync system was implemented [18]. It takes 
speech signal as input and performs audio to visual mapping in order to produce 
visemes.  Our current work aims to develop an automatic system for full facial anima-
tion driven by speech in real-time. We currently distinguish between several facial 
animation components: 

• head and eyebrow movements and blinking as punctuators  
• head and eyebrow movements during thinking and word-search pauses  
• blinking as a manipulator 

Generation of speech-related facial gestures is based on our HUGE architecture. 
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3.1   HUGE Architecture 

HUGE architecture [37] is a universal architecture for statistically-based human ges-
turing. It is capable of producing and using statistical models for facial gestures based 
on any kind of inducement (any signal that occurs in parallel to production of gestures 
in human behavior and may have a statistical correlation with the occurrence of ges-
tures). The system works in two phases: the statistical model generation phase and the 
runtime phase. 

In the statistical model generation phase, the raw training data is annotated and 
classified into a timed sequence of gestures and timed sequence of inducement states. 
An inducement state can be any state determined from the inducement that is ex-
pected to correlate well with production of gestures. Next, the statistical model is 
produced by correlating the gesture sequence with the inducement sequence. Facial 
gesture parameters that are incorporated in the statistical model are gesture type, dura-
tion and amplitude value.  

The runtime phase runs in real time and is fully automatic. This phase takes a new 
sequence of inducement data and uses it to trigger the statistical model and to produce 
real time animation corresponding to the inducement.  

A system based on the speech signal is a special case of HUGE architecture. Its 
components can be seen on Fig. 1. 

Adaption of HUGE architecture to speech signal as inducement included the fol-
lowing crucial issues: 
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• Definition of audio states correlated with specific speech signal features 
• Implementation of the Automatic Audio State Annotation & Classification 

module, which assumes: 
o Speech signal analysis and feature set extraction 
o Speech signal classification into defined audio states 

• Integration of the existing Lip Sync system  

As a first step we have decided to use a pause in the speech as a base for the defini-
tion of audio states. Such decision is motivated by the existing connection between 
pauses in the speech and occurrence of certain facial gestures shown in the literature. 
The input speech signal is divided into silence and speech segments. Silence detection 
algorithm is based on the RMS amplitude value [38]. Speech segments will be used in 
further work for calculating speech prosody features such as pitch. Silences identified 
as pauses in speech are used for definition of two audio states – long and short pause. 
RMS amplitude is calculated for each frame of the speech signal, which is every 16ms 
just as in the existing Lip Sync system. Lip Sync system calculates visemes for every 
frame of audio. The results for four consecutive frames are summed and the viseme 
with the best score is modeled. We follow this idea when classifying speech into au-
dio states. Using the obtained RMS amplitude value and thresholds set in the initial 
frames, each frame can be potentially marked as pause in the speech. If pause is iden-
tified in four consecutive frames, speech signal is classified into the audio state called 
short pause. When pause in speech is longer than 32 frames, speech signal is classi-
fied into the audio state called long pause. Such distinction is motivated by different 
kinds of pauses that occur during speech. A short pause stands for a punctuator, 
meaning that its role is to separate or group sequences of words, while a long pause 
corresponds to a thinking and word-search pause. 

3.2   Facial Gesture Generation 

Based on the identified audio states, statistical model gives a sequence of facial ges-
tures that might occur on the specific audio state. However, we additionally add cer-
tain rules which correspond to the rules that facial gestures have as a communications 
channel as stated in Introduction. It means that we might add or remove certain ges-
tures depending e.g. on the indentified audio state. 

When we consider pause in speech as a punctuator, eyebrow movements, head 
movements and eye blinks might happen, while during thinking and word-search 
pauses, eyebrow and head movements are supported. In addition to voluntary eye 
blinks, we have implemented periodic eye blinks (i.e. manipulators) based on the 
values given in [6]. If an eye blink does not happen as a punctuator within 5s it will be 
generated serving as a manipulator.  

By using these rules we fine-tune the output from the statistical model. Once we 
know a gesture type, we know amplitude and duration of the specific gesture since 
they are also obtained from the statistical model. However, there is a possibility to 
additionally control amplitude of the facial gesture by calculating speech volume 
variations.  

Having timed gesture sequences and also correct lip movements, we are able to 
create facial animation (visage|SDK is used). Figure. 2 shows snapshots from a facial 
animation generated from speech signal and incorporating non-verbal behavior.   
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Fig. 2. From left to right: neutral pose, eyebrow movement, head movement, eye blink 

4   Future Work 

In this paper we have presented a system for creating facial gestures in real-time from 
a speech signal which incorporates non-verbal behavior. Even by incorporating a 
small number of prosodic and paralanguage features as well as communication rules, 
facial animation achieved a lot on naturalness.  

However, the system is still in an early stage and there are many things left to do. 
Next we are planning to add head and eyebrow movements correlated with pitch 
changes. Adding gaze is an important issue since gaze contributes a lot to naturalness 
of the face. We will try to integrate as many of the rules found in literature on facial 
gestures as possible. Fine tuning and evaluation of our system remain an important 
step in building a believable virtual human. 
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supported by the Ministry of Science, Education and Sports of the Republic of 
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