
1Introduction to Interferometric Synthetic
Aperture Radar

Radar is an acronym for radio detection and ranging, which
hints at some of the technique’s uses and capabilities
(Levanon 1988). Radars operate in the microwave portion
of the electromagnetic spectrum, which encompasses
wavelengths (k) from 1 meter (m) to 1 mm (mm), or
equivalently, frequencies (f) from 300 megaHertz (MHz) to
300 gigaHertz (GHz). By international convention, the
entire radar spectrum is divided into several bands with
different designations and uses. Of particular interest here
are X-band (f = 8–12 GHz, k = 2.5–3.75 cm), C-band
(f = 4–8 GHz, k = 3.75–7.5 cm), and L-band (f = 1–2
GHz, k = 15–30 cm)—the bands used by radar systems in
Earth orbit that provide data for our study of how volcanoes
deform.

Radar operates by broadcasting a pulse of electromag-
netic energy into space. If a radar pulse encounters an
object, some of the energy is redirected back toward the
radar. The same antenna can be used to transmit the initial
pulse and receive the return signal. Precise timing of the
delay between the initial and return signals allows deter-
mination of the distance from radar to object, and the
Doppler frequency shift between the two signals is a mea-
sure of the object’s velocity relative to the radar. Thus radar
can be used to locate and measure the velocity of such
objects as aircraft or automobiles—two common uses of
Doppler radar. But radar’s applications extend far beyond
air traffic control and speeding tickets. With some mathe-
matical and engineering cleverness, enormous virtual
orbiting radars can be mathematically ‘‘synthesized’’ and
used to image the entire globe at meter-scale. By combining
selected radar images in just the right way, subtle patterns
of ground deformation can be revealed and analyzed to
study processes occurring deep within the Earth or at the
surface. To understand how that’s possible, we first need to
know how imaging radars organize the multitude of signals
returned from a kilometers-wide swath of Earth’s surface so
they can be assembled into a focused image. Then we’ll

explain how huge ‘‘synthetic aperture’’ radars that don’t
exist in the real world nonetheless can be used to study,
among other things, the inner workings of volcanoes in the
Aleutians and elsewhere.

1.1 Principles of Interferometric Synthetic
Aperture Radar

1.1.1 Imaging Radar

Imaging radar systems operate on the same principles as
Doppler radars, but have additional capability to distinguish
among return signals from individual resolution elements
within a target footprint. Imaging radars are side-looking,
i.e., they direct signals to the side of their path across the
surface rather than straight down. As a result, the arrival
path of the radar signal is oblique to the surface being
imaged. Return signals from near-range parts of the target
(the part closest to the ground track of the radar) generally
arrive back at the radar sooner than return signals from far-
range areas. The relationship is affected by scattering from
surface topography, i.e., returns from mountain tops arrive
sooner than returns from valley bottoms at the same range.
For now, the salient point is that the relationship between
round-trip travel time and range can be used to organize
return signals in the across-track, or range direction. In the
along-track or azimuth direction, the Doppler principle
comes into play. Signals returned from areas that are ahead
of the radar as it travels along its path are shifted to slightly
higher frequencies, while returns from trailing areas are
shifted to slightly lower frequencies. An imaging radar uses
the relationship between return-signal frequency and rela-
tive velocity between radar and target to organize return
signals in the azimuth direction.

In this way, the returns from each resolution element on
the ground can be assigned unique coordinates in range and
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azimuth. The resulting data can be processed into an image
of the target area, which contains information about
topography and radar reflective properties of the surface.
The resolution of real aperture imaging radar systems
depends on, among other factors, the size of the antenna
(bigger is better) which, for practical reasons, is limited to a
few meters or decimeters. The corresponding ground reso-
lution element for a C-band radar (wavelength k * 5.6 cm)
with a 3 m antenna at a range of 850 km (typical values for
an orbiting SAR) would be about 16 km, which is too large
for most applications. This limitation can be overcome,
however, by using mathematics to create a synthetic radar
antenna much larger than is practical in the real world.

1.1.2 Synthetic Aperture Radar

Synthetic aperture radar (SAR) is an advanced radar system
that utilizes image processing techniques to synthesize a
large virtual antenna, which provides much higher spatial
resolution than is practical using a real aperture radar. SAR
systems take advantage of the fact that each point along the
ground swath is illuminated for an extended period of time
while the footprint of the radar beam moves across it. Recall
from the discussion of real aperture imaging radar that it’s
possible to keep track of where each return signal originated
in the target area. By doing this continuously, a SAR system
collects information from each resolution cell on the surface
from the instant t0 when the cell is first illuminated at the
leading edge of the footprint to the time t1 when it is last
illuminated at the trailing edge. Because the radar travels a
considerable distance along its trajectory during that time
(tens of kilometers in the case of a typical orbiting SAR), it’s
as if the cell were being illuminated by a virtual radar with a
much larger antenna—one comparable in size to the distance
traveled by the real aperture radar during the interval t1–t0.

Most SAR systems designed for Earth orbit use an
antenna 1–4 m wide and 10–15 m long, with a look angle in
the range 10–60� to illuminate a footprint 50–150 km wide
in the range direction and 5–15 km wide in the azimuth
direction. Such a SAR system is capable of producing a
ground resolution of 1–10 m in azimuth and 1–20 m in
range, which is an improvement by about three orders of
magnitude over a comparable real aperture system. Because
a SAR actively transmits and receives signals backscattered
from the target area, and because radar wavelengths are
mostly unaffected by weather clouds, a SAR can operate
effectively during day and night under most weather con-
ditions to produce images at times and under conditions that
render most optical imaging systems useless for surface
observations.

Using a sophisticated image processing technique called
SAR processing (Bamler and Hartl 1998; Curlander and

McDonough 1991; Henderson and Lewis 1998; Massonnet
and Souyris 2008; Rosen et al. 2000), both the intensity and
phase of the signal backscattered from each ground reso-
lution element can be calculated and portrayed as part of a
complex-valued SAR image. The intensity of a resulting
single-look complex (SLC) image (Fig. 1.1a) is controlled
primarily by terrain slope, surface roughness, and surface
dielectric constants. The phase of the image (Fig. 1.1b) is
controlled mainly by two factors: (1) the radar signal’s
round-trip travel distance between the SAR and the ground,
and (2) interactions between the signal and surface mate-
rials. The round-trip distance is proportional to the travel
time, which is related to the speed of light, c. The situation
is complicated by the fact that c is affected by water mol-
ecules in the troposphere and by free electrons in the ion-
osphere that retard or advance, respectively, the signal’s
phase ever so slightly relative to the case in a vacuum. The
resulting ‘‘path effects’’ influence the phase of the return
signal at the SAR. We’ll return to this topic later. First, let’s
explore how SLC images can be combined to form
interferograms.

1.1.3 Basics of Interferometric SAR (InSAR)

We have seen that it is possible to conjure up a virtual radar
antenna with a synthetic aperture of many kilometers and
use it to acquire data that can be processed into SAR images
with a ground resolution of a few meters. But how is it
possible to measure centimeter-scale deformation of the
ground surface with such a system? For that, we need the
‘‘In’’ part of InSAR. InSAR images are formed by com-
bining (‘‘interfering’’) signals from two spatially or tem-
porally separated SAR antennas. The term interferometry
draws its meaning from two root words: interfere and
measure. The interaction of electromagnetic waves, referred
to as interference, is used to measure precise distances and
angles. The technique that makes use of interference of
electromagnetic waves that are transmitted and received by
a SAR is called interferometric synthetic aperture radar, or
InSAR. Very simply, InSAR involves the use of two or
more SAR images of the same area—one arbitrarily chosen
reference or master image and one or more additional
images referred to as slave images—to extract land surface
topography and deformation patterns.

For InSAR purposes, the spatial separation between two
SAR antennas, or between two vantage points of the same
SAR antenna, is called the baseline. The two antennas can
be mounted on a single platform for simultaneous inter-
ferometry, which is the usual implementation for aircraft
and spaceborne systems such as Topographic SAR (TOP-
SAR) and Shuttle Radar Topography Mission (SRTM)
systems (Farr et al. 2007; Zebker et al. 1992). Alternatively,
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InSAR images can be formed by using a single antenna on
an airborne or spaceborne platform in nearly identical
repeating flight lines or orbits for repeat-pass interferometry
(Gray and Farris-Manning 1993; Massonnet and Feigl
1998). In this case, even though successive observations of
the target area are separated in time, the observations will
be highly correlated if the backscattering properties of the
surface have not changed in the interim. In this way, InSAR
is capable of measuring ground-surface displacements with
sub-centimeter precision for X-band and C-band sensors
(wavelength k = 2–8 cm), or few-centimeter precision for

L-band sensors (k = 15–30 cm), in both cases at a spatial
resolution of tens of meters over an image swath tens to a
few hundred kilometers wide. This is the typical imple-
mentation for spaceborne SARs, including the European
Space Agency’s ERS-1, ERS-2, and Envisat; Japan Aero-
space Exploration Agency’s JERS-1 and ALOS; Canadian
Space Agency’s Radarsat-1 and Radarsat-2; German
Aerospace Center’s TerraSAR-X and TanDEM-X; and
Italian Space Agency’s COSMO-SkyMed satellite constel-
lation (Table 1.1). InSAR images can also be formed from
SAR images acquired by different satellites in a tandem
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Fig. 1.1 a Amplitude component of a single-look-complex (SLC)
SAR image acquired on October 4, 1995, by the ERS-1 satellite over
Ugashik-Peulik volcanic center, Alaska. b Phase component of the SAR
image acquired on October 4, 1995, corresponding to the amplitude
image in Fig. 1.1a. c Phase component of an SLC SAR image acquired
on October 9, 1997, by the ERS-2 satellite over the Ugashik-Peulik
volcanic center, Alaska. The amplitude component is similar to that in
Fig. 1.1a and therefore is not shown. The SAR phase values represented
in Fig. 1.1b and c appear as random numbers but nonetheless contain
useful information, as illustrated in Fig. 1.1d–i. d Original interfero-
gram formed by differencing the phase values of two co-registered SAR
images (Fig. 1.1b and c). The resulting interferogram contains fringes
produced by the differing viewing geometries, topography, any
atmospheric delays, surface deformation, and noise. e Flattened inter-
ferogram produced by removing the effect of a flat Earth surface from
the original interferogram (Fig. 1.1d). f Simulated interferogram
representing the contribution of topography in the original

interferogram (Fig. 1.1d). The perpendicular component of the InSAR
baseline is 35 m in this case. g Topography-removed interferogram
produced by subtracting the simulated interferogram in Fig. 1.1f from
the original interferogram in Fig. 1.1d. The resulting interferogram
contains fringes produced by topography, surface deformation, any
atmospheric delays, and noise. h A geo-referenced topography-removed
interferogram (Fig. 1.1f) overlaid on a shaded relief image produced
from a digital elevation model (DEM). The concentric pattern of fringes
indicates *17 cm of uplift centered on the southwest flank of Peulik
volcano, Alaska, which occurred during an aseismic inflation episode
during 1996–1998 (Lu et al. 2002). i Model interferogram produced
using a best-fit inflationary point source at *6.5-km depth with a
volume change of *0.043 km3 overlaid on the shaded relief image
(compare to Fig. 1.1h). Each interferometric fringe (full-color cycle) in
Fig. 1.1h and i represents 360� of phase change, or 2.83 cm of range
change between the ground and the satellite. Areas of loss of radar
coherence are uncolored in Fig. 1.1h and i
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orbit configuration. This approach allows InSAR data to be
acquired in a very short time interval and therefore is ideal
for mapping topography (see Chap. 2). There are several
well-known examples. The first is the ESA’s ERS-1 and
ERS-2 tandem mission during 1995 and 1996, which
resulted in abundant InSAR pairs with temporal separations
of 24 h. The second is the ESA’s ERS-2 and Envisat tan-
dem mission, which produces interferometric pairs with a
temporal separation of about 28 min. As a consequence of a
31 MHz difference in carrier frequency between ERS-2 and
Envisat, cross-platform ERS-2/Envisat InSAR images with
relatively long spatial baselines (*2 km) can be used to
generate DEMs with sub-meter accuracy (see Chap. 2). A
third example is the DLR’s TanDEM-X mission, in which
SAR sensors onboard two TerraSAR-X satellites acquire
images simultaneously with a typical baseline of
200–500 m. This innovative flight mode enables the pro-
duction of global DEM with 2 m relative accuracy and
10 m absolute accuracy. A fourth example of a tandem SAR
mission is the Italian COSMO-SkyMed satellite constella-
tion, which can acquire InSAR images with temporal sep-
arations of 24 h for DEM production.

The generation of an interferogram requires two SLC
SAR images. Neglecting phase shifts induced by the

transmitting/receiving antenna and SAR processing algo-
rithms, the phase value of a pixel in an SLC SAR image
(Fig. 1.1b) can be represented as:

/1 ¼ �
4p
k

r1 þ e1 ð1:1Þ

where r1 (a deterministic variable) is the apparent range
distance (including possible atmospheric delay) from the
antenna to the ground target, k is the wavelength of the
radar, and e1 is the sum of phase shifts due to the interaction
between the incident radar wave and scatterers within a
given resolution cell. Because the backscattering phase (e1)
is a stochastic (randomly distributed, unknown) variable,
the phase value (/1) in a single SAR image cannot be used
to calculate the range (r1) and by itself is of no practical use.
However, imagine that a second SLC SAR image (with the
phase image shown in Fig. 1.1c) is obtained over the same
area at a different time with a corresponding phase value of:

/2 ¼ �
4p
k

r2 þ e2 ð1:2Þ

Note that phase values in the second SAR image
(Fig. 1.1c) cannot provide range information (r2) either, due

Table 1.1 SAR satellite specifications

Name Owner Wavelength Dates of
operation

US Seasat National Aeronautics and Space
Administration (NASA)

L-band June–October
1978k = 23.5 cm

European Remote-sensing Satellite 1 (ERS-1) European Space Agency (ESA) C-band 1991–2000

k = 5.66 cm

Japanese Earth Resources Satellite 1 (JERS-1) Japan Aerospace Exploration Agency (JAXA) L-band 1992–1998

k = 23.5 cm

European Remote-sensing Satellite 2 (ERS-2) European Space Agency (ESA) C-band 1995–2011

k = 5.66 cm

Canadian Radar Satellite 1 (Radarsat-1) Canadian Space Agency (CSA) C-band 1995–2013

k = 5.66 cm

European Environmental Satellite (Envisat) European Space Agency (ESA) C-band 2002–2012

k = 5.63 cm

Japanese Advanced Land Observing Satellite (ALOS) Japanese Aerospace Exploration Agency
(JAXA)

L-band 2006–2012

k = 23.6 cm

Canadian Radar Satellite 2 (Radarsat-2) Canadian Space Agency (CSA) C-band 2007–present

k = 5.55 cm

TerraSAR-X German Aerospace Center (DLR) X-band 2007–present

k = 3.1 cm

COSMO-SkyMed constellation Italian Space Agency (ASI) X-band 2007–present

k = 3.1 cm

TerraSAR Add-on for Digital Elevation Measurements
(TanDEM-X)

German Aerospace Center (DLR) X-band 2010–present

k = 3.1 cm
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to the stochastic nature of the backscattering phase e2. But
something very useful emerges when two otherwise useless
SLC SAR images are combined, as explained below.

An interferogram (Fig. 1.1d) is created by co-registering
two SAR images and differencing the corresponding phase
values (Fig. 1.1b and c) on a pixel-by-pixel basis. The phase
value of the resulting interferogram (Fig. 1.1d) is:

/ ¼ /1 � /2 ¼ �
4pðr1 � r2Þ

k
þ ðe1 � e2Þ ð1:3Þ

The fundamental assumption in repeat-pass InSAR is that
the scattering characteristics of the ground surface do not
change during the time interval between acquisitions of two
SAR images used to produce an interferogram. The degree of
change in backscattering characteristics can be quantified by
a parameter called interferometric coherence, which is dis-
cussed in a later section. Assuming that the interactions
between incoming radar waves and surface scatterers remain
the same for the two SAR images (i.e., e1 = e2), the inter-
ferometric phase value can be expressed as:

/ ¼ � 4pðr1 � r2Þ
k

ð1:4Þ

Typical values for the range difference (r1–r2) are from a
few meters to several hundred meters. The SAR wavelength
(k) is of the order of several centimeters. Because the mea-
sured interferometric phase value (/) is modulated by 2p,
ranging from –p to p, there is an ambiguity of many cycles
(i.e., numerous 2p values) in the interferometric phase value.
Therefore, the phase value of a single pixel in an interfero-
gram is of no practical use. However, the change in range
difference, d(r1–r2), between two neighboring pixels that are
a few meters apart on the ground is usually much smaller than
the SAR wavelength. So the phase difference between two
nearby pixels, d/, can be used to infer the range distance
difference (r1–r2) to sub-wavelength precision. Let’s now
examine this relationship quantitatively.

Figure 1.2 shows two neighboring targets, T1 and T2,
with a height difference h between them. An InSAR system
acquires two images of the targets from vantage points A1

and A2. We represent the range differences for T1 and T2 by
(A1T1–A2T1) and (A1T2-A2T2), respectively. If we ignore
any ground surface displacement between the times when
the two images were acquired, the difference in range dif-
ference between T1 and T2 can be expressed as:

Dr ¼ ðA1T1�A2T1Þ�ðA1T2�A2T2Þ
� A1B1�A1B2

� B?ð\B1A2B2Þ
� B?ð\T1A1T2Þ

� B?q

R

ð1:5Þ

where \B1A2B2 is the angle between B1A2 and B2A2, q is
the distance between T1 and T2 along the direction per-
pendicular to the slant range, B?is the perpendicular base-
line, and R is the slant range distance. By combining
Eqs. 1.4 and 1.5, we obtain the phase difference between
the two pixels that contain targets T1 and T2 in the inter-
ferogram (Ferretti et al. 2007):

D/ ¼ � 4p
k

B?q

R
ð1:6Þ

Recognizing that q can be represented by ( s
tan hþ h

sin h)
(see Fig. 1.2), the phase difference between two pixels
expressed by Eq. 1.6 can be divided into contributions due
to the slant range difference s and the height difference h:

D/ ¼ � 4p
k

B?s

R tan h
� 4p

k
B?h

R sin h
ð1:7Þ

In a SAR image, s is the slant range difference between
two neighboring pixels in the range direction, i.e., the slant
range pixel size—a system parameter determined by the
radar range sampling frequency. So the phase contribution
due to the slant range difference (i.e., the first term on the
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Fig. 1.2 InSAR phase variation between two targets (T1 and T2) with
a height difference h. The spatial distance between SARs at A1 and A2

is called the baseline, with B\ representing the component perpen-
dicular to the slant range direction. q and s are the distances between
T1 and T2 that are perpendicular and parallel to the slant range
direction, respectively
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right side of Eq. 1.7) can be removed from the original
interferogram using SAR system parameters (s, R, h, and
B\). The process is called phase flattening and the result is a
flattened interferogram (Fig. 1.1e) in which the phase var-
iation (D/flat) can be expressed as:

D/flat ¼ �
4p
k

B?h

R sin h
ð1:8Þ

The phase (or range distance difference) in the original
interferogram represented by Eq. 1.4 and exemplified by
Fig. 1.1d contains contributions from both the topography
and any possible ground surface deformation. In order to
derive a deformation image, the topographic contribution
needs to be removed from the original interferogram. The
most common procedure is to use an existing DEM and the
InSAR imaging geometry to produce a synthetic interfero-
gram (a representation of the phase image that would be
produced by topography alone) and subtract it from the
interferogram to be studied (e.g., Massonnet and Feigl
1998; Rosen et al. 2000). This is the so-called 2-pass InSAR
approach. Alternatively, the synthetic interferogram that
represents the topographic contribution can come from a
different interferogram of the same area. The procedures are
then called 3-pass or 4-pass InSAR (Zebker et al. 1994).
Because the 2-pass InSAR method is commonly used for
deformation mapping, we next present a brief explanation
of how to produce a topographic phase image from an
existing DEM.

Two steps are required to simulate a topography-only
interferogram based on a DEM. First, the DEM needs to be
resampled to project heights from a map coordinate into the
appropriate radar geometry via geometric simulation of the
imaging process. The InSAR imaging geometry is shown in
Fig. 1.3. The SAR acquires two images of the same scene
from locations A1 and A2. The baseline, defined as the
vector from A1 to A2, has length B and is tilted with respect
to the horizontal by angle a. The slant range r from the SAR
to a ground target T with an elevation value h is linearly
related to the measured phase values in the SAR images by
Eqs. 1.1 and 1.2. The look angle from A1 to target T is h1.
For each ground resolution cell at ground range rg with
elevation h, the slant range value (r1) should satisfy:

r1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðH þ RÞ2 þ ðRþ hÞ2 � 2ðH þ RÞðRþ hÞ cosðrg

R
Þ

r

ð1:9Þ

where H is the satellite altitude above a reference Earth
surface, assumed to be a sphere with radius R. The radar
slant range and azimuth coordinates are calculated for each
point in the DEM. This set of coordinates forms a non-
uniformly sampled grid in SAR coordinate space. The DEM

height data from the non-uniform grid are then resampled
into a uniform grid in SAR coordinate space.

In the second step required to simulate a topography-
only interferogram, the precise look angle from A1 to

r2
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h

H

B

1


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Bv
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rg

T

B //
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R
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Fig. 1.3 InSAR imaging geometry. Two SAR images of the same
target area are acquired from vantage points A1 and A2. The vector
between A1 and A2 is called the baseline, which has length B and is
tilted with respect to the horizontal by angle a. The baseline B can be
represented by a pair of horizontal (Bh) and vertical (Bv) components,
or by a pair of parallel (B//) and perpendicular (B\) components. The
range distances from the SAR vantage points to a ground target T with
elevation h are r1 and r2, respectively. The look angle from A1 to the
ground point T is h1

6 1 Introduction to Interferometric Synthetic Aperture Radar



ground target T at the ground range rg (slant range r1) and
elevation h is calculated as follows:

h1 ¼ arccos
ðH þ RÞ2 þ r2

1 � ðRþ hÞ2

2ðH þ RÞr1

" #

ð1:10Þ

Because h1 is known from the imaging geometry of the
SAR, the interferometric phase value due to the topographic
effect at target T can be calculated as:

/dem ¼ �
4p
k
ðr1 � r2Þ

¼ 4p
k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r2
1 � 2ðBh sin h1 � Bv cos h1Þr1 þ B2

q

� r1

� �

ð1:11Þ

where Bh and Bv are horizontal and vertical components of
the baseline B (Fig. 1.3).

Figure 1.1f shows the simulated topographic effect in the
interferogram shown in Fig. 1.1d. The simulated interfero-
gram was produced using an existing DEM and the InSAR
imaging geometry for the interferometric pair. Removing
topographic effects from the original interferogram results in
an interferogram containing information from two sources: (1)
any range differences caused by relative ground-surface dis-
placements (deformation) that occurred during the time inter-
val between image acquisitions, and (2) measurement noise
(Fig. 1.1g). This information is represented by the phase value:

/def ¼ /� /dem ð1:12Þ

In practice, an ellipsoidal Earth surface characterized by
its major axis, emaj, and minor axis, emin, is used instead of a
spherical Earth. The radius of the Earth at the imaged area is
then:

R ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðemin sin bÞ2 þ ðemaj cos

q

bÞ2 ð1:13Þ

where b is the latitude of the center of the imaged area.
If h is set to zero, the procedure outlined in Eqs. 1.9–1.13

will remove the effect of an ellipsoidal Earth surface on the
interferogram. This results in a flattened interferogram
(Fig. 1.1e) in which the phase values can be approximated
by Eq. 1.8. Recognizing that R ¼ H

cos h (Fig. 1.2), we can
rewrite Eq. 1.8 as:

/flat ¼ �
4p
k

B?
H tan h1

hþ /def ð1:14Þ

If /def in Eq. 1.14 is negligible, /flat can be used to cal-
culate the surface height h. This explains how the InSAR
technique can be used to produce an accurate, high-resolu-
tion DEM for a large region. A near-global DEM was pro-
duced by stitching together topography-only interferograms

derived in this way from SAR images acquired during the
Shuttle Radar Topography Mission (SRTM) (Farr et al.
2007). Note that, because the SRTM DEM comprises
ellipsoidal heights rather than orthometric heights, geoid
undulation must be considered for some applications—
especially for InSAR images composed of many azimuthal
image frames (i.e., hundreds of kilometers long in the azi-
muth direction). For the ERS-1/2 satellites, H is about
800 km, h1 is about 23� ± 3�, k is 5.66 cm, and B\ should
be less than 1,100 m to ensure that interferometric coher-
ence is maintained. In this case, Eq. 1.14 can be approxi-
mated as:

/flat � �
2p

9600
B?hþ /def ð1:15Þ

For an interferogram with B\ = 100 m, 1 m of topo-
graphic relief produces a phase value of about 4�. However,
producing the same phase value requires only 0.3 mm of
surface deformation. So the interferogram phase value is
much more sensitive to changes in topography (i.e., surface
deformation /def) than to the topography itself (i.e., h). This
explains why repeat-pass InSAR is capable of measuring
surface deformation with a theoretical precision of just a
few millimeters.

In the 2-pass InSAR technique, any errors in the DEM
used to remove topographic effects are mapped into
apparent surface deformation. This effect is characterized
by a term called the altitude of ambiguity (ha), which is the
amount of topographic error required to generate one
interferometric fringe in a topography-removed interfero-
gram (Massonnet and Feigl 1998). Assigning D/flat = 2p in
Eq. 1.8, we can derive the altitude of ambiguity ha as a
function of viewing-geometey parameters:

ha ¼ �
kR sin h

2B?
¼ � kH tan h

2B?
ð1:16Þ

For example, in the case above, the interferogram with
B\ = 100 m has ha = 960 m. A 10 m DEM error would
manifest itself as 10/960 of a fringe or about 0.3 mm of
apparent surface displacement in a topography-removed
interferogram. Because the altitude of ambiguity is inver-
sely proportional to the perpendicular baseline B\, inter-
ferometric pairs with smaller baselines are better suited for
deformation analysis and those with larger baselines are a
better choice for DEM generation.

The final procedure in 2-pass InSAR is to rectify the
SAR images and interferograms into map-coordinate space,
which is a backward transformation of Eq. 1.9. The
resulting geo-referenced interferogram (Fig. 1.1h) and
derived products can be overlaid with other data layers to
enhance the utility of the interferograms and facilitate data
interpretation (Fig. 1.1i). Figure 1.1h and i show six
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concentric fringes that represent about 17 cm of range
decrease (mostly uplift) centered on the southwest flank of
Mount Peulik volcano, Alaska. The volcano inflated aseis-
mically from October 1996 to September 1998, a period that
included an intense earthquake swarm that started in May
1998 more than 30 km northwest of Peulik and continued
for more than 5 months (Lu et al. 2002) (see Chap. 6,
Ugashik-Mount Peulik section).

1.1.4 InSAR Coherence, Accuracy, and Critical
Baseline

1.1.4.1 InSAR Coherence and Measurement
Accuracy

An InSAR coherence image is a cross-correlation product
derived from two co-registered complex-valued (both
intensity and phase components) SAR images (Lu and
Freymueller 1998; Zebker and Villasenor 1992). It depicts
changes in backscattering characteristics on the scale of
the radar wavelength. Loss of InSAR coherence is often
referred to as decorrelation. Because InSAR coherence is
related to the amount of phase error in an interferogram,
it determines the accuracy of the deformation image or
InSAR-derived DEM map. InSAR coherence is estimated
by cross-correlation of the SAR image pair over a small
window of pixels (Fujiwara et al. 1998; Lu and Freymueller
1998):

c ¼
P

C1C�
2
e�j/det

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

C1j j2
P

C2j j2
q

�

�

�

�

�

�

�

�

�

�

�

�

�

�

ð1:17Þ

where C1 and C2 are complex-valued backscattering coef-
ficients, C�2 is the complex conjugate of C2, /det is the
deterministic phase due to baseline error, topography, or
large deformation in the correlation window. The deter-
ministic phase values in the correlation window can be
approximated as 2-dimensional linear phases. An InSAR
coherence map is generated by computing c in a moving
correlation window over the entire image.

Decorrelation q, which is equal to 1-c, can have several
causes: (1) thermal decorrelation is caused by uncorrelated
noise sources in radar instruments; (2) geometric decorre-
lation results from imaging a target from much different
look angles; (3) volume decorrelation is caused by volume
backscattering effects; and (4) temporal decorrelation can
be due to environmental changes over time (Lu and Kwoun
2008; Zebker and Villasenor 1992). SAR image misregis-
tration (see Sect. 1.2.2) and other InSAR processing errors
also can reduce the level of InSAR coherence.

Given the coherence value c calculated from Eq. 1.17,
the phase standard deviation can be approximated as:

d/ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� c2
p

ffiffiffiffiffiffi

2N
p

c
ð1:18Þ

where N is the number of looks (i.e., total number of pixels
in the correlation window) used in estimating c. The stan-
dard deviation of the phase decreases with increasing
coherence, resulting in a more precise InSAR-derived DEM
map or deformation image. The multi-look number
(N) should be large enough to obtain a realistic estimate of
the phase standard deviation. For ERS-1/ERS-2 images, a
multi-look factor of 20 (2 pixels in range and 10 pixels in
azimuth) is often used. The resulting interferogram (or
coherence map) has a spatial resolution of about 40 m. In
addition, the multi-looking process increases the signal-to-
noise ratio of complex-valued SAR backscattering images
or interferograms. For example, the sum of N coherent
pixels renders a single multi-looked pixel whose amplitude
is about N times larger than the average amplitude of the
N constituent pixels. On the other hand, the amplitude of the

sum of N decorrelated pixels is only about
ffiffiffiffi

N
p

times the
average amplitude of N constituent pixels. Therefore, the
signal-to-noise ratio of the multi-look image is improved

relative to the original image by a factor of N=
ffiffiffiffi

N
p
¼

ffiffiffiffi

N
p

(Massonnet and Souyris 2008).

1.1.4.2 InSAR Critical Baseline
For distributed targets, InSAR coherence decreases with
increasing perpendicular baseline B\. Ignoring temporal
and volumetric decorrelations, the critical baseline, Bc, is
defined as the minimum value of B\ for which InSAR
coherence is totally lost. In essence, the critical baseline is
related to the geometric decorrelation that results from
imaging a target from very different look angles. Critical
baseline is an important concept in InSAR image selection
and processing. Next, we’ll explore this concept from four
slightly different but related perspectives.

InSAR critical baseline—geometric decorrelation

Zebker and Villasenor (1992) evaluated the degree of
geometric decorrelation in an InSAR image by forming the
Fourier transform of the SAR impulse response intensity.
Assuming that the imaged surface consists of uniformly
distributed and uncorrelated scatterers and that the impulse
response is approximated as a sinc function in the radar
backscattering model, Zebker and Villasenor (1992) derived
the following expression for spatial decorrelation qspatial

(i.e., 1-cspatial):

qspatial ¼ 1� 2B?Sg cos h
kR

ð1:19Þ

where Sg is the ground range resolution and geometrically is

equal to Ss
sin h, where Ss is the slant range resolution. Note that

Ss, a SAR system parameter, is equal to c
2Bw

, where c is the
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speed of light and Bw is the SAR chirp bandwidth (see
Glossary).

The value of qspatial decreases with increasing B\. When
qspatial reaches zero, complete decorrrelation occurs. This
leads to the derivation of critical baseline Bc as the
following:

Bc ¼
kR

2Sg cos h
¼ kR tan h

2Ss
¼ kRBw tan h

c
ð1:20Þ

For an imaged terrain with a slope angle a, the equation
above can be generalized as:

Bc ¼
kRBw tanðh� aÞ

c
ð1:21Þ

InSAR critical baseline—celestial footprint
Another way to conceptualize the critical baseline is by

considering each ground resolution element (Sg) to be a
radiating antenna. The beam width of an antenna with size
S\ (where S\ is the projection of Sg onto the direction
perpendicular to the slant range, i.e., S\ = Sgcosh) can be
expressed as:

Dh ¼ k
2S?

ð1:22Þ

To achieve a coherent InSAR image, the trajectories of
the two satellite orbits must lie within the angular beam
width defined by Eq. 1.22 (i.e., within the ‘‘celestial foot-
print’’ of the radiating ground resolution element) so that
the speckle (see Glossary) in both images will remain
correlated (Gabriel and Goldstein 1988; Prati and Rocca
1990; Vachon et al. 1995). Therefore, the critical baseline
can be expressed as:

Bc ¼ RDh ¼ kR

2S?
¼ kR

2Sg cos h
¼ kR tan h

2Ss
¼ kRBw tan h

c

ð1:23Þ

For terrain with a slope angle a, the above equation can
be generalized as:

Bc ¼
kRBw tanðh� aÞ

c
ð1:24Þ

This is the same as Eq. 1.21, which was derived from In-
SAR decorrelation based on radar backscattering modeling.

InSAR critical baseline—spectral shift
Gatelli et al. (1994) derived an equation for the critical

baseline based on the principle of spectral shift of the radar
backscattering spectrum. This approach provides insights
into the relationship between the interferogram baseline
(i.e., variation of radar look angles) and the frequency shift
of the backscattering signal. Considering that the spectra of
the backscattering returns at different look angles

correspond to different portions of the spectrum of the
ground reflectivity, the frequency shift of the backscattered
signal is related to the variation of radar look angle as
follows (Gatelli et al. 1994):

Df ¼ f

tanðh� aÞDh ð1:25Þ

where f is the central frequency of the radar wave, a is the
slope angle of the imaged surface, and Dh is the difference
in radar look angle (Fig. 1.2). Recognizing that (for
B? � R), Dh � B?

R (Fig. 1.2), and given that f ¼ c
k, we can

rewrite Eq. 1.24 as:

Df ¼ cB?
kR tanðh� aÞ ð1:26Þ

Equations 1.25 and 1.26 state that the backscattering
returns contain different spectral portions of the ground
reflectivity spectrum due to a change in SAR look angle.
The SAR signal has a limited bandwidth Bw centered at
frequency f, so complete decorrelation occurs when
Df [ Bw. This leads to the definition of critical baseline as:

Bc ¼
kRBw tanðh� aÞ

c
ð1:27Þ

which is the same as Eqs. 1.21 and 1.24.

InSAR critical baseline—phase aliasing
We now consider two scatterers within a ground reso-

lution element q on a terrain with slope angle a (Fig. 1.2).
The range difference and the corresponding phase difference
between these two scatterers can be calculated based on
Eqs. 1.5 and 1.6, respectively. From Eq. 1.6, the phase
difference D/ increases linearly with B\. The critical
baseline can be defined as the minimum value of B\ for
which the phase difference D/ equals 2p, resulting in an
aliasing phase (and consequently loss of coherence):

4p
k

Bcq

R
¼ 2p ð1:28Þ

Recognizing that q ¼ Ss
tanðh�aÞ, we can write the following

expression for the critical baseline:

Bc ¼
kR

2q
¼ kR tanðh� aÞ

2Ss
¼ kRBw tanðh� aÞ

c
ð1:29Þ

which is the same as the expressions in Eqs. 1.21, 1.24, and
1.27.

The critical baseline is an essential concept in InSAR
processing because it helps to guide image selection and
processing strategies. Several points are worth mentioning
here. First, the critical baseline reaches a maximum at a look
angle of about 45� over flat terrain. Therefore, SAR images
obtained with a larger look angle (more oblique, e.g., beam
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mode 6 for Envisat) render a larger critical baseline than
those obtained with a smaller look angle (e.g., beam mode 2
for Envisat). This means that, other factors being equal, an
interferogram produced from SAR images obtained with a
larger look angle will have better coherence than another
interferogram with the same baseline but produced from
SAR images obtained with a smaller look angle.

A second important point is that the critical baseline
decreases with increasing slope angle. Therefore, the criti-
cal baseline for a slope facing toward the radar is much less
than that for a slope facing away from the radar. Areas
where foreshortening occurs quickly lose coherence when
the slope angle approaches the radar look angle (i.e., the
critical baseline approaches 0). On the other hand, areas
with slopes facing away from the radar have higher
coherence than other areas (e.g., flat terrain and slopes
facing towards the radar) as long as the slope angle is less
than the radar look angle (i.e., before the slope becomes a
shadowed area). As a consequence, for a right-looking SAR
(one that points to the right of its flight path), an east-facing
slope generally will render higher coherence in an ascend-
ing-track interferogram (SAR orbiting from south to north,
looking east) than in a descending-track interferogram of
the same area. Conversely, a west-facing slope generally
will render higher coherence in a descending-track
interferogram.

A third concept that emerges from our discussion of
critical baseline is the relationship between baseline length
and the degree of geometric decorrelation. Decorrelation is
a result of the range spectral shift, which increases linearly
with baseline. Filtering out non-overlapping portions of the
SAR backscattering spectrum before interferogram gener-
ation therefore improves interferogram coherence. Because
the range spectral shift is a function of the terrain slope
angle, a topography-dependent, common-band filtering
algorithm is desirable (Fornaro and Gurarnieri 2002).

Fourth and finally, the range spectral shift due to the
baseline separation between SAR images from two SAR
systems with slightly different central frequencies can be
utilized to compensate for the frequency difference (Guar-
nieri and Prati 2000). For example, C-band Envisat and
ERS-2 SARs were on the same orbital plane with a 35-day
repeat for both sensors and a 28-min time lag between them.
Because the radar center frequency of Envisat was different
from that of ERS-2 by 31 MHz, Envisat SAR images
generally cannot be combined with ERS-2 images for
repeat-pass cross-platform InSAR processing. Fortunately,
the 31 MHz carrier frequency difference can be compen-
sated by a perpendicular baseline of approximately 2 km
(Eq. 1.26). Consequently, Envisat and ERS-2 images can be
combined to preserve InSAR coherence in spite of a large
baseline of about 2 km, which is twice as large as
the critical baseline for either an ERS-2 or Envisat (beam

mode 2) interferogram (Guarnieri and Prati 2000; Lee et al.
2010). The resulting interferogram is very sensitive to the
surface topography and can be used to generate a high-
precision DEM. More details on DEM generation from
InSAR can be found in Chap. 2.

Further in-depth descriptions of InSAR processing
techniques can be found in Zebker et al. (1994), Bamler and
Hartl (1998), Henderson and Lewis (1998), Massonnet and
Feigl (1998), Rosen et al. (2000), Hanssen (2001), Hensley
et al. (2001), and Massonnet and Souyris (2008). Interested
readers are encouraged to consult these technical references
to more fully explore the concepts introduced here.

1.1.5 InSAR Image Interpretation and Modeling

To understand the causes of surface deformation, a common
approach is to use numerical models based on an observed
deformation field to infer various physical parameters of the
deformation source(s). Because InSAR produces spatially
dense maps of the deformation field (albeit only the satel-
lite-to-ground component) rather than the relatively small
number of point measurements available from techniques
such as GPS or in situ sensors such as strainmeters or tilt-
meters, InSAR observations can provide an especially
strong constraint on deformation models. Various idealized
deformation source geometries are available for volcano
studies, including the spherical point pressure source
(hereafter referred to as the Mogi source) (Mogi 1958), the
dislocation source (sill or dike source) (Okada 1985),
the ellipsoid source (Davis 1986; Yang et al. 1988), and the
penny-crack source (Fialko et al. 2001). The most widely
used model—both because of its simplicity and because it
often fits the observed deformation field quite well—is a
Mogi source embedded in an elastic homogeneous half-
space. The predicted displacement u at the free surface due
to a change in volume DV or pressure DP of an embedded
sphere is:

uiðx1 � x01; x2 � x02;�x3Þ ¼ C
xi � x0i

R3j j ð1:30Þ

where x01, x02, and x03 are the horizontal coordinates and depth
of the center of the sphere, R is the distance between the
center of the sphere and the observation point (x1, x2, and 0),
and C is a combination of material properties and source
strength:

C ¼ DPð1� vÞ r
3
s

G
¼ DV

ð1� vÞ
p

ð1:31Þ

where DP and DV are the pressure and volume changes in
the sphere, respectively, and v is Poisson’s ratio of the host
rock (typical value is 0.25), rs is the radius of the sphere,
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and G is the shear modulus of the host rock (Delaney and
McTigue 1994; Johnson 1987).

A nonlinear least-squares inversion approach is often
used to optimize the source parameters in Eqs. 1.30 and
1.31 (Cervelli et al. 2001; Press et al. 2007). Modeling the
observed interferogram in Fig. 1.1h using a Mogi source
results in a best-fit source located at a depth of
6.5 ± 0.2 km—presumably a crustal magma reservoir
beneath Mount Peulik volcano. The calculated volume
change of the reservoir is 0.043 ? 0.002 km3. Figure 1.1i
shows the model interferogram based on these best-fit
source parameters. The Mogi source fits the observed
deformation in Fig. 1.1h very well. Discussions of advanced
InSAR techniques and more details on modeling InSAR
observations can be found in Chaps. 2 and 3.

1.1.6 InSAR Products

Typical InSAR data processing includes precise registra-
tion of an interferometric SAR image pair, interferogram
generation, removal of the curved Earth phase trend,
adaptive filtering, phase unwrapping, precise estimation of
interferometric baseline, generation of a surface deforma-
tion image (or DEM map), estimation of interferometric
correlation, and rectification of interferometric products.
Using a single pair of SAR images as input, a typical
InSAR processing chain outputs two SAR intensity images,
a deformation or DEM map, and an interferometric cor-
relation image.

1.1.6.1 SAR Intensity Image
SAR intensity images are sensitive to terrain slope, surface
roughness, and target dielectric constant. Surface roughness
refers to the SAR wavelength-scale variation in surface
relief, and the radar dielectric constant is an electrical
property of material that influences radar return strength.
Therefore, SAR intensity images alone can be used to map
hazards-related landscape changes, whether natural or
human-caused (e.g., volcanic flows, wildfires, deforesta-
tion). Multi-temporal (i.e., repeated or time-sequential)
SAR intensity images can be used to monitor the progres-
sion of landscape changes due to hazards such as flooding,
wildfire, volcanic eruption, earthquake shaking, or land-
sliding. As an example, Fig. 1.4a and b show two SAR
intensity images acquired before and during the February–
May 1997 eruption at Mount Okmok, Alaska. A lava flow
emplaced during the eruption is clearly delineated in the co-
eruption image (Fig. 1.4b). No cloud-free optical satellite
image from Landsat or other civilian satellites is available
for the entire 2-month-long eruption. This example dem-
onstrates the value of all-weather SAR images for moni-
toring hazardous events in remote, cloud-prone areas.

1.1.6.2 InSAR Coherence Image
Loss of InSAR coherence or decorrelation renders an In-
SAR image useless for measuring ground surface defor-
mation. On one hand, geometric and temporal decorrelation
can be mitigated by choosing an image pair with short
baseline (similar look angles) and brief temporal separation,
respectively. Choosing such a pair is recommended when
the goal is to measure deformation. On the other hand, the
pattern of decorrelation within an image can provide useful
information about surface modifications that occurred
between the acquisition times of two SAR images. By
choosing image pairs appropriately, time-sequential InSAR
coherence maps can be used to map the extent and pro-
gression of hazardous events such as lava flows, wildfires,
or floods. As an example, Fig. 1.4c shows an InSAR
coherence map for Mount Okmok that was derived from
SAR images acquired on July 17 and September 25, 1997.
The decorrelation patterns (colored in pink and purple)
outline the extent of 1997 lava flows, variable snow and ice
cover near the caldera rim, and vegetation and landscape
erosion along coastal areas. Decorrelation inside the summit
caldera is due primarily to post-emplacement deformation
of lava flows from the February–May 1997 eruption of
Okmok.

1.1.6.3 InSAR Deformation Image
Unlike a SAR intensity image, an InSAR deformation
image is derived from phase components of two overlap-
ping SAR images. A SAR is a side-looking sensor, so an
InSAR deformation image depicts ground surface dis-
placements in the SAR line-of-sight (LOS) direction, which
include both vertical and horizontal components. Typical
look angles for satellite-borne SARs are less than 45� from
vertical, so LOS displacements in InSAR deformation
images are more sensitive to vertical displacement (uplift/
subsidence) than horizontal displacement. Here and
henceforth we conform to common usage by sometimes
using the terms ‘‘displacement’’ and ‘‘deformation’’ inter-
changeably. Readers should keep in mind that, strictly
speaking, displacement refers to a change in position (e.g.,
LOS displacement of a given resolution element or group of
elements in an InSAR image), whereas deformation refers
to differential motion among several elements or groups
(i.e., strain). Likewise, the terms ‘‘uplift’’ and ‘‘inflation’’
are used interchangeably to mean tumescence of the ground
surface, and ‘‘subsidence’’ and ‘‘deflation’’ are used inter-
changeably to mean de-tumescence of the ground surface.
As an example, an InSAR deformation image produced
from two SAR images that bracket the 1997 Okmok erup-
tion shows volcano-wide deflation (subsidence) of about
120 cm (Fig. 1.4d).

An interferogram or InSAR-derived surface deformation
image is often visualized using a pseudo-color map.
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Figure 1.5a and b are two synthetic interferograms showing
ground uplift and subsidence, respectively. Each fringe,
represented by a color band that spans the spectrum from

yellow to violet to cyan, or vice versa, corresponds to a
phase change through a certain range (often set to 2p) or a
LOS ground surface deformation of a certain magnitude

(a)

(b)

(c)
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1997 lava flows
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vegetation &
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Fig. 1.4 Examples of typical InSAR products. a ERS-1 SAR
intensity image of Mount Okmok, Alaska, before its 1997 eruption.
b JERS-1 SAR intensity image acquired during the Februray–May
1997 Okmok eruption. The 1997 lava flows are outlined. c Coherence
map from SAR images acquired on July 17 and September 25, 1997.
Loss of coherence (colored in pink and purple) is primarily related to
the emplacement of Februray–May 1997 lava flow inside the caldera,
changes due to ice/snow on the caldera rim, and vegetation and erosion
in lowlands and along coasts. d InSAR deformation image produced
from two SAR images acquired before and after the 1997 eruption,
showing volcano-wide deflation. Each fringe (full color cycle)

represents 10 cm of range change between the ground and satellite.
Areas that lack interferometric coherence are uncolored. e Synthetic
InSAR image from a Mogi source that was derived from modeling the
observed deformation in Fig. 1.4d. Each fringe (full color cycle)
represents 10 cm of range change between the ground and the satellite.
The cross marks the ground location of the Mogi source. Areas that
lack interferometric coherence are uncolored. f Thickness of lava flows
emplaced inside Okmok Caldera during the 1997 eruption. Flow
thickness was derived from the height difference between pre-eruption
and post-eruption DEMs that were constructed from InSAR images.
The extent of Fig. 1.4f is outlined in Fig. 1.4b
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(often set to half of the SAR wavelength). Fringes can be
thought of as contours of range change, akin to the contours
on a topographic map. In most cases, the colors themselves
are not meaningful but the change in color represents a
certain amount of relative phase change or deformation.
Note the progression of colors for an uplift signal is
opposite to that due to a subsidence signal (Fig. 1.5). The
more fringes there are in a certain area, the more surface
deformation occurred there. So fringe density is propor-
tional to strain. An area of uniform color indicates there was
no relative LOS change in that area. Because a cycle of
colors is used to represent a fringe, a portion of the full
color cycle represents a fraction of a fringe. This allows us
to represent relative surface displacement (i.e., deformation)
to a sub-centimeter level. Color rendering of interferograms
is arbitrary and can be confusing: the same color transition
can represent two opposite deformation patterns in two
interferograms from different researchers. Due to SAR’s
side-looking perspective, a symmetric deformation signal is
represented by a non-symmetric fringe pattern (Fig. 1.5).
Random colors at the pixel scale in an interferogram

indicate loss of coherence. For many of the InSAR images
in this book, we drape interferometric fringes over shaded-
relief images from DEMs and show areas of loss of
coherence as uncolored (see, for example, Figs. 1.1 and
1.4). More discussion of the interpretation of ground dis-
placements from fringe patterns can be found in Chap. 2.

The spatial distribution of surface deformation data from
InSAR images can be used to constrain numerical models of
subsurface deformation sources. By comparing the defor-
mation patterns predicted by such idealized sources to the
actual patterns observed with InSAR, we can identify a
best-fitting source model. As an example, the best-fit point
pressure source for the observed deformation interferogram
in Fig. 1.4d is located beneath the center of Okmok caldera
at a depth of *3 km below sea level (*3.5 km below the
caldera floor), and the source volume change associated
with the 1997 eruption is -0.047 km3 (see Okmok section,
Chap. 6). Figure 1.4e shows the modeled interferogram
based on the best-fit spherical point pressure source. The
model source fits the observed deformation pattern in
Fig. 1.4d remarkably well. Such a result can shed light on

subsidence uplift

range increase

2ππ0

0 28 mm

phase change

Fig. 1.5 Representation and visualization of InSAR image and
InSAR-derived deformation maps. Each fringe, represented by a cycle
of colors (yellow, red, purple, cyan, green, to yellow), corresponds to a

28-mm LOS range change, which is half of ERS/Envisat/Radarsat-1
SAR wavelength. Note the color progression for a subsidence signal
(left column) is opposite from that for an uplift signal (right column)
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the processes responsible for observed surface deformation.
In this case, the location of the model source *3.5 km
below the center of the caldera floor is evidence that the
deflation process is withdrawal of magma from a storage
zone in the upper crust to feed the 1997 eruption.

InSAR deformation images have an advantage for mod-
eling purposes over point measurements made with GPS or
strainmeters, for example, because InSAR images provide
more complete spatial coverage than is possible with even a
dense network of in situ sensors. On the other hand, contin-
uous GPS stations and strainmeters provide better measure-
ment precision and much better temporal resolution than is
possible with InSAR images, because the latter is constrained
by the orbital repeat times of SAR satellites—typically sev-
eral days to weeks. In hazardous situations, InSAR offers the
additional advantage of not placing field observers or
instruments in harm’s way. For hazards monitoring, a com-
bination of periodic InSAR observations and continuous real-
time data streams from networks of in situ sensors (e.g., GPS,
strainmeters, tiltmeters) is ideal.

1.1.6.4 Digital Elevation Model
As described earlier, the ideal SAR configuration for DEM
production is a single-pass (simultaneous) two-antenna sys-
tem (e.g., SRTM). However, repeat-pass single-antenna In-
SAR also can be used to produce useful DEMs. Either
technique is advantageous in areas where the photogram-
metric approach to DEM generation is hindered by persistent
clouds or other factors (Lu et al. 2003). There are many
sources of error in DEM production from repeat-pass SAR
images, e.g., inaccurate determination of the InSAR baseline,
atmospheric path-delay anomalies, or possible surface
deformation due to tectonic, volcanic, or other sources during
the time interval spanned by the images. To generate a high-
quality DEM, these errors must be identified and corrected
using a multi-interferogram approach (Lu et al. 2003). A data
fusion technique such as the wavelet method can be used to
combine DEMs from several interferograms with different
spatial resolution, coherence, and vertical accuracy to gen-
erate the final DEM product (Baek et al. 2005; Ferretti et al.
1999). One example of the utility of precise InSAR-derived
DEMs is illustrated in Fig. 1.4f, which shows the extent and
thickness of a lava flow emplaced during the 1997 Okmok
eruption. The flow’s 3-dimensional distribution was derived
by differencing two DEMs that represent the surface topog-
raphy before and after the eruption.

1.2 Issues in InSAR Data Processing

Several issues must be addressed during InSAR data pro-
cessing to ensure the best possible products. Among these are
spurious phase anomalies introduced by the SAR processor,

coherence improvement, baseline estimation, tropospheric
artifacts, and ionospheric artifacts. In the following sections
we discuss each of these issues sequentially.

1.2.1 Phase Anomalies Due to SAR Processor

A SAR processor is required to transform a scene of raw
SAR data into an SLC image through matched filtering of
raw SAR data in both range and azimuth directions with
corresponding reference functions (e.g., Curlander and
McDonough 1991). However, imperfect geometric calcu-
lations can result in a spurious ramping phase in InSAR
images. Figure 1.6 shows two InSAR images processed
with two different SAR processors. The ramping phase in
Fig. 1.6a is likely due to SAR processor error. Note that
ramping phase caused by SAR processor error could easily
be confused with that caused by baseline error (see
Sect. 1.2.3).

1.2.2 InSAR Coherence Improvement

Interferometric coherence is a qualitative assessment of the
correlation of SAR images acquired at different times. It
describes the amount of phase error and thus the accuracy
of deformation estimates or DEM products. Constructing a
coherent interferogram requires that SAR images correlate
with each other; that is, the backscattering spectrum must
be substantially similar over the observation period.
Physically, this translates into a requirement that the
ground scattering surface be relatively undisturbed at the
scale of the radar wavelength during the time between
measurements (Li and Goldstein 1990; Zebker and
Villasenor 1992). Comparison of L-band and C-band
interferometric coherence suggests that L-band is far
superior to C-band for surfaces covered with thick vege-
tation or loose material that is easily mobilized (e.g., fine
ash or pumice fragments) (Lu 2007; Lu et al. 2005a, b).
Therefore, chances for producing coherent interferograms
are improved by: (1) using C-band images separated in
time by only a few months to a few years in sparsely
vegetated terrain, (2) using L-band imagery in areas where
the surface is covered with thick vegetation or loose
material, and (3) choosing SAR images acquired during
local summer in areas that are subject to seasonal snow
cover (Fig. 1.7).

Another factor that affects InSAR coherence is the
accuracy of image co-registration. A stringent prerequisite
in InSAR processing is careful registration of reference and
slave SAR images and resampling the slave image to the
geometry of the reference image. For conventional InSAR
processing, co-registration is done by cross-correlating the

14 1 Introduction to Interferometric Synthetic Aperture Radar



reference and slave images at a dense grid of pixel locations
and using the results to construct range and azimuth offset
polynomials for the entire image. The range and azimuth
offset polynomials are expressed as functions of range and
azimuth pixel position. A problem arises when, for an
interferogram with a large perpendicular baseline, topo-
graphic variations introduce additional localized offsets
between the reference and slave images (Lu and Dzurisin
2010). The range offset due to topographic relief is linearly
dependent on topography and can be approximated as:

Droff ¼ �
B?

H tan h
Dh ð1:32Þ

where Droff is the range offset due to height difference Dh,
B\ is the perpendicular baseline of the interferogram, H is
the altitude of the SAR satellite above Earth, and h is the

SAR look angle. For the ERS and Envisat SAR sensors,
normal values for H and h are about 790 km and 23�,
respectively (beam mode IS2 for Envisat). Therefore, a
1 km difference in topography can induce *1.5 m range
offset for an ERS or Envisat interferogram with a perpen-
dicular baseline of 500 m. This offset is about 8 % of the
range pixel size. For the ALOS PALSAR sensor, normal
values for H and h are about 700 km and 34�, respectively.
The topography-induced range offset for a fine-beam
PALSAR interferogram with a perpendicular baseline of
1 km can be as large as *2.1 m, or about 23 % of the
range pixel size. In other words, range offsets due to
topographic relief in rugged terrain can be large enough to
degrade InSAR coherence if the offsets are not taken into
account during image co-registration. Therefore, we rec-
ommend using a DEM and the SAR imaging geometry to

20 km
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Mount Peulik

Katmai Volcanic
Cluster

N

Fig. 1.6 Interferograms
produced by two different SAR
processors using the same pair of
SAR images. The ramping
fringes (‘‘ripples’’) in (a) are
likely due to systematic phase
error associated with one of the
SAR processors. Ramping
fringes are absent or nearly so in
(b), indicating that substantially
less systematic phase error was
associated with the SAR
processor used to produce that
image
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compute direct functions that map the position of each pixel
in the reference image to a corresponding pixel location in
the slave image. This can result in significant improvement
in coherence for interferograms with relatively large base-
lines in mountainous areas (Lu and Dzurisin 2010).

1.2.3 InSAR Baseline Refinement

A significant error source in InSAR deformation mapping is
baseline uncertainty due to inaccurate determination of
SAR antenna positions at the times of image acquisitions
(i.e., errors in orbit determinations). The accuracy of

satellite position vectors provided in Radarsat-1 and JERS-1
metadata is much poorer than that for ERS-1, ERS-2, En-
visat, ALOS, and TerraSAR-X. Therefore, baseline refine-
ment is particularly important for Radarsat-1 and JERS-1
interferogram processing. Even for ERS-1, ERS-2, and
Envisat, for which precise position vectors are available
from Delft Institute for Earth-oriented Space Research
(DEOS) (http://www.deos.tudelft.nl/ers/precorbs/), baseline
errors in interferograms can be significant and baseline
refinement during processing is recommended.

Figure 1.8a shows an interferogram of Mount Okmok
produced from a pair of ERS-2 images acquired on August
18, 2000, and July 19, 2002, using precise position vectors.
Apparent range changes due to baseline errors are obvious,
and portrayal of the volcanic deformation field is compro-
mised by the occurrence of more than three spurious fringes
outside the 10-km-wide caldera—an excellent example of
the need for baseline refinement during InSAR processing.
A commonly used method is to determine the baseline
vector based on an existing DEM via a least-squares
approach (Rosen et al. 1996). For this method, areas of the
interferogram that are used to refine the baseline should
have negligible deformation or deformation that is well
characterized by an independent data source. Starting with
the interferogram in Fig. 1.8a, we assumed that deformation
well outside the caldera was negligible and used the method
of Rosen et al. (1996) to refine the baseline vector and
produce the interferogram shown in Fig. 1.8b. A concentric
pattern of more than three fringes, corresponding to
8–10 cm of surface displacement (mostly uplift), is centered
within the caldera (Fig. 1.8b)—a clear improvement over
the image produced without baseline refinement. Alterna-
tively, baseline-induced fringes can be modeled using a
first-degree or second-degree polynomial and removed from
the contaminated interferogram. Obviously, interferogram
phase values in deforming areas should not be used to
estimate the polynomial coefficients.

1.2.4 Tropospheric Artifacts

Atmospheric delay anomalies, which are caused by small
variations in refractive index along the propagation paths of
radar signals,1 are the most significant source of error in
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(subsidence)

LOS range 
shortening (uplift)

Good coherence due to
longer radar wavelength

East Rift Zone
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2.83 cm

LOS range lengthening
(subsidence)

LOS range 
shortening (uplift)

loss of coherence 
over forests

East Rift Zone

L-band ALOS PALSAR: 5/5-6/20, 2007

C-band Envisat SAR: 5/14-6/18, 2007

(a)

(b)

Fig. 1.7 a L-band ALOS and b C-band Envisat InSAR images
showing ground surface deformation associated with the June 2007
Father’s Day intrusion and eruption along the east rift zone at Kı̄lauea
volcano, Hawai’i. Each fringe (full color cycle) represents a line-of-
sight range change of 11.8 cm or 2.83 cm for ALOS and Envisat
interferograms, respectively. InSAR deformation values are draped
over a shaded relief map. Areas of loss of coherence are uncolored.
The C-band image loses coherence in areas of dense vegetation more
readily than the L-band InSAR image due to the dominant volume
backscattering in the C-band image

1 It is common knowledge that the speed of light, c, is constant in a
vacuum. Lesser known is the fact that the propagation speed v of light
and other types of electromagnetic waves, including radar waves, is a
function of the refractive index n through which they travel: v = c/
n. The value of n is 1 for a vacuum, greater than 1 for the troposhere,
and less than 1 for the ionosphere. Moist air has a larger refractive
index than dry air, so radar signals travel slower through parts of the
atmosphere that are laden with water vapor than they do through parts
that are drier. Resulting arrival-time delays show up in deformation
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repeat-pass InSAR deformation measurements. Spaceborne
SAR sensors such as those aboard ERS-1/-2, JERS-1, Ra-
darsat-1, Envisat, ALOS, and TerraSAR-X orbit at altitudes
of 600–800 km. Radar signals from these sensors must
propagate twice through the ionosphere and troposphere
during transit from SAR to ground and back again. These
signals, like all electromagnetic waves, are affected by
small variations in the refractive index along the propaga-
tion path. In this and the following section, we discuss the
effects of the troposphere and ionosphere on InSAR
observations.

The lowest part of Earth’s atmosphere, from the surface
to about 20 km altitude, is referred to as the troposphere. It
contains approximately 80 % of the atmosphere’s mass and

99 % of its water vapor and aerosols. Differences in tem-
perature, pressure, and water vapor content of the tropo-
sphere at the times of SAR image acquisitions can result in
variations in the refractive index and thus in the phase of
signals returning to the radar. These phase variations show
up in interferograms as fringes that could be mistaken for
evidence of surface deformation. Zebker et al. (1997)
showed that variations in tropospheric water vapor content
contribute most to atmospheric delay anomalies. Spatial and
temporal changes of 20 % in relative humidity can lead to
10 cm errors in repeat-pass interferometric deformation
maps. Note the tropospheric anomalies can affect a region
ranging from tens of meters to tens of kilometers in
dimension, whereas any baseline error contaminates an
entire InSAR image (i.e., hundreds to thousands of
kilometers).

In cloud-prone and rainy regions, the range change
caused by tropospheric delays can be significant and must
be considered during deformation analysis. Distinguishing
the effects of tropospheric delay anomalies from surface
deformation requires multi-temporal interferograms. Fig-
ure 1.9a shows a topography-removed interferogram for the
southeastern part of Mount Okmok, Alaska. The interfero-
gram was produced using a pair of SAR images acquired in
May and July 1997. Apparent range changes as large
as *5 cm (two fringes) can be seen in the southern half of
the image between the summit and coastline. To test our
suspicion that the fringes were caused by atmospheric
delays rather than ground deformation, we produced two
more interferograms for the same area. For one (Fig. 1.9b),
we used the same July 1997 image that was used previously
together with an image acquired in September 1997. For
another (Fig. 1.9c), we used the images acquired in May
1997 (also used for Fig. 1.9a) and September 1997 (also
used for Fig. 1.9b). The interferograms shown in Fig. 1.9a
and b, which have the July 1997 image in common, have
fringe patterns that are similar in shape but opposite in color
progression. Furthermore, the fringe pattern in question is
absent from the interferogram shown in Fig. 1.9c, which
was produced without using the July 1997 image. From
these observations we can conclude that the fringes in
Fig. 1.9a and b most likely were caused by tropospheric
delays associated primarily with the July 1997 image. It is
also possible that the fringes could record successive epi-
sodes of equal but opposite ground deformation, but there is
no geologic reason to suspect this and we regard it to be
highly unlikely.

Because tropospheric delays sometimes correlate with
topography (Fig. 1.10a), it can be difficult to identify and
remove atmospheric anomalies unless multi-temporal In-
SAR images are available. In general, the atmospheric delay
phase can be treated as a temporally high-frequency signal
and the deformation phase as a low-frequency signal that

(a)

(b)

10 km

Mount Okmok
N

Fig. 1.8 Topography-removed interferograms of Mount Okmok,
Alaska (a) before and (b) after baseline refinement. Each interfero-
metric fringe (full-color cycle) represents 2.83-cm of range change
between the ground and the satellite

(Footnote 1 continued)
interferograms as spurious fringes that are referred to as atmospheric
delay anomalies or artifacts. Free electrons in the ionosphere ‘‘speed
up’’ the radar signal, causing an advance of the signal phase that
strongly depends on the signal frequency (Hanssen 2001; Meyer et al.
2006; Meyer 2011).
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accumulates during a timespan comparable to that of the
interferogram. This is the basis for multi-temporal InSAR
processing, which can be used to separate the effects of
tropospheric delays and ground surface deformation (see
Chap. 3). In some cases, tropospheric delays do not corre-
late with topography (Fig. 1.10b and c). Most of the
atmospheric delays in Fig. 1.10 have relatively low spatial
frequency (i.e. long wavelength on the order of 1–10 km).
However, tropospheric artifacts sometimes manifest them-
selves as shorter wavelength signals. For example, atmo-
spheric delays in Fig. 1.11 have wavelengths as short as
tens of meters. SAR images with this type of short-wave-
length atmospheric signal should be identified and removed
from further InSAR processing.

Finally, we want to caution readers that tropospheric
delays can mimic ground surface deformation phenomena
due to groundwater movements or landslide motions. Fig-
ure 1.12a shows an interferogram in which most of the
fringes are due to tropospheric artifacts. Fringes in the upper
left part of the interferogram (inset) could be misinterpreted,
even by InSAR experts, as ground surface deformation due
to landslides or groundwater movement. However, by using
multi-temporal interferograms we confirmed that the fringes
were caused by changes in atmospheric moisture associated
with an intense weather event. The high backscattering
plume in the SAR intensity image (Fig. 1.12c, upper right)
indicates that the water surface near these fringes was
extremely turbulent at the time, providing additional evi-
dence that the fringes are due to a strong weather event. In
short, Figs. 1.9–1.12 demonstrate that tropospheric delay
artifacts can manifest as both long and short wavelength
signals, sometimes correlate with topographic relief, and can
mimic ground surface deformation patterns. Therefore,
caution is advised when interpreting fringes in cases where
only a few InSAR images are available.

As a general rule, multiple observations from indepen-
dent interferograms for similar time intervals should be
used to verify apparent surface deformation (Lu et al. 2000;
Zebker et al. 1997). Because atmospheric artifacts generally
do not correlate in time, multi-interferogram InSAR pro-
cessing can be used to model and reduce atmospheric
effects and enhance the signal-to-noise ratio of InSAR
deformation signals (see Chap. 3).

Other approachs to reducing the effects of atmospheric
water-vapor variations on interferograms are to estimate or
measure water-vapor concentrations directly and then

(a) 

(b) 

(c) 
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Fig. 1.9 Topography-removed interferograms of Mount Okmok,
Alaska, for the periods a May–July 1997, b July–September 1997,
and c May–September 1997, all after the February–May 1997 eruption
ended. Fringe patterns in the lower halves of Fig. 1.9a and b are
similar to each other in shape but opposites of each other in terms of
color progression. This suggests that the patterns are caused by

atmospheric-delay anomalies associated with the SAR image acquired
in July 1997, which is common to both interferograms. That image was
not used to produce the interferogram in Fig. 1.9c, where a similar
fringe pattern is absent. The most likely explanation is that the July
1997 image was contaminated by strong atmospheric delays. Each
interferometric fringe (full-color cycle) represents the equivalent of a
2.83 cm range change between the ground and the satellite
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remove the effects from InSAR observations. Three methods
for obtaining water vapor information for this purpose have
been proposed. The first is to estimate water-vapor con-
centrations in the target area at the times of SAR image

acquisitions using short-term predictions from operational
weather models (e.g., Foster et al. 2006). Predicted atmo-
spheric delays from the weather model are used to generate a
synthetic interferogram that is subtracted from the observed
interferogram, thus reducing atmospheric delay artifacts and
improving the ability to identify any remaining ground
deformation signal. The problem with this approach is that
current weather models have much coarser resolution (a few
kilometers) than InSAR measurements (tens of meters). This
deficiency can be remedied to some extent by integrating
weather models with high resolution atmospheric measure-
ments, but this approach requires intensive computation.

The second method used to reduce tropospheric anoma-
lies in interferograms is to estimate water-vapor concentra-
tions from continuous Global Positioning System (CGPS)
observations in the target area. In this way it is possible to
estimate precipitable water vapor content along the satellite-
to-ground LOS with an accuracy that corresponds to
1–2 mm of surface displacement (Bevis et al. 1992; Niell
et al. 2001). The spatial resolution (i.e., station spacing) of
local or regional CGPS networks is typically several kilo-
meters to tens of kilometers, which is sparse relative to the
decimeter-scale spatial resolution of SAR images. There-
fore, spatial interpolations that take into account the
covariance properties of CGPS zenith wet delay (ZWD)
measurements and the effect of local topography are
required (Jarlemark and Elgered 1998). Jarlemark and Em-
ardson (1998) applied a topography-independent, turbu-
lence-based method to spatially interpolate ZWD values. In
a follow-up study, Emardson et al. (2003) found that the
spatio-temporal average variance of water vapor content
depends not only on the distance between CGPS observa-
tions, but also on the height difference between stations (i.e.,
topography). These and other studies led to a topography-
dependent turbulence model for InSAR atmospheric cor-
rection using ZWD values from CGPS data (Li et al. 2005).

A third approach to correcting tropospheric delay
anomalies in InSAR observations is to utilize water-vapor
measurements from optical satellite sensors such as the
Moderate Resolution Imaging Spectroradiometer (MODIS),
Advanced Spaceborne Thermal Emission and Reflection
Radiometer (ASTER), and European Medium Resolution
Imaging Spectrometer (MERIS) (Li et al. 2003). A disad-
vantage of this method is the requirement of nearly simul-
taneous acquisitions of SAR and cloud-free optical images
(rare in the Aleutians, more common elsewhere).

1.2.5 Ionospheric Artifacts

The ionosphere is the upper part of the atmosphere
extending from about 50 to 1000 km altitude, but normally
concentrated in a zone 250–400 km high. Energetic
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Fig. 1.10 Envisat interferograms of Unimak Island, Alaska
(yyyymmdd): a 20040813–20051007, b 20040620–20041003, and
c 20090719–20090823. Atmospheric delay anomalies in these 3
interferograms have relatively long wavelengths at spatial scales
of *1–10 km. The atmospheric delay signal correlates with topo-
graphic relief in Fig. 1.10a, whereas in Fig. 1.10b and c no such
correlation exists
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radiation from the Sun ionizes molecues in the ionosphere
to create a mixure of free eletrons, ions, and gases. The
electron density is controlled primarily by the intensity of
solar activity, geographic location, and time of day (Meyer
et al. 2006). The ionosphere is a dispersive medium,
meaning that it produces frequency-dependent effects on
electromagnetic waves. These effects are more severe on
long-wavelength SAR images (e.g., L-band) than short-
wavelength SAR images (e.g., X-band, C-band). The dis-
persive nature of the ionosphere causes a) the radar carrier’s
phase velocity to be slightly higher than the speed of light in
vaccum, and b) the group velocity of the radar signal
envelope to be slightly lower than the speed of light in
vaccum. As a result, fluctuations in ionospheric electron
density are another cause of anomalies in SAR and InSAR
images (Gray et al. 2000; Mattar and Gray 2002; Meyer
et al. 2006; Wegmuller et al. 2006; Meyer, 2011; Jung et al.
2013). Such fluctuations, which occur over length scales of

tens to hundreds of kilometers, can cause geolocation errors
in SAR amplitude images, produce azimuth pixel shifts
(‘‘azimuth streaking’’) that affect InSAR image correlation,
and bias interferometric phase values for the affected area.

Ionospheric influences on InSAR imagery are an active
topic of investigation and several methods have been pro-
posed to reduce the associated artifacts (Bamler and Eineder
2005; Meyer et al. 2006; Jung et al. 2013). The range split-
spectrum method, which is based on the difference in path
length between two observations made at different wave-
lengths, is similar to the technique used to reduce ionospheric
artifacts during dual-frequency GPS data processing (Rosen
et al. 2011). While the InSAR phase observations due to
surface deformation, topography, and troposphere artifacts
are non-dispersive, the ionospheric effect is dispersive. As a
result, the ionospheric effect can be distinguished by obser-
vations at two different frequencies. The same technique has
been used successfully to identify and remove ionospheric
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Nabro Volcano

Fig. 1.11 ERS-2 interferogram
of Nabro volcano, Eritrea, from
images acquired on October 7,
1997, and September 26, 2000,
illustrating short-wavelength
effects of atmospheric delay
anomalies
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effects from GPS observations (Parkinson et al. 1996), and it
holds great promise for improving InSAR results as well. For
a single-frequency SAR mission, the range bandwidth must
be large enough to allow the split-spectrum technique to
work. The split-specturm method cannot achieve a desirable
accuracy for correcting ionospheric artifacts in L-band
ALOS PALSAR interferograms, for example, due to PAL-
SAR’s relatively narrow range bandwidth.

A second method for mitigating ionospheric artifiacts
utilizes the differences in group delay and phase advance
caused by the ionosphere to estimate the difference in total
electron density between two SAR observations (Meyer
et al. 2006). The group delay in the range direction can be
obtained by estimating the local range displacement through
a correlation technique, while the phase delay (in range) can
be calculated from the unwrapped interferogram. This
method requires highly accurate measurement of range
displacement between two SAR images, and also that the
integer ambiguity number in the unwrapped interferogram
be solved by independent means (Meyer et al. 2006). Cur-
rently, the method is not sufficient to correct for ionospheric
effects in L-band ALOS PALSAR interferograms due to
that system’s limited range resolution.

A third method of correcting ionospheric artifacts in
InSAR imagery makes use of the fact that the azimuth

gradient of the ionospheric phase distortion is linearly
proportional to the azimuth displacement (Meyer et al.
2006; Raucoules and de Michele 2010; Jung et al. 2013).
The azimuth displacement of an InSAR image pair can be
calculated using image correlation or multi-aperture InSAR
techniques (see Chap. 2). This method calculates the azi-
muth gradient of the ionospheric phase distortion from the
azimuth displacement, and then estimates the phase dis-
tortion through azimuth integration. It has been successfully
implemented in several case studies (Raucoules and de
Michele 2010; Jung et al. 2013). However, the method
requires excellent coherence of the interferogram and
assumes that any ground deformation in the SAR azimuth
direction is negligible.

At present (autumn 2013), there is not a robust, generally
applicable technique for removing ionospheric artifacts
from InSAR imagery, and the issue remains a popular topic
of ongoing research. The practical solution for the time
being is to reduce the impact of ionospheric artifacts using a
multi-interferogram approach, similar to the procedure used
to identify and reduce tropospheric artifacts (see Chap. 3).

Even though both ionospheric and tropospheric artifacts
in InSAR imagery are, in general, spatially correlated and
temporally uncorrelated, there are some notable differences
between the two. First, tropospheric artifacts in InSAR
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Fig. 1.12 a Topography-
removed Envisat interferograms
of Nabro volcano in Eritrea
(African rift valley) acquired on
October 31, 2008, and July 3,
2009. b Enlarged version of the
interferogram showing
atmospheric delay anomalies
(circled) that could easily be
misinterpreted as ground surface
deformation due to landslides or
ground water movements. c A
SAR intensity image of the same
area obtained on October 31,
2008, illustrating the turbulent
water surface in the area of the
atmospheric fringes. The
turbulent water was likely caused
by a weather event that induced
significant localized atmospheric
delay anomalies in the InSAR
image
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imagery are nondispersive (i.e., a C-band interferogram
includes the same amount of troposphere-induced phase
effect as an L-band interferogram of the same scene
acquired at the same times), while ionospheric artifacts are
more pronounced in lower-frequency (longer wavelength)
SAR systems. Second, an increase in electron density in the
ionosphere advances the interferogram phase while an
increase in water vapor in the troposphere delays the
interferogram phase (Hanssen 2001; Meyer et al. 2006).
Third, ionosphere-induced phase anomalies in InSAR
imagery tend to span a larger area and appear more
‘‘streaked’’ than tropospheric artifacts (Raucoules and de
Michele 2010; Meyer 2011; Jung et al. 2013). Finally,
tropospheric artifacts can be topography-dependent due to
the concentration of water vapor at lower altitudes, whereas
high-altitude ionospheric effects occur entirely beyond the
reach of topography.

References

Baek, S., Kwoun, O., Braun, A., Lu, Z., & Shum, C. K. (2005). Digital
elevation model of King Edward VII Peninsula, West Antarctica,
from SAR interferometry and ICESat laser altimetry. IEEE
Geoscience and Remote Sensing Letters, 2, 413–417.

Bamler, R., & Hartl, P. (1998). Synthetic aperture radar interferom-
etry. Inverse Problems, 14, R1–54.

Bamler, R., & Eineder, M. (2005). Accuracy of differential shift
estimation by correlation and split-bandwidth interferometry for
wideband and delta-k SAR systems. IEEE Geoscience Remote
Sensor Letter, 2, 151–155.

Bevis, M., Businger, S., Herring, T., Rocken, C., Anthes, R., & Ware,
R. (1992). GPS meteorology—remote sensing of the atmospheric
water vapor using the Global Positioning System. Journal of
Geophysical Research, 97, 15787–15801.

Cervelli, P., Murray, M. H., Segall, P., Aoki, Y., & Kato, T. (2001).
Estimating source parameters from deformation data, with an
application to the March 1997 earthquake swarm of the Izu
Peninsula, Japan. Journal of Geophysical Research, 106,
11217–11237.

Curlander, J., & McDonough, R. (1991). Synthetic aperture radar
systems and signal processing (p. 672). New York: Wiley.

Davis, P. M. (1986). Surface deformation due to inflation of an
arbitrarily oriented triaxial ellipsoidal cavity in an elastic half-
space, with reference to Kı̄lauea Volcano, Hawaii. Journal of
Geophysical Research, 91, 7429–7438.

Delaney, P. T., & McTigue, D. F. (1994). Volume of magma
accumulation or withdrawal estimated from surface uplift or
subsidence, with application to the 1960 collapse of Kı̄lauea
Volcano. Bulletin of Volcanology, 56, 417–424.

Emardson, T. R., Simons, M., & Webb, F. H. (2003). Neutral
atmospheric delay in interferometric synthetic aperture radar
applications—statistical description and mitigation. Journal of
Geophysical Research, 108, 2231. doi:10.1029/2002JB001781.

Farr, T. G., Rosen, P. A., Caro, E., Crippen, R., Duren, R., & Hensley,
S., et al. (2007). The shuttle radar topography mission. Reviews of
Geophysics, 45, RG2004. doi:10.1029/2005RG000183.

Ferretti, A., Prati, C., & Rocca, F. (1999). Multibaseline InSAR DEM
reconstruction—the wavelet approach. IEEE Transactions on
Geoscience and Remote Sensing, 37, 705–715.

Ferretti, A., Monti-Guarnieri, A., Prati, C., Rocca, F., & Massonnet, D.
(2007). InSAR principles: Guidelines for SAR interferometry
processing and interpretation. Noordwijk: European Space Agency
Publication, TM-19.

Fialko, Y., Khazan, Y., & Simons, M. (2001). Deformation due to a
pressurized horizontal circular crack in an elastic half-space, with
applications to volcano geodesy. Geophysical Journal Interna-
tional, 146, 181–190.

Fornaro, G., & Guarnieri, A. M. (2002). Minimum mean square error
space-varying filtering of interferometric SAR data. IEEE Trans-
actions on Geoscience and Remote Sensing, 40, 11–21.

Foster, J., Brooks, B., Cherubini, T., Shacat, C., Businger, S., &
Werner, C. L. (2006). Mitigating atmospheric noise for InSAR
using a high resolution weather model. Geophysical Research
Letters, 33, L16304. doi:10.1029/2006GL026781.

Fujiwara, S., Rosen, P. A., Tobita, M., & Murakami, M. (1998).
Crustal deformation measurements using repeat-pass JERS-1
synthetic aperture radar interferometry near the Izu Peninsula,
Japan. Journal of Geophysical Research, 103, 2411–2426.

Gabriel, A., & Goldstein, R. (1988). Crossed orbit interferometry—
theory and experimental results from SIR-B. International Journal
of Remote Sensing, 9, 857–872.

Gatelli, F., Monti Guarnieri, A., Parizzi, F., Pasquali, P., Prati, C., &
Rocca, F. (1994). Use of the spectral shift in SAR interferometry—
applications to ERS-1. IEEE Transactions on Geoscience and
Remote Sensing, 32(4), 855–865.

Gray, A. L., Mattar, K. E., & Sofko, G. (2000). Influence of
ionospheric electron density fluctuations on satellite radar inter-
ferometry. Geophysical Research Letters, 27, 1451–1454.

Gray, L., & Farris-Manning, P. J. (1993). Repeat-pass interferometry
with airborne synthetic aperture radar. IEEE Transactions on
Geoscience and Remote Sensing, 31, 180–191.

Guarnieri, A. M., & Prati, C. (2000). ERS-ENVISAT combination for
interferometry and super-resolution. Proceedings of ERS-Envisat
Symposium 2000 (p. 7). European Space Agency SP-461.

Hanssen, R. (2001). Radar interferometry—data interpretation and
error analysis (p. 328). Dordrecht, The Netherlands: Kluwer
Academic Publishers.

Henderson, F., & Lewis, A. (Eds.). (1998). Principles and applications
of imaging radar: Manual of Remote Sensing (Vol. 2, 3rd ed.,
p. 896) (R. A. Ryerson, editor-in-chief). New York: Wiley.

Hensley, S., Munjy, R., & Rosen, P. (2001). Interferometric synthetic
aperture radar (IFSAR). In D. F. Maune (Ed.), Digital elevation
model technologies and applications—the DEM users manual (2nd
ed.). Bethesda, MD: American Society for Photogrammetry and
Remote Sensing.

Jarlemark, P. O. J., & Elgered, G. (1998). Characterization of temporal
variations in atmospheric water vapor. IEEE Transactions on
Geoscience and Remote Sensing, 36, 319–321.

Johnson, D. J. (1987). Elastic and inelastic magma storage at Kı̄lauea
volcano. In R. W. Decker, T. L. Wright, & P. H. Stauffer (Eds.),
Volcanism in Hawaii (pp. 1297–1306). Washington, DC: U.S.
Geological Survey Professional Paper 1350.

Jung, H. S., Lee, D. T., Lu, Z., & Won, J. S. (2013). Ionospheric
correction of SAR interferograms by multiple-aperture interferom-
etry. IEEE Transactions on Geoscience and Remote Sensing, 51,
3191–3199.

Lee, W. J., Jung, H.-S., & Lu, Z. (2010). A study of high-precision
DEM generation using ERS-Envisat SAR cross-interfeometry.
Journal of Korean Society of Surveying, Geodesy, Photogrammetry
and Cartography, 28(4), 431–439.

Levanon, N. (1988). Radar principles (p. 320). New York: Wiley.
Li, F. K., & Goldstein, R. M. (1990). Studies of multibaseline

spaceborne interferometric synthetic aperture radars. IEEE Trans-
actions on Geoscience and Remote Sensing, 28, 88–96.

22 1 Introduction to Interferometric Synthetic Aperture Radar

http://dx.doi.org/10.1029/2002JB001781
http://dx.doi.org/10.1029/2005RG000183
http://dx.doi.org/10.1029/2006GL026781


Li, Z., Muller, J.-P., & Cross, P. (2003). Comparison of precipitable
water vapor derived from radiosonde, GPS, and moderate-resolu-
tion imaging spectroradiometer measurements. Journal of Geo-
physical Research, 108, 4651. doi:10.1029/2003JD003372.

Li, Z., Fielding, E., Cross, P., & Muller, J.-P. (2005). InSAR
atmospheric correction—GPS topography-dependent turbulence
model (GTTM). Journal of Geophysical Research, 110, B02404.
doi:10.1029/2005JB003711.

Lu, Z. (2007). ALOS PALSAR InSAR (interferometric synthetic
aperture radar). NASA Alaska Satellite Facility News and Notes,
4(4), 1–2.

Lu, Z., & Dzurisin, D. (2010). Ground surface deformation patterns,
magma supply, and magma storage at Okmok volcano, Alaska,
inferred from InSAR analysis—II. Co-eruptive deflation, July–
August 2008. Journal of Geophysical Research, 115. doi:
10.1029/2009JB006970.

Lu, Z., & Freymueller, J. (1998). Synthetic aperture radar interferom-
etry coherence analysis over Katmai volcano group, Alaska.
Journal of Geophysical Research, 103, 29887–29894.

Lu, Z., & Kwoun, O. (2008). Radarsat-1 and ERS interferometric
analysis over southeastern coastal Louisiana—implications for
mapping water-level changes beneath swamp forests. IEEE
Transactions on Geoscience and Remote Sensing, 46, 2167–2184.

Lu, Z., Wicks, C., Power, J., & Dzurisin, D. (2000). Ground
deformation associated with the March 1996 earthquake swarm
at Akutan volcano, Alaska, revealed by satellite radar interferom-
etry. Journal of Geophysical Research, 105, 21,483–21,496.

Lu, Z., Wicks, C., Dzurisin, D., Power, J., Moran, S., & Thatcher, W.
(2002). Magmatic inflation at a dormant stratovolcano—1996–98
activity at Mount Peulik volcano, Alaska, revealed by satellite
radar interferometry. Journal of Geophysical Research, 107, 2134,
13 p. doi:10.1029/2001JB000471.

Lu, Z., Fielding, E., Patrick, M., & Trautwein, C. (2003). Estimating
lava volume by precision combination of multiple baseline
spaceborne and airborne interferometric synthetic aperture radar:
the 1997 eruption of Okmok volcano, Alaska. IEEE Transactions
on Geoscience and Remote Sensing, 41, 1428–1436.

Lu, Z., Masterlark, T., & Dzurisin, D. (2005a). Interferometric
synthetic aperture radar (InSAR) study of Okmok volcano, Alaska,
1992–2003—magma supply dynamics and post-emplacement lava
flow deformation. Journal of Geophysical Research, 110(B2),
B02403. doi:10.1029/2004JB003148.

Lu, Z., Wicks, C., Kwoun, O., Power, J., & Dzurisin, D. (2005b).
Surface deformation associated with the March 1996 earthquake
swarm at Akutan Island, Alaska, revealed by C-band ERS and L-
band JERS radar interferometry. Canadian Journal of Remote
Sensing, 31(1), 7–20.

Massonnet, D., & Feigl, K. (1998). Radar interferometry and its
application to changes in the Earth’s surface. Reviews of
Geophysics, 36, 441–500.

Massonnet, D., & Souyris, J. S. (2008). Imaging with synthetic aperture
radar (p. 296). Boca Raton: EPFL Press, distributed by CRC Press.

Mattar, K. E., & Gray, A. L. (2002). Reducing ionospheric electron
density errors in satellite radar interferometry applications. Cana-
dian Journal of Remote Sensing, 28(4), 593–600.

Meyer, F. (2011). Performance Requirements for Ionospheric Correc-
tion of Low-Frequency SAR Data. IEEE Transactions on Geosci-
ence and Remote Sensing, 49, 3694–3702.

Meyer, F., Bamler, R., Jakowski, N., & Fritz, T. (2006). The potential of
low-frequency SAR systems for mapping ionospheric TEC distri-
butions. IEEE Geoscience and Remote Sensing Letters, 3, 560–564.

Mogi, K. (1958). Relations between the eruptions of various volcanoes
and the deformation of the ground surfaces around them. Bulletin of
the Earthquake Research Institute, University of Tokyo, 36, 99–134.

Niell, A. E., Coster, A. J., Solheim, F. S., Mendes, V. B., Toor, P. C.,
Langley, R. B., et al. (2001). Comparison of measurements of
atmospheric wet delay by radiosonde, water vapor radiometer,
GPS, and VLBI. Journal of Atmospheric and Oceanic Technology,
18, 830–850.

Okada, Y. (1985). Surface deformation due to shear and tensile faults
in a half-space. Bulletin of the Seismological Society of America,
75(4), 1135–1154.

Parkinson, B., Spilker, J., Jr., Axelrad, P., & Enge, P. (1996). Global
positioning system: Theory and applications (Vol. II). Washington,
DC: AIAA.

Press, W. H., Teukolsky, S. A., Vetterling, W. T, & Flannery, B. P.
(2007). Numerical recipes in C—the art of scientific computing (3rd

ed., p. 994). Cambridge University Press, Cambridge.
Prati, C., & Rocca, F. (1990). Limits to the resolution of elevation

maps from stereo SAR images. International Journal of Remote
Sensing, 11, 2215–2235.

Raucoules, R., & de Michele, M. (2010). Assessing ionospheric
influence on L-band SAR data: Implications on coseismic
displacement measurements of the 2008 Sichuan earthquake. IEEE
Geoscience Remote Sensor Letter, 7, 286–290.

Rosen, P., Hensley, S., Zebker, H., Webb, F. H., & Fielding, E. J.
(1996). Surface deformation and coherence measurements of
Kı̄lauea volcano, Hawaii, from SIR-C radar interferometry.
Journal of Geophysical Research, 101, 23109–23125.

Rosen, P. A., Hensley, S., Li, F., Joughin, I., Madsen, S., & Goldstein,
D. (2000). Synthetic aperture radar interferometry. Proceedings of
the IEEE, 88(3), 333–382.

Rosen, P. A., Lavalle, M., Pi, X., Buckley, S., Szeliga, W., Zebker, H.,
& Gurrola, E. (2011). Techniques and tools for estimating
ionospheric effects in interferometric and polarimetric SAR data.
Proceedings of 2011 IEEE International Geoscience and Remote
Sensing Symposium (IGARSS) (pp. 1501–1504). doi:
10.1109/IGARSS.2011.6049352.

Vachon, P. W., Geudtner, D., Gray, A. L., & Touzi, R. (1995). ERS-1
synthetic aperture radar repeat-pass interferometry studies—impli-
cations for Radarsat. Canadian Journal of Remote Sensing, 21,
441–454.

Wegmuller, U., Werner, C., Strozzi, T., & Wiesmann, A. (2006).
Ionospheric electron concentration effects on SAR and INSAR
(INTERFEROMETRIC SYNTHETIC APERTURE RADAR).
2006 International Geoscience and Remote Sensing Symposium,
Denver, Colorado, USA.

Yang, X. -M., Davis, P. M., & Dieterich, J. H. (1988). Deformation
from inflation of a dipping finite prolate spheroid in an elastic half-
space as a model for volcanic stressing. Journal of Geophysical
Research, 93(B5), 4249–4257.

Zebker, H. A., & Villasenor, J. (1992). Decorrelation in interferomet-
ric radar echoes. IEEE Transactions on Geoscience and Remote
Sensing, 30, 950–959.

Zebker, H. A., Madsen, S. N., Martin, J., Wheeler, K. B., Miller, T.,
Lou, Y., et al. (1992). The TOPSAR interferometric radar
topographic mapping instrument. IEEE Transactions on Geosci-
ence and Remote Sensing, 30, 933–940.

Zebker, H. A., Rosen, P. A., Goldstein, R. M., Gabriel, A., & Werner,
C. L. (1994). On the derivation of coseismic displacement fields
using differential radar interferometry—the Landers earthquake.
Journal of Geophysical Research, 99, 19617–19634.

Zebker, H., Rosen, P., & Hensley, S. (1997). Atmospheric effects in
interferometric synthetic aperture radar surface deformation and
topographic maps. Journal of Geophysical Research, 102,
7547–7563.

References 23

http://dx.doi.org/10.1029/2003JD003372
http://dx.doi.org/10.1029/2005JB003711
http://dx.doi.org/10.1029/2009JB006970
http://dx.doi.org/10.1029/2001JB000471
http://dx.doi.org/10.1029/2004JB003148
http://dx.doi.org/10.1109/IGARSS.2011.6049352

	1 Introduction to Interferometric Synthetic Aperture Radar
	1.1…Principles of Interferometric Synthetic Aperture Radar
	1.1.1 Imaging Radar
	1.1.2 Synthetic Aperture Radar
	1.1.3 Basics of Interferometric SAR (InSAR)
	1.1.4 InSAR Coherence, Accuracy, and Critical Baseline
	1.1.4.1 InSAR Coherence and Measurement Accuracy
	1.1.4.2 InSAR Critical Baseline

	1.1.5 InSAR Image Interpretation and Modeling
	1.1.6 InSAR Products
	1.1.6.1 SAR Intensity Image
	1.1.6.2 InSAR Coherence Image
	1.1.6.3 InSAR Deformation Image
	1.1.6.4 Digital Elevation Model


	1.2…Issues in InSAR Data Processing
	1.2.1 Phase Anomalies Due to SAR Processor
	1.2.2 InSAR Coherence Improvement
	1.2.3 InSAR Baseline Refinement
	1.2.4 Tropospheric Artifacts
	1.2.5 Ionospheric Artifacts

	References


