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Abstract. This chapter proposes a new model-assisted memetic algorithm for ex-
pensive optimization problems. The algorithm follows successful optimization ap-
proaches such as a combined global–local, modelling and memetic optimization.
However, compared to existing studies it offers three novelties: a statistically-sound
framework for selecting optimal models during both the global and the local search,
an improved trust-region framework and a procedure for improved exploration
based on modifying previously found sites. The proposed algorithm uses a radial
basis function neural network as a global model and performs a global search on
this model. It then uses a local search with a trust-region framework to converge
to a true optimum. The local search uses Kriging models and adapts them dur-
ing the search to improve convergence. A rigorous performance analysis is given
where the proposed algorithm is benchmarked against four reference algorithms us-
ing eight well-known mathematical test functions. The individual contribution of
the components of the algorithm is also studied. Lastly, the proposed algorithm is
also applied to a real-world application of airfoil shape optimization where it is also
benchmarked against the four reference algorithms. Statistical analysis of all these
tests highlights the beneficial combination of the proposed global and local search
and shows that the proposed algorithm outperforms the reference algorithms.

1 Introduction

Modern engineering design optimization replaces expensive laboratory experiments
with computer experiments. These are computationally-intensive simulations which
accurately model real-world physics. Using computer experiments reduces the cost
and time of the design process and so they are used in diverse areas ranging from
the design of integrated circuits [105] to complete aircraft [31].
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With computer experiments, the engineering design process is cast as a nonlinear
optimization problem having three distinct features:

• The objective function (or cost function) being minimized depends on the sim-
ulation outputs. However, such simulations are often legacy computer codes
available only as executables. As such there is no analytic expression relating
the simulation inputs to its outputs and so the simulation is treated as a black-
box function. This means a suitable optimization algorithm must rely only on
the observed responses and not require the function expression or derivatives.
• Each simulation run is expensive, that is it requires anywhere from minutes

to hours of computer run time [86, 88]. This means only a small number of
simulation runs can be made.
• The underlying real-world physics and possibly the numerical solution itself

often give a complicated inputs–outputs response surface, for example which
is multimodal and nonsmooth [16]. This means an elaborate optimization algo-
rithm should be used.

Due to these issues common optimization algorithms often perform poorly in
such problems. For example, nonlinear programming algorithms [23] either require
the function derivatives or approximate them by finite-differences which is too ex-
pensive. Heuristics and nature-inspired algorithms [70] use only the observed re-
sponses but they often require far too many function evaluations to converge.

These difficulties have motivated new optimization approaches and we review
two of these in the following two subsections.

1.1 Hybrid or Memetic Algorithms

One approach to improving the optimization search is by combining several algo-
rithms. For example, the chances of locating a good optimum are improved when
the search combines both a global and local search. The global search explores the
function landscape to identify promising regions. A local search then exploits local
information to identify a better solution. As such, finding a good solution requires
an exploration–exploitation balance. This approach originated in the global opti-
mization community in the mid 1970s and has been applied in various algorithms
[96, 116].

In the late 1980s researchers in the evolutionary algorithm community proposed
similar approaches. Goldberg [32, p.202–204] described hybrid schemes which
combine an evolutionary algorithm (EA) with a local search. Norman and Moscato
[77] proposed a similar approach for combinatorial optimization. Moscato [74]
termed such combined approaches as memetic algorithms following the concept
of a ‘meme’ which is a unit of imitation in cultural transmission or an abstract unit
of information [21]. In all these cases a population-based algorithm explores the
function landscape and efficiently adapts to it [49]. A local search is also used to
improve individuals (candidate solutions) by focusing on a small region.

Later studies have focused on hybridization with gradient-based algorithms such
as finite-difference quasi-Newton [37, 90, 94, 103]. Others have studied hybridization
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with heuristics such as the simplex or hill-climbing algorithms [93, 122]. Some have
replaced the EA by a simulated annealing algorithm (SA) [43].

Recent studies have focused on improving the search by analyzing the
exploration–exploitation interaction [44]. If the cost of the local search is low it may
be beneficial to apply it to all individuals [55]. Another approach uses fuzzy logic
to balance exploration–exploitation [123]. It is also possible to adaptively select the
‘best’ type of local search to use [78].

Hybrid and memetic algorithms are an active research field and recent reviews
are given in [54, 81]. A book [39] and three special issues [38, 82, 83] have focused
on these algorithms which indicates their significance as an emerging research field.

1.2 Reducing the Number of Expensive Evaluations

One main difficulty in expensive optimization is the tight limit on function evalu-
ations. To illustrate the problem we consider a population-based algorithm with a
population size s and which is run for a total of g generations or iterations. The to-
tal run time of the algorithm (T ) depends on the time required by the optimization
algorithm alone (ta) for actions such as sorting strings or performing mutations but
excluding function evaluations, and the time required by a function evaluation (t f ) .
As such the total run time is

T = g(s× t f + ta) . (1)

In expensive problems each function evaluation is a simulation run which requires
minutes to hours of computer time. As such we can assume that the algorithm time
is negligible, that is t f � ta and so

T � g(s× t f ) . (2)

To get an estimate of the required time we use the EA settings recommended in
[50], that is a population size of s = 50 and g = 1000 generations. This means the
EA requires 50,000 function evaluations for its run. If a single simulation requires
an hour (but often much longer) that is t f = 1hr then a full run of the EA would
require about 2083 days or 5.5 years. This is unacceptable in practice and shows that
population-based algorithms such as EAs cannot be directly applied to expensive
problems. As such several approaches have been studied to solve this difficulty.

In fitness inheritance only a fraction of the population is evaluated with the ex-
pensive function while the remaining candidate solutions inherit their fitness from
their ‘parents’ [95, 107]. An extension of this approach uses clustering to assign a
variable fitness to offspring [52].

A second approach uses hierarchical or variable-fidelity simulations. Here the
algorithm uses several simulations which differ by their accuracy (or fidelity) and so
by their computational cost. Promising solutions migrate from low- to high-fidelity
simulations and vice versa [27, 102]. The approach was also used with deterministic
nonlinear programming algorithms [2].
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A third approach is that of parallelization. It does not reduce the number of
expensive evaluations but only the wall-clock time needed to obtain a solution.
Population-based algorithms such as EA and SA operate in a decentralized man-
ner and so they are easily implemented on parallel machines [80, 86].

In this study we take the approach of Modelling. Models are computationally-
cheaper approximations of the expensive black-box function. They are based on
function approximation theory, that is, they interpolate the unknown function based
on the observed responses [62, 69, 117]. Since they are cheaper to evaluate, a model-
assisted algorithm uses the model instead of the expensive function during most of
the search [4, 31, 106].

The framework of model-assisted optimization, also called design and analysis
with computer experiments [98], involves three main components [28, 99]:

• Selecting the sites where the expensive function will be evaluated (design of
experiment).
• Generating a model based on the sample and
• Assessing the model accuracy.

The early approach of Response Surface Methodology was developed for noisy
real-world experiments and used least-squares quadratic models and designs which
aim to counter the noise, such as full and fractional factorial designs [8, 76].

However computer experiments are deterministic and so are noiseless (the same
inputs repeatedly give the same outputs). Therefore more suitable methods have
been studied. Designs tailored for computer experiment are space-filling, meaning
they spread the sample sites over the search space (instead of resampling at the same
location to counter noise). These include Latin hypercube designs [67], orthogonal
arrays [84] and maximin designs [47]. Also, the lack of noise motivates using more
flexible models which interpolate more accurately than the least-squares quadratics.
Such models include neural-networks [6, 40] (also discussed in Sect. 3.3), Kriging
[20] (also discussed in Sect. 3.5.2) and radial basis functions (RBFs) [11].

Whatever model is used, it is likely to be inaccurate due to the small sample size.
It is then necessary to estimate the degree of inaccuracy since a poor model can
drive the optimization search to a false optimum, that is an optimum of the model
but not of the true function [46]. One approach to estimate the model accuracy is
with statistics of goodness-of-fit [76, p.28–36], [120]. Another is with resampling
methods which train a model using part of the available sample and test the model
using the remaining part [61, Ch.2]. Recent studies have compared various methods
for model accuracy assessment [68, 112].

1.3 Model-Assisted Algorithms

The modelling approach has proven to be efficient and effective and as such several
classes of model-assisted algorithms have emerged.

One class of algorithms uses Kriging models in a Bayesian statistics framework.
Kriging models are a statistical-oriented approach to interpolation and are discussed
in length in Sect. 3.5.2. Briefly, a Kriging model treats the black-box function as a
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combination of a deterministic function and a Gaussian random process. Statistical
methods select the parameters of these functions to improve the model accuracy. Af-
ter generating the Kriging model the algorithm seeks the site which is expected to
either improve the best value found so far or to improve the overall model accuracy.
These two objectives are combined to give a merit value known as the ‘expected
improvement’ (EI). Sites already evaluated have an EI = 0 while all others have an
EI which reflects both the predicted model value and the uncertainty about this pre-
diction. At each iteration the algorithm samples the site having the highest EI value
and it updates the model, which then results in new EI values for all sites. As such
the EI approach balances between global and local search. The approach originated
in 1960s with Kushner’s univariate method [57]. Later studies extended it to mul-
tivariate functions [34, 110] and incorporated the Bayesian framework [72, 119],
including the recent paper by Jones et. al. [48].

Another class of algorithms uses quadratic interpolants as models, motivated by
a Taylor series function approximation. Quadratics both account for function curva-
ture which assists the optimization and are simple to optimize. Algorithms in this
class combine quadratics with a trust-region framework to ensure convergence to an
optimum of the true expensive function [17]. Winfield studied in 1970s an early ap-
proach of a model-assisted algorithm using quadratics [121]. Powell [89] and Conn
et. al. [14, 15] have later improved the approach based on recent advances in inter-
polation theory.

A third class is the surrogate-management framework. It uses a variant of Tor-
czon’s pattern search algorithm [115] as the search algorithm. The pattern search
seeks the optimum of the current model (termed ‘Search Step’). If it fails to find a
new optimum then the model is refined (termed ‘Poll Step’) [7]. No restriction is
made on the model type.

A fourth class is that of model-assisted memetic algorithm. The idea is to generate
a model and seek its optimum with a memetic algorithm. A number of candidate
solutions are then evaluated with the expensive function, the model is updated and
the process repeats. One algorithm combines an EA, a neural network and a local
search [30, 88]. Other algorithms combine an EA with global and local radial basis
function models [79, 80, 114, 126, 127]. An algorithm which combines an EA with
quadratic models and a local search was studied in [60, 113].

The latter class has proven to be both efficient and effective and following its suc-
cess we propose a new model-assisted memetic algorithm for expensive optimiza-
tion problems. Briefly, the algorithm first trains and selects a global model which
is an artificial neural network and seeks the optimum of this model. It then uses a
local search to improve this predicted optimum. This sequence is repeated until the
number of function evaluations reaches the prescribed limit. Compared to existing
studies the proposed algorithm contains three main novelties:

• Model selection and model management using statistical model selection:
typically there will be a family of candidate models. Due to lack of domain
knowledge the user often chooses a non-optimal model which degrades the
optimization search. To address this and to improve the search the proposed
algorithm selects all models under a unified and statistically-sound framework
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of model selection. This yields optimal models which are adapted during
the search.
• Improved trust-region framework: to converge to a true optimum the proposed

algorithm uses a trust-region approach. We describe several improvements to
this approach, such as selecting sites to improve the model and more efficient
stopping criteria. Further, we replace the quadratic models (in the classical ap-
proach) with Kriging model and adapt the models during the search.
• Improved global exploration: a model can lead the optimization search to con-

verge repeatedly to the same optimum without promoting exploration of the
search space, a condition termed ‘model stall’. To address this we propose a
modification of sampled sites which promotes exploration and discovery of new
optima. The method is computationally-efficient and applicable to any type of
model.

Rigorous performance analysis shows the proposed algorithm outperforms several
reference algorithms.

This chapter is organized as follows: Sect. 2 reviews concepts of model selec-
tion theory relevant to the proposed algorithm. Section 3 then describes in detail the
proposed algorithm and Sect. 4 provides a rigorous performance analysis. It is fol-
lowed by Sect. 5 which summarizes this chapter.

2 Model Selection and Complexity Control

A major aspect of the proposed algorithm is the selection of optimal models. This
section briefly explains the basics of statistical model selection theory and focuses
on the approach used in the proposed algorithm.

In a model selection problem we are given a set of sites and responses generated
by an unknown function and we wish to select a model which best describes this
function [12, 61]. The model is selected from a family of candidate models. The
statistical theory of model selection uses a discrepancy (Δ), which is the mismatch
between model predictions and the true responses, to measure the goodness-of-fit of
a candidate model to the given data. The discrepancy is calculated for each candidate
model and the model chosen is the one having the smallest discrepancy.

Based on information theory we consider the Kulback-Leibler discrepancy [56].
It uses the likelihood of a candidate model given the data, that is the conditional
probability of observing the sample of sites and responses

X = {(xi , f (xi)} , i = 1 . . .n , (3)

under the model S(x) , or L(S|X) [87]. The discrepancy is then

Δ = − logL(S|X) . (4)

With the Kulback-Leibler discrepancy the optimal model is the one having the max-
imum likelihood, that is

Δmin = − logLmax(S|X) . (5)
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For some models a closed-form expression exists for the likelihood and the discrep-
ancy. Otherwise, an empirical discrepancy [61, Ch.5] is used where

Δ =
1
|X|

|X|∑

i=1

(
S(x)− f (x)

)2 , (6)

which is the mean of sum of squared error between the true responses and the model
predictions over the sample. Since the likelihood is a function of the model (and
hence of the model parameters), maximizing the likelihood by solving (4) gives the
optimal model parameters [65].

The family of feasible models may contain models of different complexity, that
is the number of model parameters. More complex models may fit the sample better
than simpler ones but their prediction at new sites (or generalization) may be poor,
a condition termed over-fitting [6, Ch.9]. Often a simpler model may be a better
approximation of the true function.

This motivates the selection of models based not only on their discrepancy but
also on their complexity. As such we consider the Akaike information criterion
(AIC) for complexity control [1], [61, p.243–245]. The criterion uses the Kulback-
Leibler discrepancy but adds a penalty which increases with model complexity
where

AIC = − logL(S|X)+2m , (7)

and m is the number of model parameters. As such a more complex model is pre-
ferred over a simpler one only if it is significantly more accurate. The optimal model
is the one having the lowest AIC value.

The AIC was derived under asymptotic assumptions of a large sample. However
in expensive optimization problems the sample is small and the AIC becomes biased
[3, 59]. As such we use the corrected Akaike information criterion (AICc) which is
unbiased for small samples where

AICc = AIC+
2(m+1)(m+2)

n−m−2
, (8)

and n is the sample size [42]. The AICc has performed well against other complexity
control criteria [3, 42].

3 The Proposed Algorithm

3.1 Initialization and Main Loop

The proposed algorithm begins by generating a Latin hypercube design (LHD) con-
sisting of k = 0.2 f emax sites, where f emax is the prescribed limit of expensive evalu-
ations. As mentioned in Sect. 1.2, this design improves the accuracy of the resultant
model by spreading the sites in the search space.
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To generate a LHD of k sites the range of each variable is split into k equally sized
intervals and one point is sampled at random in each interval. To create a LHD site
a sampled point is selected at random (without replacement) for each variable and
these samples are combined to give a site (a vector). The process is repeated until
k sites have been created. Algorithm 1 gives a pseudocode for generating a LHD
sample.

Algorithm 1. Generating a LHD sample

inputs
number of variables (d);
sample size (k);
bounds on variables;

for each variable i = 1 . . .d do
divide the variable range into k equal intervals;
sample one point (a scalar) at random in each interval;

for each LHD site x j , j = 1 . . .k do
for each variable i = 1 . . .d do

select at random and without replacement a sample point;
set ith component of site j (that is x j,i) to selected sample point;

Output: a Latin hypercube design of size k

The expensive function is then evaluated at the LHD sites. During the search the
algorithm caches all sites evaluated with the expensive function and their responses
to reuse them later in the search and to reduce new evaluations.

The main loop then begins and the algorithm generates a global model of the
objective function, as follows. It first uses a modified copy of the cache where sites
found during previous local searchs have been ‘masked’ (as described in Sect. 3.2).
It then uses this modified copy to train and select an artificial neural network
which serves as the global model (as described in Sect. 3.3). Next, it seeks the
optimum of the global model (as described in Sect. 3.4) and improves this pre-
dicted optimum with a local search (as described in Sect. 3.5). This sequence is

Algorithm 2. Main loop
generate an initial LHD;
evaluate and cache sites;
while f e � f emax do

if local searchs have been made then
create a copy of the cache and ‘mask’ sites found during local searchs;

using the (modified) cache train and select a global model;
select initial site for the local search (the model’s predicted optimum);
improve predicted optimum with a local search;

Output: best solution and response found
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repeated until the number of function evaluations reaches the prescribed limit f emax
( f emax = 100 , 150 and 200 were used for performance analysis) . A pseudocode of
the main loop is given in Algorithm 2.

3.2 Modifying the Cache to Assist Exploration

The global model is trained using the cached sites and responses. Elite sites (having
a low response), which are typically found during the local searches, can ‘dominate’
the model so other minima will not be represented. To avoid this and to promote ex-
ploration such elite sites (and nearby sites) are identified and ‘masked’ by setting
their response to the mean response of all cached sites. To identify sites nearby
elites the proposed algorithm clusters the cached sites. All sites in clusters with sites
found in previous local searchs have their responses set to the mean of responses
in the cache ( f̄ ). When the global model is trained using this modified cache it
will not be dominated by the elite sites and will promote exploration. The algo-
rithm uses the mean response to avoid adding artificial multimodality to the global
model.

For clustering the algorithm uses the k-harmonic means algorithm [124, 125]
which is efficient and has outperformed competing algorithms such as the popu-
lar k-means [35]. At each iteration the algorithm finds the location of the k cluster
centres as the harmonic mean of the distance to all sites, so all sites are accounted
for. This improves the clustering quality and differs from the popular k-means algo-
rithm where only the nearest sites to a centre are accounted for. Algorithm 3 gives a
pseudocode of the k-harmonic means algorithm.

The k-harmonic means requires the number of clusters (k) as an input and so to
find the optimal k the proposed algorithm uses a model selection approach. Following

Algorithm 3. k-harmonic means clustering
Input: sites to cluster x j , j = 1 . . .n
set t = 1 ; /* iterations counter */
initialize centres ci , i = 1 . . .k at random;
repeat

for i = 1 . . .k do scan over clusters
for j = 1 . . .n do scan over sites

di, j = ‖ci − x j‖2 ; /* distance of centre i to site j */

qi, j = di, j
3

⎛⎜⎜⎜⎜⎜⎝
∑k

p=1
1

dp, j
2

⎞⎟⎟⎟⎟⎟⎠
2

;

ci =

∑n
j=1

1
qi, j

x j
∑n

j=1
1

qi, j

; /* new centre i is harmonic mean */

t = t + 1;
until change in centres is small or max. iterations ;
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(a) First local search (b) Second local search

Fig. 1 A 1-D example of the proposed cache modification. The objective function is f (x) =
x sin(x) . The sampled sites, objective function and model are shown. (a) shows the first local
search finds the local optimum at x = 0.75 (�). Sites are then clustered and those in the
cluster containing the found optimum have their responses modified (�). (b) shows this leads
to a model which identifies the second optimum such that the second local search now finds
to the optimum at x = 1.75

(a) First local search (b) Second local search

Fig. 2 A 2-D example of the proposed cache modification. The objective function is Branin.
(a) shows the first local search finds the local optimum at (−3.1 , 12.2) (�). Next, cached
sites are clustered and those in the cluster containing the found optimum have their responses
modified (�). (b) shows the second local search used with the model based on the modified
sites now converges to a different optimum at (3.1 , 2.2) (�)

Sect. 2, the optimal k is found by minimizing the corrected Akaike information
criterion (AICc), where the discrepancy function is the inter-cluster error

Δ =
k∑

i=1

ni∑

j=1

‖ci − x(i)
j ‖2 , (9)



A Model-Assisted Memetic Algorithm for Expensive Optimization Problems 143

where ni is the number of sites in cluster i , ci is the ith cluster centre and x(i)
j is

the jth site in cluster i . This is a univariate minimization problem of minimizing
AICc(k) . It is solved with Brent’s golden-search algorithm [9].

Figures 1 and 2 give a 1D and 2D example, respectively, of the proposed method
and Algorithm 4 gives a pseudocode of the proposed method.

Algorithm 4. Modifying the cache to assist exploration
Input: cache of sites and responses;
create a copy of cache;
find mean response in cache f̄ ;
cluster cached sites using k-harmonic means, find optimal k with AICc criterion;
for clusters containing a site found in previous local searchs set all responses to f̄ ;
Output: modified copy of the cache

3.3 Generating the Global Model

Next, the proposed algorithm uses the modified copy of the cache to train a global
model of the expensive function. Such a model can be a Lagrangian interpolant so
it interpolates exactly at all available sites, that is

S(xi) = f (xi) , i = 1 . . .n (= cache size) , (10)

where S(xi) is the model response at the ith site and f (xi) is the true response there.
However, there are two difficulties with such models:

a) they can generalize poorly due to over-fitting to the given data (as mentioned in
Sect. 2) so their prediction is likely to be poor at new sites and

b) they become computationally-expensive to handle (since they account for all
sites) and numerically unstable (due to ill-conditioning of the interpolation ma-
trix) [22, 51].

To avoid these issues the proposed algorithm uses a radial basis function network
(RBFN) for the global model which is an artificial neural network with radial basis
functions processing units. Artificial neural networks are a form of nonparametric
regression [6, 40] and can approximate a continuous function with high accuracy
(given sufficient sites) [6, Ch.4]. RBFNs have the advantage of approximating well
complicated function landscapes while their structure is simpler compared to other
networks and so they are faster to train [6, Ch.5], [10, 73].

Figure 3 shows a typical RBFN. It contains three layers: the input layer, the pro-
cessing layer containing the processing units (or neurons) and the output layer which
is a weighted sum of the units responses. The proposed algorithm uses an RBFN
with Gaussian processing units which is equivalent to approximating the objective
function by a superposition of Gaussians [69]. The response of this RBFN is

S(x) =
N∑

j=1

λ j exp

⎛⎜⎜⎜⎜⎜⎝−
‖x− t j‖22

c j
2

⎞⎟⎟⎟⎟⎟⎠ , (11)
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where N is the number of processing units, λ j is a coefficient, t j is the centre of the
jth Gaussian and c j is the shape parameter (or hyperparameter) which determines
the width of the jth Gaussian.

Fig. 3 An RBFN with three
neurons (processing units)

)

An RBFN generalizes well and avoids over-fitting by abstracting the data. This
is achieved by using fewer processing units than sample sites (N < n) so the centres
(t j) typically do not coincide with the sample sites. Training an RBFN requires
selecting the number of processing unit (N), the centres (t j), the shape parameters
(c j) and the coefficients (λ j) . To efficiently select all these the proposed algorithm
uses the following two steps.

First, it identifies the optimal number of processing units (N). For a candidate
number of processing units the cached sites are clustered using the k-harmonic
means algorithm (described in Sect. 3.2) and the resulting centres are taken as the
Gaussians’ centres. The shape parameters (c j) are taken as the radii of the corre-
sponding clusters. The coefficients λ j are obtained from the least-squares solution
of the interpolation equations as

ΦTΦλ =ΦT f , (12)

whereΦ is the interpolation matrix such that

Φ :Φi , j = exp

⎛⎜⎜⎜⎜⎜⎝−
‖xi − t j‖22

c j
2

⎞⎟⎟⎟⎟⎟⎠ , (13)

and f is the vector of responses. This linear system is solved by the truncated singular
value decomposition method (TSVD) sinceΦmay be ill-condtioned [6, p.170–171].

All these parameters define an RBFN with N processing units. Similar to Sect. 3.2,
finding the optimal number of processing units is treated as a model selection prob-
lem and is solved using the corrected Akaike information criterion (AICc). For a
network with N units the algorithm finds the empirical discrepancy (6) calculated
over all cached sites. Each value of N defines a specific network and a correspond-
ing AICc . As such the algorithm finds the optimal N by minimizing AICc(N) using
Brent’s algorithm [9].
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The proposed algorithm then optimizes the shape parameters. Taking the shape
parameters found in the previous step (c = (c1, . . .cN)) as baseline values it finds the
factor l which minimizes the discrepancy (6) of a network with shape parameters
lc . The number of centres (N) and their location (t j) are fixed to those found in
the previous step, but the coefficients λ j are recalculated for each candidate l value.
Similarly to the previous stage, each l value defines a specific network and a corre-
sponding discrepancy and so the algorithm finds the optimal l by minimizing Δ(l)
using Brent’s algorithm. Algorithm 5 gives a pseudocode of the proposed method
for generating the RBFN global model.

Algorithm 5. Generating the global model
Input: modified copy of cache;
optimize number of units (N) by minimizing AICc( N ):
begin

for each candidate N cluster sites using k-harmonic means;
set Gaussian centres (t j) to cluster centres;
set Gaussian widths (c j) to cluster radii;
find coefficients (λ j) by least-squares;
find discrepancy of candidate network and its AICc;

end
set c as shape parameters for optimal N;
optimize shape parameters by minimizing the discrepancy Δ( l ):
begin

for each candidate l set Gaussian widths to l c;
generate network (find coefficients by least-squares);
find discrepancy of candidate network;

end
Output: an RBFN global model with optimized parameters

3.4 Selecting the Starting Site for the Local Search

Next, the proposed algorithm seeks the global optimum of the global model. It uses
a real-coded EA [13] followed by a gradient-based finite-differences quasi-Newton
BFGS algorithm [23, Ch.5–6]. The EA uses a population size spop = 50 , linear rank-
ing, stochastic universal sampling (SUS), intermediate recombination, elitism with a
generation gap ggap = 0.9 and the breeder-genetic-algorithm mutation operator with
probability pm = 0.05 [75] . The evolutionary search is stopped when no improve-
ment is observed after gn.i. = 10 generations. The gradient-search then improves the
best site found by the EA and this gives the predicted optimum (xp) of the global
model.

The predicted optimum is then evaluated with the expensive objective function to
give the true response f (xp) . If f (xp) is better than the best value found so far then
the local search is started from xp . Otherwise, this indicates the model is inaccurate
and so the algorithm improves the model by adding a new site to it.
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The accuracy of interpolants depends on the spread of the interpolation sites,
measured by the maximin distance [63, 100]. For a set of sites xi , i = 1 . . .k the
maximin distance is the maximum of all nearest-neighbour distances in the set. The
model accuracy improves as the maximin distance increases, that is as the sites are
more space-filling. As such, the proposed algorithm improves the global model by
seeking the site which maximizes the maximin distance for the cached sites. It finds
this site (xn) by solving the nonlinear optimization problem

xn : max
x∈F

min
xi∈X
{ ‖xi − x‖2 } (14)

whereX is the set of cached sites andF is the search space. This approach generates
sites similarly to the maximin design of experiments [47].

The new site is evaluated with the expensive function and is cached. The global
model is then updated and the process repeats until either a better optimum is found
or 10 attempts have been made. In the latter case the best cached site is taken as the
starting site for the local search. Algorithm 6 gives a pseudocode for the proposed
method for selecting the starting site.

Algorithm 6. Selecting the starting site for the local search
Input: cache and modified copy of cache;
set i = 1 ; /* number of attempts */
find best site in cache (xb);
repeat

generate global model;
seek optimum of model using an EA followed by a gradient search (SQP);
evaluate the predicted optimum (xp) with expensive function and cache;
if optimum is better then current best in cache then

set x0 = xp ; /* set starting site */
else

improve model by searching for a site (xn) using maximin distance;
evaluate xn with expensive function and cache;
i = i + 1;

if i = 10 then set x0 = xb ; /* set starting site */

until f (xp) < f (xb) or i = 10 ;
Output: initial site for local search (x0)

3.5 Improving the Optimum with the Local Search

Next, the proposed algorithm improves the starting site (x0) by using a local search.
The proposed local search has three distinct features: a) since it concentrates on a
small region, it uses local models to better model the objective function b) it uses
an improved trust-region framework to converge to a true optimum of the expensive
function but it replaces the classical quadratic models with more flexible ones to
improve the search and c) to further assist convergence it continuously adapts the
type of model used.
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3.5.1 Using a Trust-Region Framework to Converge to a True Optimum

As mentioned in Sect. 1.3, due to model inaccuracy a model-assisted optimization
search can converge to a false optimum. To avoid this the proposed algorithm uses
a trust-region framework.

The classical trust-region framework generates at each iteration a quadratic model
and obtains its constrained optimum (a truncated Newton step) as a quadratic pro-
gramming problem [17]. The framework guarantees asymptotic convergence to an
optimum of the true objective function (a critical site satisfying the first order Karush-
Kuhn-Tucker optimality conditions).

For quadratic models the constrained optimum is easily found but such models
cannot model a complicated landscape well. As such, the proposed local search re-
places them with the more flexible Kriging models which are described in Sect. 3.5.2
which follows. When compared to quadratics, Kriging models can approximate the
objective function better over a larger trust-region and so convergence will be faster
and require less function evaluations.

The proposed trust-region local search begins with an initial cuboid trust-region
centred at xc = x0 (the starting site) and of size Δ = 0.1 , that is

T = {x : ‖xc− x‖∞ � Δ} . (15)

To emphasize local function behaviour all cached sites which are in T are used to
generate the local model. If the trust-region contains less than m = min{d + 1 , 10}
sites then the nearest exterior sites are also used. The algorithm selects the optimal
type of Kriging model (as described in Sect. 3.5.2) and finds its constrained optimum
in the trust-region (xm). However, this is no longer a simple quadratic programming
problem (as in the classical framework) and so to find the constrained optimum the
algorithm uses an EA followed by a gradient-search, similarly to Sect. 3.4.

Following the classical trust-region approach the objective function is evaluated
at the predicted optimum and a merit value is calculated

ρ =
f (xm)− f (xc)
S(xm)−S(xc)

, (16)

where S(x) is the current Kriging local model. A value of ρ � 1 indicates a good fit
of the model to the objective function in the trust-region.

The classical trust-region framework assumes exact derivatives are available so
a poor model fit is only due to a trust-region which is too large and so it decreases
the trust-region. However, in model-assisted search the model may be inaccurate
due to an insufficient number of interpolation sites in the trust-region. This needs
to be accounted for to avoid a quick reduction of the trust-region and premature
convergence [15].

As discussed in Sect. 3.4, the model’s accuracy depends on the maximin distance
of the interpolated sites. As such, the proposed algorithm determines if a model is
sufficiently accurate (to justify reducing the trust-region) based on the number of
space-filling sites in the trust-region. The maximum separation distance for a cuboid
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trust-region is the diagonal length
√

d(2Δ)2 (d is the function dimension). A site is
considered space-filling if its nearest-neighbour distance is at least 5% of the diago-
nal length. The model is considered accurate when the number of space-filling sites
in the trust-region (s) is larger than a threshold value (s� = d+1). This value is based
on the number of sites required to model the gradient by well-established methods
like quasi-Newton finite-differences [15]. However, as d increases the required num-
ber of sites becomes comparable to the total number of function evaluations ( f emax).
As such, the algorithm uses s� =min{d+1 , 0.1 f emax} .

Based on ρ , s and s� the algorithm performs as follows:

• if ρ > 0: then the local model is accurate since a better solution has been found.
Following the classical trust-region framework the algorithm centres the trust-
region at the new optimum (xm) and the trust-region is enlarged by a factor
δ+ .
• if ρ � 0 and s < s�: the optimum predicted by the model is a false one, but the

poor model accuracy is attributed to an insufficient number of space-filling sites
in the trust-region. As such, the algorithm improves the local model by adding
a new site xn . Similar to Sect. 3.4, this site (xn) is chosen to give the largest
maximin distance with respect to all sites in the trust-region. xn is evaluated
with the expensive function and is cached. If f (xn) < f (xc) than xn becomes the
new trust-region centre.
• if ρ � 0 and s � s�: the local model fails to predict an improvement but its poor

accuracy is attributed to the trust-region being too large (the model is considered
to be accurate). Following the classical trust-region framework the algorithm
decreases the trust-region by a factor δ− .

As such the local search uses at most two expensive evaluations at each iteration,
one for xc and possibly another for xn . All new sites evaluated with the expensive
function are cached.

Next, the local search stops if the trust-region is small enough Δ < Δmin (we use
Δmin = Δ0 · δ2−) or if the limit of expensive evaluations has been reached. Otherwise,
a new local search iteration begins. Algorithm 7 gives a pseudocode of the proposed
trust-region local search.

3.5.2 Selecting Optimal Local Models

To assist the local search the proposed algorithm selects at each iteration an opti-
mal local model. It selects models from a family of Kriging (or spatial-correlation)
models as they have performed well compared to other models [45, 58].

Kriging models originated in geostatistics with the work of Krige and Matheron
[19, 66]. Such a model has two components: a ‘drift’ function which models global
variations in the objective function and a stochastic function (a stationary Gaussian
process) which locally improves the prediction [20].

A common approach is to use a constant drift function (for example set to 1) [53]
so the Kriging model is

S(x) = β+Z(x) , (17)
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Algorithm 7. A trust-region framework for the local search

inputs
X; /* cache of sites and responses */
x0; /* initial site for local search */

s� =min{d+1 , 0.1 f emax} ; /* model accuracy threshold */
xc = x0 ; /* centre trust-region at x0 */
repeat

define a cuboid trust-region centred at xc and of size Δ;
find the cached sites inside the trust-region (if insufficient use exterior sites);
select an optimal local model based on these sites;
find model optimum in trust-region (xm) with EA and gradient-search;
calculate a trust-region merit value ρ;
update trust-region:

if ρ > 0 set xc = xm, increase Δ
if ρ � 0

⋂
s < s� improve local model by adding a site xn , if better set xc = xn

if ρ � 0
⋂

s � s� decrease Δ
until Δ < Δmin or f e � f emax ;
Output: optimum found in local search

where β is the drift function coefficient and Z(x) is the stochastic function [98]. The
latter is taken as a Gaussian process with a zero mean and variance σ . The response
of the Kriging model at any site is correlated with that of other sites. The correlation
between two sites (x1 and x2) is defined by a covariance function

C(x1, x2) = σ2R(x1, x2) , (18)

where R(x1, x2) is a spatial correlation function (SCF). The model is defined by
adjusting the free coefficient (β) and the SCF parameters to fit the available data.

Different spatial correlation functions have been studied [53]. Each SCF results in
a different model and so the optimal SCF is problem dependant. In practice the SCF
is prescribed and fixed throughout the optimization search [71]. To improve this, the
proposed algorithm uses the model selection framework (described in Sect. 2) to
select the optimal SCF based on maximum likelihood. The likelihood of a Kriging
model is given by the closed-form expression [98]

L = −d
2

log(2πσ2)− 1
2

log(|R|)− 1

2σ2
( f −1β)TR−1( f −1β) , (19)

where

R : Ri , j = R(xi , x j , θ) (20)

is the correlation matrix of all sites in the sample, θ is a correlation parameter and
the spatial correlation function is given by
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Table 1 Candidate spatial correlation functions (SCFs)

Name R(θ, lk)
Exponential exp(−θ |lk|)
Gaussian exp(−θ l2k)
linear max{0 ,1− θ |lk |}
spherical 1−1.5ξk +0.5ξ3k , ξk =min{1 , θ |lk |}

spline
ζ(ξk) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

1−15ξ2k +30ξ3k 0 � ξk � 0.2

1.25(1− ξk)3 0.2 < ξk < 1

0 ξk � 1

ξk = θ|lk|
lk = xi ,k − x j ,k is the difference between the kth component of two sites xi and x j [109].

(a) Iteration 5 (b) Iteration 14

Fig. 4 An example of models used during the local search with the Branin function. (a) shows
iteration 2 where the local model used a Gaussian SCF. (b) shows iteration 14 where the local
model used a spline SCF. The trust-region is also shown.

Algorithm 8. Selecting optimal local models
Input: sites and responses used for the local model
for SCF = exponential, Gaussian, linear, spherical, spline do

generate Kriging model using candidate SCF;
find the model’s maximum likelihood;

select the Kriging model having the largest maximum likelihood;
Output: optimal Kriging local model

R(xi , x j , θ) =
d∏

k=1

R(θ, lk) , lk = xi ,k − x j ,k , (21)

where the functions R(θ, lk) are defined in Table 1. The model parameters (β , σ and
θ) are found by maximizing its likelihood (19) [65]. The numerical procedures for
generating the Kriging models are given in [109].
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As such, at each local search iteration the proposed algorithm builds a Krig-
ing model, one for each of the SCFs in Table 1, and it selects the one giving the
largest maximum likelihood. Complexity control is unnecessary since all models
have equal complexity, that is the three parameters σ , β and θ . This approach re-
sults in a model-adaptive local search. Figure 4 shows an example and Algorithm 8
gives a pseudocode of the proposed method.

3.6 Caching New Sites

During the optimization search new sites and responses are cached for later use. If
cached sites are nearly collocated the interpolation matrices used to generate the
global and local models will be severely ill-condtioned. To avoid this a new site
is added to the cache if it is sufficiently spaced from cached sites (a minimum l2
distance of Δmin/2, where Δmin is the prescribed minimum trust-region radius, as
described in Sect. 3.5.1). Otherwise the new site replaces the cached site nearest to
it (in the l2 norm) if the new response is better than the cached one. Algorithm 9
gives the pseudocode for caching new sites.

Algorithm 9. Caching new sites

Input: xnew, f ( xnew) ; /* new site and response */
find the cached site xcac nearest to xnew;
if ‖xcac− xnew‖2 � Δmin/2 then

add xnew and f (xnew) to the cache;

else if f (xnew) < f (xcac) then
replace xcac and f (xcac) with xnew and f (xnew);

4 Performance Analysis

This section gives a detailed performance analysis of the proposed algorithm in three
parts. First, we test the proposed algorithm on eight well-known mathematical test
functions. In these tests it is also benchmarked against four reference algorithms.

Next, we study the individual contribution of the global search and of the local
search components of the proposed algorithm. This is done by comparing the full
proposed algorithm to the two cases where its global search is disabled and where
its local search is disabled.

Lastly, we apply the proposed algorithm to a real-world application of airfoil
shape optimization and we also benchmark it against the four reference algorithms.

4.1 Reference Algorithms and Test Procedure

To obtain a reference of performance we benchmarked the proposed algorithm
against four representative model-assisted EAs [91, 92]. These algorithms build a
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Algorithm 10. Reference algorithm
generate initial sites with LHD and evaluate them;
cache sites and responses;
while f e � f emax do

generate a Kriging model based on cache;
search for model optimum with an EA for 10 generations;
evaluate candidate solutions from population with true function;
cache evaluated candidate solutions and their responses;

Output: best solution and response found

Kriging model, seek its optimum and evaluate a certain percentage of the popula-
tion with the true function. The model is then updated and the process repeats until
the limit of function evaluations is reached. Algorithm 10 gives a pseudocode of the
reference algorithms.

The four algorithms differ by their Kriging spatial correlation function (SCF) and
the percentage of elites and non-elites that they evaluate at each iteration. Table 2
compares the reference algorithms.

Table 3 gives the parameter settings used by the proposed algorithm during the
tests. Parameters which define the EA operation were identical in the proposed al-
gorithm and in the four reference algorithms.

To obtain statistically-significant results 30 runs were repeated for each test with
the proposed algorithm and the reference algorithms. For each function and each al-
gorithm we provide the statistics mean, standard deviation, median, best and worst
result. Also, to determine in a rigorous manner which algorithm performs better we
used the Mann–Whitney (or Wilcoxon) significance test [64], which is a nonpara-
metric version of the t-test [18, Ch.5], [104, p.513–576]. The Mann–Whitney test is
preferable since it is more widely applicable: it is valid for non-normal data while
applying the t-test on non-normal data can give incorrect inferences [18, Ch.2].

We used the one-tailed Mann–Whitney test which provides a test statistic U . The
null and alternative hypothesis are:

H0 : P(ri � rp) � 0.5 (22a)

H1 : P(ri > rp) < 0.5 , (22b)

where P(ri < rp) is the probability that a result of the proposed algorithm is larger
(worse) than a result of the ith reference algorithm (i = 1 . . .4). As such we test
if the proposed algorithm is more likely to give a better result than the reference
algorithms. The null hypothesis is rejected at the α = 0.05 significance level if U >
1.644 and at the α = 0.01 significance level if U > 2.326 . For each test function we
applied the Mann–Whitney test between results of the proposed algorithm and each
of the four reference algorithms and provide the resultant U statistics. As such, for
each reference algorithm if U > 1.644 or U > 2.326 we reject the null hypothesis at
the 0.05 and 0.01 significance level, respectively, and accept the proposed algorithm
outperformed the reference algorithm.
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Table 2 Settings for the reference algorithms

Evaluated per generation

Number Designation SCF 1 % elites % non-elites
1 (G,10,0) Gaussian 10 0
2 (S,10,0) spline 10 0
3 (G,5,5) Gaussian 5 5
4 (S,5,5) spline 5 5

1 spatial correlation function.

Table 3 Parameter settings for the proposed algorithm

General Parameters

f emax max. (true) objective function evaluations 100 , 150 , 2001

EA Search
spop population size 50
ggap generation gap 0.9
gmax maximum generations 20
pm mutation probability 0.05
gn.i. no-improvement generations to stop 10

Trust-region Search
Δ0 initial trust-region radius 0.1
δ+ trust-region size increase factor 2
δ− trust-region size decrease factor 0.5
Δmin minimum trust-region radius Δ0 ·δ2−
Δmax maximum trust-region radius Δ0 ·δ2+

1 100 and 200 for test functions, 150 for airfoil optimization.

4.2 Mathematical Test Functions

In this section we used eight mathematical test functions which are widely used
and well-known: Branin, Hartman 3 and Hartman 6 [24], Greiwank [33], Rastrigin
[117, p.185–192], Rosenbrock [97], Schwefel 2.13 [101, p.301–302] and Weier-
strass [36]. For the Greiwank, Rastrigin, Rosenbrock, Schwefel and Weierstrass we
used the function definitions from [111] along with the supporting files available
online. The Branin, Hartman 3 and Hartman 6 have a fixed dimension (2, 3 and 6,
respectively) while those from [111] were tested in dimension 10 and 30 to evaluate
the ‘curse of dimensionality’ [5] on the algorithms performance. All functions were
tested with a limit on function evaluations ( f emax = 100 for Branin, Hartman 3 and
Hartman 6 and f emax = 200 for all other functions). These are realistic settings for
expensive problems and they test the algorithms under a constraint of resources, as
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Table 4 Mathematical test functions

Function Dimension (d) Definition Search space f (xg)1

Reference: Dixon and Szegö [24]

Branin 2 (x2−
5.1

4π2
x2

1 +
5
π

x1−6)2 +10(1− 1
8π

)cos(x1)+10 [−5,10]× [0,15] 0

Hartman 3 3
∑4

i=1 ci exp
[∑4

j=1 ai, j(xi − pi, j)2] [0,1]d −3.86

Hartman 6 6
∑4

i=1 ci exp
[∑6

j=1 ai, j(xi − pi, j)2] [0,1]d −3.32

Reference: Suganthan et. al. [111]

Griewank 10, 30
∑d

i=1

x2
i

4000
−

∏d
i=1 cos

(
xi√

i

)
+1 [−600,600]d 0

Rastrigin 10, 30
∑d

i=1

{
x2

i −10 · cos(2πxi)+10
}

[−5,5]d 0

Rosenbrock 10, 30
∑d

i=1

{
(2xi−1− x2

i )2+ (1− xi)2
}

[−2,2]d 0

Schwefel 2.13 10, 30
∑d

i=1
(∑d

j=1 ai, j sin(α j)+bi, j cos(α j)−
∑d

j=1 ai, j sin(x j)+bi, j cos(x j)
)2

[−π,π]d 0

Weierstrass 10, 30
∑d

i=1
∑20

k=0 ak cos
(
2πbk(xi +0.5)

)
[−0.5,0.5]d −d

1 Value at global optimum.

suggested in [118]. Table 4 gives the test functions’ details and Fig. 5 shows their
bivariate version (excluding Hartman 3 and Hartman 6 which are not bivariate).

Tables 5–7 provide the resultant test statistics for the comparisons with the four
reference algorithms over the eight test functions. Results for the Branin, Hartman 3
and Hartman 6 for all algorithms are similar since they all obtained a good ap-
proximation of the global optimum. This indicates that these functions were not
challenging to all five algorithms and there is no clear winner.

A significant difference in performance between the proposed algorithm and
the reference algorithms is seen with the more complicated functions (Greiwank,
Rastrigin, Rosenbrock, Schwefel and Weierstrass). The mean and median statis-
tics indicate that the proposed algorithm found a better solution than the refer-
ence algorithms. This is attributed to the combined global and local search and
the careful selection of models in these searches. Also, the standard deviation of
results for the proposed algorithm is typically lower than that of the reference algo-
rithms which indicates its performance is more stable. Overall, based on the Mann–
Whitney test in all cases we reject the null hypothesis in (22) at both significance
levels α = 0.05 and 0.01 and accept that the proposed algorithm outperformed the
four reference algorithms.

4.3 Individual Component Contribution

We also study the individual contribution of the global search and the local search
to the overall performance of the proposed algorithm. For this, we used two ref-
erence algorithms obtained from the complete proposed algorithm. One algorithm
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(a) Branin (b) Greiwank

(c) Rastrigin (d) Rosenbrock

(e) Schwefel 2.13 (f) Weierstrass

Fig. 5 Bivariate versions of the mathematical test functions

uses only the proposed global search (local search is disabled) and the other uses
only the proposed local search (global search is disabled). The two reference algo-
rithms were tested with five test functions: Greiwank and Rastrigin in dimension
10 and Rosenbrock, Schwefel and Weierstrass in dimension 30. A similar analysis
to that of the Sect. 4.2 was used, that is we provide the statistics mean, standard
deviation, median, best and worst and the Mann–Whitney U statistic.

Table 8 shows test results over the five test functions. First, for the highly multi-
modal functions (Greiwank, Rastrigin, Weierstrass) the global search reference al-
gorithm performed better than the local search one. In such complicated landscapes
an extensive global search finds a better optimum while a local search converges
to an inferior optimum typically close to the starting site. An opposite trend exists
for the simpler Rosenbrock and Schwefel functions where an extensive local search
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Table 5 Results for mathematical tests functions

finds a better optimum. Second, the Mann–Whitney statistic indicates the full pro-
posed algorithm outperformed the reference algorithms, which shows the benefit
of the proposed global–local approach. Lastly, the standard deviation of results of
the reference algorithms was typically much larger than for the proposed algorithm
which indicates their performance is much less stable. Overall, results show that
both the proposed global search and the proposed local search contribute to the
optimization search. However, individually they perform well on some functions
but worse on others. The proposed algorithm combines both approaches and so it
achieves an effective and efficient search over a wide range of functions.

4.4 Real-World Application

As a final test we have also applied the proposed algorithm to the real-world ap-
plication of airfoil shape optimization. Here we are given an aircraft’s flight condi-
tions (speed and altitude) and the goal is to find an airfoil shape which generates
the required lift force (L) with a minimum of aerodynamic friction (or drag) force
(D). In practice these requirements are not expressed as forces but as aerodynamic
coefficients:
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cL =
L

1
2ρU

2
(lift coefficient) (23a)

cD =
D

1
2ρU

2
(lift coefficient) (23b)

where ρ is the air density at the prescribed flight altitude and U is the prescribed
flight speed. Figure 6 shows an example.

Table 6 Results for mathematical tests functions–10D
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Table 7 Results for mathematical tests functions–30D

The specific problem we study is that of optimizing the airfoil of a transport
aircraft cruising at 35,000ft and at a Mach number M= 0.8 (that is 80% of the speed
of sound at this altitude) with an angle of attack α = 2◦ . The target lift coefficient
is c�L = 1 . Also, the airfoil thickness must be equal to or larger than a minimum
value (t� = 0.095, normalized by the airfoil chord) to ensure the airfoil does not
break during flight. The cruise conditions and thickness constraint are based on [29,
p.484–487], [85]. The airfoil optimization problem is then
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min cD (drag coefficient)
s.t. c�L = 1 (required lift coefficient)

t� = 0.095 (min. allowed thickness at 0.2–0.8 of chord)

α = 2◦ (cruise angle of attack)

M = 0.8 (cruise Mach number)

h = 35,000ft (cruise altitude)

(24)

Table 8 Results for mathematical tests functions–Individual component contribution
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Fig. 6 The forces operating on an aircraft at flight. The angle-of-attack (α) is the measured
approximately between the velocity and the airfoil chord.

Fig. 7 PARSEC design
variables

Accordingly, we used the objective function

f =
|cL− c�L |

max{cL,max− c�L ,c
�
L − cL,min}

+
cD

cD,max
+

max{t� − t , 0}
t�

(25)

where cL,max = 1.5 , cL,min = −0.5 are the assumed extremal values for the lift coeffi-
cient and cD,max = 0.2 is an assumed maximal drag coefficient. For cL,min , cL,max and
cD,max only rough estimates are needed since they only normalize the objectives.

To generate a candidate airfoil we used the PARSEC parameterization which uses
11 design variables [108]. Figure 7 shows an example of this. We set the bounds of
these design variables based on previous studies [41, 86] and Table 9 gives their
values. To ensure a closed airfoil shape we set the leading edge gap as ΔzTE = 0 .
Also, to avoid unrealistic shapes where the lower airfoil curve intersects the upper
curve we set the trailing edge angles to satisfy βTE � αTE (effectively βTE = αTE + θ
where θ � 0) .

To obtain the lift coefficient and drag coefficient of candidate airfoils the opti-
mization algorithm used XFoil, an analysis code for subsonic isolated airfoils based
on the panel method [26]. Each airfoil evaluation required approximately 30 seconds
on a desktop computer. We set the limit of function evaluations to f emax = 150 .

Figure 8 shows an airfoil found by the proposed algorithm and the variation of
the pressure coefficient (cP) along the upper and lower airfoil curves. The airfoil
yields a lift coefficient of cL = 1.019 and a drag coefficient cD = 0.023 and satisfies
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Table 9 PARSEC design variables and their bounds

(a) Airfoil geometry (b) Pressure coefficient change

Fig. 8 An airfoil obtained by the proposed algorithm. (a) shows the airfoil geometry. (b)
shows the change of pressure coefficient along the upper and lower airfoil curves and the
airfoil is shown below for reference

the minimum thickness requirement (minimum thickness at 0.2–0.8 of chord is t =
0.097). Figure 8(b) shows the pressure coefficient change along the upper and lower
airfoil curves. A pressure jump on the upper curve around 0.7 of the chord indicates
a shockwave, which is expected due to the high subsonic cruise speed (M = 0.8).

We have also benchmarked the proposed algorithm against the four reference al-
gorithms from the Sect. 4.1 and have performed a statistical analysis as in Sects. 4.2–
4.3. Table 10 shows the test statistics from which it follows that also in this real-world
application the proposed algorithm outperformed the four reference algorithms.
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Table 10 Results for the airfoil shape optimization

5 Summary

Modern engineering design optimization uses computer simulations and as such it is
cast as a problem of optimizing an expensive black-box function. To efficiently and
effectively solve such problems we have proposed a new model-assisted memetic
algorithm. The proposed algorithm combines several optimization approaches such
as: global–local optimization, modelling and memetic optimization. It first trains
and selects a global model which is an artificial neural network and seeks the op-
timum of this model. It then uses a local search to improve this predicted opti-
mum. This sequence is repeated until the number of function evaluations reaches
the prescribed limit. Compared to existing studies the proposed algorithm contains
three main novelties: a) it selects all models under a unified and statistically-sound
framework of model selection and complexity control, and this gives optimal models
which are adapted during the search b) it uses an improved trust-region framework
to converge to a true optimum while replacing the classical quadratic models with
Kriging models and adapting these models during the search and c) it improves
global exploration by training the global model with modified sites.

An extensive performance analysis has been provided. Results show the proposed
algorithm outperformed four model-assisted EAs on eight well-known mathemat-
ical test functions. The individual contribution of the proposed global search and
local search component was also studied. While each component performs well on
a certain class of problems it also performs poorly on another. This emphasizes the
advantage of the global–local approach used. Lastly, the proposed algorithm was
also applied to a real-world application of airfoil shape optimization where it also
performed better than the reference algorithms.
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