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Preface 

The book largely represents the extended version of select papers from the Interna-
tional Conference on Intelligent Unmanned System ICIUS 2007 which was jointly 
organized by the Center for Unmanned System Studies at Institut Teknologi Bandung, 
Artificial Muscle Research Center at Konkuk University and Institute of Bio-inspired 
Structure and Surface Engineering, Nanjing University of Aeronautics and Astronaut-
ics. The joint-event was the 3rd conference extending from International Conference 
on Emerging System Technology (ICEST) in 2005 and International Conference on 
Technology Fusion (ICTF) in 2006 both conducted in Seoul. ICIUS 2007 was focused 
on both theory and application primarily covering the topics on robotics, autonomous 
vehicles and intelligent unmanned technologies. The conference was arranged into 
three parallel symposia with the following scope of topics: 

Unmanned Systems: Micro air vehicle, Underwater vehicle, Micro-satellite, Un-
manned aerial vehicle, Multi-agent systems, Autonomous ground vehicle, Blimp, 
Swarm intelligence, learning and control 

Robotics and Biomimetics: Artificial muscle actuators, Smart sensors, Design and 
applications of MEMS/NEMS system, Intelligent robot system, Evolutionary algo-
rithm, Control of biological systems, AI and expert systems, Biological learning 
control systems, Neural networks, Genetic algorithm 

Control and Intelligent System: Distributed intelligence, Distributed/decentralized 
intelligent control, Distributed or decentralized control methods, Distributed and em-
bedded systems, Embedded intelligent control, Complex systems, Discrete event sys-
tems, Hybrid systems, Networked control systems, Delay systems, Fuzzy systems, 
Identification and estimation, Nonlinear systems, Precision motion control, Control 
applications, Control engineering education. 

The book is organized into three parts which reflect the spectrum of the conference 
themes. The first part of the book consists of five chapters dealing with the study of 
unmanned systems. Space applications of unmanned systems are presented in the first 
two chapters. Chapter 1 deals with the application of image processing algorithm for 
the autonomous guidance of lunar probe. A new approach using computer vision is 
proposed for providing precise motion estimation for probe landing. The purpose of 
the image algorithm is to detect and track feature points which are factors of naviga-
tion. In this chapter, the algorithm is illustrated as two steps: firstly, fixation areas are 
detected as sub-images and matched. Secondly, feature points are extracted from  
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sub-images and tracked. Computer simulation demonstrates the result of algorithm 
takes less computation and fulfils requirements of navigation algorithm. Chapter 2 
discusses classification of locomotion mechanism of intelligent unmanned explorer for 
deep space exploration. The chapter provides the comparison of the speed of hopping 
and wheeled robots and some simulation studies are performed to analyze the detailed 
mobility of wheeled robots.  

The rest of the Part I center on the modeling, control and guidance for rotorcraft-
based unmanned aerial vehicle. Chapter 3 addresses the need for global linear models 
of a small scale helicopter for control design. This chapter presents a step by step 
development of linear model for small scale helicopter based on first-principle ap-
proach. Beyond the previous work in literatures, the calculation of the stability deriva-
tives is presented in detail. A computer program is used to solve the equilibrium con-
ditions and then calculate the change in aerodynamics forces and moments due to the 
change in each degree of freedom and control input. Chapter 4 deals with the imple-
mentation of a novel control technique combining algebraic approach and LQ design.  
The viability of the method is demonstrated for hovering control of small-scale heli-
copter simultaneously subjected to plant parameter uncertainties and wind distur-
bances. Chapter 5 discusses the control strategy for four-rotor vertical take-off and 
landing (VTOL) aerial robot called X4-flyer. The kinematics control law is first de-
rived using Astolfi’s discontinuous control. A backstepping control method is then 
introduced providing the kinematic based inputs to construct the torque control of X4-
flyer. The effectiveness of the approach is demonstrated through computer simulations.  

The second part of the book deals with diverse issues in robotics and biomimetics. 
Chapter 6 introduces an insect-inspired flapper device mimicking general characteris-
tics of flying insects. The flapper was actuated by a unimorph piezoelectric composite 
actuator and a compressed one, respectively, for force generation comparison. The 
chapter discusses flapping tests which were conducted both in the air and in a vacuum 
chamber to measure total vertical force and vertical inertia force. The optimal opera-
tion of the flapper is corroborated experimentally. Chapter 7 presents successful de-
velopment on bio-mimetic wing design inspired from cicada. The aerodynamic force 
measurement, wing kinematics observation and wind tunnel test were conducted to 
evaluate the performance between normal wing and bio-mimetic wing. It was shown 
that the bio-mimetic wing is superior to the normal wing in terms of not only force 
generation but also the aspect of appropriate wing kinematics. Chapter 8 deals with 
application of multiple mobile robot types for management of environmental condi-
tions. The authors propose a system which consists of a database center and various 
autonomous robots, each with different functions to allocate robots to manage envi-
ronmental conditions. The overall concept and several important features of the pro-
posed system are described. The study also proposes a position estimation method and 
explains the performance evaluation through experiments. In Chapter 9, the authors 
present a study of locomotion elicited by electrical stimulation in the mesencephalon 
of lizard Gekko gecko. Their results show that it is possible to carry-out artificial 
induction on Gekko gecko through electrical stimulation on the related nucleus in their 
brain. Chapter 10 discusses a concept of intelligent mechanical design for autonomous 
mobile robot. The design principle provides the guidance for investigating mechanics’ 
self-controllability, reliability, realizability, and compatibility for autonomous mobile 
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robot.  Chapter 11 is focused on a method for mobile robot path planning to a destina-
tion and obstacle avoidance based on neural network and genetic algorithm. The 
avoidance action of a wheeled type robot is determined from the obstacle configura-
tion, the robot’s self-state and destination information using a neural network where 
the design parameter is adjusted by using genetic algorithm. The effectiveness of pre-
sent method is proved through a simulation. 

Part III covers topics in control theory and intelligent system. Chapter 12 discusses 
the use of virtual reality simulation for robot design to meet certain criteria. The ap-
proach is emphasized through the simulation of Fire Fighting Robot in order to evalu-
ate the performance of the robot design in meeting some of the contest rules such as 
navigating in a labyrinth arena without hitting walls, quickly extinguishing a flame in a 
room and return home. In Chapter 13, the authors study an important class of dynam-
ics systems called under-actuated systems arising in robot manipulator.  Monotonic 
decreasing energy and switching control are utilized to control such a system.   Chap-
ter 14 discusses feedback control system in which plant’s sensors and actuators are 
connected to controller through a communication network. The technique extends 
point-to-point wired configuration found in conventional feedback control.  Specifi-
cally, the authors address the synthesis of networked control systems that satisfy pas-
sivity requirements using linear matrix inequality approach. Chapter 15 deals with 
controlled switching dynamical systems using linear impulsive differential equations. 
The authors investigate a unified approach to analysis and to design the switching 
controller by formulating the phenomena as a hybrid system using linear impulsive 
differential equation representation. State jumps and mode changing of the controller 
responding to switched of plant dynamics are exploited and discussed. The switching 

controller is designed by using LMI method that will guarantee 2H -type cost and 

implemented to a mini scale helicopter due to its complex dynamic and changing 
modes operation between hover and cruise. Chapter 16 discusses the use of neural 
networks for structural damage detection. The neural network was trained to recognize 
the behavior of static parameter of the undamaged structure as well as of the structure 
with various possible damage extent and location which were modeled as random 
states. The proposed techniques were applied to detect damage in a cantilever beam. 
The structure was analyzed using finite-element-method (FEM) and the damage iden-
tification was conducted by a back-propagation neural network using the change of the 
structural strain and displacement. Chapter 17 focuses on a methodology for simulta-
neous identification of fault parameters and mode switching events for hybrid systems. 
The authors propose a method based on the notion of Global Analytical Redundancy 
Relations (GARR) from the bond graph model of the hybrid system. A unified for-
mula with mode change time sequence and initial mode coefficients (IMC) is derived 
to represent the mode switching. Fault parameters, mode switching time stamps and 
all IMC are encoded into one chromosome as a potential solution of the identification 
process. An electro-hydraulic system of vehicle is studied to illustrate the efficiency of 
the proposed algorithm. 

The book covers multi-faceted aspects of intelligent unmanned systems. A wide ar-
ray of relevant theory and applications are presented to address the current and future 
challenges in the area of unmanned systems. The editors would like to express their 
sincere appreciation for all the contributors for the cooperation in producing this  
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volume. Chapter 17 represents a contributed paper beyond the context of the confer-
ence. The contribution from the invited authors is gratefully acknowledged. Overall, 
all authors are to be congratulated for their efforts in preparing such excellent chapters. 
The editors wish that the readers from all relevant background will find this book not 
only stimulating but also useful and usable in whatever aspect of unmanned system 
design they are involved with and that it can inspire further advancement in other 
related research areas.  
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Image Processing in Optical Guidance for 
Autonomous Landing of Lunar Probe 

Ding Meng1,∗, Cao Yun-feng1,2,**, Wu Qing-xian1, and Zhang Zhen1 

1 School of Automatic Engineering of NanJing 
 University of Aeronautics and Astronautics 
nuaa_dm@hotmail.com 

2 Academy of Frontier Science of NanJing 
 University of Aeronautics and Astronautics 

Abstract. Because of the communication delay between earth and moon, the GNC technology 
of lunar probe is becoming more important than ever. Current navigation technology is not able 
to provide precise motion estimation for probe landing control system Computer vision offers a 
new approach to solve this problem. In this paper, the authors introduce an image process algo-
rithm of computer vision navigation for autonomous landing of lunar probe. The purpose of the 
algorithm is to detect and track feature points which are factors of navigation. Firstly, fixation 
areas are detected as sub-images and matched. Secondly, feature points are extracted from sub-
images and tracked. Computer simulation demonstrates the result of algorithm takes less com-
putation and fulfils requests of navigation algorithm. 

Keywords: Fixation Area, Feature Point, Template Match, FPs Tracking. 

1   Introduction 

In paper[1], the status of China’s deep space exploration plan is introduced including 
CE-1 lunar orbiter, the china’s subsequent Lunar Exploration Program. It is an impor-
tant purpose in the second stage of China lunar exploration to land accurately of probe 
on the moon’s surface.  

The guidance-navigation-control(GNC) technology of moon probe is becoming 
more important than ever. Because of the communication delay induced by the large 
distances between the earth and moon, human kinds are hardly able to guide probe to 
landing safely on the moon. Probe will have to use on-board sensors and algorithms. 
However, current navigation technology can’t provide precision motion estimation for 

                                                           
 ∗ Ding Meng received B.E. and M.E degrees in School of Automatic Engineering of NanJing 

University of Aeronautics and Astronautics in 2003 and 2006. He is cuurently working to-
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System and Intelligence Control. 
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probe landing control system [2]. Therefore, new motion estimation technology must 
be developed. Computer vision may offer an approach to solve this problem.  

Up to now, computer vision has been successfully used for autonomous navigation 
of robot and Micro Air Vehicle [3], autonomous landing of Unmanned Helicopter [4], 
and intelligence traffic [5].  

Some appliances are being researched in the field of space exploration. The Near 
Earth Asteroid Rendezvous (NEAR), rendezvoused with asteroid Eros 433 in Febru-
ary 2000, used optical navigation extensively for orbit determination and small body 
3-D modeling [6]. The Deep Space 1 mission as a part of the New Millennium Pro-
gram is flying an autonomous optical navigation technology demonstration. The DS-1 
AutoOpNav system used onboard centroiding of reference asteroids for autonomous 
navigation during small body fly-bys [7]. However, for probe accurate landing, the 
new, more robust and more precise vision algorithm should be developed.   

Image processing is the first step and a essential part of computer vision naviga-
tion. Generally, image processing of vision navigation study is mainly focused on fea-
ture detection and tracking. In 1997, Kawaguchi, from Japan, created a method, in 
which several fixed reference windows and a 2-D fast Fourier transform (FFT) algo-
rithm were used in the correlation tracking [8]. In many case, flat areas must be cho-
sen for landing security. Safe Landing Area Determination (SLAD),which offered by 
A. Johnson from Jet Propulsion Laboratory(JPL), achieved this task successfully [9]. 
However, there are no features or distinctive features on those landing sites. Although 
tracking by feature points is not the best way, feature points haved to be filtered in or-
der to avoid this problem. Point tracking is the usual way in vision navigation. In 
1999, Andrew E. Johnson, from JPL, generated a method based on automatic feature 
point(FP) tracking between a pair of images followed by two frames [2]. As a part of 
MUSES-C, Japanese scientist Toshihiko Misu offered an algorithm based on fixation 
area, which fixates on the areas with local varying intensity, and employs shading pat-
tern as a fixation area, and then tracked the center of the fixation area [10]. Real-time 
image processing is the essential request in computer vision navigation. Toshihiko’s 
method requires less computation than Johnson’s. Nevertheless, the Number of fixation 
area’s center is difficult to satisfy the requirement of following navigation algorithm. 
 

 

Fig.1. Procedure of algorithm 
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This paper introduces an image processing algorithm using feature point tracking in 
probe autonomous landing which built on the methods from Johnson and Toshihiko. 
The procedure is as follow (Fig. 1): 

Step1. Extract fixation areas as templates and sub-images. 
Step2. Match templates and detecting FPs from sub-images 
Step3. Match FPs  

In section 2, fixation area detection algorithm is proposed. Feature point detection 
and tracking in the sub-images are explained in section 3 and section 4. Computer 
simulations of this algorithm are illustrated to demonstrate this image processing al-
gorithm in section 5. In Section 6 we state conclusions. 

2   Fixation Area Detection 

In artificial environment, edges and vertexes are usually used as features in image 
tracking. But in natural environment, these shapes can’t be found easily. Paper [11] 
proposed the use of ground control points based on Gabor function in image registra-
tion of natural terrain. In paper [10], shading pattern is employed as a fixation-area. 
To reduce computation, the averaging, Laplacian filtering and variance are used. In 
this paper, improved Toshihiko Misu’s method is used firstly to pre-process primary 
image for obtaining sub-image. The purpose of this step is that block matching is 
more robust than point matching. We can match block firstly in entire image and then 
match points in sub-image.  

The template for matching block is extracted as follows [10]: 

Step1. Enhance specific spatial wavelength of the original image by 2-D band-
pass-filter. 

Step2. Calculate local variances of filtered image to evaluate ”contrast”. 
Step3. Extract high local-variance areas as templates. 
Step4. Least-square block matching. The matching is performed so as to minimize 

square error of the intensity between templates and region to be matched.    

2.1   Band-Pass-Filter 

The conception of filtering comes from the Fourier transform for signal processing in 
the frequency domain. Image processing is interested in filtering operations that are 
performed on the pixels of a digital image. The filter in the image processing is called 
spatial filtering. In generally, the image filter can be divided into smoothing spatial 
filter and sharpening spatial filter.  

Firstly, original image should be processed by smoothing spatial filter to reduce 
noise. In fact, smoothing spatial filter is a type of low-pass-filter(LPF), includes linear 
filter, such as averaging filters, and nonlinear filter, such as median filters. To reduce 
the consumption of computational power and storage, we use averaging as LPF, 
which is different from averaging filter. The averaging filter can’t change the size of 
original image and spend more time. The equation of averaging is: 
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Secondly, the 8-neighbor Laplacian is used as high-pass-filter. The mask of Lapla-
cian as follows: 

 

2.2   Variance Map 

To show locally varying intensity, the variance map is calculated. Statistical variance 
within a window and the size of which is equal to computed template is computed. 
The formulation is: 
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2.3   Template Extraction 

Templates for tracking are extracted according to variance map. The high-local-
variance points are selected as the template. We should pay attention: a. The points 
chosen as template in the variance map are not near the edge of the map, in order to 
easily track points in next frame image. b. Some other templates which aren’t near ex-
tracted ones should be extracted also. This is because the cluster or single template 
would be weak to the observation noise which includes tracking error and error from 
the range measurement. 

2.4   Template Matching 

To track the fixation area, we employ least-square block matching. The matching is per-
formed so as to minimize the square error of the intensity between template and region 
to be matched. The number of templates should be certain. If any template which has 
been out of the image can’t be tracked, the new template is extracted instead. 
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3   FP Detection from Fixation Area 

To the best of our knowledge, some real-time FPD algorithms have been described in 
many literatures. FPD based on Harris Corner Finding algorithm has been employed 
by ASSET-2 motion, segmentation and shape tracking system [12]. After detecting 
the fixation area, paper [10] assumed the center of the fixation area as an feature 
point. I don’t think this is a good idea. In this paper, a FPD algorithm is selected to 
detect feature points from fixation area. We can use those points for match. 

In this paper, we select and improve a FPD algorithm of Benedetti and Perona [14], 
which is based on the work of Tomasi and Kanada [13]. There are two reasons to se-
lect this algorithm.  

a) This algorithm decreased the complexity of Tomasi’s method by eliminating 
the demand for any transcendental arithmetic operations and didn’t require cal-
culation of square root. 

b) This algorithm is easy to track across several frames.  

It is difficult to detect and an individual point because of the presence of noise and 
distortion. For this reason patches of pixels are actually considered. The method pro-
posed in paper[14] for detect FP is expressed simply as follows: 

Step 1. Computing the image gradient across the image at each pixel location 

                                   

( 1, ) ( 1, )
( , , )
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I x y I x y
I x y t

+ − −=
                              (3.1) 

                              

( , 1) ( , 1)
( , , )

2y
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+ − −=
                              

(3.2) 

( , , )I x y t  denoted the continuous function defining the brightness values of a se-

quence of images captured by a camera. The partial derivatives of ( , , )I x y t  with re-

spect to x, y, are denoted respectively by ( , , )xI x y t and ( , , )yI x y t . 

Step 2. Defining matrix G 
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W1 denoted feature patch of pixels including pixel point(x,y). 

Step 3. Find ( , )t i jPλ  

                                       
2

( , ) ( )( )
t i j t tP a c bλ λ λ= − − −                                   (3.4) 

Step 4. Retain pixel if ( , ) 0, ( , )
t i j tP a i jλ λ> > , tλ is a threshold value. 
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Step 5. Perform a final non-maximum suppression step on 1( , )i jλ , yielding the 

actual feature locations. 

The fixation is the area with local varying intensity, so good features for tracking 
are expected to be abundant. At present, there are two strategies for feature point 
search: exhaustive search and random search strategy. The first one is traditional fea-
ture point detection algorithm which searches the image for every distinction exhaus-
tively. Suppose that N feature points are needed for motion estimation which is the 
purpose of searching. The random search strategy selects a pixel at randomly from the 
image. If the randomly selected pixel has an interest value greater than a predeter-
mined threshold, it is as a feature point. This procedure is repeated until N feature 
points are detected. Compared with the first algorithm, the second one raised the 
speed of detection. In this paper, we use exhaustive search to obtain enough FPs be-
cause the size of sub-image is small.   

4   Feature Point Tracking 

The next step is to locate the features detected in the first frame in the second frame. 
This procedure is called feature tracking. Feature tracking can be divided into two 
groups of algorithm: correlation based methods and optical flow based method. Cor-
relation based methods require more computation and are appropriate when the mo-
tion of features in the image is large, Such as RANSAC. In this paper, we use 
Tomasi-Kanade’s feature tracking which is optical flow based method [15].   

When the camera moves, the patterns of image intensities change in a complex way. 
However, images taken at late time instants are usually strongly related to each other, 
because they refer to the same scene taken from only slightly different viewpoints. 

                                         
( , , ) ( , , )x yI x y t I x d y d t τ= + + +                       (4.1) 

Using Taylor-series expansion, obtaining: 

                  
( , , ) ( , , )x y x x y y tI x d y d t I x y t I d I d Iτ+ + + ≈ + + +

            (4.2) 

From (4.1) and (4.2): 

                                             
0x x y y tI d I d I+ + =                                     (4.3) 

Equation (4.3) is called optical flow constraint equation. 
If every pixel(N pixels) in the feature window has the same displacement, we can 

obtain: 
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The displacement of window can be gained by least-square. 
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         i.e., eGd =                                                                   (4.6) 

               Displacement is:     eGd 1−=                                                  (4.7) 

5    Computer Simulations and Result 

According to the algorithm which has been expounded in this paper, we give the re-
sult of computer simulations in this section. Fig. 2(a)(b)(c) are original images of con-
tinuous frame. 

Fig. 2(a) is LPF image of Fig. 1(a), 5x yS S= = . Fig. 2(b) is the image by Lapla-

cian filtering. Fig. 3(c) is variance map(4×4) of Fig. 1(a). Fig. 3(d) is the extracted ar-
eas on original image. 

       
                      (a)                                                           (b)  

 
(c) 

Fig. 2. Original images of continuous frame 
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                                               (a)                                                     (b) 

    

                                               (c)                                               (d) 

Fig. 3. Proceed image 

         

                                                  (a)                            (b)                             (c) 

     
                                                                     (d)                           (e) 

Fig. 4. Templates(sub-image) 

Fig. 4(a)(b)(c)(d)(e) is five templates(20×20) from Fig. 2(a). 
Fig. 5 illustrates the result of template match. White Square means the position of 

sub-images from 3 frames images in the first frame. Arrow means the direction of 
template moving.   
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Fig. 5. Template match Fig. 6. FPs detection 

Fig. 6 illustrates the results of FPs detection. W1=3, threshold=1500. Fig7 illus-
trates the result of FPs tracking in the sub-image. Fig8 is the result of FPs tracking in 
the whole image. 

       

     

Fig. 7. FPs tracking of sub-image  Fig. 8. FPs tracking of whole image 

6   Conclusions 

Computer simulation demonstrates that we can receive enough FPs real-timely and cor-
rectly. FPs can be extracted from the sub-images, as a result, FPs tracking algorithm 
cost less computation than other methods. At the same time, the field of FPs tracking 
becomes smaller, so the level of FPs matching becomes higher. This algorithm should 
be improved in the future. We should extend the distance between different feature 
points. The purpose is to make the result of motion estimation more correct. 
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Abstract. In recent years, such small body exploration missions as asteroids or comets have 
received remarkable attention in the world. In small body explorations, especially, detailed in-
situ surface exploration by tiny rover is one of effective and fruitful means and is expected to 
make strong contributions towards scientific studies. Performance of mobility on surface ex-
plorer is highly dependent on the gravitational environment. Some researchers have proposed 
novel locomotion mechanisms for extremely small terrestrial bodies like asteroids. Hopping is a 
possible method under micro-gravity. It is not proved, however, that the proposed method of 
locomotion is optimum for a given level of gravity. The purpose of this paper is to analyze 
which level of gravity is optimum for each mechanism, and which mechanism or parameter is 
optimum for each level of gravity. This paper discusses classification of locomotion mecha-
nism. This paper compares the speed of hopping and wheeled robots and some simulation stud-
ies are performed to analyze the detailed mobility of wheeled robots. 

1   Introduction 

Small planetary bodies such as asteroids, comets and meteorites in deep space have 
received worldwide attentions in recent years. These studies have been motivated by a 
desire to shed light on the origin and evolution of the solar system. Hence, exploration 
missions for small bodies have been carried out continuously since the late 1990s. To 
date, the missions of NEAR [1], Deep Space 1 [2], Deep Impact [3], and Stardust [4]  
have been successfully performed, while MUSES-C [5] and Rosetta [6] are currently 
in operation. These missions have mainly provided remote sensing in the vicinity of 
the small body, at a distance which cannot be attained from the earth. In-situ observa-
tions of small bodies are scientifically very important because their sizes are too small 
to have experienced high internal pressures and temperatures, which means they 
should preserve the early chemistry of the solar system. For future missions, in-situ 
surface observation by robots will make strong contributions towards those studies.  

Small bodies such as asteroids and comets have an extra low gravitational envi-
ronment. Some researchers have proposed robots with hopping mechanism in order to 
perform scientific observation on a large number of sites on such small bodies [7-16] 
as shown in Figure 1. For example, a hopping rover called MINERVA [17-25], which 
was a part of the Hayabusa mission [5] of ISAS/JAXA, was taken to the asteroid 
Itokawa. MINERVA can hop on the surface in micro gravity environment by using 
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the hopping mechanism. A spherical robot is proposed, which contains iron ball  
inside and performs hopping using electromagnets around the ball [16]. A hop and 
soft-landing scheme is proposed, which is performed by converting kinetic energy to 
elastic energy with spring and linear actuator [26].  

On the Earth, lives have developed in 1G gravitational environment. The locomo-
tion methods for all the animals and artificial vehicles are highly adapted to the grav-
ity of the planet [27]. However it is not proved that these robots with new concept 
aiming at low gravity environments are optimal.  

The goal of this research is to identify which mechanisms or parameters are opti-
mal when the level of gravity is given. In this paper, wheel-type locomotion is mainly 
discussed. This paper compares the speed of hopping and wheeled robots and some 
simulation studies are performed to analyze the detailed mobility of wheeled robots. 

 

 
                             (a)PROP-F[11]          (b)MINERVA[22]      (c) Nanorover[7]  

 
                             (d) FROG type[9]    (e) Iron-Ball type[16]    (f) Tortoise[15] 

Fig. 1. Developed Hopping Robots 

This paper presents locomotion mechanism based on gravitational environment. 
Section 2 discusses classification on mobility systems Section 3 describes the com-
parison between hop and wheel type locomotion. Section 4 presents the simulation 
study on wheel type locomotion. Two-wheel model is proposed and simulated. Sec-
tion 6 discusses microgravity experiments. Conclusions are stated in Section 7. 

2   Locomotion 

Locomotion can be classified as follows, as shown in Figure 2. 

1) Locomotion using friction  
a) Friction only by gravity forces  
b) Friction by gravity and dynamic forces  

i) Continuous ground contact  
ii) Intermittent ground contact  

2) Locomotion utilizing the law of conservation of momentum  
a) Internal conservation of momentum  

     b) Conservation of momentum between external environment 
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Fig. 2. Classification of Locomotion 

Frictional driving does not need thrusters or an external environment like air fluid. 
Hence, locomotion using friction may be suitable for a planetary exploration robot. 
Therefore, locomotion using friction will be considered in this paper.  

2.1   Locomotion Method Using Friction 

Locomotion methods using friction can be classified into the following three categories.  

1) Wheel-type locomotion  
2) Leg-type locomotion  
3) Hop-type locomotion  

2.1.1   Wheel-Type Locomotion 
Wheel-type locomotion is defined as the locomotion which only uses body weight to 
attain frictional force of propelling. The driving force of wheel-type locomotion 

wf is 

given by 

gmf ww µ≤  (1) 

where  

µ  : frictional coefficient 

wm : total mass of wheel-type vehicle 

g  : gravity acceleration. 

Therefore, driving force is proportional to the gravity acceleration. In an ideal envi-
ronment, robot with wheel-type locomotion can be accelerated unless it loses contact 
with the ground.  

Most mobile robots that are used in lunar/planetary exploration missions are 
wheel-type [28]. 

2.1.2   Leg-Type Locomotion 
Leg-type locomotion is defined as the locomotion which can push the ground and can 
attain greater frictional force than with only its own weight. Therefore, its center of 
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gravity can move up and down, but it keeps contact with the ground. The driving 
force of leg-type locomotion 

lf  is given by 

ill ff µ≤  (2) 

where  

lf : driving force of leg-type locomotion 

ilf : pushing force applied to the ground. 

This type of locomotion cannot apply large pushing force when the gravity is low 
because it is defined to keep contact with the ground.  

2.1.3   Hop-Type Locomotion 
Hop-type locomotion is defined as locomotion which can push the ground and loses 
contact with the ground. Driving force can be attained while the body is pushing the 
ground. The horizontal driving force of hop-type locomotion 

hf  is given by 

ihh ff µ≤  (3) 

where  

hf : driving force of leg-type locomotion 

ihf : pushing force applied to the ground. 

Hop-type locomotion can assure certain magnitude of driving force even if gravity is 
extremely low ( 0≈g ). However, the driving force can only be applied while in con-

tact with the ground. 

3   Comparison between Hop and Wheel Type 

Optimality of locomotion is different depending on the purpose of the robot. Indices 
of optimality of locomotion are listed as follows.  

• Locomotion speed  
• Energy consumption  
• Reliability / Robustness  
• Precision of locomotion  
• Load capacity  
• Effects on environment  

Among them, locomotion speed is one of the most important factor for planetary explo-
ration robots. Therefore, optimality of speed is discussed in this paper. This paper does 
not deal with leg-type Locomotion, but will discuss in other paper. Hop-type and wheel-
type locomotion robots will be compared by locomotion speed. A horizontal driving 
force expressed by Eq.(3), and a pushing force 

hf  as an impulsive force given by  
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)(tIfh δ=  (4) 

is assumed. Therefore, horizontal speed (
xV ) and vertical speed (

yV ) of the hop robot 

immediately after take-off is given by  

h
x m

I
V =  (5) 

h
y m

I
V

µ=  (6) 

where 

hm : total mass of hop-type robot 

I : constant. 

The duration of hop (
1T ) depends on the initial vertical speed (

yV ) and the gravity 

acceleration:  

gm

I

g

V
T

h

y 22
1 ==  (7) 

Thus, the hop distance (
hL ) of one hop in an ideal environment is given by  

gm

I
TVL

h

xh 2

2

1

2µ==  
(8) 

In contrast, the driving force of wheeled robot is expressed by Eq.(1), which means 
that the acceleration of the wheeled robot is gµ . The wheeled robot increases its hori-

zontal speed to 
1gTµ  during the hop (

1T ). The distance the wheeled robot traverses 

(
wL ) during the hop is given by  

gm

I
TgL

h

w 2

2
2

1

2
2/)(

µµ ==  
(9) 

From Eq.(8) and Eq.(9), 
wh LL = .  

Therefore, the hop distance travelled of the hop robot equals to the distance of 
wheeled robot during the hop duration as shown in Figure 3. Horizontal speed and 
horizontal distance of the hop robot and the wheeled robot are shown in Figure 4 and 
Figure 5 respectively. In these simulations, the parameters are as follows.  

wh mm , = 1.0 [kg] 

ihf  = 0.2 )(tδ  [N] 

g  = 0.1 [G] 
η  = 0.5  
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Fig. 3. Hop Robot and Wheeled Robot Fig. 4. Distance Comparison of Hop Robot 
and Wheeled Robot 

  

 

Fig. 5. Velocity Comparison of Hop Robot and Wheeled Robot 

4   Simulation Study on Wheel-Type Locomotion 

4.1   Objective 

In an ideal environment, locomotion speed of hop robots equals that of wheeled ro-
bots. However, this is only when the ground is completely flat and the wheeled 
robot can attain a driving force given by gmf ww µ=  at all times. If the terrain is not 

flat, it may cause some effect to the wheeled robot. A step could have the following 
consequences.  

1) Horizontal speed decreases when the wheel passes over the step  
2) Large momentum might cause the wheel to hop unintentionally. A wheeled robot 

cannot attain driving force from ground and can not accelerate once it loses con-
tact with the ground.  

Therefore, the locomotion speed may be lower when there are steps on the terrain 
than on completely flat ground. Some simulations are performed in this section to 
investigate the difference of the effect of steps on the ground.  
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4.2   Outline of Simulation 

The simulations were performed on the two-dimensional plane. The model of the 
simulation is shown in Figure 6. A uni-wheeled robot passes through the step with a 
certain initial horizontal speed. The interaction between the ground / step and the 
wheel is modeled by spring-damper. The ground and wheel are assumed to be rela-
tively stiff. The parameters used in simulation are defined as shown in Table 1.  

 

Fig. 6. Model of Wheel used in Simulation 

Table 1. Simulation Parameters 

η  : friction coefficient (= 0.5) 

r  : wheel radius 

h  : step height 

cK  : spring constant of the ground (=10000.0) 

cC  : damping coefficient at corner of step 
(=1000.0) 

gK  : spring constant of the ground (=
cK ) 

gC  : damping coefficient of the ground (=
cC ) 

cN  : normal force applied by the corner of the step 

gN  : normal force applied by the ground 

The initial horizontal speed of the wheeled robot is set to 0.1[m/s]. The rotation 
speed is not limited, so the robot accelerates unless it loses its contact with the ground. 

4.3   Evaluation of Simulation Results 

Some examples of simulation results are shown in Figure 7, Figure 8, and Figure 9. 
Figure 7(a) shows the trajectory of the wheel, and Figure 7(b) shows the horizontal 
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(a) 

(b) 

(a) 

 

Fig. 7. Trajectory and Horizontal Velocity ( 005.0=g  [G] ) 

(a) 

(b) 

 

Fig. 8. Trajectory and Horizontal Velocity ( 02.0=g  [G] ) 

speed with respect to x -position of the wheel when the gravity acceleration is 
005.0=g  [G]. Likewise, Figure 8 shows the results of 02.0=g  [G], Figure 9 shows 

the results of 1.0=g  [G]. Each simulation is performed with 025.0=r [m] and 

005.0=h  [m]. The wheeled robot does not hop in relatively high gravity as shown in 
Figure 9. However, the horizontal speed of wheeled robot decreases when the wheel 
passes over the step. Meanwhile, the wheel tends to hop largely if the gravity accel-
eration is lower as shown in Figure 7.  

In order to evaluate the effect of a step which causes delay to wheeled locomotion, 
Delay Ratio (

dR ) is defined as  

nostep

nostepstep
d T

TT
R

−
=  (10) 



 Locomotion Mechanism of Intelligent Unmanned Explorer for Deep Space Exploration 19 

(a) 

(b) 

 

Fig. 9. Trajectory and Horizontal Velocity ( 005.0=g [G] ) 

 

Fig. 10. Horizontal Distance under 0.001[G] 

 

Fig. 11. Delay Ratio vs. Gravity Acceleration 
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where 
stepT  is time for the wheeled robot to traverse a certain distance on the ground 

containing a step, and 
nostepT  is time to traverse the same distance on the ground with-

out step. The meaning of 
dR  is shown graphically in Figure 10. 

dR  indicates the de-

gree of delay caused by the step.  

4.4   Delay Ratio and Step Height 

dR  is plotted with respect to gravity acceleration in Figure 11. The ratio of step height 

h  and wheel radius r  is to be varied. The following results are obtained as shown in 
Figure 11. 

1) 
dR  does not go negative. Therefore, a wheeled robot cannot traverse ground 

with a step faster than ground without step.  
2) 

dR  decreases if the wheel radius is increased. Therefore, the larger the wheel ra-

dius is, the smaller its delay gets.  
3) 

dR  has a minimum value for a given gravity acceleration.  

If the gravity is low enough, as in 005.0=g  [G], the wheel loses contact with the 

ground (Figure 7). The horizontal speed of the wheel is constant throughout the hop. 
In the gravity of 1.0=g  [G], the wheel keeps contact with the ground (Figure 9). 

However, the horizontal speed decreases when the wheel passes over the step. Mean-
while, in the vicinity of the minimum point of 

dR , the hop becomes far 

smaller(Figure 8). Therefore, the minimum point of 
dR  means the gravity in which 

the wheeled robot performs the smallest hop. 

5   Simulation Study on Two-Wheel-Type Model 

Uni-wheeled simulation model is quite simple, so the results of these simulations are 
not obvious to be applied to two-wheeled robots. Moreover, the behaviors of two-
wheeled robots might be highly non-linear. Therefore, simulations of two-wheeled 
model are performed in this section. 
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Fig. 12. Model of Two-Wheeled Robot 
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5.1   Outline of Simulation 

The simulation model of two-wheeled robot is shown in Figure 12. The parameters 
are set as shown in Table 2 (the suffix ’n’ indicates each wheel). The locomotion 
speed of the robot is limited in these simulations.  

Table 2. Simulation Parameters 

wm  : Total mass of robot (= 0.9 [kg]) 

η  : friction coefficient (= 0.9) 

nr  : wheel radius (=0.216 [m]) 

h  : step height 

l  : wheel base (=10000.0) 

ml  : distance between C.G. and front wheel 
(=0.111[m]) 

mh  : height of C.G. from front wheel (=0.108[m]) 

cnN  : normal force applied by the corner of the step 

gnN  : normal force applied by the ground 

nω  : rotational velocity of each wheel (=2.86 
[rad/s]) 

5.2   Simulation Results 

The delay ratio is plotted against the gravity in Figure 13. The parameter of this plot is 

rh / . If the robot cannot pass over the step, then Rd cannot be defined, so not plotted. 

The conclusion from this figure is as follows.  

1) The delay ratio has the minimum point. The higher the step is, the greater the 
delay ratio gets. These results can be also applied to the two-wheeled robot.  

2) The gravity level in which the wheel-type robot is able to pass over the step is 
limited.  

The robot cannot pass over the step if the gravity is large enough. This is because the 
energy required to pass over increases with the gravity level. On the other hand, the 
robot cannot pass over the step also if the gravity is small. It is considered that the press-
ing force against the step is not enough when the gravity is so small. In other words, 
there are upper/lower gravity limits for a wheel-type robot to pass over a given height of 
step. The higher the step is, the smaller the upper limit gets, and the larger the lower 
limit gets. The upper/lower limit of gravity is plotted against rh /  in Figure 17. The 
fitted line to the upper limit 

ug  and the lower limit 
lg of the gravity is  

)/02.664.3exp( rhgu −=  (11) 

)/14.285.6exp( rhgl −−=  (12) 
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Fig. 13. Delay Ratio v.s. Gravity Acceleration (2-Wheeled Model) 

respectively. The slant rate of the upper limit of gravity is triple as large as the lower lim-
its. Nevertheless, it can be said that the higher the step is, the smaller the lower limit gets.  

6   Microgravity Experiments 

6.1   Outline of Experiments 

Some microgravity experiment was performed to verify the results of simulation stud-
ies by aircraft free-fall. The wheeled robot [29] used in the experiments is shown in 
Figure 14. Each parameters of the robot is identical to the simulation. The robot runs 
over the step. The independent parameters of the experiment are height of the step, 
and the gravity. Two cases of step height (0.015[m] and 0.030[m]), and three cases of 
gravity (0.01[G], 0.1[G] and 0.5[G]) were performed. The step was made of wood, 
covered by thin rubber sheet in order to increase friction.  

 

Fig. 14. Overview of Experimental Wheeled Robot  

6.2   Coherence of Simulation Results and Experiments 

An example of experimental result is shown in Figure 15. yx,  position of C.G. of the 

robot and the angle of the robot are shown in Figure 15. The parameters are 01.0=g  [G],  
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Fig. 15. Overview of Experimental Wheeled Robot 

015.0=h [m]. In these parameters, the hop of the robot was observed as shown in 
Figure 15. Although the experimental robot performs relatively larger hop than the 
simulation, the behavior is sufficiently similar.  

6.3   Gravity and Delay Ratio 

The delay ratio with respect to gained by the experiments and simulations are plotted 
vs. gravity in Figure 16. The step height is 015.0=h  [m] ( rh / =0.5). The experi-
mental delay ratios are sufficiently close to the data of the simulations.  

 

Fig. 16. Delay Ratio v.s. Gravity Acceleration 

6.4   Gravity and Traversability of Wheel-Type Robot 

The robot could not pass over the higher step ( 03.0=h [m]) in the gravity level of 
05.0=g [G]. On the other hand, the robot passed the lower step ( 015.0=h  [m]) in 

any of the tested gravity levels (0.01, 0.1, 0.5[G]). Figure 17 shows the upper/lower 
limits of gravity where the robot can pass over the step. The experimental result is 
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Fig. 17. Limit Gravity 

shown as the symbol, ’◦’ for the conditions on which the robot passed over the step, 
and ’+’ for the condition on which the robot could not. The experimental result is dif-
ferent from the simulation result. For example, there are some cases which passed 
over the step even if the gravity is over the upper limit. It seems to be the effect of the 
fins on the wheels. The fins might be caught on the step, and the driving force ex-
ceeds the frictional force (Eq.(1)). Nevertheless, the gravity environment has much to 
do with the traversability of the wheel-type robot.  

7   Conclusions 

Locomotion speeds of hop robots and wheeled robots in an ideal environment have 
been compared in order to explore the optimal method of locomotion in each level of 
gravity. It can be concluded that each method of locomotion has the same capability 
of speed in an ideal environment.  

Secondly, some simulations on wheel-type locomotion have been performed, and it 
is illustrated that in natural environments with a step, locomotion speed of wheeled 
robot is slower than on flat ground. Moreover, the delay caused by the existence of a 
step has a minimum point in terms of gravity acceleration. And the minimum point 
has much to do with designing of planetary exploration robots because it changes 
when the wheel radius varies. It is shown that wheel-type robots cannot pass over the 
step in case gravity is high or low enough. Lastly, the microgravity experiments were 
performed. The results of simulations roughly coincide with the experimental results.  

Locomotion speed is just one index of optimality. Consideration about other indi-
ces such as energy consumption is needed in order to investigate locomotion in vari-
ous gravity environments in a more integrated manner. 
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Abstract. The establishment of global helicopter linear model is indispensable for the design of 
an onboard autonomous control system by using linear control laws. To date, however, it has 
never been afforded in the literatures. In the first principle approach, the mathematical model is 
developed using basic helicopter theory accounting for particular characteristic of the miniature 
helicopter. In this approach, no formal system identification procedures are required for the 
proposed model structure. The relevant published references however did not present rigorous 
linear models development required for the design of linear control laws. This chapter presents 
a step by step development of linear model for small scale helicopter based on first-principle 
approach. Beyond the previous work in literatures, the calculation of the stability derivatives is 
presented in detail. A computer program is used to solve the equilibrium conditions and then 
calculate the change in aerodynamics forces and moments due to the change in each degree of 
freedom and control input. The detail derivation allows the comprehensive analysis of relative 
dominance of vehicle states and input variables to force and moment components. The proce-
dure can be implemented for various flight conditions. Hence it facilitates the development of 
global small scale helicopter dynamics model. 

1   Introduction 

The dynamics of rotary wing vehicles are substantially more complex than those of its 
fixed-wing counterparts. For full-scale helicopters the aerodynamics analysis was 
presented in literatures such as [1] and [2]. The treatment for stability and control 
were presented in [3] and [4]. The rigid body dynamics approach standard in the 
analysis of aircraft dynamics as in [5], [6] and [7] is insufficient to capture key dy-
namics of a rotorcraft vehicle. The rotorcraft dynamics are characteristically typified 
by the coupled rotor-fuselage dynamics. The small scale rotorcraft dynamics is further 
characterized by the existence of stabilizer bar and active-yaw damping system to 
ease the pilot workload.  

The rotor head of small scale helicopter is significantly more rigid than that of its 
full-scale counterpart. This not only allows for larger rotor control moment but also 
alleviation of second order effects typically found in full-scale helicopter dynamics 
model. The majority developed model for RUAVs are based on frequency-domain 
identification. It has been demonstrated that the relatively low order model developed 
using this approach is sufficient to describe the helicopter dynamics around trim 
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conditions. It must be noted however that the accuracy of this approach decreases 
with the presence of feedback which is needed for example to stabilize the helicopter 
in hover. The method is also unreliable to describe low-frequency modes, primarily 
due to pilot feedback [8]. Other linear model development was given by [9] by using 
time-domain identification. The system identification approach requires experimental 
input-output data collected from the flight tests of the vehicle. The flying test-bed 
must be outfitted with adequate instruments to measure both state and control variables.  

The chapter presents an analytical development of linear model for small scale 
helicopter based on first principle approach. Beyond the previous work in [8], the 
calculation of stability and control derivatives to construct the linear model is pre-
sented in detail. The analytical model derivation allows the comprehensive analysis of 
relative dominance of vehicle states and input variables to force and moment compo-
nents. And hence it facilitates the development of minimum complexity small scale 
helicopter dynamics model that differs from that of its full-scale counterpart. In the 
presented simplified model, the engine drive-train dynamics and inflow dynamics are 
not necessary to be taken into consideration. The additional rotor degrees of freedom 
for coning and lead-lag can be omitted for small scale helicopters. It is demonstrated 
analytically that the dynamics of small scale helicopter is dominated by the strong 
moments produced by the highly rigid rotor. The dominant rotor forces and moments 
largely overshadow the effects of complex interactions between the rotor wake and 
fuselage or tail. This tendency substantially reduces the need for complicated models 
of second-degree effects typically found in the literature on full-scale helicopters. The 
presented approach is not limited to specific trim conditions like hover or forward 
flights and therefore can be used to develop a global model of small scale rotorcraft 
vehicle to the purpose of practical control design. 

2   Dynamics of Small-Scale Helicopter 

The approach to helicopter modeling can be in general divided into two distinct meth-
ods. The first approach is known as first principle modeling based on direct physical 
understanding of forces and moments balance of the vehicle. The challenge of this 
approach is the complexity of the mathematical model involved along with the need 
for rigorous validation. The second method based on system identification basically 
arises from the difficulty of the former approach. The frequency domain identification 
starts with the estimation of frequency response from flight data recorder from an 
instrumented flight-test vehicle. The parameterized dynamic model can then be de-
veloped in the form of a linear state-space model using physical insight and fre-
quency-response analysis. The identification can also be conducted in time-domain. 

In practice, the above two methods can be used hand in hand in developing an ac-
curate small scale rotorcraft vehicle model for the purpose of control design. 

2.1   Small-Scale Helicopter Parameters 

The X-Cell .60 SE small scale helicopter’s parameters are used in developing 
mathematical model. The mini-helicopter as shown in Figure 1 is characterized by a 
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Fig. 1. Instrumented X-Cell 60 Helicopter 

Table 1. Basic XCell Heli Parameters 

Parameter Description 

m 8.2 kg Helicopter mass 

Ixx 0.18 kg m2 Rolling moment of inertia 

Iyy 0.34 kg m2 Pitching moment of inertia 

Izz 0.28 kg m2 Yawing moment of inertia 

RMR 0.775 m Main rotor radius 

cMR 0.058 m Main rotor chord 

RTR 0.13 m Tail rotor radius 

cTR 0.029 m Tail rotor chord 

SVF 0.012 m2 Effective vertical fin area 

SHF 0.01 m2 Horizontal fin area 

hMR 0.235 m Main rotor hub height above c.g. 

l TR 0.91 m Tail rotor hub location behind c.g. 

h TR 0.08 m Tail rotor height above c.g. 

Ωnom 167 rad/sec Nominal main rotor speed 

hinge-less rotor with a diameter of 0.775 m and mass of 8 kg. The X-Cell blades 
both for main and tail rotors use symmetric airfoils. Table 1 shows basic X-cell 60 
helicopter’s specifications. 
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2.2   Euler-Newton Equation of Motion 

Rigid body equations of motion are typically used for modeling the dynamics of fixed 
wing aircraft. This model is typified by the use of linear stability derivatives, which 
are a linearized form of the rigid-body dynamics, providing important analysis of the 
vehicle’s dynamics, stability and control. This approach has a limited application for 
rotorcraft vehicles particularly for the design of high-bandwidth control design and 
rigorous handling-qualities analysis. However, it must be noted that the linear stability 
derivative models from rigid-body dynamics can be a good starting point for a devel-
opment of more accurate rotorcraft model. 

The motion of a vehicle in three-dimensional space can be represented by the posi-
tion of the center of mass and the Euler angles for the vehicle rotation with respect to 
the inertial frame of reference. The Euler-Newton equations are derived from the law 
of conservation of linear and angular momentum. Assuming that vehicle mass m and 
inertial tensor I , the equations are given by: 

d
,

d d

V d
m F I M

t t

ω= =  (1) 

where [ ]TF X Y Z=  is the vector of external forces acting on the helicopter center 

of gravity and [ ]TM L M N=  is the vector of external moments. For helicopter, 

the external forces and moments consists of forces generated by the main rotor, tail 
rotor; aerodynamics forces from fuselage, horizontal fin and vertical fin and gravita-
tional force.  For computational convenience, the Euler-Newton equations describing 
the rigid-body dynamics of the helicopter is then represented with respect to body 
coordinate system by using the kinematic principles of moving coordinate frame of 
reference as the following: 

( ) ( ),mV m V F I I Mω ω ω ω+ × = + × =  (2) 

Here the vector [ ]TV u v w=  and [ ]Tp q rω =  are the fuselage velocities and 

angular rates in the body coordinate system, respectively. For the helicopter moving 
in six degrees of freedom, the above equations produce six differential equations de-
scribing the vehicle’s translational motion and angular motion about its three refer-
ence axes. 

( ) sinX m u rv qw mg θ= − + +∑  (3) 

( ) sin cosY m v pw ru mg φ θ= − + −∑  (4) 

( ) cos cosZ m w qu pv mg φ θ= − + −∑  (5) 

( )xx yy zzL I p I I qr= − −∑  (6) 
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( )yy zz xxM I q I I pr= − −∑  (7) 

( )zz xx yyN I r I I pq= − −∑  (8) 

( )sin cos tanp q rφ φ φ θ= + +  (9) 

cos sinq rθ φ φ= −  (10) 

( )sin cos secq rψ φ φ θ= +  (11) 

2.2.1   Main Rotor and Tail Rotor 
The forces generated by main and tail rotor are thrusts due to airflow momentum dif-
ferential as it moves through rotor discs. 

Side View

q

swashplate

Tip-path plane

Plane        to shaft
B1

a1s

 

Fig. 2. Longitudinal Flapping Angle Illustration 

2.2.1.1   Main Rotor. The main rotor thrust is calculated by the following expressions. 

( ) ( )2 2
MR MRMR MR TT R R Cρ π= Ω  (12) 

( ) 2
MR MR MR MR 0MR MR 0MR

1 1 1 1

2 2 3 2T zC a σ µ λ µ θ⎡ ⎤⎛ ⎞= − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (13) 

( ) ( )

( ) ( )

iMR MR
0MR 22

MR MR 0MR MR

2 2
a a a

MR MR

MR MR

2

,

T

w z

z

w C

R

u v w

R R

λ
η µ λ µ

µ µ

≡ =
Ω + −

+
≡ ≡
Ω Ω

 (14) 

These expressions are solved by iteration. 
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The torque is given by the following expressions. 

( ) ( )2 2
MR MR MRMR MR QQ R R R Cρ π= Ω  (15) 

( )
0

2
MR MR MR MR 0MR MR MR

1 7
1

8 3Q D z TC C Cσ µ λ µ⎛ ⎞= + + −⎜ ⎟
⎝ ⎠

 (16) 

The main rotor flapping motions are given by the following expressions. 

( ) ( ) Long

1s a 1s a
c 1s 1s e Long

MR MRMR MRz

a u a w
a a q A

R R δτ τ δ
µ µ
∂ ∂= − + + − +
∂ Ω ∂ Ω

 (17) 

( ) Lat

1s a
c 1s 1s e Lat

MR MR

b v
b b p B

R δτ τ δ
µ
∂= − − − +
∂ Ω

 (18) 

Finally, the generated force and moment in body axis are calculated as: 

MR MR 1ssinX T a= −  (19) 

MR MR 1ssinY T b=  (20) 

MR MR 1s 1scos cosZ T a b=  (21) 

MR 1s MR MR

1s MR MR 1ssin

L K b Y h

K b T h b

β

β

= +

= +
 (22) 

MR 1s MR MR

1s MR MR 1ssin

M K a X h

K a T h a

β

β

= −

= +
 (23) 

MR MRN Q= −  (24) 

The main rotor has a major influence over other parts of the helicopter as its induced 
airflow moves downstream. Such downwash airflow in turn affects the overall aero-
dynamics force and moment of the helicopter. Therefore, before proceeding any fur-
ther, a main rotor downstream effect variable introduced: 

iMR a a iMR a

a

iMR a
iMR a a iMR a

a iMR a

0, if or

1.5 , if

0, if

i

i

i f
f i

f

w w u g w w

u g
w w

g w w u g w wK
g g

u g w w

 

 

(25) 
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where 

TR MR TR TR MR TR

TR TR

,i f

l R R l R R
g g

h h

− − − += =  (26) 

2.2.1.2   Tail Rotor. Tail rotor force is calculated as the same manner as that of main 
rotor, except that tail rotor is considered as a non-flapping rotor. 

( ) 2
TR TR TR TR 0TR TR 0TR

1 1 1 1

2 2 3 2T yC a σ µ λ µ θ⎡ ⎤⎛ ⎞= − + +⎜ ⎟⎢ ⎥⎝ ⎠⎣ ⎦
 (27) 

( ) ( )

( ) ( )

iTR TR
0TR 22

TR
TR 0TR TR

2 2
a a a

TR MR

TR TR

2

,

T

v y

y

v C

R

u w v

R R

λ
η µ λ µ

µ µ

≡ =
Ω + −

+
≡ ≡
Ω Ω

 (28) 

( ) ( )2 2
TR TR TRTR TR QQ R R R Cρ π= Ω  (29) 

( )
0

2
TR TR TR TR 0TR TR TR

1 7
1

8 3Q D y TC C Cσ µ λ µ⎛ ⎞= + + −⎜ ⎟
⎝ ⎠

 (30) 

The calculation also includes the main rotor wake Kλ, and vertical fin’s blockage fac-
tor, ft. 

VF
2
TR

3
1

4t

S
f

Rπ
= −  (31) 

( ) ( )2 2
TR TRTR TRt TT f R R Cρ π= Ω  (32) 

The tail rotor force and moment in body axis then are expressed as the followings. 

TR 0X =  (33) 

TR TRY T= −  (34) 

TR 0Z =  (35) 

TR TR TRL T h= −
 

(36) 
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TR TRM Q= −  (37) 

TR TR TRN T l=  (38) 

2.2.2   Fuselage, Horizontal Fin, and Vertical Fin 
Fuselage, horizontal fin and vertical fin are subject to drag force generated by relative 
airspeed, which comes from the motion of helicopter’s body relative to air and rotor’s 
induced wind. Also, the main rotor downwash affects the fuselage and the horizontal fin 
to generate additional drag force, and the tail rotor downwash does it to the vertical fin. 

2.2.2.1   Fuselage 

Fus Fus a

1

2 xX S V uρ ∞= −  (39) 

Fus Fus a

1

2 yY S V vρ ∞= −  (40) 

( )Fus Fus a iMR

1

2 zZ S V w wρ ∞= − −  (41) 

( )22 2
a a a iMRV u v w w∞ = + + −

 
(42) 

Fus 0M =
 

(43) 

2.2.2.2   Horizontal Fin 

HF 0X ≈  (44) 

HF 0Y ≈  (45) 

( )HF HF HF a HF HF

1

2 LZ S C u w wαρ= − +  (46) 

HF a HF iMRw w l q K wλ= + −
 

(47) 

HF 0L =
 

(48) 

HF HF HFM Z l=
 

(49) 

HF 0N =
 

(50) 
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2.2.2.3   Vertical Fin 

VF 0X ≈
 

(51) 

( )VF VF VF VF VF VF

1

2 LY S C V v vαρ ∞= − +
 

(52) 

VF 0Z ≈
 

(53) 

( )2 2
VF VF

V u v∞ = +
 

(54) 

VF au u=
 

(55) 

VF
TRVF a iTR VFv v v l rε= − −

 
(56) 

VF
TR

ε is the fraction of vertical fin area exposed to tail rotor downwash. 

VF VF VFL Y h=
 

(57) 

VF 0M =
 

(58) 

VF VF VFN Y l= −
 

(59) 

2.3   Trim Condition 

For helicopter, there are in general two distinct trim conditions: hover and forward 
flight. The solution for trim condition at hover can be obtained easily from the bal-
ance of forces and moments. The calculation for trim condition at forward flight re-
quires an iterative procedure. Other conditions include vertical flight, ascending 
flight, steady turns and helices, all of which can be calculated following the same pro-
cedure as that of forward flight. 

2.3.1   Hover 
The hover condition is characterized by zero velocities and angular rates. 

[ ] [ ]T T

eq eq0 0 0 0 0 0V ω= =  
(60) 

This expression is used to solve Eqns. (3) − (8) for the trim value at hover. The re-
sult is summarized as the following calculated values of parameters.  
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MR MRhov hov

MR MRhov hov

iMR 0MRhov hov

0MR hov

81.616 Newton 0.002256

6.247 N m 0.0002228

4.582 m/s 0.0354

0.1047 rad

6.001

T

Q

T C

Q C

w λ
θ

= =

= ⋅ =

= =
=

=

 (61) 

TR TRhov hov

TR TRhov hov

iTR 0TRhov hov

0TR hov

6.8656 Newton 0.01329

0.1268 N m 0.001568

8.693 m/s 0.0859

0.2412 rad

13.82

T

Q

T C

Q C

w λ
θ

= =

= ⋅ =

= =
=

=  

(62) 

1 Longhov hov

1 Lathov hov

0.0014258 rad 0.0003395 rad

0.0817 0.01945

0.0074866 rad 0.001783 rad

0.4290 0.1021

s

s

a

b

δ

δ

= =

= =

= =

= =
 

(63) 

hov hov
0.077643 rad -0.0014471 rad

-0.08294.4486

φ θ= =

==

 

(64) 

2.3.2   Forward Flight 
The trim conditions for forward flight are derived for the following flight condition. 

[ ] [ ]T T

eq eq16.5557 0.7456 0 0 0 0V ω= =  (65) 

The flight condition represents a nearly straight level flight. The result of calcula-
tion is presented as follows: 
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MR MRcr cr

MR MRcr cr

iMR 0MRcr cr

0MR cr

82.145 Newton 0.002270

4.660 N m 0.000166

1.275 m/s 0.0099

0.0622 rad

3.564

T

Q

T C

Q C

w λ
θ

= =

= ⋅ =

= =
=

=

 (66) 

TR TRcr cr

TR TRcr cr

iTR 0TRcr cr

0TR cr

5.1032 Newton 0.00988

0.0571 N m 0.000706

3.336 m/s 0.0330

0.1171 rad

6.71

T

Q

T C

Q C

w λ
θ

= =

= ⋅ =

= =
=

=  

(67) 

1 Longcr cr

1 Latcr cr

0.00547335 rad 0.00039302 rad

0.3136 0.0225

0.00558899 rad 0.001613 rad

0.3202 0.0924

s

s

a

b

δ

δ

= =

= =

= =

= =
 

(68) 

cr cr
0.0790896 rad -0.203044 rad

4.5315 -11.6336

φ θ= =

= =

 

(69) 

2.4   Linearized Equation of Motion 

The vehicle equations of motion in general can be represented by a nonlinear vector 
differential equation as follows. 

( ),x f x u=  (70) 
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where x  is the vehicle state vector and u  is the control input vector. This nonlinear 
differential equation of motion is linearized around an equilibrium state 0x : 

eq eq eq eq, ,x u x u

f f
x x u

x u
δ δ δ

⎛ ⎞ ⎛ ⎞∂ ∂= +⎜ ⎟ ⎜ ⎟∂ ∂⎝ ⎠ ⎝ ⎠
 (71) 

Eqn. (71) uses the linear perturbations of the state and input vectors of the vehicle. 
This principle of small perturbations is then applied to each of the expression for 
forces and moments of the helicopter: Eqns. (3) − (11). 

1
d d d d d d sin du X r v q w w q v r g

m
θ θ= + − − + −∑  (72) 

1
d d d d d d cos cos d sin sin dv Y r u p w w p u r g g

m
φ θ φ φ θ θ= − + + − + −∑  (73) 

1
d d d d d d cos sin d cos sin dw Z q u p v v p u q g g

m
θ φ φ φ θ θ= − − + + − + +∑  (74) 

( ) ( )1
d d d d

yy zz yy zz

xx xx xx

I I I I
p L r q q r

I I I

− −
= + +∑  (75) 

( ) ( )1
d d d dzz xx zz xx

yy yy yy

I I I I
q M r p p r

I I I

− −
= + +∑  (76) 

( ) ( )1
d d d d

xx yy xx yy

zz zz zz

I I I I
r N q p p q

I I I

− −
= + +∑  (77) 

( ) ( )
d d sin tan d cos tan d

cos sin tan d sin cos sec d
p q r

q r q r
φ φ θ φ θ

φ φ θ φ φ φ θ θ
= + +
+ − + +  

(78) 

( )d cos d sin d sin cos dq r q rθ φ φ φ φ φ= − − +  (79) 

( ) ( )
d sin sec d cos sec d

cos sin sec d sin cos tan sec d
q r

q r q r
ψ φ θ φ θ

φ φ θ φ φ φ θ θ θ
= +
+ − + +  

(80) 
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where 

( ) ( ) ( ) ( ) ( ) ( ) ( )

( ) ( ) ( )

( ) ( ) ( ) ( )

( )

Coll Ped Lat Long
Coll Ped Lat Long

d d d d d d
d d d d d d d

d d d d d d
d d d

d d d
d d d
d d d d

d d d d
d d d d

, , , , ,

u v w p q r
u v w p q r

X Y Z L M N

φ θ ψ
φ θ ψ

δ δ δ δ
δ δ δ δ

∂ • ∂ • ∂ • ∂ • ∂ • ∂ •
• = + + + + +

∂ ∂ ∂ ∂ ∂ ∂
∂ • ∂ • ∂ •
+ + +
∂ ∂ ∂
∂ • ∂ • ∂ • ∂ •

+ + + +
∂ ∂ ∂ ∂

• =

∑

 
(81) 

Eqns.(72) − (80) can be expressed in compact form. 

    x x u= +A B       (82) 

where 

 

0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

u v w p q r

u v w p q r

u v w p q r

u v w p q r

u v w p q r

u v w p q r

p q r

q r

q r

X X X X X X X X X

Y Y Y Y Y Y Y Y Y

Z Z Z Z Z Z Z Z Z

L L L L L L L L L

M M M M M M M M M

N N N N N N N N N

φ θ ψ

φ θ ψ

φ θ ψ

φ θ ψ

φ θ ψ

φ θ ψ

φ θ

φ

φ θ

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥Φ Φ Φ Φ Φ
⎢ ⎥

Θ Θ Θ⎢ ⎥
⎢ ⎥Ψ Ψ Ψ Ψ⎣ ⎦

A    (83) 

           

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

Coll Ped Lat Long

X X X X

Y Y Y Y

Z Z Z Z

L L L L

M M M M

N N N N

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

δ δ δ δ

=

Φ Φ Φ Φ

Θ Θ Θ Θ

Ψ Ψ Ψ Ψ

B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦                          

(84) 
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[ ]Td d d d d d d d dx u v w p q r φ θ ψ=  (85) 

T

Coll Ped Lat Longd d d du δ δ δ δ⎡ ⎤= ⎣ ⎦  (86) 

The elements of A and B are obtained by partially derived the total force and moment 
perturbation toward each degree of freedom plus re-expressing the kinematic relation 
in term of each degree of freedom. 

1 d 1 d,  ,  
d d

1 d 1 d,  ,  ,  
d d

1 d 1 d,  ,  ,  
d d

1 d 1 d,  ,  , 
d d

1 d 1 d,  ,  
d d

u v

v w

w p

p q yy zz
xx xx

q r zz x
yy yy

X XX X r
m u m v

Y YY Y p
m v m w

Z ZZ Z v
m w m p

L LL L I I r
I p I q

M MM M I I
I q I r

,

1 d 1 d,  ,  ,   
d d

1,  sin tan ,  cos tan ,  
,  cos sin tan ,  sin cos sec .

cos ,  sin ,  sin cos .
sin sec ,  cos sec ,  

,  cos sin

x

r
zz zz

p q r

q r

q r

p

N NN N
I r I

q r q r
q r

q r sec ,  sin cos tan sec .q r
 

 

(87) 

2.5    The Stability Derivatives 

The force and moment derivatives of each helicopter component can be obtained by 
analytical calculation, except for those of main rotor’s and tail rotor’s, which require 
iterative calculation (see sect. 2.2.1). A computer program is used to solve the equilib-
rium condition and to calculate the change in aerodynamic forces and moments due to 
the change in each degree of freedom and control input. The following subsections 
summarized the values of the derivatives. 

2.5.1   Main Rotor Derivatives 
To assign the values to the derivatives, all parameters are plotted as function of the 
states and inputs. The value of the derivative can be calculated as the gradient of the 
curve evaluated at the trim condition. 



 Global Linear Modeling of Small Scale Helicopter 41 

2.5.1.1   Flapping Derivatives 

Table 2. Main Rotor Flapping Derivatives 

Derivatives Unit Hover Cruise Ratio
Longitudinal flapping derivatives

T
1 1 1s s sa a a
u v w

rad·s/m 
0.000322
0
0

0.000232
0
0.000318

0.72

T

1 1 1s s sa a a
p q r

s
0

-0.1
0

0
-0.1
0

0
1
0

T

1 1

Coll Ped

s sa a
1 0

0
0.068218
0

T

1 1

Lat Long

s sa a 1 0
-4.2

0
4.1988 -0.99

Lateral flapping derivatives

T
1 1 1s s sb b b
u v w

rad·s/m 
0
0.000322
0

0
0.000259
0

0.80

T

1 1 1s s sb b b
p q r

s
-0.1
0
0

-0.1
0
0

1

T

1 1

Coll Ped

s sb b
1 0

0
0.003073
0

T

1 1

Lat Long

s sb b 1 4.2
0

4.1988
0

0.99

 

2.5.1.2   Thrust Derivative 

Table 3. Main Rotor Thrust Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

MR MR MRT T T

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/m 
0
0
0.000335

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

1.315574
0.057189

14.2086

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦ 42413.73

−⎡ ⎤
−⎢ ⎥

⎢ ⎥⎣ ⎦
 

T

MR MR

Coll Ped

T T

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 N/rad 
1043.6

0
⎡ ⎤
⎢ ⎥⎣ ⎦

 1262.5898
0

⎡ ⎤
⎢ ⎥⎣ ⎦

1.20⎡ ⎤
−⎢ ⎥⎣ ⎦

 

T

MR MR

Lat Long

T T

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦

 N/rad 
0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 −⎡ ⎤
−⎢ ⎥⎣ ⎦
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2.5.1.3   Torque Derivative 

Table 4. Main Rotor Torque Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

MR MR MRQ Q Q

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/m 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
-0.001048
-0.000043
-0.292165

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

MR MR

Coll Ped

Q Q

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 N/rad 
42.935
0

⎡ ⎤
⎢ ⎥⎣ ⎦

 17.094606
0

⎡ ⎤
⎢ ⎥⎣ ⎦

 0.39⎡ ⎤
−⎢ ⎥⎣ ⎦

 

2.5.1.4 Induced Velocity Derivative 

Table 5. Main Rotor Induced Velocity Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

iMR iMR iMRw w w

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 1 
0
0

-0.000018

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

-0.055941
-0.002430
0.223859

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦ -12436.61

−⎡ ⎤
−⎢ ⎥

⎢ ⎥⎣ ⎦
 

T

iMR iMR

Coll Ped

w w

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 m/rad·s
29.301
0

⎡ ⎤
⎢ ⎥⎣ ⎦

 19.468431
0

⎡ ⎤
⎢ ⎥⎣ ⎦

0.66⎡ ⎤
−⎢ ⎥⎣ ⎦

 

T

iMR iMR

Lat Long

w w

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦

 m/rad·s
0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 −⎡ ⎤
−⎢ ⎥⎣ ⎦

 

2.5.1.5   Force and Moment Derivatives. Provided with data obtained in 2.5.1.1 to 
2.5.2.3, the main rotor force and moment derivatives can then be calculated by the 
following expression. 

1MR MR
1 eq MR eq 1seq

1MR MR
1 eq MR eq 1seq

Long Long Long

cos

cos

s
s

s
s

aX T
a T a

u u u

aX T
a T a

δ δ δ

∂∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂ ∂⎝ ⎠

⎛ ⎞∂∂ ∂= − +⎜ ⎟⎜ ⎟∂ ⎝ ⎠

 (88) 

1MR MR
MR eq 1seq MR eq 1seq

1 1 1

cos cos s

s s s

aX X
T a T a

a b b

∂∂ ∂= − = −
∂ ∂ ∂

 (89) 

1MR MR
1 eq MR eq 1seq

1MR MR
1 eq MR eq 1seq

Long Long Long

cos

cos

s
s

s
s

bY T
b T b

u u u

bY T
b T b

δ δ δ

∂∂ ∂= +
∂ ∂ ∂

∂∂ ∂= +
∂ ∂ ∂

 
(90) 
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1MR MR
MReq 1seq MR eq 1seq

1 1 1

cos coss

s s s

bY Y
T b T b

a a b

∂∂ ∂= =
∂ ∂ ∂

 

(91) 

MR MR 1s 1s

1s 1sMR MR
1seq 1seq MR eq 1seq 1seq MR eq 1seq 1seq

cos cos

cos cos sin cos cos sin

Z T a b
a bZ Ta b T a b T a b

 

1s 1sMR MR
1seq 1seq MReq 1seq 1seq MReq 1seq 1seq

1s 1sMR MR
1seq 1seq MReq 1seq 1seq MReq 1seq 1seq

Long Long Long Long

cos cos sin cos cos sin

cos cos sin cos cos sin

a bZ T
a b T a b T a b

u u u u

a bZ T
a b T a b T a b

δ δ δ δ

∂ ∂∂ ∂= − −
∂ ∂ ∂ ∂

∂ ∂∂ ∂= − −
∂ ∂ ∂ ∂  

(92) 

1sMR
MR eq 1seq 1seq 1seq 1seq

1 1

1sMR
MR eq 1seq 1seq 1seq 1seq

1 1

sin cos cos sin

sin cos cos sin

s s

s s

bZ
T a b a b

a a

aZ
T a b a b

b b

⎛ ⎞∂∂ = − +⎜ ⎟∂ ∂⎝ ⎠
⎛ ⎞∂∂ = − +⎜ ⎟∂ ∂⎝ ⎠  

(93) 

MR MR MR0 0 0
F F F

φ θ ψ
∂ ∂ ∂= = =
∂ ∂ ∂

 

(94) 

( )

( )

1sMR MR
MR 1seq MR eq MR 1seq

1sMR MR
MR 1seq MR eq MR 1seq

Long Long Long

sin cos

sin cos

bL T
h b K T h b

u u u

bL T
h b K T h b

β

βδ δ δ

∂∂ ∂= + +
∂ ∂ ∂

∂∂ ∂= + +
∂ ∂ ∂

 
(95) 

( ) 1sMR
MR eq MR 1seq

1s 1s

MR
MR eq MR 1seq

1s

cos

cos

bL
K T h b

a a

L
K T h b

b

β

β

∂∂ = +
∂ ∂
∂ = +
∂

 

(96) 

( )

( )

1sMR MR
MR 1seq MR eq MR 1seq

1sMR MR
MR 1seq MR eq MR 1seq

Long Long Long

sin cos

sin cos

aM T
h a K T h a

u u u

aM T
h a K T h a

β

βδ δ δ

∂∂ ∂= + +
∂ ∂ ∂

∂∂ ∂= + +
∂ ∂ ∂  

(97) 
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( )

MR
MR eq MR 1seq

1s

1sMR
MR eq MR 1seq

1s 1s

cos

cos

M
K T h a

a

aM
K T h a

b b

β

β

∂ = +
∂

∂∂ = +
∂ ∂

 

(98) 

MR MR

MR MR

Long Long

N Q

u u

N Q

δ δ

∂ ∂= −
∂ ∂

∂ ∂= −
∂ ∂  

(99) 

MR MR

1s 1s

0 0
N N

a b

∂ ∂= =
∂ ∂

 

(100) 

MR MR MR0 0 0
M M M

φ θ ψ
∂ ∂ ∂= = =
∂ ∂ ∂

 

(101) 

2.5.2   Tail Rotor Derivatives 

2.5.2.1   Thrust Derivative 

Table 6. Tail Rotor Thrust Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

TR TR TRT T T

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/m 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
0.13098
0.558553

-0.013237

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

TR TR TRT T T

p q r

⎡ ⎤∂ ∂ ∂
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/rad 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
0.044684

-0.018719
-0.508284

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

TR TR

Coll Ped

T T

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 N/rad 
0

38.849
⎡ ⎤
⎢ ⎥⎣ ⎦

 0
40.389359
⎡ ⎤
⎢ ⎥⎣ ⎦

 
1.03
−⎡ ⎤

⎢ ⎥⎣ ⎦
 

T

TR TR

Lat Long

T T

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎢ ⎥⎣ ⎦

 N/rad 
0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 0
0
⎡ ⎤
⎢ ⎥⎣ ⎦

 −⎡ ⎤
−⎢ ⎥⎣ ⎦
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2.5.2.2   Torque Derivative 

Table 7. Tail Rotor Torque Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

TR TR TRQ Q Q

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/m 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
-0.000053
-0.0026
0.000005

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

TR TR TRQ Q Q

p q r

⎡ ⎤∂ ∂ ∂
⎢ ⎥∂ ∂ ∂⎣ ⎦

 N·s/rad
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
-0.000021
0.000005
0.002391

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

TR TR

Coll Ped

Q Q

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 N/rad 
0
0.78383
⎡ ⎤
⎢ ⎥⎣ ⎦

0
0.362617
⎡ ⎤
⎢ ⎥⎣ ⎦

 
0.46
−⎡ ⎤

⎢ ⎥⎣ ⎦
 

2.5.2.3   Induced Velocity Derivative 

Table 8. Tail Rotor Induced Velocity Derivatives 

Derivatives Unit Hover Cruise Ratio 

T

iTR iTR iTRv v v

u v w

∂ ∂ ∂⎡ ⎤
⎢ ⎥∂ ∂ ∂⎣ ⎦

 1 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
-0.106211
0.383865
0.010723

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

iTR iTR iTRv v v

p q r

⎡ ⎤∂ ∂ ∂
⎢ ⎥∂ ∂ ∂⎣ ⎦

 m/rad 
0
0
0

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
0.030709
0.009618

-0.349317

⎡ ⎤
⎢ ⎥
⎢ ⎥⎣ ⎦

 
−⎡ ⎤
−⎢ ⎥
⎢ ⎥−⎣ ⎦

 

T

iTR iTR

Coll Ped

v v

δ δ
⎡ ⎤∂ ∂
⎢ ⎥∂ ∂⎣ ⎦

 m/rad·s 
0

24.592
⎡ ⎤
⎢ ⎥⎣ ⎦

 0
25.628783
⎡ ⎤
⎢ ⎥⎣ ⎦

 
1.04
−⎡ ⎤

⎢ ⎥⎣ ⎦
 

2.5.2.4   Force and Moment Derivatives. Provided with data obtained in 2.5.2.1 to 
2.5.2.3, the tail rotor force and moment derivatives can then be calculated by the fol-
lowing expression. 

  

TR TR TR TR

TR TR TR TR

Long Long Long Long

0 0

0 0

X Y T Z

u u u u

X Y T Z

δ δ δ δ

∂ ∂ ∂ ∂= = − =
∂ ∂ ∂ ∂

∂ ∂ ∂ ∂= = − =
∂ ∂ ∂ ∂

               (102) 

   TR TR

1s 1s

0 0
F F

a b

∂ ∂= =
∂ ∂

                (103) 

  TR TR TR0 0 0
F F F

φ θ ψ
∂ ∂ ∂= = =
∂ ∂ ∂

               (104) 



46 A. Budiyono, T. Sudiyanto, and H. Lesmana 

TR TR TR TR TR TR
TR TR

TR TR TR TR TR TR
TR TR

Long Long Long Long Long Long

L T M Q N T
h l

u u u u u u

L T M Q N T
h l

δ δ δ δ δ δ

∂ ∂ ∂ ∂ ∂ ∂= − = − =
∂ ∂ ∂ ∂ ∂ ∂

∂ ∂ ∂ ∂ ∂ ∂= − = − =
∂ ∂ ∂ ∂ ∂ ∂

 (105) 

   TR TR

1s 1s

0 0
M M

a b

∂ ∂= =
∂ ∂

                             (106) 

  TR TR TR0 0 0
M M M

φ θ ψ
∂ ∂ ∂= = =
∂ ∂ ∂

               (107) 

2.5.3   Fuselage Derivatives 
The fuselage effect on the X-force is given in the following expression. During hover 
the fuselage gives no contribution to the force in the X-axis. 

( ) eqFus iMR
Fus eq eq iMR eq Fus

Fus

eqFus iMR
Fus eq iMR eq Fus

cr Fus

1

2

1

2

x

x

uX w
S u w w V

u u V

uX w
S u w V

u u V

ρ

ρ

∞
∞

∞
∞

⎡ ⎤∂ ∂⎛ ⎞= − − − +⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎣ ⎦
⎡ ⎤∂ ∂⎛ ⎞= − + +⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎣ ⎦

 (108) 

 

( ) eqFus iMR
Fus eq eq iMR eq

Fus

eqFus iMR
Fus eq iMR eq

cr Fus

1

2

1

2

x

x

uX w
S v w w

v v V

uX w
S v w

v v V

ρ

ρ

∞

∞

∂ ∂⎛ ⎞= − − −⎜ ⎟∂ ∂⎝ ⎠
∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂⎝ ⎠

 (109) 

     

( ) eqFus iMR
Fus eq iMR eq

Fus

eqFus iMR
Fus iMR eq

cr Fus

1
1

2

1
1

2

x

x

uX w
S w w

w w V

uX w
S w

w w V

ρ

ρ

∞

∞

∂ ∂⎛ ⎞= − − −⎜ ⎟∂ ∂⎝ ⎠
∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂⎝ ⎠

  (110) 

           

( ) eqFus iMR
Fus eq iMR eq

Fus

Fus

cr

1

2

0

x

uX w
S w w

p p V

X

p

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

   (111) 
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( ) eqFus iMR
Fus eq iMR eq

Fus

Fus

cr

1

2

0

x

uX w
S w w

q q V

X

q

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

 

 (112) 

  

( ) eqFus iMR
Fus eq iMR eq

Fus

Fus

cr

1

2

0

x

uX w
S w w

r r V

X

r

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

 (113) 

  

( ) eqFus iMR
Fus eq iMR eq

Coll Coll Fus

eqFus iMR
Fus iMReq

Coll Coll Fuscr

1

2

1

2

x

x

uX w
S w w

V

uX w
S w

V

ρ
δ δ

ρ
δ δ

∞

∞

∂ ∂= −
∂ ∂

∂ ∂= −
∂ ∂

 (114) 

  Fus Fus Fus

Ped Lat Longcr cr cr

0 0 0
X X X

δ δ δ
∂ ∂ ∂= = =
∂ ∂ ∂

 (115) 

 

( ) eqFus iMR
Fus eq eq iMR eq

Fus

eqFus iMR
Fus eq iMR eq

cr Fus

1

2

1

2

y

y

vY w
S u w w

u u V

vY w
S u w

u u V

ρ

ρ

∞

∞

∂ ∂⎛ ⎞= − − −⎜ ⎟∂ ∂⎝ ⎠
∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂⎝ ⎠

 (116) 

( ) eqFus iMR
Fus eq eq iMR eq Fus

Fus

eqFus iMR
Fus eq iMR eq Fus

cr Fus

1

2

1

2

y

y

vY w
S v w w V

v v V

vY w
S v w V

v v V

ρ

ρ

∞
∞

∞
∞

⎡ ⎤∂ ∂⎛ ⎞= − − − +⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎣ ⎦
⎡ ⎤∂ ∂⎛ ⎞= − + +⎢ ⎥⎜ ⎟∂ ∂⎝ ⎠⎣ ⎦

 (117) 

  

( ) eqFus iMR
Fus eq iMReq

Fus

eqFus iMR
Fus iMReq

cr Fus

1
1

2

1
1

2

y

y

vY w
S w w

w w V

vY w
S w

w w V

ρ

ρ

∞

∞

∂ ∂⎛ ⎞= − − −⎜ ⎟∂ ∂⎝ ⎠
∂ ∂⎛ ⎞= −⎜ ⎟∂ ∂⎝ ⎠

 (118) 
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( ) eqFus iMR
Fus eq iMReq

Fus

Fus

cr

1

2

0

y

vY w
S w w

p p V

Y

p

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

  (119) 

  

( ) eqFus iMR
Fus eq iMReq

Fus

Fus

cr

1

2

0

y

vY w
S w w

q q V

Y

q

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

  (120) 

  

( ) eqFus iMR
Fus eq iMReq

Fus

Fus

cr

1

2

0

y

vY w
S w w

r r V

Y

r

ρ
∞

∂ ∂= −
∂ ∂

∂ =
∂

  (121) 

  

( ) eqFus iMR
Fus eq iMR eq

Coll Coll Fus

eqFus iMR
Fus iMR eq

Coll Coll Fuscr

1

2

1

2

y

y

vY w
S w w

V

vY w
S w

V

ρ
δ δ

ρ
δ δ

∞

∞

∂ ∂= −
∂ ∂

∂ ∂= −
∂ ∂

 (122) 

  Fus Fus Fus

Ped Lat Longcr cr cr

0 0 0
Y Y Y

δ δ δ
∂ ∂ ∂= = =
∂ ∂ ∂

 (123) 

( ) ( )( )
( ) ( )

( )

2 2Fus iMR
Fus a eq a iMR a iMR eqeq eq

2 2 iMR
Fus aeq a iMR a aeq eq

eq

2 2Fus iMR
Fus a a aeq iMR eqeq

cr eq

1

2

1

2

1

2

z

z

z

Z w
S u w w w w V

u V u

w
S u w w u v

V u

Z w
S u v u w

u V u

ρ

ρ

ρ

∞
∞

∞

∞

∂ ∂⎡ ⎤= − − −⎢ ⎥∂ ∂⎣ ⎦
∂⎡ ⎤= − + +⎢ ⎥∂⎣

− −

−
⎦

∂ ∂⎡ ⎤= − + −⎢ ⎥∂ ∂⎣ ⎦

 (124) 
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( ) ( )( )
( ) ( )

( )

2 2Fus iMR
Fus a eq a iMR a iMR eqeq eq

eq

2 2 iMR
Fus a eq a iMR a aeq eq

eq

2 2Fus iMR
Fus a a aeq iMR eqeq

cr eq

1

2

1

2

1

2

z

z

z

Z w
S v w w w w V

v V v

w
S v w w u v

V v

Z w
S u v v w

v V v

ρ

ρ

ρ

∞
∞

∞

∞

∂ ∂⎡ ⎤= − − −⎢ ⎥∂ ∂⎣ ⎦

∂⎡ ⎤= − +⎢ ⎥∂⎣ ⎦

∂ ∂⎡ ⎤= −

− −

− +

+ −⎢ ⎥∂ ∂⎣ ⎦

 (125) 

( )

( )

2 2Fus iMR
Fus a iMR eq

eq

2 2Fus iMR
Fus i MR eq

cr eq

1
1

2

1
1

2

z

z

Z w
S w w V

w V w

Z w
S w V

w V w

ρ

ρ

∞
∞

∞
∞

∂ ∂⎛ ⎞⎡ ⎤= − + −⎜ ⎟⎣ ⎦∂ ∂⎝ ⎠

∂ ∂⎛ ⎞= − + −
∂

−

⎜ ⎟∂ ⎝ ⎠  

(126) 

 

( )2 2Fus iMR
Fus a iMR eqeq

eq

1

2

0

z

Z w
S w w V

p V p
ρ ∞

∞

∂ ∂⎡ ⎤= +⎣ ⎦ ∂
−

∂

=

  (127) 

 

( )2 2Fus iMR
Fus a iMR eqeq

eq

1

2

0

z

Z w
S w w V

q V q
ρ ∞

∞

∂ ∂⎡ ⎤= +⎣ ⎦ ∂
−

∂

=

  (128) 

 

( )2 2Fus iMR
Fus a iMR eqeq

eq

1

2

0

z

Z w
S w w V

r V r
ρ ∞

∞

∂ ∂⎡ ⎤= +⎣ ⎦ ∂
−

∂

=

  (129) 

 

( )

( )

2 2Fus iMR
Fus a iMR eqeq

Coll eq Coll

2 2Fus iMR
Fus i MR eq eq

Coll eq Collcr

1

2

1

2

z

z

Z w
S w w V

V

Z w
S w V

V

ρ
δ δ

ρ
δ δ

∞
∞

∞
∞

∂ ∂⎡ ⎤= +⎣ ⎦∂ ∂

∂ ∂= +
∂ ∂

−

  (130) 

  Fus Fus Fus

Ped Lat Long

0 0 0
Z Z Z

δ δ δ
∂ ∂ ∂= = =
∂ ∂ ∂

  (131) 

   Fus Fus

1s 1s

0 0
F F

a b

∂ ∂= =
∂ ∂

   (132) 

  Fus Fus Fus0 0 0
F F F

φ θ ψ
∂ ∂ ∂= = =
∂ ∂ ∂

  (133) 
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state input

state input

state input

Fus Fus

Fus Fus

Fus Fus

0 0

0 0

0 0

n n

n n

n n

L L

x u
M M

x u
N N

x u

∂ ∂= =
∂ ∂
∂ ∂= =
∂ ∂
∂ ∂= =
∂ ∂

  (134) 

2.5.4   Horizontal Fin Derivatives 

  
state input

HF HF0 0n n

X X

x u

∂ ∂= =
∂ ∂   

(135) 

  
state input

HF HF0 0n n

Y Y

x u

∂ ∂= =
∂ ∂    

(136) 

( )

( )

( )

HF
HF HF aeq HFeq

HF
HF HFeq a HF

HF
HF HF aeq HFeq

HF
HF HFeq a HF

HF

HF
HF HF aeq HFeq

HF
HF

1

2

; 0,  0

1

2

; 0,  0

1

2

L

L

L

L

L

L

w
S C u w

u

w
C w u w

u

w
S C u w

u

w
C w u w

u
Z

u
w

S C u w
u

w
C

u

α

α

α

α

α

α

ρ

ρ

ρ

∂⎡− +⎢ ∂⎣
∂ ⎤⎛ ⎞+ + ≥ ≥⎜ ⎟ ⎥∂⎝ ⎠ ⎦

∂⎡− +⎢ ∂⎣
∂ ⎤⎛ ⎞+ − ≥ <⎜ ⎟ ⎥∂⎝ ⎠ ⎦

∂ =
∂

∂⎡− +⎢ ∂⎣
∂⎛ ⎞− −⎜ ⎟∂⎝ ⎠

( )

( )( ) ( )

HFeq a HF

HF
HF HF aeq HFeq

HF
HF HFeq a HF

HF iMR
iMR eq eq

aeq i

iMR aiMR a eqeq

; 0,  0

1

2

; 0,  0

1.5
1

L

L

f i

w u w

w
S C u w

u

w
C w u w

u

Kw w
w K

u u u

uK w

u w wg g w w

α

α

λ
λ

λ

ρ

⎧
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎪⎪
⎨
⎪
⎪
⎪
⎪ ⎤⎪ < ≥⎥⎪ ⎦
⎪
⎪
⎪ ∂⎡⎪− +⎢ ∂⎣⎪
⎪ ∂ ⎤⎛ ⎞⎪ − + < <⎜ ⎟ ⎥⎪ ∂⎝ ⎠ ⎦⎩

∂∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂ ∂⎝ ⎠

∂ ∂= −
∂ −− −

MR

u

⎡ ⎤
⎢ ⎥

∂⎢ ⎥⎣ ⎦  

(137) 
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( )

( ) ( )

HF HF
HF HF aeq HFeq HFeq HF
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S C u w w w

v v
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w K

v v v

uK w
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α

λ
λ

λ

ρ∂ ∂⎡ ⎤= − + =⎣ ⎦∂ ∂

∂∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂ ∂⎝ ⎠
∂ ∂=

−

≥
<

−
∂ ∂−

±
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( ) ( )
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HF iMR
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2
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1
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1.5
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L

f i
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S C u w w w

w w

Kw w
w K

w w w

uK w

w wg g w w

α

λ
λ

λ
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∂∂ ∂⎛ ⎞= − +⎜ ⎟∂ ∂ ∂⎝ ⎠
∂ ∂⎛ ⎞= −

≥
±

<

−⎜ ⎟∂ ∂− ⎝ ⎠−
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L
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α

λ
λ
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−

≥
<
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S C u w w w

q q
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l w K
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α

λ
λ
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HF HF aeq HFeq HFeq HF

HF iMR
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L
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S C u w w w
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Kw w
w K
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uK w

r rg g w w

α

λ
λ

λ
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(142) 
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( )

( ) ( )
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  HF HF HF

Ped Long Lat

0 0 0
Z Z Z

δ δ δ
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∂ ∂ ∂
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   HF HF
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0 0
F F
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∂ ∂= =
∂ ∂
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F F F

φ θ ψ
∂ ∂ ∂= = =
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  (146) 

   
state input
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 (151) 

2.5.5   Vertical Fin Derivatives 
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3   Stability Analysis 

To simplify the stability analysis, we assume that the cross-coupling dynamics is in-
significant. The assumption can be justified by doing norm analysis or eigen value 
analysis of the partitioned system matrix. Therefore, rearranging (83) and (84) for 
consecutive longitudinal and lateral-directional states respectively (including main 
rotor flapping dynamic as augmented states), we have these expressions for A and B. 

   

LongVer LatDir2LongVer

LongVer2LatDir LatDir

LongVer LatDir2LongVer
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 (169) 
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where 
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3.1   Hover Dynamics 

The hover regime is characterized by weak coupling between longitudinal and lateral 
directional mode. The longitudinal hover dynamics of the X-cell helicopter is repre-
sented by the following system and input matrices. 

LongVer

LongVer

-0.0352 0 0.9953 -9.8066 -9.9532

0 -0.096 0 0.0161 0.0161

0.0693 0 -21.5235 0 102.4125

0 0 0.997 0 0

0.0032 0 -1 0 -10
-0.2063 -41.8033

124.4615 0

1.1691 903.9850

0 0

0 42

⎡ ⎤
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⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
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 (174) 
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The lateral directional hover dynamics of the X-cell helicopter is represented by the 
following system and input matrices. 

LatDir

LatDir

-0.0698 -0.9953 0 9.7771 -9.9529

0.1212 -40.6551 0 0 193.4487

0.0708 0 0.0001 0 0

0 1 -0.0016 0 0

0.0032 -1 0 0 -10
-4.7246 41.8026

-17.2186 1707.5153

125.9109 0

0 0

0 42

⎡ ⎤
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⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
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⎢ ⎥
⎢ ⎥
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The corresponding eigen values along with their frequency and damping for the sys-
tem matrix are summarized in the following table. 

Table 9. Hover, Longitudinal 

Mode Eigen Value Eigen Vector 
Damping 

Ratio 
Frequency 

(rad/s) 

Short Period -15.7638 ± 8.3194j 

0.0597 0.0032
0

0.9918
0.0491 0.0259

0.0558 0.0806

j

j
j

− ±⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥−
⎢ ⎥±⎣ ⎦

∓
 0.884 17.8 

Phugoid -0.0155 ± 0.1767j 

0.9998
0.0014 0.0005

0.0032
0.0017 0.0180

0

j

j

−⎡ ⎤
−⎢ ⎥
⎢ ⎥
⎢ ⎥−
⎢ ⎥⎣ ⎦

∓

∓
 0.0873 0.177 

Heaving -0.0960 

0
1
0
0
0

⎡ ⎤
−⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 1 0.096 

 
 
The longitudinal-vertical eigen values show that the longitudinal-vertical dynamics, 

which consists of two oscillatory modes and one non-oscillatory mode, is stable. The lat-
eral-directional dynamics is fully non-oscillatory motion consisting five modes. Two of 
them are unstable. The plots of the eigen vectors are presented in Figure 3 to Figure 10. 
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Table 10. Hover, Lateral-Directional 

Mode Eigen Value Eigen Vector 
Damping 

Ratio 
Frequency 

(rad/s) 

Hi-damping 
Subsidence 

-31.7598 

0.0554
0.9969
0.0001
0.0314
0.0458

⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥−
⎢ ⎥⎣ ⎦

 1 31.76 

Hi-damping 
Subsidence 

-18.8916 

0.1374
0.9830
0.0005
0.0520
0.1105

⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥−
⎢ ⎥⎣ ⎦

 1 18.89 

Lo-damping 
Subsidence 

-0.2272 

0.9546
0.0029
0.2974
0.0151
0.0000

⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥−
⎢ ⎥⎣ ⎦

 1 0.227 

Divergence 0.1068 

0.8333
0.0025
0.5527
0.0153
0.0000

−⎡ ⎤
−⎢ ⎥
⎢ ⎥−
⎢ ⎥−
⎢ ⎥⎣ ⎦

 -1 0.107 

Divergence 0.0468 

0.5514
0.0017
0.8342
0.0068
0.0000

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 -1 0.04 
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Fig. 3. Short period mode eigen vector Fig. 4. Phugoid mode eigen vector 
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Fig. 5. Heaving mode eigen vector Fig. 6. 1st subsidence mode eigen vector in 
lateral-directional dimension 
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Fig. 7. 2nd subsidence mode eigen vector in 
lateral-directional dimension 

Fig. 8. 3rd subsidence mode eigen vector in 
lateral-directional dimension 
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Fig. 9. 4th subsidence mode eigen vector in 
lateral-directional dimension 

Fig. 10. 5th subsidence mode eigen vector in 
lateral-directional dimension 
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3.2   Forward Flight Dynamics 

The longitudinal forward flight dynamics of the X-cell helicopter is represented by 
the following system and input matrices. 

LongVer

LongVer

-0.2339 -0.0072 0.7432 -9.6060 -10.0177

-0.1422 -1.8927 16.5294 1.9675 0

0.3534 -0.2983 -22.0095 0 215.6001

0 0 0.9969 0 0

0.0019 0 -1 0 -8.35
-1.6635 -42.0612

-149.4974 0

37.9729 905.2517

0 0

0 35.07

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

=

A

B

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 (176) 

The lateral-directional forward flight dynamics of the X-cell helicopter is repre-
sented by the following state and input matrices. 

LatDir

LatDir

-0.3468 -0.7485 -16.5191 9.576 10.0177

-0.2366 -40.7435 0.1335 0 407.2447

2.5045 0.1406 -0.976 0 0

0 1 -0.2048 0 0

0.0019 -1 0 0 -8.35
-4.782 42.0612

-17.4277 1709.9

127.4399 0

0 0

0 35.07

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦
⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢
⎢⎣ ⎦

A

B

⎥
⎥

 (177) 

The corresponding eigen values along with their frequency and damping for the 
system matrix are summarized in the following table. 

The longitudinal-vertical eigen values show that the system is stable. The first pair 
of eigen values represent a fairly damped and high frequency pitch oscillation. The 
other pair of eigen values represent a lightly damped, long period oscillation which is 
comparable to phugoid mode in fixed-wing aircraft. These pairs of eigen values are 
comparable to those in fixed-wing aircraft. The fifth eigen value represents a damped 
heaving mode. The dominant states at each mode can be examined from the eigen 
vector plot in Figure 11 to Figure 13. 
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Table 11. Forward Flight, Longitudinal 

Mode Eigen Value Eigen Vector 
Damping 

Ratio 
Frequency 

(rad/s) 

Short Period -15.1402 ± 13.1348j 

0.0296 0.0118
0.4704 0.4629

0.7480
0.0281 0.0244

0.0232 0.0449

j
j

j
j

−⎡ ⎤
−⎢ ⎥
⎢ ⎥
⎢ ⎥−
⎢ ⎥±⎣ ⎦

∓
∓

∓
 0.755 20 

Phugoid -0.1139 ± 0.2633j 

0.9991
0.0170 0.0256

0.0085 0.0002
0.0110 0.0273

0.0008

j
j
j

⎡ ⎤
−⎢ ⎥
⎢ ⎥±
⎢ ⎥−
⎢ ⎥−⎣ ⎦

∓

∓
 0.397 0.287 

Heaving -1.9780 

0.0258
0.9996
0.0052
0.0026
0.0008

⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥
⎢ ⎥⎣ ⎦

 1 1.9780 

Table 12. Forward Flight, Lateral Directional 

Mode Eigen Value Eigen Vector 
Damping 

Ratio 
Frequency 

(rad/s) 

Roll 
Oscillatory 

-24.549 ± 12.0325j 

0.0217 0.0025
0.9978

0.0064 0.0036
0.0328 0.0161

0.0397 0.0295

j

j
j
j

±⎡ ⎤
⎢ ⎥
⎢ ⎥−
⎢ ⎥−
⎢ ⎥±⎣ ⎦

∓
∓

 0.898 27.3 

Dutch-Roll -0.6004 ± 6.4205j 

0.9318
0.0018 0.0018

0.0211 0.3622
0.0113 0.0001

0.0004

j
j
j

⎡ ⎤
−⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎣ ⎦

∓
∓
∓

 0.0931 6.45 

Spiral -0.1176 

0.1688
0.0005
0.4925
0.8538
0

−⎡ ⎤
−⎢ ⎥
−⎢ ⎥
−⎢ ⎥
⎢ ⎥⎣ ⎦

 1 0.1176 

The lateral-directional eigen values show that the system is stable. The first pair of 
complex-conjugate eigen values represents a highly damped roll oscillation. The next 
pair of complex-conjugate eigen values represent motion consisting a combination of 
side velocity and yaw motion corresponding to dutch-roll mode in fixed-wing aircraft. 
The real value eigen value represents a stable spiral mode. 
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Fig. 11. Short period pitch mode eigen vector Fig. 12. Phugoid mode eigen vector 
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Fig. 13. Heaving mode eigen vector Fig. 14. Short period roll mode eigen vector 
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Fig. 15. Dutch-roll eigen vector Fig. 16. Spiral eigen vector 
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4   Concluding Remarks 

The linear model developed in this chapter is obtained by analytically deriving the 
stability and control derivatives of the small scale helicopter. The calculation of the 
stability and control derivatives is started from calculating trim conditions for the se-
lected flight condition. A computer program is used to solve the equilibrium condi-
tions and then calculate the change in aerodynamics forces and moments due to the 
change in each degree of freedom and control input. The procedure can be imple-
mented for various flight conditions. Hence it facilitates the development of global 
small scale helicopter dynamics model which is adequately simple to be practical for 
control design and analysis. 
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Abstract. The control of small-scale helicopter is a MIMO problem. To use the classical con-
trol approach to formally solve a MIMO problem, one needs to come up with multi-
dimensional Root Locus diagram to tune the control parameters. The problem with the required 
dimension of the RL diagram for MIMO design has forced the design procedure of classical 
approach to be conducted in cascaded multi-loop SISO system starting from the innermost loop 
outward. To implement this control approach for a helicopter, a pitch and roll attitude control 
system is often subordinated to a, respectively, longitudinal and lateral velocity control system 
in a nested architecture. The requirement for this technique to work is that the inner attitude 
control loop must have a higher bandwidth than the outer velocity control loop which is not the 
case for high performance mini helicopter. To address the above problems, an algebraic design 
approach is proposed in this work. The designed control using s-CDM approach is demon-
strated for hovering control of small-scale helicopter simultaneously subjected to plant parame-
ter uncertainties and wind disturbances. 

1   Introduction 

The control for a small scale helicopter has been designed using various methods. 
During the period of 1990s, the classical control systems such as single-input-single-
output SISO proportional-derivative (PD) feedback control systems have been used 
extensively. Their controller parameters were usually tuned empirically. This trial-
and-error approach to design an ''acceptable'' control system however is not agreeable 
with complex multi-input multi-output MIMO systems with sophisticated perform-
ance criteria. For more advanced multivariable controller synthesis approaches, an 
accurate model of the dynamics is required. To control a model helicopter as a com-
plex MIMO system, an approach that can synthesize a control algorithm to make the 
helicopter meet performance criteria while satisfying some physical constraints is 
required. More recent development in this area include the use of optimal control 
(Linear Quadratic Regulator) implemented on a small aerobatic helicopter designed at 
MIT [1]. Similar approach based on µ-synthesis has been also independently devel-
oped for a rotor unmanned aerial vehicle at UC Berkeley [2]. An adaptive high-
bandwidth helicopter controller algorithm was synthesized at Georgia Tech. [3].  

To address a MIMO problem, LQR and H∞ are the most popular control design 
procedures. However, these methods are not up to expectation for practical applica-
tion in aerospace community, because of the following reasons [4]: 
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1. Parameter tuning procedures are not provided. 
2. Weight selection rules are not established. 
3. The controller order is unnecessarily high. 
4. Robustness is guaranteed only for predefined ones. 
5. Some times, traditionally accepted good controllers are excluded. 
6. Extension of gain scheduling or inclusion of proper saturation of state variable is 

difficult. 
7. LQR and LQG designs sometimes fail to produce a robust controller for the plant 

with flexibility. 

Due to the above limitations, the classical control design by experienced engineers 
is still common in the aerospace community. However, the inheritance of such ex-
periences is often difficult, thus an improvement of the method is highly desired. In 
particular, the drawbacks of this approach to be used as control design tool for a small 
scale helicopter can be elaborated as follows.  

1. The control of small-scale helicopter is a MIMO problem. To use the classical 
control approach to formally solve a MIMO problem, one needs to come up with 
multi-dimensional Root Locus diagram to tune the control parameters. Such dia-
gram however is not presently available. 

2. The problem with the required dimension of the RL diagram for MIMO design has 
forced the design procedure of classical approach to be conducted in cascaded multi-
loop SISO system starting from the innermost loop outward. As shown in the design 
example in this work, this type of approach is unnecessarily cumbersome. 

3. The cascaded multi-loop SISO approach has limitations in its implementation. To 
implement this control approach for a helicopter, a pitch and roll attitude control 
system is often subordinated to a, respectively, longitudinal and lateral velocity 
control system in a nested architecture. The requirement for this technique to work 
is that the inner attitude control loop must have a higher bandwidth than the outer 
velocity control loop. For a class of high-performance helicopters, such as the X-
Cell 60, or helicopters where this bandwidth separation is not sufficient, a simul-
taneous design is necessary[5]. 

4. The classical control approach is associated with the use of transfer function 
which can become inaccurate when pole-zero cancellation occurs due to uncon-
trollable and unobservable modes. 

To address the above problems, a third approach generally called as algebraic de-
sign approach is proposed in this paper. 

2   Dynamics of Small Scale Helicopter 

The dynamics model of a small scale RUAV has been elaborated in [6] for X-Cell 60 
RC helicopter. The model is developed using first principle approach. The mathe-
matical model was developed using basic helicopter theory accounting for particular 
characteristic of the miniature helicopter. Following [1], most of the parameters were 
measured directly, several were estimated using collected data from simple flight test 
experiment involving step and impulse response in various actuator inputs. No formal 
system identification procedures are required for the proposed model structure. 
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2.1   First Principle Approach 

Beyond the previous work in [1], the calculation of stability and control derivatives to 
construct the linear model is presented in detail. The analytical model derivation al-
lows the comprehensive analysis of relative dominance of vehicle states and input 
variables to force and moment components. And hence it facilitates the development 
of minimum complexity small scale helicopter dynamics model that differs from that 
of its full-scale counterpart. In the presented simplified model, the engine drive-train 
dynamics and inflow dynamics are not necessary to be taken into consideration. The 
additional rotor degrees of freedom for coning and lead-lag can be omitted for small 
scale helicopters. It is demonstrated analytically that the dynamics of small scale heli-
copter is dominated by the strong moments produced by the highly rigid rotor. The 
dominant rotor forces and moments largely overshadow the effects of complex inter-
actions between the rotor wake and fuselage or tail. This tendency substantially re-
duces the need for complicated models of second-degree effects typically found in the 
literature on full-scale helicopters. 
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Fig. 1. Response Comparison between Linear and Nonlinear Model 
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2.2   Linear Model of Small Scale Helicopter 

The presented approach is not limited to specific trim conditions like hover or forward 
flights and therefore can be used to develop a global model of small scale rotorcraft 
vehicle to the purpose of practical control design. 

The developed model is presented in the form of state-space with ten states and four 
inputs. Subsequently, it was shown by eigen value analysis and the Frobenius’ norm 
analysis that the coupling between longitudinal and lateral directional is small. Thus the 
control design uses the decoupled model in longitudinal and lateral directional mode [6].  

3   Coefficient Diagram Method for Control Design 

In this study, a novel approach pioneered by Manabe [7]  using algebraic representa-
tion applied to polynomial loop in the parameter space, is proposed as control design 
candidate. With this technique, a unique coefficient diagram is used as the means to 
convey the necessary practical design information and as the criteria of good design. 
The eventual application of CDM in this work is in the LQ design framework to be 
elaborated in the next section. 

3.1   Design Principle 

3.1.1   Mathematical Model 
The mathematical model of the CDM design is described in general as a block dia-
gram shown in Figure 2. In this figure, r is the reference input signal, u is the control 
signal, d is the disturbance and n is the noise generated by the measuring device at the 
output; N(s) and D(s) are the numerator and denominator polynomial of the plant 
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Fig. 2. CDM block diagram 
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transfer function, respectively. A(s), F(s) and B(s) are the polynomials associated with 
the CDM controller which are the denominator polynomial matrix of the controller, 
the reference and the feedback numerator polynomial matrix of the controller respec-
tively. For MIMO case, the variables and components are in the form of vectors and 
matrices with the appropriate dimension. 

The plant equation is given by: 

( )

( )

( )
( )

s

s

s

y N x

N
y u d

D

=

= +
 (1) 

which after some algebraic manipulation, can be completely written as: 

( ) ( )

( )

( ) ( )

( )

( ) ( )

( )

S S S S S S

S S S

N F A N N B
y r d n

P P P
= + −  (2) 

where P(s) is the closed-loop system polynomial matrix expressed by: 

( ) ( ) ( ) ( ) ( )
0

n
i

iS S S S S
i

P A D B N a s
=

= + =∑  (3) 

The characteristic polynomial ∆(s) is given by: 

( ) ( )s SP∆ =  (4) 

To write the input-output relation of the system, the expression for the state and the 
controllers are needed. The controller equation can be written as: 

( ) ( ) ( ) ( )S S SA u F r B n y= − +  (5) 

Whereas the state equation can be obtained by eliminating u and y from the controller 
and output equations as follows: 

( ) ( ) ( ) ( )S S S sP x F r A d B n= + −  (6) 

Combining the output, state and controller equations, Eqs. (1), (5) and (6), the matrix 
input-output equation can finally be expressed as: 

( )
( )

( )

( ) ( ) ( ) ( )

0
1

adj 0S S S S s
S

S

x I

y N A F r A d B n

z dD

⎡ ⎤⎡ ⎤ ⎡ ⎤⎢ ⎥⎢ ⎥ ⎢ ⎥⎡ ⎤⎢ ⎥= + − −⎢ ⎥ ⎢ ⎥⎣ ⎦∆ ⎢ ⎥⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦⎢ ⎥⎣ ⎦

 (7) 
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3.1.2   CDM Controller Design 
The design parameters in CDM are the stability indices γi’s, the stability limit indices 
γ*

i’s and the equivalent time constant, τ. The stability index and the stability limit  
index determine the system stability and the transient behavior of the time domain 
response. In addition, they determine the robustness of the system to parameter varia-
tions. The equivalent time constant, which is closely related to the bandwidth, deter-
mines the rapidity of the time response. Those parameters are defined as follows: 

2

1 1

1

0

*
0

1 1

, 1, 2,3, 1

1 1
,

i
i

i i

i n
i i

a
i n

a a

a

a

γ

τ

γ γ γ
γ γ

− +

+ −

= = −
⋅

=

= + = ∞

 (8) 

where ai’s are coefficients of the characteristic polynomial ∆(s). The equivalent time 
constant of the i-th order τi is defined in the same way as τ. 

1i

i

a

a
τ +=  (9) 

By using the above equations, the relation between τi’s can be written as: 

1 1

1

1i i i

i i i i

a a

a a

τ
τ γ

+ −

−

= =  (10) 

Also, by simple manipulation, ai can be written as: 

1 2 1 0 0

0
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τ τ τ τ
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The characteristic polynomial can then be expressed as: 

( ) ( )
1

0
2 1

1
1

in
i

s j
i j i j

a s sτ τ
γ

−

− = −
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∑ ∏  (12) 

The sufficient condition for stability is given as: 
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And the sufficient condition for instability is: 

1 2 1

1 1, for some 2,3, , 2
i i i i

i i

a a a a

i nγ γ
+ + −

+

⋅ ≤ ⋅
⋅ > = −

 (14) 

3.2   Application to Helicopter Control 

To control a model helicopter as a complex MIMO system, an approach that can syn-
thesize a control algorithm to make the helicopter meet performance criteria while 
satisfying some physical constraints is required. Overall it is always desired to have a 
controller that can accommodate the unmodeled dynamics or parameter changes and 
perform well in such situations. Coefficient Diagram Method (CDM) is chosen as the 
candidate to synthesize such a controller due to its simplicity and convenience in 
demonstrating integrated performance measures including equivalent time constant, 
stability indices and robustness. To use CDM approach, the dynamics model should 
be first developed. In our case, the dynamics model of the small scale helicopter has 
been derived analytically. 

4   Hover and Cruise Control Design 

To demonstrate the viability of the algebraic approach, the hover stabilization and 
cruise control are taken as case studies. The well-known hover control problem repre-
sents a unique challenging problem in the real world. Many helicopter applications 
(both manned and unmanned) require the stable hovering capability for different mis-
sions: video air surveillance, air photography, precision targeting etc. The preliminary 
study conducted by the author for R-50 Yamaha helicopter hover control was given in 
[8]. The control during cruise is also important for different types of missions and 
serves as the basis for autonomous capability such as way-point following navigation 
and auto-piloting. As the baseline control design, multi-loop SISO system based on 
classical approach is first proposed. The CDM method is then proposed as an im-
provement of such an approach. For the sake of brevity, the speed control is taken as 
an example. 

4.1   Classical Approach to Speed Control 

The classical approach to speed control of small scale helicopter is the extension 
of the SAS and Hold system in a cascaded control architecture. For the purpose  
of illustration, the result is presented for the design of forward speed u control. 
Figure 3 describes the root locus diagram of speed control to be used for control 
parameter optimization. The gain selected for the design using the root locus dia-
gram is ku = -0.0221. The time response diagram for the speed control subject to 
step is given in Figure 4. 

The time response diagram shows that the design for the forward speed control us-
ing classical approach does not meet the expectation. The multi-loop cascaded design 
is also in general cumbersome and ineffective to handle the MIMO problem. 
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Fig. 3. Root locus speed control system 
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Fig. 4. Step response speed control system 
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4.2   Coefficient Diagram Method for Speed 

As design example using CDM, the following section elaborates the procedure for 
developing u control and v control.  

For denumerator and numerator polynomials in the pitch cyclic channel for the 
longitudinal vertical model are calculated as the following: 

( )
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 (15) 

The corresponding coefficient diagrams for the above numerator and denominator 
polynomials are given in the following figures.  The control design objective in this 
case is to change the coefficient of polynomial in order to stabilize the system using 
the appropriate feedback. By observation, it is more effective to use δLong to achieve 
the objective since δColl is effective only when the vertical velocity feedback is used. 
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Fig. 5. Coefficient Diagrams for Numerator Polynomials –δLong  
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Fig. 6. Coefficient Diagrams for Numerator Polynomials –δColl 

012345
10

-1

10
0

10
1

10
2

10
3

i

co
ef

f

Coeff. characteristic poly

 

Fig. 7. Coefficient Diagram for Denumerator Polynomials –u Control 



 Control of Small Scale Helicopter Using s-CDM and LQ Design 73 

0123456
10

0

10
1

10
2

10
3

10
4

10
5

i

co
ef

f

CDM Control System's
Coeff. Characteristic Poly

 

 
System's Characteristic
Target System's Characteristic

 

Fig. 8. Coefficient Diagram for Closed Loop Denumerator Polynomials –u Control 

Using the CDM diagram, it can be observed that we can choose the PID controller 
such that: 

( ) ( )Long 0 0 1 2 3 4rs k u k k s u k k s k wδ θ⎡ ⎤= − + + + +⎣ ⎦  (16) 

The new characteristic polynomial P(s) then becomes: 

( ) ( ) ( )( ) ( )( ) ( )0 1 Long 2 3 Long 4 Long

6 5 4 3 2
5 4 3 2 1 0

s sP s k k s u k k s k w

s a s a s a s a s a s a

δ θ δ δ= ∆ + + → + + → + →

= + + + + + +
 (17) 

Solving the Diophantine equation, 
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we get the value for the gains as the following: 
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A similar procedure is implemented for the design of side velocity control. The result of 
the design is demonstrated in the following figures, including the test for the robustness 
due to an impulsive disturbance. The responses of a unit doublet in the input and to an 
impulse disturbance at t = 35 s are given. The controllers design using CDM all show a 
good disturbance rejection with zero steady-state error. The figures also show the ro-
bustness of control due to modeling uncertainty. For the longitudinal case, the control is 
tested by allowing the stability derivatives xu, xa1s and mq to vary by ± 30 %. 
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Fig. 9. Forward Speed Control Design with Uncertainty in xu, xa1s and mq 

The superiority of CDM design over classical approach has been demonstrated 
through results comparison of speed control design. The result is further extended for 
the design of MIMO control system. The following section details the implementation 
of CDM in the optimal control framework, using the so-called squared-Coefficient 
Diagram Method (s-CDM). The proposed technique is an extension from previous 
work by Manabe [7] where the implementation of s-CDM is given for a simple SIMO 
problem. 

5   Squared-Coefficient Diagram Method (s-CDM) for Helicopter 
Control 

The motivation behind this approach is the limitation of the existing LQR/LQG tech-
niques. The primary concern for LQR/LQG designs has been the analytical weight 
selection for such techniques. Numerous efforts have been given in the literature and 
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the only workable solution to date is obtained through iteration. In addition to this 
problem, LQR and LQG sometimes fail to produce a robust controller for the plant 
with poles at the vicinity of the imaginary axis. As typical aerospace vehicles have 
this kind of behavior (i.e. the phugoid mode), the  LQR or LQG should be used with 
caution. In what follows, s-CDM is proposed in conjunction with LQ design in which 
analytical weight selection is presented. The robustness of the control will be tested 
against parameter uncertainties and disturbances. 

5.1   LQR Framework 

The derivation is started by introducing the standard LQR formulation. In LQR 
framework, the plant is expressed in the state space expression: 

x x u= ⋅ + ⋅A B  (20) 

where  is a vector of dimension n, and   is an input vector. LQR design is made to 
minimize the performance index J given as 

T T

0

dJ x x u u t
∞

⎡ ⎤= ⋅ ⋅ + ⋅ ⋅⎣ ⎦∫ Q R  (21) 

where R is positive definite, but Q is not necessarily sign definite. The first term 
represents the regulation or tracking performance and the second term the minimiza-
tion of control power. The closed-loop poles of the system with the feedback control 
are given by the stable eigen values of the Hamiltonian H, where no eigen values lie 
on the imaginary axis. 

-1 T

T T
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- -

⎡ ⎤⋅
= ⎢ ⎥
⎣ ⎦

A R B
H

Q A
 (22) 

When the characteristic polynomial is given as in 
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the following relation is obtained. 

( ) ( ) ( ) ( )22 1 det
ns s

n
n

P P
s

a
− = − −I H  (24) 

Therefore, if P(s) is designed by CDM such as done in the previous section, the weight 
Q can be found. On the contrary, if Q is specified and LQ design is made, P(s) can be 
obtained and it will be assessed in term of CDM. 
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5.2   Squared Polynomial in s-CDM 

For a given polynomial P(s), P(-s) P(s) is a polynomial in -s2 = Ω, denoted as PP(Ω). 
PP(Ω) will be called the squared polynomial of P(s) hereafter, and P(s) will be called the 
original polynomial of PP(Ω). 

( ) ( ) ( ) ( )2s s s
P P PP PP− Ω−

= =  (25) 

If PP(Ω) has no positive real roots, there exists one original polynomial P(s) which is 
stable. This polynomial will be called the square-root polynomial of PP(Ω). When P(s) 
is a characteristic polynomial, P(s) is the square-root polynomial of the squared poly-
nomial PP(Ω) = P(-s) P(s), because it is stable. The coefficients of these polynomials are 
selected as follows. 
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(27) 

In this way the coefficient aqi of PP(Ω) is expressed by the coefficient ai and the stabil-
ity index of high order γij, which, in turn, is expressed by stability index γi. 

5.3   Implementation of s-CDM for Hover Control 

To implement s-CDM for the hover control the plant polynomial equations are rewrit-
ten as: 

( ) ( )

nc
nc

p ps s

s u u

A y B u

=
=

 (28) 
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The LQR design for hover has the goal to minimize any deviation from hover trim 
condition with minimum control effort. It is formulated as the following cost function: 
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0 00
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∞ −

= =
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where qui’s and qyi’s are scalar constants and np is the order of Ap(s). The weight of 
the tracking performance Q is expressed as 

( )1 0 1 1 0nc npQ diag qu qu qu qy qy− −⎡ ⎤= ⎣ ⎦  (30) 

The weight for the control R can then be determined by considering the trade-off of 
tracking performance and control minimization.  

The result of formulation for calculating the weight matrix Q is as follows. 
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Here mp is the order of the plant numerator polynomial Bp(s). In this approach, if PP(Ω) 
is obtained as the result of CDM design, the weight polynomials Qu(Ω) and Qu(Ω) can 
be obtained.  

The calculated results for control design for hovering X-Cell 60 SE are presented 
as follows. 

The helicopter’s characteristic polynomials for are expressed for the longitudinal 
mode and lateral directional mode as follows: 

( )
5 4 3 2

LongVer 31.6547 321.7496 41.4357 11.0203 0.9581s s s s s s∆ = + + + + +  (32) 

( )
5 4 3 2

LatDir 50.7248 603.6828 42.5467 17.8504 0.6663s s s s s s∆ = + + + − +  (33) 

The designed closed-loop system’s characteristic polynomials (CDM design) are also 
given for both modes as: 
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( )
6 5 4 3 2

LongVer 26.6667 355.5556 2370.37 7901.235

13168.72 1211.08

sP s s s s s

s

= + + + +

+ +
 (34) 

( )
6 5 4 3 2

LongVer 26.6667 355.5556 2370.37 7901.235

13168.72 1211.08

sP s s s s s

s

= + + + +

+ +
 (35) 

In s-CDM framework, the expressions for the plant’s characteristic square polynomi-
als are: 

( )
5 4 3

LongVer

2

358.5208 100921.5997

5313.9622 42.0507 0.9179

sAP = Ω + Ω + Ω

− Ω + Ω +
 (36) 

( )
5 4 3

LatDir

2

1365.6397 360080.9158

23429.7538 261.9366 0.4440

sAP = Ω + Ω + Ω

+ Ω + Ω −
 (37) 

Meanwhile, we have the expressions for the designed closed-loop system’s character-
istic square polynomials: 

( )
6 4 3

LongVer

2

15802.4691 684773.6626

6242950.7697 34683058 77073466.2926

sPP = Ω + Ω + Ω

+ Ω + Ω +
 (38) 

( )
6 4 3

LatDir

2

5000 121875

625000 1953125 2441406

sPP = Ω + Ω + Ω

+ Ω + Ω +  

(39) 

Plugging in the above polynomials into Eq.(31), we can obtain the weight of the 
CDM-LQ design. The weight matrices for the longitudinal and lateral directional 
mode are given as follows: 

LongVer

237 0 0 0 0

0 24650646 0 0 0

0 0 4981280 0 0

0 0 0 34693042 0

0 0 0 0 77073684

Q

⎡ ⎤
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 
(40) 

LatDir

260 0 0 0 0

0 93723302 0 0 0

0 0 6716721 0 0

0 0 0 2021230 0

0 0 0 0 2441521

Q

⎡ ⎤
⎢ ⎥
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 
(41) 
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Fig. 10. Step Response Subjected to Parameter Variation 
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Fig. 11. System Response Comparison for Different Magnitude of Disturbance (Longitudinal Mode) 

The corresponding CDM-LQ gain matrices are calculated as the following: 

-7 -4 -4 -4

LongVer -4 -4

-6.04073 10 -0.56477 2.4429 10 5.2488 10 -3.4474 10

-5.3387 10 5.4885 10 0.23486 0.67320 0.17247
K

⎡ ⎤× × × ×
= ⎢ ⎥× ×⎣ ⎦

 
(42) 
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-7 -4 -6 -4

LatDir -3 -4

-9.5475 10 -0.99923 2.1331 10 4.0244 10 -1.1787 10

-1.114 10 7.9840 10 0.24553 0.16685 0.10143
K

⎡ ⎤× × × ×
= ⎢ ⎥× ×⎣ ⎦

 (43) 

Finally, the result of the design is presented in the above figures. 

6   Conclusions 

The paper presents the formulation of the control for small-scale helicopter in the al-
gebraic approach framework. In this approach the characteristic polynomial and the 
controller are design simultaneously with due consideration to the performance speci-
fication and constraint imposed to the controller. In CDM, the performance specifica-
tion is rewritten in a few parameters (stability indices γi’s, the stability limit indices 
γ*

i’s and the equivalent time constant, τ). These design parameters determine the coef-
ficients of the characteristic polynomial which are related to the controller parameters 
algebraically in explicit form. The control of small scale helicopter are designed 
by CDM is shown to be robust against model parameter uncertainties and external 
disturbances. 

The elaboration in the paper includes the formal implementation of CDM for aero-
space MIMO problem by using LQR framework. In the proposed framework, the 
considerations for stability, robustness and optimality are addressed simultaneously 
for a MIMO problem. Beyond the design examples available in the literature that are 
limited to SISO and SIMO applications, the work demonstrates a successful imple-
mentation of CDM-based LQR technique without the need of decomposing a MIMO 
problem into a series of SISO or SIMO problems. 

Finally the extension of the use of Squared Coefficient Diagram Method (s-CDM) 
for MIMO problem is presented. To the best of author’s knowledge, to date the appli-
cation of s-CDM is limited to a simple SIMO problem. The work proposed the use of 
s-CDM in conjunction with LQ design in which analytical weight selection is pre-
sented. The designed control using s-CDM approach is demonstrated for hovering 
control of small-scale helicopter simultaneously subjected to plant parameter uncer-
tainties and wind disturbances. 
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Abstract. A control strategy is proposed here for four-rotor vertical take-off and landing (VTOL)
aerial robot called X4-flyer. Since the X4-flyer has underactuated and nonholonomic features,
a kinematics control law is first derived using Astolfi’s discontinuous control. A backstepping
method that is one of adaptive control methods based on Lyapunov methods, then provides the
kinematic based inputs, to construct the torque control of X4-flyer. Finally, computer simulations
are given to demonstrate the effectiveness of our approach.

1 Introduction

Unmanned vehicles are important when it comes to performing a desired task in a dan-
gerous and/or inaccessible environment. Unmanned indoor and outdoor mobile robots
have been successfully used for some decades. More recently, a growing interest in un-
manned aerial vehicles (UAVs) has been shown among the research community. Being
able to design a vertical takeoff and landing (VTOL)-UAV, which is highly maneuver-
able and extremely stable, is an important contribution to the field of aerial robotics
since potential applications are tremendous (e.g., high buildings and monuments inves-
tigation, rescue missions, film making, etc.).

In practical applications, the position in space of the UAV is generally controlled by
an operator through a remote-control system using a visual feedback from an onboard
camera, while the attitude is automatically stabilized via an onboard controller. The at-
titude controller is an important feature since it allows the vehicle to maintain a desired
orientation and, hence, prevents the vehicle from flipping over and crashing when the
pilot performs the desired maneuvers.

Recently, in Europe, USA, and Australia, the study on VTOL type aerial robot at-
tracts the attention of researchers, in which the robot is called “Draganflyer,” “Quattro-
copter,” “X-4 Flyer,” or “Quadrotor” and has four rotors in general [1], [2], [3].

As one reason for this research trend, the authors had pointed out [4] that such VTOL
aerial robots with four rotors outperform in controllability and maneuverability over
other VTOL vehicles with different rotor allocations, when controlling the rotor type
VTOL vehicle by only increasing and decreasing the rotational speed of each rotor.

A. Budiyono, B. Riyanto, E. Joelianto (Eds.): Intel. Unmanned Systems, SCI 192, pp. 83–100.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Note, however, that the control system for this VTOL type aerial robot can be regarded
as an underactuated system [5] that deals with controlling six generalized coordinates
with four inputs, and its control becomes complicated, compared to a nonholonomic
control where any four states are controlled out of six generalized coordinates by using
four inputs.

In this paper, we present a new control strategy for a VTOL aerial robot. We first
derive the dynamics model of a VTOL aerial robot with four rotors using a Lagrange
approach. A kinematics control law is first derived using Astolfi’s discontinuous con-
trol [6]. Backstepping, which is one of adaptive control methods based on Lyapunov
methods, then combines the kinematics and dynamics, to achieve the torque control of
the VTOL aerial robots.

Note here that Bouabdallah et al. [1] has considered a nonholonomic control for a
VTOL aerial robot, called Quadrotor, using a backstepping, in which all attitudes and
height position are controlled by using four inputs. Finally, computer simulations are
demonstrated to show the effectiveness of our approach.

2 Dynamical Model of X4-Flyer

2.1 X4 Flyer

The coordinate system and construction of X4-flyer are shown in Fig. 1.
Let E = {Ex Ey Ez} denote a right-hand inertial frame such that Ez denotes the

vertical direction downwards into the earth. Let the vector ξ = [x y z]T denote the
position of the centre of mass of the airframe in the frame E relative to a fixed origin
O ∈ E.

Let c be a (right-hand) body fixed frame for the airframe. When defining the rota-
tional angles η = [φ θ ψ]T around X-, Y -, and Z-axis in the frame c, the orientation

X

Y
Z

φ

θ

ψ

1f2f

3f
4f

xΕ

yΕ

zΕ

Ε

c

ξ

Fig. 1. Coordinate system of X4-Flyer
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of the rigid body is given by a rotation R : c → E, where R ∈ �3×3 is an orthogonal
rotation matrix given by

R =

⎡
⎣ cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

⎤
⎦ (1)

where cα denotes cosα and sα implies sin α.
Let J denote the constant inertia matrix around the center of mass (expressed in the

body fixed frame c), where the moment of inertia around each axis is given by Ix, Iy ,
and Iz . Moreover, let fi denote the thrust generated by the rotor i in free air (expressed
in c), m is the mass of the airframe, g denotes the acceleration due to gravity, and l
denotes the distance from the rotors to the center of gravity of the airframe.

2.2 Dynamics of X4-Flyer

In this section, we present a dynamical model of the X4-flyer using a Lagrangian ap-
proach. The translational kinetic energy of the X4-flyer is

Ttrans =
1
2
mξ̇

T
ξ̇ (2)

the rotational kinetic energy is

Trot =
1
2
η̇TJ η̇ (3)

and the only potential energy which needs to be considered is the standard gravitational
potential given by

U = −mgz (4)

Since the Lagrangian is

L = Ttrans + Trot − U

=
1
2
mξ̇

T
ξ̇ +

1
2
η̇TJ η̇ + mgz (5)

when defining the generalized coordinate as q = [ξ η]T , the model for the full X4-
flyer dynamics is obtained from the Euler-Lagrange equations with external generalized
force F

d

dt

∂L

∂q̇
− ∂L

∂q
= F (6)

Partially or normally differentiating each term in left-hand side, it follows that

∂L

∂q̇
=

[
mξ̈
0

]
+

[
0

J η̇

]
(7)

d

dt

(
∂L

∂q̇

)
=

[
mξ̈

J η̈ + J̇ η̇

]
(8)

∂L

∂q
=

[
mg

1
2
∂
∂η

(
η̇T J̇ η̇

)]
(9)
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so that [
mξ̈

J η̈ + J̇ η̇

]
−

[
mg

1
2
∂
∂η

(
η̇T J̇ η̇

)]
= F (10)

Here, F =
[
Fξ τ

]T
, where Fξ is the translational force applied to the X4-flyer

due to the control inputs and and τ = [τφ τθ τψ ]T is the generalized moments around
the airframe. Letting the control input as the translational force be defined as u1 =
f1 + f2 + f3 + f4 and the unit vector of Z-direction in the airframe be e3 = [0 0 1]T ,
it yields that

Fξ = −Re3u1

= −u1

⎡
⎣ cφsθcψ + sφsψ

cφsθsψ − sφcψ
cφcθ

⎤
⎦ (11)

and τ becomes

τφ = (f2 − f4) l

τθ = (f1 − f3) l

τψ =
4∑
i=1

τMi

where τMi denotes the rotational torque due to each motor.
Since the Lagrangian contains no cross terms in the kinetic energy combining ξ̇ and

η̇ in (5), the Euler-Lagrange equation can be partitioned into the dynamics for the ξ
coordinates and the η dynamics. One obtains

mξ̈ +

⎡
⎣ 0

0
−mg

⎤
⎦

= − [f1 + f2 + f3 + f4]

⎡
⎣ cφsθcψ + sφsψ

cφsθsψ − sφcψ
cφcθ

⎤
⎦ (12)

J η̈ +
(

J̇ − 1
2

∂

∂η

(
η̇TJ

))
η̇ =

⎡
⎣ (f2 − f4) l

(f1 − f3) l∑4
i=1 τMi

⎤
⎦ (13)

The second term of the left-hand side in (13) is a Coriolis term, which is just equiv-
alent to a term consisting of a Coriolis torque and a gyroscopic torque

ω × Jω +
4∑
i=1

Jr (ω × e3)ωi (14)

where ω =
[
φ̇ θ̇ ψ̇

]T
, Jr denotes the moment of inertia for the rotor, ωi is the rota-

tional speed of the rotor i.
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Noting that

Jω =

⎡
⎣ Ix 0 0

0 Iy 0
0 0 Iz

⎤
⎦

⎡
⎣ φ̇

θ̇

ψ̇

⎤
⎦ =

⎡
⎣ Ixφ̇

Iy θ̇

Izψ̇

⎤
⎦ (15)

and ω× is a skew symmetric matrix

ω× =

⎡
⎣ 0 −ψ̇ θ̇

ψ̇ 0 −φ̇

−θ̇ φ̇ 0

⎤
⎦ (16)

Therefore, it follows that

ω × Jω =

⎡
⎣ 0 −ψ̇ θ̇

ψ̇ 0 −φ̇

−θ̇ φ̇ 0

⎤
⎦

⎡
⎣ Ixφ̇

Iy θ̇

Izψ̇

⎤
⎦

=

⎡
⎣−ψ̇Iy θ̇ + θ̇Izψ̇

ψ̇Ixφ̇ − φ̇Izψ̇

−θ̇Ixφ̇ + φ̇Iy θ̇

⎤
⎦

=

⎡
⎣ −θ̇ψ̇ (Iy − Iz)
−φ̇ψ̇ (Iz − Ix)
−φ̇θ̇ (Ix − Iy)

⎤
⎦ (17)

ω × e3 =

⎡
⎣ 0 −ψ̇ θ̇

ψ̇ 0 −φ̇

−θ̇ φ̇ 0

⎤
⎦

⎡
⎣ 0

0
1

⎤
⎦

=

⎡
⎣ θ̇

−φ̇
0

⎤
⎦ (18)

Thus, it is found that

4∑
i=1

Jr (ω × e3)ωi = Jr

⎡
⎣ θ̇

−φ̇
0

⎤
⎦ [ω2 + ω4 − ω1 − ω3] (19)

Consequently, the final dynamics of X4 flyer can be reduced to

mẍ = − (cosφ sin θ cosψ + sin φ sin ψ)u1 (20)

mÿ = − (cosφ sin θ sin ψ − sin φ cosψ)u1 (21)

mz̈ = − (cosφ cos θ)u1 + mg (22)

Ixφ̈ = θ̇ψ̇ (Iy − Iz) − Jr θ̇Ω + lu2 (23)

Iy θ̈ = φ̇ψ̇ (Iz − Ix) + Jrφ̇Ω + lu3 (24)

Izψ̈ = φ̇θ̇ (Ix − Iy) + u4 (25)
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where fi = −bω2
i (b is a thrust factor), τMi = dω2

i (d is a drag factor), and Ω, u1, u2,
u3, and u4 are respectively given by

Ω = (ω2 + ω4 − ω1 − ω3) (26)

u1 = f1 + f2 + f3 + f4 = b
(
ω2

1 + ω2
2 + ω2

3 + ω2
4
)

(27)

u2 = f2 − f4 = b
(
ω2

2 − ω2
4
)

(28)

u3 = f1 − f3 = b
(
ω2

1 − ω2
3
)

(29)

u4 =
4∑
i=1

τMi = d
(−ω2

2 − ω2
4 + ω2

1 + ω2
3
)

(30)

3 Controllability of X4-Flyer Based on Kinematics

3.1 Kinematic Equation

From the rotational matrix, the kinematic equation for X4-flyer, q̇ = S(q)v, can be
reduced to ⎡

⎢⎢⎢⎢⎢⎢⎣

ẋ
ẏ
ż

φ̇

θ̇

ψ̇

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎣

cosφ sin θ cosψ + sinφ sin ψ 0 0 0
cosφ sin θ sin ψ − sin φ cosψ 0 0 0

cosφ cos θ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

żb
φ̇

θ̇

ψ̇

⎤
⎥⎥⎦ (31)

where v =
[
żb φ̇ θ̇ ψ̇

]T
, where żb denotes the Z-directional translational velocity

and
[
φ̇ θ̇ ψ̇

]T
is the rotational angular velocity vector in the airframe.

3.2 Lie Bracket

For two vectors f(x) and g(x), Lie bracket is defined as

[f, g] =
∂g

∂x
f − ∂f

∂x
g (32)

This is also described as follows:

adfg = [f, g] (33)

In addition, the higher-order Lie brackets are defined as

ad0
fg = g (34)

ad1
fg = [f, g] (35)

ad2
fg = [f, [f, g]] (36)

adnf g =
[
f, adn−1

f g
]

(37)
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3.3 Controllability of X4-Flyer

The kinematic model of X4-flyer is represented by a symmetric affine system with no
drift terms such as

q̇ = g1(q)v1 + g2(q)v2 + g3(q)v3 + g4(q)v4 (38)

where v1 = żb, v2 = φ̇, v3 = θ̇, v4 = ψ̇, and gi(·) are given by

g1(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

cφsθcψ + sφsψ
cφsθsψ − sφcψ

cφcθ
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

, g2(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
1
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

g3(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
1
0

⎤
⎥⎥⎥⎥⎥⎥⎦

, g4(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0
0
0
0
1

⎤
⎥⎥⎥⎥⎥⎥⎦

Using any combinations among the above four vectors, the following Lie brackets are
selected:

[g1, g2] =

⎡
⎢⎢⎢⎢⎢⎢⎣

sφsθcψ − cφsψ
sφsθsψ + cφcψ

sφcθ
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

, [g1, g3] =

⎡
⎢⎢⎢⎢⎢⎢⎣

−cφcθcψ
−cφcθsψ

cφsθ
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

A space D(q) that is spanned by g1, · · · , g4 and their higher-order Lie brackets is called
a reachable distribution. To assure that the system is locally controllable at the equilib-
rium point q = q0, it is a necessary and sufficient condition for any symmetric affine
system with q ∈ �n that the distribution D(q0) spans �n.

If the reachable distribution is selected as D(q) = (g1, g2, g3, g4, [g1, g2], [g1, g3]),
then

D(q)=

⎡
⎢⎢⎢⎢⎢⎢⎣

cφsθcψ + sφsψ 0 0 0 sφsθcψ − cφsψ −cφcθcψ
cφsθsψ − sφcψ 0 0 0 sφsθsψ + cφcψ −cφcθsψ

cφcθ 0 0 0 sφcθ cφsθ
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0

⎤
⎥⎥⎥⎥⎥⎥⎦

(39)

has rank 6 at q = 0, so that the system is locally controllable. Note also that this system
is globally controllable except for a singular case where the above determinant is to be
zero.
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4 Kinematic Control

4.1 Astolfi’s Discontinuous Control

For a nonlinear system with continuous parameters, Astolfi [6] proposed a method that
a discontinuous coordinate transformation was performed at the origin to make the con-
trolled object discontinuous in advance, so that the origin was stabilized by a continuous
feedback law.

4.2 Discontinuous Feedback Control of X4-Flyer

In equation (31), exchanging ẋ and ż gives

ż = cosφ cos θżb (40)

ẏ = (cosφ sin θ sinψ − sin φ cosψ) żb (41)

ẋ = (cosφ sin θ cosψ + sin φ sin ψ) żb (42)

φ̇ = φ̇ (43)

θ̇ = θ̇ (44)

ψ̇ = ψ̇ (45)

Here, new control inputs are defined as follows:

u1 = (cos φ cos θ)v1 (46)

u2 = v2 (47)

u3 = v3 (48)

u4 = v4 (49)

and, as a σ-process to make the present system discontinuous, the following coordinate
transformation is applied:

y1 = z (50)

y2 =
y

z
(51)

y3 =
x

z
(52)

y4 = φ (53)

y5 = θ (54)

y6 = ψ (55)

When defining the coordinates before a transformation as Z1 = z and Z2 = [y x
φ θ ψ]T , the above transformation is equivalent to the situation that σ = z and
Φ = [y x φz θz ψz]T are chosen in Y1 = z and Y 2 = Φ(Z1, Z2)/σ(Z1), which
are the coordinates after the transformation. Note here that σ(0) = 0 and Φ(0, Z2) =
[y x 0 0 0]T �= 0 are satisfied.
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Differentiating these with respect to time yields

ẏ1 = ż

= u1 (56)

ẏ2 =
ẏz − ży

z2

=
(cosφ sin θ sin ψ − sinφ cos ψ) v1z − u1y

z2

=
(cosφ sin θ sin ψ − sinφ cos ψ) v1 −

(
y
z

)
u1

z

=
(

cosφ sin θ sin ψ − sinφ cos ψ

cosφ cos θ
− y2

)
u1

y1
(57)

ẏ3 =
ẋz − żx

z2

=
(cosφ sin θ cosψ + sin φ sin ψ) v1z − u1x

z2

=
(cosφ sin θ cosψ + sin φ sin ψ) v1 −

(
x
z

)
u1

z

=
(

cosφ sin θ cosψ + sin φ sin ψ

cosφ cos θ
− y3

)
u1

y1
(58)

ẏ4 = φ̇

= u2 (59)

ẏ5 = θ̇

= u3 (60)

ẏ6 = ψ̇

= u4 (61)

and arranging it gives the following transformed system:

d

dt

⎡
⎢⎢⎢⎢⎢⎢⎣

y1
y2
y3
y4
y5
y6

⎤
⎥⎥⎥⎥⎥⎥⎦
=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 0 0 0(
cosφ sin θ sinψ−sinφ cosψ

cosφ cos θ − y2

)
1
y1

0 0 0(
cosφ sin θ cosψ+sinφ sinψ

cosφ cos θ − y3

)
1
y1

0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎣

u1
u2
u3
u4

⎤
⎥⎥⎦ (62)

Then, the transformed coordinates Y1 = y1 and Y 2 = [y2 y3 y4 y5 y6]
T are reduced to

Ẏ1 = g11(Y1, Y 2)u1 (63)

Ẏ 2 = g21(Y1, Y 2)u1 + g22(Y 2)

⎡
⎣u2

u3
u4

⎤
⎦ (64)
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where

g11 (Y1, Y 2) = 1

g21 (Y1, Y 2) =

⎡
⎢⎢⎢⎢⎢⎢⎣

(
cosφ sin θ sinψ−sinφ cosψ

cosφ cos θ − y2

)
1
y1(

cosφ sin θ cosψ+sinφ sinψ
cosφ cos θ − y3

)
1
y1

0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

g22 (Y 2) =

⎡
⎢⎢⎢⎢⎣

0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

⎤
⎥⎥⎥⎥⎦

When using the input u1 = −ky1, it is easy to find that

g21u1 = −k

⎡
⎢⎢⎢⎢⎣

cosφ sin θ sinψ−sinφ cosψ
cosφ cos θ − y2

cosφ sin θ cosψ+sinφ sinψ
cosφ cos θ − y3

0
0
0

⎤
⎥⎥⎥⎥⎦

�
= f (Y 2) (65)

Partially differentiating f(Y 2) with respect to Y 2 and evaluating the Jacobian matrix
at the origin gives the following approximation:

f(Y 2) � ∂f(Y 2)
∂Y 2

∣∣∣∣
Y 2=0

Y 2 (66)

Therefore, the linearization about the origin (y2 = y3 = y4 = y5 = y6 = 0) becomes

Ẏ 2 = f (Y 2) + g22

⎡
⎣u2

u3
u4

⎤
⎦ (67)

�

⎡
⎢⎢⎢⎢⎣

k 0 k 0 0
0 k 0 −k 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

⎤
⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎣

y2
y3
y4
y5
y6

⎤
⎥⎥⎥⎥⎦ +

⎡
⎢⎢⎢⎢⎣

0 0 0
0 0 0
1 0 0
0 1 0
0 0 1

⎤
⎥⎥⎥⎥⎦

⎡
⎣u2

u3
u4

⎤
⎦ (68)

which is apparently controllable, so that it is easy to find a linear state feedback (as a
continuous function) that stabilizes the system asymptotically.

5 Dynamical Control

5.1 Backstepping Method

In the field of nonlinear control and nonlinear adaptive control, a backstepping method
was developed to construct an adaptive system using output errors, where the relative-
order of the system is two or more. For such a backstepping method, the error system is
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divided into subsystems in hierarchical structure, up to the number of the relative-order,
where a virtual input is generated step by step for each subsystem whose relative-order
is one.

5.2 Dynamical Model of X4-Flyer

The dynamical model of X4-flyer is described in the following matrix form:

M(q)q̈ + Vm(q, q̇)q̇ + G(q) = B(q)τ (69)

where

M(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

m 0 0 0 0 0
0 m 0 0 0 0
0 0 m 0 0 0
0 0 0 Ix 0 0
0 0 0 0 Iy 0
0 0 0 0 0 Iz

⎤
⎥⎥⎥⎥⎥⎥⎦

Vm(q, q̇) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 JrΩ + Izψ̇ −Iy θ̇

0 0 0 −JrΩ − Izψ̇ 0 Ixφ̇

0 0 0 Iy θ̇ −Ixφ̇ 0

⎤
⎥⎥⎥⎥⎥⎥⎦

G(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

0
0

−mg
0
0
0

⎤
⎥⎥⎥⎥⎥⎥⎦

B(q) =

⎡
⎢⎢⎢⎢⎢⎢⎣

− (cφsθcψ + sφsψ) 0 0 0
− (cφsθsψ − sφcψ) 0 0 0

−cφcθ 0 0 0
0 l 0 0
0 0 l 0
0 0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎦

5.3 Degenerate State-Space Model

To generate a degenerate state-space model, the following kinematic and dynamical
models are combined:

q̇ = S(q)v (70)
M(q)q̈ + Vm(q, q̇)q̇ + G(q) = B(q)τ (71)
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To do so, differentiating (70) with respect to time gives

q̈ = Ṡ(q)v + S(q)v̇ (72)

Substituting equations (70) and (72) into (71) and premultiplying both sides by ST (q)
yields

ST (q)
[
M(q)

{
Ṡ(q)v + S(q)v̇

}

+Vm(q, q̇)S(q)v
]

+ ST (q)G(q) = ST (q)B(q)τ (73)

Here, when defining

M̄(q) = ST (q)M(q)S(q) (74)

V̄m(q, q̇) = ST
(
M(q)Ṡ(q) + Vm(q, q̇)S(q)

)
(75)

Ḡ(q) = ST (q)G(q) (76)

B̄(q) = ST (q)B(q) (77)

the degenerate state-space model can be described in

q̇ = S(q)v (78)

M̄(q)v̇ + V̄m(q, q̇)v + Ḡ(q) = B̄(q)τ (79)

where

M̄(q) =

⎡
⎢⎢⎣

m 0 0 0
0 Ix 0 0
0 0 Iy 0
0 0 0 Iz

⎤
⎥⎥⎦

V̄m(q) =

⎡
⎢⎢⎣

0 0 0 0
0 0 JrΩ + Izψ̇ −Iy θ̇

0 −JrΩ − Izψ 0 Ixφ̇

0 Iy θ̇ −Ixφ̇ 0

⎤
⎥⎥⎦

Ḡ(q) =

⎡
⎢⎢⎣
−mg cosφ cos θ

0
0
0

⎤
⎥⎥⎦ , B̄(q) =

⎡
⎢⎢⎣
−1 0 0 0
0 l 0 0
0 0 l 0
0 0 0 1

⎤
⎥⎥⎦

5.4 Partial Linearization of Degenerate State-Space Model

To partially linearize the dynamical model, the following nonlinear feedback

τ = B̄−1(q)
{
M̄(q)a + V̄m(q, q̇)v + Ḡ(q)

}
(80)
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is applied to (79), where a is an acceleration vector. From this nonlinear feedback,
equations (78) and (79) can be reduced to

q̇ = S(q)v (81)

v̇ = a (82)

When defining the state vector as x = [q v]T and the input vector as u = a,
from equations (81) and (82), the state-space model in closed-loop system can be de-
scribed by

ẋ = f(x) + g(x)u =
[

S(q)v
0

]
+

[
0
I

]
u (83)

where I is a unit matrix.

5.5 Application of Backstepping Method

In equation (81), if v can be regarded as an input, then the system can be controlled by
the discontinuous control of Astolfi. Here, assume that v is a virtual input, its desired
value vdes is a stabilizing function, and rb = v − vdes is an error variable.

Using the error variable in the equation (81) of kinematic model gives

q̇ = S(q) (vdes + rb) (84)

When selecting the Lyapunov energy function such as

V =
1
2
rTb rb (85)

the time derivative of (85) becomes

V̇ = rTb ṙb

= rTb (v̇ − v̇des)

= rTb

(
u − ∂vdes

∂q

dq

dt

)

= rTb

(
u − ∂vdes

∂q
S(q) (vdes + rb)

)
(86)

Here, the control input u is defined as

u = −Crb +
∂vdes
∂q

S(q)(vdes + rb) (87)

where C ∈ �4×4 is a positive definite matrix. Therefore, equation (86) can be reduced
to

V̇ = −rTb Crb ≤ 0 (88)

so that the system can be asymptotically stable.
The dynamical control for a case when applying a backstepping method is shown in

Fig. 2.
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−

−
−

Fig. 2. Block diagram of dynamical control using a backstepping method

6 Simulations

6.1 Simulations Based on Kinematic Control

Here, the kinematic control of X-4 flyer is performed by using the discontinuous control
law of Astolfi.

When k = 1 and the closed-loop poles are determined as (−1, −2, −3, −4, −5)
for equation (68), the feedback coefficient matrix is obtained by

F =

⎡
⎣ 19 −5 8 1 0

4 −20 1 8 0
0 0 0 0 1

⎤
⎦ (89)

so that [u2 u3 u4]
T is represented by

⎡
⎣ u2

u3
u4

⎤
⎦ = −

⎡
⎣ 19 −5 8 1 0

4 −20 1 8 0
0 0 0 0 1

⎤
⎦

⎡
⎢⎢⎢⎢⎣

y2
y3
y4
y5
y6

⎤
⎥⎥⎥⎥⎦ (90)

Fig. 3 and Fig. 4 show the simulation results of the case where the initial con-
dition is set to q0 = [1.5 1.5 − 2.0 π/10 π/10 π/10]T and the desired value is
qr = [0 0 0 0 0 0]T .

It is found from this result that the objective points of horizontal positions x and
y are first controlled, the orientations of φ, θ, and ψ are secondly controlled, and the
component of vertical position z is finally controlled. Additionally, Fig. 5 shows the
control input to the corresponding case.

6.2 Simulations Based on Dynamical Control

Here, the simulation of X4-flyer is demonstrated by using the backstepping method.
The physical parameters used in the simulation are shown in Table 1.
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Fig. 3. Position control via discontinuous controller
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Fig. 4. Attitude control via discontinuous controller
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Fig. 5. Control inputs due to kinematic controller
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Table 1. Model parameters for X4-flyer

Parameter Description Value Units
g Gravity 9.80665 m/s2

m Mass 0.468 kg
l Distance 0.225 m
Ix Roll Inertia 4.9 × 10−3 kg · m2

Iy Pitch Inertia 4.9 × 10−3 kg · m2

Iz Yaw Inertia 8.8 × 10−3 kg · m2

Jr Rotor Inertia 3.4 × 10−5 kg · m2

b Thrust Factor 2.9 × 10−5

d Drag Factor 1.1 × 10−6
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Fig. 6. Position control via dynamical controller
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Fig. 7. Attitude control via dynamical controller

The design parameters associated with the kinematic control part are assumed to
be set as the same as those of the simulations based on kinematic control. The pos-
itive definite matrix in Lyapunov function is set to C = diag(50, 50, 50, 50). In
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Fig. 8. Control inputs due to backstepping method
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Fig. 9. Torque inputs due to total dynamical model

addition, assume that the initial value of generalized coordinates is set to q0 =
[0 0 0 π/10 π/10 π/10]T and the desired value is qr = [3 3 − 3 0 0 0]T .

The simulation results are shown in Fig. 6 and Fig. 7. It is seen from this result
that all the generalized coordinates are converged to the desired values smoothly. The
corresponding inputs due to the kinematics are shown in Fig. 8 and the torque inputs
due to the dynamics are depicted in Fig. 9.

7 Conclusion

For a VTOL-type aerial robot, called X4-flyer that is an underactuated system, a kine-
matic controller based on the Astolfi’s discontinuous control has been derived and then
it has been used to realize a dynamical-based controller according to the so-called back-
stepping method. Their validity was proved by several simulations.

The Astolfi’s discontinuous control assured only a local stability if the chained form
was not applied. From this fact, it may be possible to extend the present results so as to
guarantee the system stability globally by applying the transformation of chained form.
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Abstract. In this work, we have introduced an insect-inspired flapper mimicking typical 
general characteristics of flying insects such as wing corrugation and wing clap-fling as well as 
wing rotation. The flapper was actuated by a unimorph piezoelectric composite actuator and a 
compressed one, respectively, for force generation comparison. Flapping tests were conducted 
both in the air and in a vacuum chamber to measure total vertical force and vertical inertia 
force, and then the vertical aerodynamic force was calculated by subtracting the vertical inertia 
force from the total vertical force. Further, the wing kinematics of the flapper was figured out 
by examining high-speed camera images taken from front and top views at the same time. The 
experimental results confirmed that the flapper could optimally operate at flapping frequency of 
9 Hz and applied voltage of 300 voltage peak-to-peak (Vpp). In addition, the results also showed 
that we could increase the flapping angle 22 % and improve the average of vertical 
aerodynamic force 19 % by using the compressed piezoelectric composite actuator. 

1   Introduction 

Flying insects are the only group of invertebrates to have evolved powered flight over 
the past several million years of evolution. They have many fascinating features of 
flight and maneuverable abilities that are superior to any man-made flying vehicles in 
many ways: flying insects have capability of long-time hovering, quick maneuver, 
instantly dart sideways or backward, and effectively discontinuous changes of 
direction, etc. Typically, the flapping frequency of insects ranges from a few hertz to 
hundreds hertz; as flapping frequency increases their body weight increases and their 
wing area decreases. From the viewpoint of aerodynamics, flying insects can produce 
relatively high lift and thrust and fly in the low Reynolds number regime ranging 
from 5 to 10,000 [1], where effect of the viscous force is dominant. In engineering 

                                                           
* Corresponding author. 
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application, if these outstanding characteristics can be somehow mimicked and 
implemented in micro air vehicles (MAVs), the performance of the next generation of 
flying vehicles can be greatly innovated. Therefore, many researchers have involved 
in doing reverse-engineering [2] and revealing the secret of insect flight [3,4]. 

Due to the fast response as well as relative high actuation force, piezoelectric 
materials are widely used for insect-mimicking research. One of the most significant 
works of flying insect mimicking was made by Fearing et al. [5]. They introduced an 
micromechanical flying insect (MFI) which can produce flapping angle of 120o at 
flapping frequency of 150 Hz. Nguyen et al. [6] used a four-bar linkage to mimic 
thorax of a flying insect and developed a full three-dimensional prototype of flapping 
wing device actuated by a piezoceramic actuator named LIPCA (Light-weight 
piezoceramic composite actuator) [7]. This flapping-wing device was successfully 
demonstrated in terms of force and vortex generation. The most recent work is a 60 
mg flapping-wing system introduced by Wood et al. [8]. They have successfully 
enabled their flapping-wing system to generate sufficient thrust to take off with an 
external power supply and constrained body degrees of freedom. 

This work is an extended work of reference [6]. According to [6], the flapping 
device still needs improvement due to the limited actuation displacement and force of 
the LIPCA actuator. Recently, the LIPCA actuator under compression has been 
proven to show better performance than the original one without compression in 
terms of actuation displacement and force generation [9,10]. As expected, we achieve 
a better flapping performance of the flapper when we simply replace the actuation 
part in the flapping device with the compressed LIPCA. 

For demonstration of the performance improvement in terms of aerodynamic force 
generation and flapping angle, two flappers actuated by the original LIPCA and the 
compressed LIPCA, respectively, have been experimentally examined. The flapping 
tests were conducted at various flapping frequencies varied from 6 Hz to 15 Hz to 
search for the best flapping frequency at which the maximum aerodynamic force is 
obtained. At the optimum flapping frequency of the flapper, the flapping tests were 
also undertaken both in the air and in a vacuum chamber to measure total force and 
inertia force. Then the aerodynamic force could be calculated by subtracting the 
inertia force from the total force. In addition, the kinematics of the flapping wing 
during upstroke and downstroke could be figured out by examining the high-speed 
camera images.  

2   Description of the Flapper 

2.1   Overview of Biomimetic Inspirations 

Flying insects have utilized special techniques for flight, as the result, they can hover 
unlike most of birds. In this work, we have mimicked some important mechanisms of 
insect flight, which are wing rotation [11], wing corrugation [12], and wing clap-fling 
[13], and implemented these features into a flapping device. Figure 1 shows the full 
flapper after assembly. 



 An Insect-Like Flapping-Wing Device Actuated 103 

 

Fig. 1. Full flapping device 

We used light-weight materials such as balsa wood, acrylic sheet, kapton film, 
carbon rod and carbon/epoxy composites to make all components of the flapper 
including four-bar linkage systems, hinges, wings, stoppers and supporting frame. 
The engineering data of the flapper are summarized in Table 1.  

Table 1. Dimension and weight of the flapper 

Length (cm) 10.00 
Width (cm) 12.50 
Height (cm) 6.50 

Dimension 

Wing area (cm2) 27.50 
LIPCA 6.10 
Wings 0.15 
Structures 4.13 

Weight (gram) 

Total weight 10.38 

2.2   Actuator and Linkage System 

Actuator is one of the most important parts as an artificial muscle in the flapper to 
create the wing stroke motion. For this purpose, we used both original LIPCA and 
compressed LIPCA to excite the flapper. To apply a compressive load to the LIPCA, 
at first, two carbon rods were glued to both ends of the original LIPCA. The 
compressive load was then applied to the LIPCA using rubber bands whose stiffness 
and length were selected so that a compressive load of approximately 9 N could be 
applied, which improved the actuation performance of the LIPCA as previously 
proven in reference [10].  

The LIPCA shown in Figure 2 comprises of a piezoceramic wafer encapsulated by 
carbon/epoxy and glass/epoxy layers as shown in Figure 2(a). The whole stack then is 
cured in an autoclave with a suitable temperature profile to bond the layers together.  
 

Flexible wings 

Compressed LIPCA 

Stoppers 

Frames 

Linkages 
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Glass/Epoxy 

   (14x24x0.18mm)

Glass/Epoxy 
(100x24x0.09mm) 

PZT Ceramic 
(72.42x23x0.25mm) 

Carbon/Epoxy  
   (71x22x0.1mm)

 
(a) Lay-up of LIPCA 

 

(b) LIPCA after curing 

Fig. 2. LIPCA actuator 

The slightly curved shape of the LIPCA after curing, Figure 2(b), is due to the 
mismatch between the coefficients of thermal expansion of the layers [7]. 

When the LIPCA is under electric field, it produces displacement in bending mode. 
However, it can produce only a few millimeters of displacement even when it is under 
critical electric field. Therefore, the induced bending displacement must be amplified 
and converted to flapping motion by a 4-bar linkage system [14] shown in Figure 3. 
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2.3   Linkage System 

The linkages play an important role not only to amplify the limited bending 
actuation displacement of the LIPCA to large flapping angle, but also to transmit 
the actuation force from the LIPCA to the wings and vice versa. They should be 
light weight and stiff enough to sustain the periodic forces caused by the 
reciprocating motion of the wings and the LIPCA during operation. The acrylic 
sheet with 1 mm thickness was suitably used for machining the linkages by a laser 
cutting machine (LaserPro Mercury, L-40V, GCC American Inc., USA). This is to 
make the flapper as precisely and symmetrically as possible to avoid undesirable 
vibration during flapping test.  

Figure 3 describes the right part of the 4-bar linkages in the flapper when the 
flapper is viewed from front (Figure 1). Hinge 1 and hinge 4 are fixed hinges mounted 
on the supporting frame, and hinge 2 and hinge 3 are freely moving hinges. The input 
link directly receives the motion from the LIPCA and transfers the motion to the 
follower link through the coupler link. 

Under the variation of the applied voltage, the LIPCA bends up and down, and 
creates upstroke and downstroke of wings, respectively (Figure 3). In this flapper, the 
LIPCA was installed in a simply supported configuration to provide a larger actuation 
displacement at higher flapping frequency. 

2.4   Artificial Wing 

In flapping flight, wings not only change their movement direction and their angle of 
attack relative to the airflow, but they undergo deformation, which may actually be 
necessary for the generation of sufficient aerodynamic force. Most insect wings are 
flexible and corrugated, which consist of membrane stiffened by veins. The veins are 
extended from the wing root to the wing tip and also along the chord of the wing 
resulting in a zigzag cross section of the wing. The corrugation greatly increased both 
the stiffness and strength of insect wings [12]. Newman and Wootton [15] have 
shown that in such corrugations the membrane itself may have a structural role, 
further stiffening the wing by means of a 'stressed skin' effect. Rees [16] and Tamai  
et al. [17] further demonstrated that a corrugated wing made a good aerofoil for force 
generation at low Reynolds numbers. 

We fabricated the wings by using carbon/epoxy fibers and kapton film with 30 
micrometer in thickness. The wing shape and vein structure was taken from wings of 
horse botfly (Gasterophilus) shown in Figure 4(a). The carbon/epoxy fibers were laid 
out on the kapton film by following the wing vein structure. The whole stack of 
artificial wings were then vacuum bagged and cured in an autoclave at high 
temperature (177 oC) at where the epoxy resin melts and glue the carbon fibers to 
kapton film. After cooling down to the room temperature (25 oC), the epoxy resin 
helps the carbon fibers adhere to the kapton film, and the artificial wing is slightly 
deformed due to thermal deformation as shown in Figure 4(b). It should be noticed 
that only wing shape and main wing structure were mimicked and wing flexibility is 
not mimicked and investigated at this stage.  
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(a) Vein pattern and wing shape of horse botfly 

 

(b) Artificial wing made of kapton film and carbon/epoxy fibers 

Fig. 4. Vein pattern and shape of horse botfly’s wing and artificial wing 

2.5   Passive Wing Rotation 

Insects fly by actively rotating their wings during flapping to adjust the angle of 
attack in such a way the wings can capture the vortex sheet and produce additional lift 
and thrust even during upstroke. The wing rotation is supposed to create additional 
circulation causing rotational forces that add to or subtract from the force produced by 
translation of the wing depending on the direction of rotation [18]. 

Mimicking the active wing rotation of insect requires a lot of efforts and additional 
complex mechanism resulting in weight increase and flapping frequency reduction. 
Instead of that, we mimicked the wing rotation by using a passive wing rotation 
mechanism induced by resultant aerodynamic forces shown in Figure 5. We located 
the rotational axis at the leading edge of the wing; the rotational axis is as far as 
possible from the axis of aerodynamic center of the wing. During flapping, the wing 
flaps up and down along the flapping path and creates the aerodynamic forces on the  
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Fig. 5. Working principle of passive wing rotation (L = Lift, D = Drag, R = Resultant force) 
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wing. The resulting aerodynamic force at the aerodynamic center makes the wing 
passively rotate about the rotational axis in clockwise direction for upstroke and 
counter-clockwise direction for downstroke. The rotation wing angle was limited by 
the shape of the stopper installed at the rotational axis of the wing. The wing rotation 
angle can be easily adjusted by changing the shape of the stopper. 

2.6   Wing Clap-Fling Mechanism 

Clap-fling mechanism proposed by Weis-Fogh [13] is a method of insect flight. In this 
process, the wings clap together above the insect’s body and then fling apart. As the 
wings fling open, the air gets sucked into the gap between the wings and creates a 
vortex over each wing. This bound vortex then moves across the wing and, in the clap, 
acts as the starting vortex for the other wing. In most cases, this method increases 
circulation or lift to the extent of being higher than the typical leading edge vortex 
method. The process of the clap and fling is graphically described in Figure 6(a).  
 

 

 

(a) Sequence of clap and fling [13] 

Clap FlingClap Fling

 

(b) Stream line created by clap and fling [18] 

Fig. 6. Clap-fling mechanism 
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Figure 6(b) shows stream line of air flow and aerodynamic forces created by clap and 
fling, which is taken from reference [18]. More details on the clap and fling 
mechanism can be found in [18, 19, 20]. 

In this present flapper, the wing clap-fling mechanism of the flapper could be 
created at the end of upstroke by adjusting the applied voltage and the connecting 
point between the actuator and the input link, shown in Figure 2. The flapping angle 
was calculated by taking angle difference between the beginning of downstroke and 
the end of downstroke.  

Figure 7 shows flapping angles captured by a high-speed camera (Photron 
FASTCAM APX-120K, Photron, Japan) at 2000 frames per second. The flapper was 
operated by 300 Vpp with square wave input at frequency of 9 Hz. The flapping angle 
of the wing was about 110o for the flapper actuated by compressed LIPCA and 90o for 
the flapper actuated by original LIPCA. Thus, the use of the compressed LIPCA 
resulted in about 22 % increase in the flapping angle. It can be noticed that the wing is 
almost vertically placed at the end of upstroke, which will create clap of the two wings. 

 

 

Fig. 7. Flapping angle with clap captured by a high-speed camera for the flapper actuated by 
the compressed LIPCA 

3   Experimental Test 

3.1   Experimental Setup 

The apparatuses for the flapping test are composed of a high voltage power supply 
(AMT-1.5B40, Matsusada Precision Inc., Japan), a function generator (Agilent 
33120A, Agilent Technologies, USA), an oscilloscope (Tektronix TDS 2024, 
Tektronix Inc., USA), a high sensitive multi-axis force/torque load cell (Nano17, 
resonant frequency of 7.2 kHz, resolution of 1/1280 N, ATI Industrial Automation, 
USA) with interface power supply and DAQ card, and a PC as shown in Figure 8. 

The high voltage amplifier provides driving voltage of 300 Vpp in a square wave 
form generated by the function generator to the compressed LIPCA that activates the  
 

110o 

     Beginning of downstroke End of downstroke 
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Fig. 8. Experimental set-up for force measurement 

flapper to make the wing stroke motion. Frequency of driving voltage measured by 
the oscilloscope can be varied by the function generator, so that flapping test can be 
easily conducted at different flapping frequency for force measurement. Signals from 
the load cell were acquired by the DAQ card and stored in a computer for data 
analysis. 

3.2   Force Measurement in the Air 

For the force measurement, the load cell was firmly mounted on an acrylic stand as 
shown in Figure 9. The flapper was connected to the load cell by a carbon rod, and the 
signal wires of the load cell were connected to the data acquisition system. One end of 
the carbon rod was fixed at the mounting adapter of the load cell; the other end was 
tightly attached to the flapper tilted about 40o with respect to the horizontal line, 
which mimics the posture of insects that tilt their flapping plane about 30o to 60o 
during their flight [21]. The output signals, which resulted from the produced force, 
were acquired from the load cell using the DAQ card and then directly inverted to the 
force data by using an integrated software installed in the computer.  
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Fig. 9. Force measurement in the air 

 

Fig. 10. Force measurement in the vacuum 

In this test, the LIPCA was driven at voltage of 300 Vpp and various frequencies 
from 6 Hz to 15 Hz. The total vertical forces generated by the flapper in the air were 
measured for the various frequencies to find the optimal flapping frequency at which 
the flapper can generate maximum vertical force. Further, the effect of the 
compressed LIPCA has been examined by comparing the vertical force generated by 
the two flappers actuated by the original LIPCA and compressed LIPCA. 
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3.3   Force Measurement in the Vacuum 

Inertia forces induced by vibration and wing stroke motion are the main source 
affecting the total forces measured in the air, which include both aerodynamic force 
and inertia force. In order to separating them, flapping tests in the vacuum must be 
conducted. Because there is almost no air in the vacuum, the measured forces are only 
inertia forces. 

The flapping tests with the same configuration as flapping tests in the air were 
conducted in a vacuum chamber, as shown in Figure 10, at vacuum level of 95% to 
measure the inertia force induced by flapping wing motion of the flapper. This inertia 
force was then subtracted from the total vertical force measured in the air to get the 
vertical aerodynamic force. 

3.4   Wing Kinematics Capture 

To capture the passive wing rotation angle and wing flapping angle at the same time, 
we used a high-speed camera (Photon FASTCAM APX-120K) and a mirror system 
arranged as in Figure 11(a). Motions of the wing in the front view and top view are  
 

 

 

(a) Set-up for capturing wing kinematics 

 

(b) Image captured by a high speed camera and a mirror system 

Fig. 11. Set-up for wing kinematics capture 

Top view 

Front view 
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synchronized by the mirror system and captured by the high-speed camera operated at 
2000 frames per second. Figure 11(b) shows one of the images taken by the high-
speed camera. The wing kinematics was determined in terms of the wing rotation and 
wing flapping angles with respect to the reference axis as shown in Figure 12. In this 
flapper, the limits of nose-down rotation angle and nose-up rotation angle are 10o and 
60o, respectively.  
 

 

Reference for calculation of passive wing rotation angle 

 

Reference for calculation of flapping angle 

Fig. 12. Reference for calculation of rotation angle and flapping angle 

4   Result and Discussion 

4.1   The Optimum Flapping Frequency 

By prescribing voltage of 300 Vpp to the flapper and varying flapping frequency over 
the range from 6 Hz to 15 Hz with increment of 1Hz, the measured data enable us to 
determine the optimum flapping frequency, at which the largest average vertical force 
is generated. Figure 13 shows the vertical forces measured at the various flapping 
frequencies. 
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Fig. 13. Measured vertical force at various flapping frequencies 

The vertical force reached the maximum value at around flapping frequency of 9 
Hz that can be named the optimum flapping frequency of the flapping system. 
Obviously, flapping angle keeps changing as flapping frequency was varied. The 
maximum flapping angle is obtained when the flapper is operated at around 9Hz, 
where the LIPCA produces maximum actuation displacement. For lower flapping 
frequency than 9 Hz, the vertical force was smaller due to the low flapping-wing 
speed. For higher flapping frequency than 9 Hz, the vertical force decreased as the 
flapping frequency increased, because the time spent for the passive wing rotation 
during upstroke and downstroke was not enough to fully complete the wing rotation, 
i.e., the wing’s nose-down and wing’s nose-up angles can not reach 10o and 60o, 
respectively. Thus, the flapping system was operated at 9Hz for all flapping tests in 
the vacuum chamber to measure inertia forces. The same phenomenon was observed 
for the flapper actuated by the original LIPCA [6]. 

4.2   Aerodynamic Force 

At the best flapping frequency of 9 Hz and prescribed voltage of 300 Vpp, we 
measured the vertical forces generated by two flappers actuated by the compressed 
LIPCA and the original LIPCA both in the air and in the vacuum chamber, and then 
we plotted the data in Figure 14 and Figure 15, respectively. For a clear investigation, 
the graphs were plotted within three periods. The aerodynamic force was calculated 
by subtracting the inertia force from the total force. 

The average vertical aerodynamic force of the flapper actuated by the compressed 
LIPCA was 0.025 N, while that of the flapper actuated by the original LIPCA was 
0.021 N (19% increase). These average values were calculated and represented by the 
horizontal dash lines as shown in Figures 14-15. The average vertical inertia forces 
for both cases were relatively small. The inertia force did not significantly contribute 
to the average value of total force, but it is vital to determine the aerodynamic force 
profile. 
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Fig. 14. Vertical force at 300 Vpp and 9 Hz with square wave input for the flapper actuated by 
the compressed LIPCA 
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Fig. 15. Vertical force at 300 Vpp and 9 Hz with square wave input for the flapper actuated by 
the original LIPCA 

Table 2 summarizes the experimental results obtained by the flapping tests in the 
air and in the vacuum chamber. The average aerodynamic force could be improved 
19 % when the flapper was actuated by the compressed LIPCA. The improvement is 
mainly due to the improved actuation displacement and force of the compressed 
LIPCA. The improved actuator performance contributed to 22 % larger flapping angle 
and subsequently to 19% increase in the average aerodynamic force. The difference in 
the two inertia force profiles mainly came from different actuation mechanisms of the 
two flappers.  

Table 2. Experimental results 
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Total force Inertia force 
Aerodynamic 

force 
Original flapper 0.022 N 0.001 N 0.021 N 

New flapper 0.027 N 0.002 N 0.025 N 
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4.3   Wing Kinematics 

By examining the high speed camera images of front and top view at the same time, 
the flapping angle and the passive wing rotation angle were figured out and plotted in 
Figure 16. Due to the passive wing rotation produced by the aerodynamic force, at the 
beginning of downstroke (or at the end of upstroke) the wing’s nose is up at 60o, and 
then it starts to flap down and rotate about the rotational axis in the counter-clockwise 
direction and reaches a full nose-down rotation angle of 10o at 0.125 T. After that, the 
wing rotation angle of 10o is maintained until the end of downstroke at 0.53 T. For the 
upstroke, as the wing starts to flap up, it also begins rotating about the rotational axis 
in the clockwise direction and reaches a full rotation angle of 60o at 0.708 T (within 
0.178 T). Afterward the rotation angle is kept constant to the end of upstroke (Figure 
16). The same sequence of wing rotation is repeated for the next cycles. During one 
cycle (T), the duration of the downstroke was about 0.53 T, which is slightly longer 
than the duration of the upstroke (0.47 T). The time ratio between downstroke and 
upstroke of the flapper is 1.13. This kinematics exactly reflects the design we made 
for the passive wing rotation, and it can be used for a computational fluid dynamics 
simulation [22]. 
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Fig. 16. Flapping angle and passive wing rotation angle of the flapper 



116 Q.V. Nguyen et al. 

5   Conclusions 

In this paper, we have experimentally investigated characteristics of a flapping-wing 
device actuated by both compressed and uncompressed unimorph piezoceramic 
actuators in terms of wing kinematics and vertical aerodynamic force generation. The 
flapper can passively create wing rotation as well as flapping motion mimicking 
flapping motion of insects. From the experimental examination, we could conclude 
that the flapper actuated by the compressed LIPCA can generate a larger aerodynamic 
force than the flapper actuated by the original LIPCA. The use of the compressed 
LIPCA contributed to 22% larger flapping angle, and subsequently, to 19% increase 
in the average vertical aerodynamic force. However, it could not increase the flapping 
frequency of the flapper: it is suggested that the geometry of the linkages should be 
modified to increase the optimum flapping frequency. Flapping tests in the vacuum 
confirmed that the average inertia force is relatively small compared to the average 
total force. Further computational fluid dynamics simulations and smoke visualization 
are required to investigate the effect of the wing flexibility and wing clap on 
enhancement of the lift. 
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Abstract. This paper represents of the successful development on bio-mimetic wing design 
inspired from cicada. Since we have already developed the flapping MAVs with different scale 
having different performance, the attempts to design the wing structure similar to the insect 
wing, which expected to bring improvement of performance, were made. In this research, the 
cicada was chosen for the insect model and 36cm flapping MAV selected for wing application. 
The carbon fiber prepreg composite material was used for wing structure. The aerodynamic 
force measurement, wing kinematics observation and wind tunnel test were conducted to 
evaluate the performance between normal wing and bio-mimetic wing. It was proved that the 
bio-mimetic wing is superior to the normal wing in terms of not only force generation but also 
the aspect of appropriate wing kinematics. The force measurement of bio-mimetic wing in 
various wind flow velocity and operating power was also resulted to have better flight 
performance in lift and thrust coefficient comparing to the normal wing.   

1   Introduction 

Flapping flight of the nature’s flyer, especially insect has fascinated humans for many 
centuries, since its flapping technique remains unsurpassed in many aspects of 
aerodynamic performance and maneuverability. Experimental studies on the configu-
ration with more decreased sizes of flapping MAV's are being conducted mainly by 
some enterprises and colleges. We also have been researching on flapping MAVs 
from 2004 and successfully performed the mission on two times of IMAVC 
(International Micro Air Vehicle Competition : 2005,2006) and we have succeeded in 
flying 15cm flapping MAV composed of electric pager motor weighs less than 
10gram in MAV07 conference held in France Sep, 2007.  

Bio-mimetic flapping vehicle should follow the flight principles of insect wing and 
should perform very complicated flapping mechanisms in order to have more 
capability and maneuverability such as taking-off backwards, flying sideways, and 
landing upside-down [1] as insects. However, there are many difficulties to build an 
efficient flapping mechanism as well as fabricating bio-mimetic wings due to the 
limited materials and actuator realization [2]. Recently, there has been tremendous 
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progress in the observation of insect’s flapping flight, since there is possibility for 
adopting its excellent technique for micro aerial vehicle (MAV) that can fly by 
flapping wing [3-4]. and sustained flight. Since our flapping system is unable to 
perform the wing rotation actuation as seen in insect, so the deformation of wing 
during flapping is affecting to the performance mostly. It is, therefore, very important 
to concentrate and study on the efficient wing design which could perform proper 
passive deformation. By designing, fabricating and testing on bio-mimetic wing 
expected to bring the most efficient flapping wing design for our flapping system.   

2   Characteristics of Low-Reynolds Number Aerodynamics 
Applied to Flapping MAV 

As many researches and studies about flight aspects of low-Reynolds regime 
especially the flapping flight area, there are many remarkable results that could prove 
the advantages of unsteady aerodynamics [5-6]. It has shown that flapping wings 
benefit from unsteady aerodynamics at insect scale to generate lift than steady-state 
aerodynamics as well as high maneuverability and agility as seen in insects and 
hummingbirds [7]. Biological flight systems, known as the most efficient flight 
mechanism, are also superior to engineering flight systems at all small scales for their 
better power supply, better stability and control system, fly in atmospheric dynamics 
and low Reynolds number aerodynamics [5]. 

Refers to the well-known features of natural flyers, small insects has a wing chord 
Reynolds number between 100 to below 1000 which uses unsteady effects to stay 
aloft with corrugated, curved plates wings. For the large insects to small bird, it has 
wing chord Reynolds number between 1000 to 15000 which uses conventional airfoil 
circulation and sensitive to transition and separation [8]. 

As the size of vehicle decreases with having higher wing beat frequency, features 
of unsteady flight regime affects more critically. In order to fulfill those 
characteristics, we focused on analyzing flight mechanisms including wing structures 
of insect and adopt those characteristics to our flapping vehicle. Moreover, we 
intended to improve our flapping vehicles by comparing flight mechanism of insect 
and tried to find the differences in order to specify the necessities in improving 
vehicle’s performance which would be the final purpose of our research.  

 

Fig. 1. Flight mechanisms of natural flyers[8] 
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Fig. 2. Comparison of flight characteristics over different Reynolds number 

As shown in Figure 2, flight mechanisms and aerodynamic characteristics vary by 
the different Reynolds number regime. We have studied on recent papers about insect 
and flapping MAV especially papers on insect flight mechanism and development of 
flapping MAVs which gives great help to understand basic principles of flapping 
mechanisms and ideas of wing structural design. From Pennycuick [9] the relation 
between flight speed and the mass of a bird can be given by 

6/177.4 mU =                                          (1) 

where U is the flight speed in m/s and m is the mass in grams. Greenewalt [10] 
computed from statistical data the correlation between wing flapping frequency f 
(Hz), vs. wing length  l (cm), to be 

543161 .fl . =                                            (2) 

while Azuma [11] showed that the correlations for wing flapping frequency (Hz) vs. 
mass, m (g), for large birds and small insects are 

6/13.116)largebirds( −= mf                                (3) 

3/17.28)tssmallinsec( −= mf                                  (4) 

From Equations. (1)–(4), relationships between wingtip speed and mass can be 
derived. These relations are  

065.07.11bird) (large Speed Wingtip −= m                    (5) 

043.07.9insects) (small Speed Wingtip −= m                    (6) 

For larger flyers, their flights can be approximated by quasi-steady-state 
assumptions because their wings flap at low frequency during cruising. Hence the 
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wingtip speed is low compared to the flight speed. So larger birds, such as eagles and 
seagulls, tend to have soaring flight and their wings behave like fixed wings. On the 
other hand, smaller birds and insects fly in an unsteady state, e.g., flies and 
mosquitoes flap their wings at several hundred hertz. As the results of other 
researches and papers [12], we assume that our flapping MAVs would operates in an 
unsteady-state flow regime in which the wingtip speed is faster than the flight speed 
and fluid motion is complicated also not constant over time.  

 

 Span-wise Flexible  Span-wise Rigid 

      

Fig. 3. Stiffness distribution effects on lift performance 

Reference attached in figure 3 also shows the aerodynamic performance of natural 
insect wings, carbon fiber wings, and MEMS wings tested and it also proves that 
spanwise stiffness is an important factor in lift production in flapping flight. [13] For 
the same size of wings, cicada wings with rigid leading edge produce larger lift 
coefficients according to the result shown in this experiment. We are going to discuss 
about this in following chapter with comparison data of advance ratio J in different 
size of flapping MAVs. 

Therefore because the lift coefficient of the spanwise rigidity is higher than that of 
the spanwise flexibility in unsteady-state flight, we used carbon to make the span 
structure of mechanical flapping wing be rigid. The flapping mechanism is designed 
such that the left and right wings move up and down and produce flapping along the 
wing chord due to the wing’s elasticity. That means the structural elasticity along the 
wing chord direction is an important factor. The wing frame is an important part 
producing the elasticity of whole wing and thus the structure of the wing frame would 
affect the wing efficiency and feature variance. 

3   Bio-inspired Mechanism Development 

3.1   Flapping Model for Bio-inspired Mechanism Application 

For application of bio-mimetic wing design, the 36cm flapping MAV was chose. The 
design procedures are introduced in reference [14], and specification of vehicle is 
shown in Figure 4. 
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Component 

Part 
Mass Wing Span 36 cm 

Motor 6.09 g Wing Area 432 cm2 
Battery 10.2 g Weight 50 g 
Speed 

Controller 
1.22 g 

Wing 
loading 

0.115g/cm2 

R/C Receiver 2.04 g Fuselage 25 cm 
Fuselage and 
Gear Box 

20.71 g Gear Ratio 
28:1 

reduction 
Wing  4.35 g Frequency 20 Hz 

Camera 
&transmitter 

+6.05 g Up Stroke 35° 

Total Mass 
44.60 

g(+6.05g) 
Down 

Stroke  
0° 

  
Flight 

Duration 
15 min 

Fig. 4. Specification of 36cm ornithopter 

3.2   Selection of Insect Model for 36cm Bio-mimetic Wing 

There's no such insect which can fly only by their flapping motion. They can fly only 
through complex flight mechanism such as delayed stall, rotational circulation, and 
wake capture. But there hasn't developed such flapping mechanism which can 
perform those performances of insect at the same time, it is recommended to make 
wings which mimic the wings of insects which expected to improve its flight 
efficiency through applying those wings to our vehicle.  

For selecting insect model to design the wing similar to insect, investigations on 
several insect for their total weight(g), wing span(cm), wing area(mm2) were 
conducted as shown in Figure 5. On this basis, selection on appropriate insect model 
for our vehicle was carried out. The selection was done based on the insect having 
lower flapping frequency with larger wing area compare to its total weight because 
the developed flapping MAV is quiet heavy and also with very low flapping 
frequency. In fact, it is improper to compare the parameters between flapping MAVs 
and insects, for the aspect of size of 36cm, but since the flight mechanism was based 
more on the insect so the conceptual design of wing structure should follow as same. 
Cicada was selected for our model because it satisfies the previous conditions. 
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Fig. 5. Comparison of wing area versus gross weight and frequency 

After analyzing wings of cicada, we found that it is a cambered wing divided into 
many cell-type membranes formed with veins throughout the whole wing area as 
shown in Figure 6 [16]. 

 
Fig. 6. Characteristics of insect wing (cicada) 

It was also observed that the leading edge vein has more thickness related to other 
veins and the thickness reduced from wing root to wing tip. This can show that the 
insect wing has an efficient wing structure for the unsteady flight by differences in 
thickness of veins and the size of cells surrounded by those veins. It was also 
observed that camber on both span-wise and chord direction, it can efficiently control 
the wing deformation during flapping motion. 
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3.3   Cell-Type Wing 

Keeping the features of insect wing in Fig. 6 in mind, attempts at adding more frames 
with cell-type wing design instead of 2 frame wing design and adopting camber on 
span-wise direction design was made. In order to compare the flight characteristics 
between bio-mimetic wing and normal wing, we set two types of wings on 
experiment. Wing spars of both wings have the same thickness made of carbon 
prepreg, and PET was used for skins. Type A, the wing designs of prototype, has only 
one wing frame crossing the wing area and plane surface. But type B, the wing 
section is divided into many cells by many frames and also has camber along the 
chord line. We used carbon fiber to form main spar and each sub frames. To reinforce 
the rigidity through the wing span direction, we placed additional thickness to the 
main spar. 

 
Type A (Proto-type : 2frames)  

 
Type B (Bio-mimetic Wing) 

Fig. 7. Cell-type wing made up with composite material 

3.4   Cambered Wing 

The thin airfoil was used to minimize drag, suitable for characteristics of the low 
Reynolds number. As in Fig. 8, by using X-foil software, the EH3012 airfoil was cut 
from the leading edge by 7.7% and only the airfoil with the upper surface was 
designed. 
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Fig. 8. Aifroil EH3012 1 

3.5   Fabricating 

We formed mold to fabricate the cambered and cell-type wing. The procedures of 
fabrication are shown in figure 9. For fabrication, the carbon/epoxy fibers were placed 
on the steel mold having camber then vacuum bagged and cured in an autoclave at 
high temperature, 177 C, to properly form the wing frame. The amount of time and 
and temperature in curing will determine the stiffness, therefore suitable curing time 
and temperature was precedely experimented. After frame curing, attaching  
PET(Polyethylene terephthalate) to frame using cyanoacrylate adhesive followed 
assure perfect bonding each other. 

 

     

Fig. 9. Procedures of bio-mimetic wing fabrication 

4   Experimental Methodology 

4.1   References in Calculation of Wing Kinematics 

Wing kinematics is one of the significant parameters in flapping because the flapping 
angle plays great role in the flight mechanism of insect. To analyze the pitching angle, 
plunging displacement and flapping displacement, motions of the wing in the front 
view, side view and top view was captured by the high speed camera operated at 2000 
fps as shown in Figure 10. In this test, the wing kinematics with phase calculations of 
prototype wing and bio-mimetic wing, both wingspan length of 36cm, were 
investigated. The references of calculation of flapping angle, wing rotational angle 
and plunging displacement are shown in Figure11-13. 
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Fig. 10. Schematic for capturing wing kinematics 

 
Fig. 11. Reference for calculation of flapping angle  

 
Fig. 12. Reference for calculation of wing rotation angle  

 
Fig. 13. Reference for calculation of plunging displacement  
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4.2   Observation on Flapping Motion of Cicada 

To compare the morphology of cicada and 36cm bio-mimetic wing, the wing 
kinematics analysis was conducted based on the image captured every 1/2000 second 
by high speed camera. Every testing period, taking image of both front and side view 
and synchronize each frame in order to calculate its flapping displacement, plunging 
motion, pitching angle. Cicada was placed to the experimental frame with two fixing 
point tied up with wires to properly attached horizontally. Figure 14 shows the 
placement of cicada and kinematics calculation. 

 

 

 

Fig. 14. Experiment on wing kinematics of cicada 

Flapping displacement was based on its wing root, displacement of upward to be 
positive value and displacement of downward to be negative. Likely the plunging 
displacement we set basis on its wing root. Displacement of forward, we set to 
positive value and backward we set negative. For the pitching angle we chose the 
mean value of wing twisting angle. 

4.3   Aerodynamic Performance Test 

The lift and thrust coefficients can be expressed as follows: 

  
(6) 

where L, T, U, A are lift, thrust, flight speed, wing area, and air density, 
respectively[6]. To analyze the flight performance with various wind condition, the 
wind tunnel experiment conducted under different flow velocity and operating power. 
In this test, measurement on lift and thrust force generation with every 1V difference 
ranging 1V~4V and every 1m/s difference ranging 1m/s~5m/s. The calculation on lift 
coefficient and thrust coefficient were based on the equation above and flow velocity 
was considered as flight speed. The angle of attack at this test was set to be 0 degree 
constantly. The wind tunnel and experimental devices are shown in Figure 15.   
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Fig. 15. Experiment on aerodynamic performance of normal and bio-mimetic wings 

5   Experimental Results and Discussion 

5.1   Result of Wing Kinematics of Cicada 

Flapping motion, plunging motion and pitching motion of cicada's wing in  
one flapping cycle are shown in Figure 14. As the result shows, at the beginning of  
 

 

 

Fig. 16. Wing kinematics of cicada wing 
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down-stroke, wing moves its pitch downward and when it reaches the maximum 
down-stroke point it automatically makes wing rotation so as to transverse its pitch to 
upward at the beginning of the upstroke motion. For the plunging motion it makes 
forward stroke during down-stroke and makes backward stroke during the upstroke 
motion, known as pronation and supination. But this doesn't mean that flapping and 
plunging motion has same phase. Flapping motion occurs later than plunging motion 
relatively. 

5.2   Result of Wing Kinematics of Prototype and Bio-mimetic Wing 

Similar to the wing kinematics calculation of cicada, same methodology was used to 
result the flapping and wing rotational angle with plunging displacement shown in 
Figure 15. This graph shows that both cicada and testing wing have similar flight 
statistics in some point of view which will be discussed later. 

 

 

Fig. 17. Wing kinematics of prototype and bio-mimetic wing 
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The result of wing kinematics of bio-mimetic wing is plotted in dash and prototype 
wing is plotted in lines. Prototype wing and bio-mimetic wing both made pitch down 
angle during down-stroke and pitch up angle during upstroke. Although there isn't any 
mechanical link systems to operate pitching motion, our vehicle could perform a 
pitching motion due to the passive deformation. There are several differences in 
performance between normal wing and insect imitating wing compare to the cicada's 
wing.  

Firstly, type A has almost same phase in both flapping and plunging motion but 
type B shows a clear different point of reversing point.  

Secondly, they differs the wing rotation point. Type A shows its wing rotation after 
starting upstroke but type B shows its wing rotation at the end of down-stroke. In 
other word, the point of wing rotation is between phase changing point of flapping 
motion and that of plunging motion which has much similarity to cicada's according 
to Figure 7-2. This proves that cambered and cell-type wing can perform more likely 
to the cicada's compare to the normal wing based on stated reasons. 

5.3   Aerodynamic Force Analysis of 36cm Bio-mimetic Wing 

The aerodynamic force measurements of prototype wing and bio-mimetic wing was 
conducted to prove the efficiency of application of flapping wing structures of insects. 
According to the previous chapter, bio-mimetic wing has superior performance in 
wing kinematics comparing to the original wing but to assure its better efficiency, 
force generation should also be larger. For this experiment, wing type A, the 
prototype wing, and bio-mimetic wing were prepared having wing length of 36cm and 
wingbeat amplitude to be 35 degree equally. The data from the force measured in the 
air and vacuum were averaged and subtracted to calculate pure aerodynamic force. 
The experiment devices and scene are shown in Figure 18. 

Average aerodynamic lift produced by prototype wing was measured 0.075N and 
thrust 0.018N. For bio-mimetic wing, the average aerodynamic lift was 0.088N and 
thrust 0.020N. Result shows that both lift and thrust generation of bio-mimetic wing is  
 

 

Fig. 18. Experiment devices and scene of aerodynamic force measurement of 36cm bio-
mimetic wing  
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higher than that of prototype wing obtaining 17% improvement in lift force 
generation and 11% improvement in thrust generation. 

5.4   Aerodynamic Performance Analysis under Various Wind Flow Velocity and 
Power Condition 

As the result from wind tunnel test also proved the efficient performance of bio-
mimetic wings with better aerodynamic coefficient.  As shown in Figure 19, the bio-
mimetic wing  has higher Lift coefficient through all Power and Velocity variation 
and also the drag coefficient of bio-mimetic wing shows better performance  
comparing to the normal wing. 

 

  

  

Fig. 19. Results of wind tunnel test 

6   Conclusions 

In this research, design, fabricating and performance analysis of 36cm bio-mimetic 
wing inspired from cicada were conducted. It was observed that, by the aspect of the 
force generation and wing kinematics, the developed cicada mimetic wing has better 
flapping performances and characteristics comparing to the original wing. The wing 
kinematics analysis, force generation analysis and aerodynamic performance analysis 
were conducted with high speed camera, vacuum chamber and wind tunnel. By the 
actual flight test, the bio-mimetic also operated to have higher stability throughout all 
kinds of AOA. It was proved to be a best solution to make the flapping wing followed 
the characteristics of insect wing regarding to the higher flapping performance, thus 
we expect future flapping MAV  can be optimized and improved on this basis. 
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Abstract. This study describes a system that allows robots to manage environmental condi-
tions. The proposed system consists of a database center and various autonomous robots, each 
with different functions. The robots’ functionality differs in mobility due to differences in their 
locomotion mechanisms, and information acquisition capability, which is defined by the sen-
sors they are equipped with, correspondent ability to an incident, and so on. This study de-
scribes the overall concept and some important features of the proposed system. In addition, we 
propose a position estimation method and explain the experiments conducted to evaluate it.  
Future tasks are also mentioned. 

1   Introduction 

A variety of mobile robots have been developed for specific applications, such as en-
tertainment, work support and transportation. There has been much research into 
autonomous mobile robots with various sensors and actuators depending on the pur-
pose and environments. Various sensors, such as RTK-GPS, RFID, gyro sensor, vision 
system, magnetic marker, ultrasonic sensor, laser larder sensor, and millimeter-wave 
sensor have been evaluated for autonomous locomotion [1,2]. 

The sensor specifications depend on the environment conditions the mobile robot 
travels in. Many researchers have attempted to improve the system performance and 
robustness by using sensor fusion. 

In this study, we propose a high-efficiency robot-system for effective environ-
mental management.  The system employs different types of mobile robots, each with 
different features and specifications.  

This study focuses on the environmental-recognition capability of mobile robots. 
Here, environmental recognition is defined as accurately detecting and estimating the 
position of obstacles. For mobile robots, environmental recognition must be reliable, 
and this study addresses this issue by enabling data sharing among robots. 

The concept and necessary functions of the proposed system and a sample applica-
tion are described.  In addition, future enhancements are also discussed. 

2   Concept and Functions of the Proposed System 

The objective of the proposed system is to manage a certain site by using robots having 
different features and specifications. In this study, it is assumed that the environment 
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where the proposed system is applied is a company or school facility, which includes 
buildings interiors, area around the buildings, walkways and roads. It is difficult for 
single-species mobile robots to manage such a complex environment. Therefore, we 
determine that the system requires a mixture of robot types capable of cooperating and 
collaborating among each other. The system and the individual robots require knowing 
the capability of other robots in advance. Figure1 illustrates the concept of the proposed 
system. 

The proposed system consists of different types of mobile robots and an admini-
stration system with a monitoring function. A human operator can get on one mobile 
robot, and control it directly, if necessary.  Each mobile robot is able to travel auto-
matically and autonomously execute pre-determined task.  

The headquarter comprises the administration system, the operator of the system, 
the robot operator, and an unmanned robot depending on the situation. The location 
of the headquarter of the system can be varied to accommodate changes in envi-
ronment and situation. This strategy enables both flexibility and quick response for 
the system. Each mobile robot reports its position and environment information to 
the administration system. 

The administration system maintains information on the activity state and positions 
of each robot. Each mobile robot is able to comprehend the overall situation and make 
decisions by receiving all necessary information and instructions. In this study, all 
mobile robots are not fully automated but operated by a human, depending on the 
situation. Therefore, a study of the Human machine interface (HMI) which displays 
information and is used to operate the system is essential. The proposed system util-
izes the following as methods: 

• Method to effectively manage each mobile robot  
• Method to implement a wide-area ad hoc wireless network  
• Method to construct a database. 

Medium
(Wide area)

Ex. Indoor-Outdoor,
Middle speed

Riding
(Whole rough areas)

Ex. Outdoor
High speed

Small
(Local area)

Ex. Indoor, Low speed,
Detail

Administration
System

Database

CooperationUpdate

Human

Check

Collaboration

Update

Cooperation

Update

Collaboration
 

Fig. 1. Concept of Proposed System 
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3   Cooperation among Mobile Robots 

3.1   Overview  

We have proposed a method using a RTK-GPS to develop an automatic driving system 
uses the vehicle position and specific course information [3]. This system does not re-
quire new infrastructure, which reduces costs. It can obtain specific course information in 
advance, and then reconstruct the course and adapt accordingly. The only disadvantage is 
that, it is difficult to improve the reliability of environmental recognition of the Auto-
matic Driving System because the GPS information reception is hindered by the sur-
roundings. We proposed an environmental recognition method that uses detailed position 
data of objects that are in the track of the vehicles, such as white lines, road shape, light 
poles, and road signs [4]. There has been a great deal of research into SLAM [5,6].  

This section describes a method for improving the positioning reliability that ap-
plies the cooperation property of the mobile robots. In this study, a mobile robot sup-
ported by the other robots is called a supported robot, and a mobile robot that supports 
the other robots is called a supporting robot. 

The concept of the proposed method is shown in Fig. 2. The supported robot trav-
els along the specified course. The supported robot has its own sensors; however, if 
due to some reasons the position accuracy of the supported robot is found to be too 
low, it would have trouble staying the specified course. In this situation, a supporting 
robot with more reliable sensors estimates the relative position of the supported robot, 
and calculates its absolute position. Subsequently, the supporting robot sends the posi-
tion data to the supported robot. Using this data, the supported robot can correct the 
position error and continue traveling.  

 

Fig. 2. Proposed Method 
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This method requires the following: the measurement of the state variables of the sup-
ported robot for correcting the position error (the state variables are mentioned later.), a 
way of aggregating position estimations by considering the time stamp and accuracy, and 
a control algorithm for the supporting robot. This proposed method can be also used for 
obstacle detection by sharing information about the existence of obstacles. 

3.2   Measurement Algorithm  

The state variables of the supported robot are position, heading, velocity, and yaw rate. 
In this study, all state variables are measured with a laser range finder which detects the 
existence of an object, and measures the distances to the object. We use high reflectance 
tapes for measurement. Three pairs of high reflectance tapes (width =0.1 [m], length = 
0.5[m]) are placed on the supported robot. One pair on its back 0.4 [m] apart, and the 
others pairs are placed on the left and right sides 0.7 [m] apart. In this study, only a pair 
on its back is used. The data processing from the laser range finder is as follows: 

1) The measurement system searches the data from the laser range finder. 
2) The system determines that two tapes are part of a pair by checking the dis-

tances between the tapes (0.4 [m] or 0.7[m]). 
3) The robot heading is calculated with the gradients the tape pair. 
4) The robot’s center position through the positions and gradients of two tapes of 

a pair. 
There are many kinds of sensors for measuring relative position between a sensor and 
a robot, such as, stereo vision, and mill-wave sensor. In this study, since our purpose 
is to investigate the feasibility of the system, we use a single sensor of a laser range 
finder. The measurement of the state variables with a laser range finder has sufficient 
accuracy of ±0.2[m] [7]. 

3.3   Estimation Algorithm 

The supporting robot estimates the relative position of the supported robot by the 
method described in section 3.2 and converts the relative position into the absolute 
position of the supported robot. The conversion equation is  
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where, 
X1: Relative position (x) of supported robot (in Fig. 3) 
Y1: Relative position (y) of supported robot 

φ : Relative angle of supported robot 

xsa : Absolute position (x) of supported robot  
ysa : Absolute position (y) of supported robot 
θ sa : Absolute angle of supported robot  



 Robot-System for Management of Environmental Conditions 139 

xsb : Absolute position (x) of supporting robot  
ysb : Absolute position (y) of supporting robot  
θ sb : Absolute angle of supporting robot 
w: Parameter ( not used)  
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Fig. 3. Method for Converting from Relative Position to Absolute Position 
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Fig. 4. Position Estimation (time-line) 

In this study, the absolute position of the supported robot is calculated and trans-
mitted by the supporting robot through a wireless LAN(WLAN). The position estima-
tion-fusion is based on the algorithm[8] which considers communication delay with a 
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Kalman filter [9].  In this study, the position data sent from the supporting robot is 
used as observation data. The flow of position estimation is shown in Fig.4. The 
communication delay is set to 0.1[s] in this experiment.  

3.4   Supporting Robot Control Algorithm 

In this study, the travel path of the supporting robot is bounded by the state variables 
of the supported robot. A laser range finder is used in this study. The system can es-
timate the position and yaw angle of the supported robot by detecting the pairs of 
tapes. Therefore, the supporting robot has to maintain its position from where it can 
detect at least one pair of tapes on the supported robot. In addition, the supporting 
robot also stays the distance within 6[m] of the supported robot due to the sensor’s 
performance limitation. The control algorithm shown in Fig.5 is based on the mobile 
guidance algorithm [10,11]. The supporting robot is controlled along the desired track 
for the supporting robot and remains 1[m] to the side and 4[m] behind the supporting 
robot and moves parallel to the supported robot. 

Desired Course 
(Supported Robot)

Supporting Robot

Supported Robot

1[m]
4[m]

Desired Course 
(Supporting Robot)  

Fig. 5. Control Algorithm  

3.5   Supported Robot Control Algorithm 

The supported robot travels along the desired course. The robot controls the steering, 
throttle and brake by referring the relating data of the desired course and its position 
using the control method[8]. However that system estimated the robot’s position with 
a RTK-GPS whereas this experiment estimates the robot’s position by the proposed 
method. The velocity of the vehicle is set to approximately 0.5[m/s] on the straight 
line, about 0.4[m/s] on other corners. 

4   Experiments 

4.1   Configuration of the Experiments 

This study evaluated the proposed system by experimentations. Two experimental 
robots were used a wheel chair which is used as the supporting robot, and a small 
electric one-seater vehicle which is the supported robot. Figure 6 shows the support-
ing robot and Figure 7 shows the supported robot. A laser range finder on the support-
ing robot provides the measurements, and provides distance data to an object within 
180 [deg] with a resolution of 0.5 [deg]. A laser range finder has also been used for 
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Fig. 6. A supporting Robot 

  

Fig. 7. A supported Robot 

obstacle detection on the supported robot. In this experiment, the supporting robots 
used the RTK-GPS for localization; however other localization methods can be em-
ployed. A laptop on each robot served as an on-board computer. Both robots had the 
data for the specified course in advance. It was assumed that obstacles do not exist in 
the experimental place and there is no sensor blind area. To evaluate the algorithm for 
allowing the supporting robot to estimate the supported robot’s position, the RTK-
GPS system (Novatel OEM4-G2) having localization accuracy within ± 0.02 [m] is 
loaded on the supported robot. Since the RTK-GPS measurement includes the com-
munication delay, it is not completely accurate, and data from the RTK-GPS on the 
supported robot were used for comparison. This sensor on the supported robot cannot 
be used for position estimation for control in area ‘’’a”’. A WLAN (2.4[GHz]) system 
provided communication between the robots with a time lag of 50 [ms]. We use User 
Datagram Protocol (UDP) for WLAN communication, since the system needs high 
communication speeds. In this experiment, the supported robots can estimate their own 
position by the RTK-GPS, using dead reckoning until it enters in area ‘’’a”’ (Fig. 2). 
While the supported robot travels through area ‘’’a”’, it estimates its position with data 
which it receives from the supporting robot and by dead reckoning. The supporting ro-
bot travels near the supported robot, estimating its position while the supported robot is 
in area ‘’’a”’. The system configuration is shown in Fig. 8. The experiments were con-
ducted on the periphery road and in the parking lot.  
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Supported Robot Supporting Robot

RTK-GPS, Gyro, 
Velocity sensor 

High accuracy 
Position (x,y,θ)

LRF

Sensing

Laptop 

Driving motor 
Steering 
Actuator 

Throttle 
Brake 
Actuator 

Laptop 

Wireless 
Communication

Position (x,y,θ) by only 
dead reckoning, 
Velocity, Yaw-rate

Gyro, Velocity sensor 

 

Fig. 8. System Configuration 

  

Fig. 9. Scenes of Experiments 

4.2   Experimental Result and Discussion 

Figure 9 shows scenes of the experiments. Some experimental results of automated 
guidance are shown in Figs. 10 and 11. Figure 10 shows the four types of trajectories. 
The first is the center of the supported robot’s track as estimated by the proposed sys-
tem; the second is the center of the supported robot’s track as measured by the RTK-
GPS, the third track is the position of the supporting robot and the fourth is the desired  
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Fig. 10. Experimental Result 1 (Trajectories)  
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Fig. 11. Experimental Result 2 (Estimation Error) 

(planned) course for the supported robot. In Fig.10 the origin is set at the RTK-GPS 
base point in our laboratory. Figure 11 shows the error between the system’s estimated 
position and the RTK-GPS data. These results show that the proposed system can con-
secutively estimate the position of the supported robot with high accuracy. Each error of 
the result is within about 0.45[m] and, therefore, the measurement algorithm can pro-
vide localization data without discontinuities, and with sufficient accuracy for robot 
control. 

Considering the supporting robot, it is controlled while maintain a suitable position 
relative to the supported robot, and the desired course. When a system estimates the 
position of an object with a sensor such as a laser range finder, however the further an 
object is from the system, the larger the estimation error becomes. As long as the sup-
porting robot is within about 6 [m] of the supported robot, the system provides precise 
measurements of the supported robot’s location.  

5   Conclusions 

This study describes the concept of a proposed robot system that provides efficient 
and effective environmental management using mobile robots with a variety of fea-
tures. This study describes an application of the proposed robot system and evaluates 
the method by experimentation, proving the validity of the method. 

We are considering testing the system in other situations, such as determining the 
existence of obstacles. 
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Abstract. Locomotor behaviors evoked by stimulating the midbrain were studied in anesthe-
tized and freely moving, awaking lizard Gekko gecko. Twenty Gekko gecko males were used in 
the anesthetized brain stimulation experiments; twenty were for microelectrode implantation. In 
the acute studies, four locomotor modes (lateral curvature of vertebral column, ‘s’ shape curva-
ture of vertebral column, limbs moving and walking or crawling manner, phonation reaction) 
were elicited successfully by normal electrical stimulation in anesthetized gekkos. The research 
show most effective points of stimulation for induced locomotion were located at the midbrain 
tegmentum. In the awake experiment, electrical stimulation was delivered through implanted 
electrode of certain regions (the regions were decided by the results of the acute experiments) 
of the midbrain in 20 gekkos. Locomotor modes, such as right and left turn , even the combined 
locomotion (going forward then turning around ) was were successfully elicited. Results sug-
gested that it is possible to carry out artificial induction on Gekko gecko through electrical 
stimulation on the related nuclus in their brain. 

Keywords: Gekko gecko, electrical stimulation, midbrain, mesencephalic tegmentum, locomo-
tion induce. 

1   Introduction 

Animals have wonderful locomotion abilities, especially those that can move on  
3-dimensional, complex terrain. The remarkable motion capability of geckos has 
made them the hot spot for research, such as the investigations on the adhesion 
mechanism in gecko setae (Autumn, 2000; Gao, 2005; Rizzo, 2006; Sun, 2005; Sitti, 
2002; Geim, 2003). The motion ability of a modern mobile robot system in an un-
structured environment lags far behind animals in stability, flexibility, robust, envi-
ron- mental adaptation and efficiency of energy sources (Dickinson, 2000). Since the 
1990s, bio-robotics has become one of the main directions for robotics research (Dai, 
2007; Guo, 2005). The lizard Gekko gecko, located in Southwest China, North Viet-
nam, Northeast India and the Indo-Australian Archipelago (Holzer, 1979) was chosen 
as the target animal and was studied for developing a bio-robot, since it is big enough 
for investigating and for load-carrying. If we can modulate gekkos’ locomotion just 
like the robo-rats (Talwar, 2002), it will be a revolution of Three Dimensional Obsta-
cle-Free (TDOF) robots! As is commonly known among biological scientists, the 
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midbrain in mammals contains circuits that modulate locomotion. Modern research on 
the brain mechanisms for the initiation of locomotion has discovered a site in the 
midbrain known as the mesencephalic locomotor region (MLR), and such a region 
has been detected in all species that have been examined (Adams, 1968 and 2006; 
Terry, 1978; McClellan, 1984; Jordan, 1998; Jean, 2003). However, there is no  
research on the Gekko’s midbrain for locomotion control. Most research on gekko  
has been on its forebrain, especially the neuroanatomical functions (Smeets, 1986; 
Hoogland, 1995; Bruce, 1995; Fokje, 1988; Gonzalez, 1990; Li, 2001), although there 
has been some research on gecko’s vocalization (Kennedy, 1975; Lan, 1982) and lo-
comotion mechanism of the toes controlled by peripheral nerve (Guo, 2006). In this 
study, we applied the electrical stimulation technique to locate the nerve corpuscle in 
Gekko’s middle brain that is responsible for Gekko’s locomotion. 

2   Methods 

2.1   Subjects 

Adult Gekko gecko males (n=40), snout-to-vent length from 150 to 165 mm, body 
weight from 65 to 100 g, were bought from Nanning, Guangxi Province in China and 
were housed in a special room used for raising gekkos. In that facility, gekkos were 
raised for at least two weeks. Twenty were used in the anesthetized brain stimulation 
experiments; the remainders were for microelectrode implantation. 

2.2   Surgery Procedures 

2.2.1   Gekkos for Anesthetized Test 
Gekkos in the acute experiment were lightly anesthetized with Nembutal (30 mg/kg). 
After the gekkos were anesthetized, they were placed in the stereotaxic apparatus and 
their heads were held firmly by the cranium holder (Model IBSS-Gecko-01, designed 
for Gekko used only and which was compatible with standard stereotaxic devices, 
Appl. 200610086008. X) (Wang, 2007). Opening the skull, cutting off the dura, and 
removing off the arachnoid, the craniotomy was carried out to expose the selected 
brain area for electrical stimulation. 

2.2.2   Gekkos for Freely Moving, Awake Test 
Gekkos for the freely moving, awake experiment did not perform the craniotomy. Instead, 
we used the micro dental motor handpiece which can be fixed on the stereotaxic apparatus 
to drill holes (diameter 600µm) on the skull of the gekkos’ heads. And we used needle to 
penetrate the dura and arachnoid of the gekkos’ brain. Then a number of bipolar stainless 
stimulating microelectrodes (Teflon coated for isolation) were chronically implanted into 
the gekkos’ brain. Once the electrodes were lowered to the selected point they were fixed 
to the skull with dental cement. And a connector was used to connect the electrode for the 
next stimulation. 

2.3   Stimulation Procedures and Behavioral Testing  

In the acute experiments, a constant-current (negative pulses, 10-100 µA) was deliv-
ered through a electrical stimulator (Chengdu instrument factory, model YC-2-S). The 
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Fig. 1. Stimulation sites of the mesencephalon 

brain was stimulated at various points on a grid of sites (Fig. 1) across the midbrain 
with a bipolar stainless electrode (diameter 100µm). And at each point, the electrode 
was lowered into the brain tissue by 50 µm steps. The stimuli were 2-5 sec trains of 
monophasic square waves, and the stimulus duration was shortened when the re-
sponses became too violent. The stimulus intensity was varied between 10-60 µA. At 
each stimulated site, the current was increased by steps of 10 µA. Response repro-
ducibility was tested at three stimulus intensities. A rest period of 10 min was allowed 
between successive tests. 

In the chronic experiment, the geckos were tested in an open field (on which the 
grid of 38 mm×38 mm was drawn) after recovery from surgery one weeks later. The 
stimuli consisted of biphasic pulses no more than 100 µA. Response reproducibility 
was tested at three times. A rest period of 5 min was allowed between two tests. We 
tested these stimulation points once a day after 5 o’clock P.M. and gave another two 
experiments in the following two days.  

In the tunnel test, a cage with tunnel (Fig. 2) was made for the experimentation. In 
which, the geckos were made to crawling along the tunnel. 

 

Fig. 2. The gecko was made to move from A to B then to C along the tunnel (The width of the 
tunnel is 20 cm, the distance form A to B is 50 cm—the same as that of B to C). In the test, 
Electrical stimulation was delivered to the gecko’s brain through soft fine wire. gecko was 
made to start form A on the forward command; when the gecko got to B , the forward stimula-
tion stop and the stimulation for right turn began; when the gecko turning the suitable angle, the 
turning command stopped and the forward crawling command was given. 
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2.4   Histology  

On completion of the studies for acute stimulation, a direct current (80 µA, 30 s) was 
passed between alternate electrode pairs to provide an anatomic referent for stimula-
tion sites. The animals were sacrificed with Pentobarbital Sodium and perfused 
through the heart with 0.8% Nacl solution followed by 1% potassium ferrocyanide 
and a buffered 4% paraform solution. Their heads were detached and placed in a 4% 
paraform solution for at least 2 days. The fixed brains were removed and cut in 30 µm 
coronal frozen sections. The sections were stained with Neutral Red for light micros-
copy localization of the electrolytic lesions.  

As to the awake studies, an electrolytic lesion (n=10) was also made at the stimulation 
site using DC current applied at the end of experiments for later histological identification.  

3   Results 

3.1   Results of Acute Studies 

We defined four locomotor modes: lateral curvature of vertebral column(LCVC), ‘s’ 
shape curvature of vertebral column(SCVC), limbs moving and walking or crawling 
manner(LM&CM), phonation reaction(PR). These motion modes exhibited by gekkos 
were evoked by electrical stimulation (Fig. 3). The schematic distribution of the effec-
tive site to electrical stimulation was shown in Fig. 4. For the sake of modulation on 
Gekko’s locomotion, we pay more attention to the curvature of vertebral column. The 
research shows the curvature of vertebral column was often accompanied with limbs 
movement such as the limbs adduction and stretching. And there are two forms for the  
 

 
(a) 

 
(b) 

Fig. 3. Locomotion of lateral curvature of vertebral column (bending toward the contralateral 
side of stimulation sites) induced by midbrain electrical stimulation of the lightly anesthetized 
geckos. From right to left, the recording pictures arranges on time successively (the number on 
which represents the serial number of the frame in the tape). (a) Vertebral column bent to the 
right and (b) to the left.  
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Fig. 4. Locomotion evoked by electrical stimulation in the midbrain of the gecko. Corre-
sponded to the brain areas indicated by lines on the the dorsal view of the gecko’s brain at the 
left-top, the right part of five brain maps were selected to show the positive sites to evoke lo-
comotion.  

lateral curvature of vertebral column: bending toward the ipsilateral or contralateral side 
of stimulation sites. According the Gekko’s crawl gait we presume that the ‘s’ shape 
curvature of vertebral column is correlated with the movement of crawling forward. 

And the anatomic study show most effective points of stimulation for induced lo-
comotion were located at the mesencephalic tegmentum near the midline (Fig. 5).  
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Fig. 5. Anatomic referent for stimulation sites in the midbrain of the gecko. A, B: Coronal sec-
tion (frozen section, neutral red staining). C, D: Corresponding brain atlas (paraffin section, HE 
staining). 
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                            (a)                                                                         (b) 

Fig. 6. Right turning motion induced by midbrain electrical stimulation in the awake Gekko 
gecko. (a) Schematic of the Gekko’s motion route. (b) Recording pictures of the specified posi-
tion in the left route schematic diagram. The white line (the midline of the body between the 
forelimbs and hindlimbs of the animal) in the picture 3 indicates the gekko’s position.  

3.2   Results of Awake Studies 

According to the results of acute studies, electrical stimulation was delivered through 
implanted electrodes of certain regions of the midbrain in 20 Gekko geckos. Locomo-
tor modes, such as right and left turn and forward crawling were successfully elicited. 
Fig. 6 shows the right turning of the gecko in the awaking test. The stimulus duration 
is about 3.72 s (93 frame total, 25 frames/s for the recording). We selected 28 frames 
of the recording to draw the route schematic diagram, and the midpoint of the gekko’s 
forlimbs and hindlimbs were chosen as the two reference point. The line between the 
two reference points represents the position of the Gekko in each selected frame. 
From the  Schematic of the gekko’s motion route, we calculated that the turning angle 
was about 88°.Results show that the turning angle increases with the duration for 
electrical stimulation. 
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Fig. 7. Combined locomotion was induced successfully in a setting tunnel (forward going and 
right turning; the number in the picture indicate the serial number of the frame in the tape) 

Furthermore, the experiment of combined locomotion which to combine the forward 
crawling and right turning was conducted successfully in a setting tunnel (Fig. 7).  

4   Discussion 

Our electrical stimulation study suggests that there are areas for locomotion control in 
gecko’s midbrain. Anatomical studies revealed that the region might included the 
medial longitudinal fasciculus (FLM), medial longitudinal fasciculus�medial and 
lateral forebrain bundle (MFB), nucleus profundus mesencephali (PMI), stratum al-
bum periventriculare (SAP) and the red nucleus (Nrb). 

The ongoing experiments of chemical microstimulation (L-glutamic acid microin-
jection) of gecko’s midbrain have given some tentative confirmation to this conclu-
sion. Locomotion of lateral curvature of vertebral column could be induced through 
chemical stimulation to the midbrain tegmentum. Whether there is MLR in the mes-
encephalic tegmentum is still to be identificated.  

The response reproducibility in awake studies is not as good as that of anesthetized 
stimulation. This was caused by several difficulties.  

Geckos lack the tightly adhering brain cases of mammals and birds and, instead 
they posses an enormous subarachniod space (Distel, 1978); the brain tissue is sup-
ported mostly by the cartilage and connective tissue. So the shape and position of the 
brain tissue is easy to change when it is pressed by electrodes. And most important, 
there was no midbrain atlas for Gekko gecko. For this reason, we carried out the pre-
liminary preparation of the gekkos’ brain atlas and engaged in the work now. How-
ever, it has a long road to go to set up a set of precise stereotaxic brain atlas for the 
Gekko.  

In order to increase the accuracy markedly, we should perform the experiments on 
a larger sample of animals and improve the technique to implant the stimulated mi-
croelectrodes. 
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5   Conclusions 

The present results imply a crucial role of Gekko’s midbrain neurons in the initiation 
of locomotion. And stimulation in freely moving, awake gekkos suggested that it is 
possible to carry out artificial induction on the Gekko gecko. 
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Abstract. As the study of autonomous mobile robots grows in popularity in recent
years, the demand for designing simple, suitable, and reliable robot mechanics has also
increased. However, a survey through literature reveals little about the mechanical de-
sign process or unified methodology to actually design proper mechanics for mobile
robots. The mechanical design for the mobile robots is rather different from conven-
tional industrial robots/manipulators used in automation of industrial process. There
are limits on, among other things, the size and weight, the number and type of actua-
tors/sensors, the power supply, the robot functions, and the constraint of environment
where robots will be used. Therefore, we aim to share our experiences in the mechani-
cal design process, especially to those new in this area. This is done through outlining
the considerations and exploration new mechanical design concept, called “Intelligent
Mechanical Design (IMD)”. The IMD is the concept on which the “Mecha-Telligence
Principles (MTP)” and “Mecha-Telligence Methodology (MTM)” for the mechanical
design of autonomous mobile robots are based. The MTM, involves seven mechanical
design principles (MTP), is employed to maximize the designer’s creativity and lead to
simpler, more suitable, mechanically superior solutions for complex problems. In this
article we show, not only, how the MTP/MTM can be applied in design process of
whole robot mechanics, but also, how they satisfy the designer perspective in investi-
gating issues concerning what mechanism or mechanical parts are required to enhance
the robot’s function. This approach is accomplished by exploring the definition of en-
vironmental niche and its related constraints which form the first-constituent principle
in MTP. After defining all necessary terms, a practical mechanical design is considered
to investigate the feasibility of the presented design methodology.

Keywords: Mechanical design, Intelligent design, Mobile robot, Autonomous robot.

1 Introduction

Early development of robotics research in the 1960s and 1970s was focused on
industrial robots/manipulators for the automation of industrial processes [1].
Mechanical manipulators resemble human arms are deployed in the factories for
various automation tasks. In the 1980s, robots started walking out of the man-
ufacturing floors in the form of wheeled or legged mobile mechatronic systems

A. Budiyono, B. Riyanto, E. Joelianto (Eds.): Intel. Unmanned Systems, SCI 192, pp. 155–178.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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and underwater autonomous vehicles. The roles of robots are no longer limited
to automated factory workers but are changing into exploration for hazardous,
human-unfriendly, extreme environments, and servants [2] to provide surveil-
lance, security, and cleaning tasks. Ingenious autonomous robotic systems that
equipped with artificial intelligence capability resemble biological counterparts
which were emerging in the late 1990s, such as Sonys Aibo robotic dog [3, 4, 5],
and Hondas humanoid robots from P2, P3, to Asimo [6, 7]. These systems not
only walked out of factories and service sector but also walked into our everyday
life and households. Eventually these robots are going to co-habit with humans
to provide assistance and cares.

Thereby, it is expected that robots with different degrees of autonomy and
mobility will play an increasingly important role in all aspects of human life.
To do this, robots must become much more complex than they are today in
their hardware, software and mechanical structures. The drawbacks of increas-
ing robot complexity may lead to low reliability and increasing size, weight, cost,
power consumption, and motion limitation. To solve these problems, the sim-
plification of robots mechatronics is critical to their design. The field of robotic
mechanical design has advanced so far based on intuition, creativity and hu-
man ingenuity. However, a survay through literature reveals little about the me-
chanical design process or unified methodology to actually design such systems.
Therefore, this article aims to share our experiences in the mechanical design
process, especially to those new in this area. As it has been described in our
previous paper [8], the robot design is done through outlining the considerations
and exploration new mechanical design concept, called “Intelligent Mechanical
Design (IMD)”. Exploring this concept produces landmarks in the territory of
mechanical designing in the form of seven design principles. The design princi-
ples, named “Mecha-Telligence Principles (MTP)”, provide guidance on how to
design mechanics for autonomous mobile robots. To show how MTP can be ap-
plied in the design process we proposed a novel methodology, we named this the
“Mecha-Telligence Methodology (MTM)”. This methodology assists the designer
to create and design simple, and sufficient mechanical solutions for problems with
different degrees of complexity [8, 9]. In this methodology suitable optimum me-
chanics are designed by considering the robots tasks, behaviors, morphology, and
analysis of the environmental and physical-morphological constraints within the
design process.

This paper is divided into three main parts. In the section 2, to enhance
the readers understanding, some of the important points regards to the IMD,
MTP, and MTM, which are excerpted from our previous paper, will be briefly
described [8]. In the third section, the extend-definition of environmental niche
and its related constraints are introduced to show how the MTP/MTM can be
implemented, not only, in design process of whole robot mechanics, but also,
in design of mechanism or mechanical parts which are required to enhance the
robot’s function. Finally in the last section, we investigate the feasibility of the
proposed methodology by applying it to the mechanical design of an autonomous
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mobile soccer robot. In this educational project we show how a novel ball-kicking-
lifting-holding device can be designed by employing MTM in the design process.

2 Mechanics and Intelligence

One of the fundamental question in the field of mechanics related to design of
an autonomous mobile robot is that: “What is the ideal mechanical design for
an autonomous mobile robot which can perform the defined desired behavior(s)
in an environment where it will be used?”

Thinking deeply about this basic question reveals two main problems. First
one is, the exact meaning of the term of “ideal” in relation to a robot being reli-
able, robust, simple, suitable, etc. And second one is, the lack of exact definitions
for these terms when are applied in the mechanical design of an autonomous mo-
bile robot. In this paper we tackle these problems and propose a methodology to
integrate all such terms with one: “Intelligent mechanical design (IMD)”. Note
that the meaning of “Intelligent” as presented here, is not the same as in common
phrases such as “Intelligent design”, “Intelligent mechanics”, “Mechanical intelli-
gence”, and “Intelligent designer”. “Intelligence” is used here as an umbrella term
for similar and related concepts.

2.1 What Is Intelligence?

“Intelligence is a large field and the human being is not yet ready to even under-
stand its fundamentals. Maybe he will never ever understand what it’s all about.
We are living in a huge complex environment and nature is just too complex to
explain in three to four sentences. Intelligence is something that was created by
nature and sure not by us humans ourselves” [10]. Many leading experts in their
fields have attempted to define and describe intelligence. The results have been
a myriad of definitions with none of these experts seeming be sure about even
their own definition. One wonderful approach not only to meaning of “intelli-
gence”, but also to use of the term in the design process for autonomous agents
is found in a book by the title “Understanding Intelligence” [11]. The authors
use the concept of intelligence to define what they call complete agents and, in
turn, they use this concept to form one of their design principles (the complete
agent principle) for the design of autonomous agents”1.
1 Note that all selected terms to describe the concept of “intelligent mechanical design”

and also seven mechanical design principles (except the first principle) are our origi-
nal. Only the way to the description the term of “intelligent mechanical design” and
the idea to establish the landmarks of the territory of mechanical designing in the
form of different principles are inspired from the description of “intelligence” term
and the design principles of “Autonomous agent" presented in the book of Under-
standing Intelligence .While Pfeife discuses the definition of “Intelligence” and design
process of “autonomous agents”, here the concept of “Intelligent mechanical design”
and design process of “Mechanics of autonomous mobile robots” are proposed.
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2.2 Intelligent Mechanical Design: IMD

Following Pfeifer’s approach in attempting to create an acceptable definition of
“intelligence” we will briefly discuss the related terms necessary to produce a
suitable definition of IMD.

Intelligent Mechanical Design (IMD): This term is used to describe com-
plete mechanical designs (designs that are self-controllable, reliable, feasible, and
compatible) that resolve the functionality- usability trade-off in an optimal way.
Mechanical design must always be considered with respect to a particular envi-
ronmental niche.

Self-controllable: A mechanical design is self controllable, if the robot can be
controlled by a set of internal hardware, independent of external motive forces.
Self-controllability should always be considered with respect to a specific system.

Reliable: A mechanical design is reliable, if, in the majority of cases, the robot
fulfills its design specification.

Feasible: A mechanical design is feasible, if the robot can be manufactured as a
real mechanical structure using current manufacturing methods and commercial
materials. Feasible mechanical design is influenced by a number of requirements,
such as cost, size, weight, water tightness, dust resistance, etc.

Compatible: A mechanical design is compatible, if the design of the sensory-
motor architecture has compatibility with the size, weight and shape of the
hardware. Compatibility should always be considered with respect to a specific
system.

The functionality-usability trade-off: Represents a compromise between,
on the one hand, adding new functionality, and on the other, achieving usability
conditions [12] .

Environmental niche: This term will be explained in detail in the next section.

2.3 Mecha-Telligence Principle: MTP

The concept of IMD described above is the basis of the seven design principles
which form the MTP. MTP guides us to ask the right questions when design-
ing self-controllable, reliable, feasible, and compatible mechanics for autonomous
mobile robots (see Fig. 1). The definition of robot environment, behaviors and
tasks is highlighted as Meta principles to underscore their centrality to the me-
chanical design process for autonomous mobile robots. Also, note that using the
term IMD to describe complete mechanical designs, is the landmark as second
principle. This section describes the seven design principle.

(1) The Three-constituent principle: In the approach presented here robot
design forms a compromise between “Robot Environment” and “Robot Desired
Behavior”. Designing mechanical parts for autonomous mobile robots always
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Fig. 1. Overview of design principles of mechanical design of autonomous mobile
robots, MTP

involves three constituents: (I) definition of environmental niche; (II) definition
of desired behaviors and tasks; (III) design of robot mechanics [11]. Constituent
(III) has been split into design principles 2 through 7.

(2) The complete-mechanical design principle: This principle states that
intelligent mechanical designs are complete, that is, from sub-section 2.2, com-
plete mechanical designs are self-controllable, reliable, feasible, and compatible.

(3) The principle of mechanical balance: This principle has two aspects.
(1) The complexity of the mechanical design has to match the complexity of
the robot’s desired behaviors, (2) Robot mechanics should not be designed “in
a vacuum” but rather must take the sensory system and hardware architecture
into account.

(4) The environmental principle: This principle states two things: that the
physics of the system-environment interaction and constraints of the environ-
mental niche should be exploited [11]. The environmental principle is significant
in that it has direct effect on the simplicity and reliability of a mechanical design.

(5) The sensory-actuator principle: This principle states that the type and
position of the sensors and actuators in a system has a direct effect on robot
functionality, performance, simplicity, and reliability. By designing or selecting
suitable and sufficient sensors and actuators, and correctly fixing their position
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in the system, the performance and functionality of the robot is enhanced. This
principle interacts strongly with the principle 6.

(6) Shared sensory-actuator system principle: The principle requires
sparing use of actuators and sensors numbers. The number of actuators and
sensors used for a system is a significant mechanical design parameter that has
a direct influence on system reliability.

(7) The mechatronics modularity principle: This principle states that a
robot should have a modular architecture in its electronics and mechanics. This
principle can play a significant role in both the mechanical reliability mentioned
in the second principle and ease of maintenance.

2.4 Mecha-Telligence Methodology: MTM

To show how MTP can be applied in designing an autonomous mobile robot, we
propose a novel methodology: the MTM (see Fig. 2). Mechanical design in the
proposed methodology is based on preference classification of the robot speci-
fication. This specification is created by describing the interaction of the robot
with its environment and the physical parameters of the robot mechatronics
(principle 1). In this approach the robot specification is grouped into high- and
low-level specifications which can be expressed as tasks (desired behaviors) and
the physical parameters of the robot. The high-level-specification has two layers:

Fig. 2. Overview of MTM for mechanical design of autonomous mobile robots. Robot
task is variable “X”.
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main and sub, and is derived from the robot’s tasks and its interaction with the
environment in which the robot will be used. A low-level-specification consists
of a set of layers explaining the physical setup of the robot, its body, sensory,
and motor systems. The main goal of this analytical process is to produce a
mono-spec layer (the last layer of low-level-specification) defining a basic func-
tion and selecting a sensor for a single task or behavior. The mechanical design
is started from these crucial mono-specs, then the mono-spec design is extended
by adding the minimum actuators and sensors to the design (principle 6). In
each step we attempt to produce a suitable solution by considering robot mor-
phology and actuator design, by applying the description of environmental and
physical-morphological constraints, and by employing passive mechanisms which
have inherent intelligence characteristics (principle 3 and 4). Mechanical design
is finalized by considering the suitable and sufficient positioning of the sensory-
motor system (principle 5) and modularity of the robot’s mechatronics (principle
7). Note that the designer must consider principles 1 and 2 simultaneously in
whole design process.

3 Environmental Niche and the Related Constraint

The environmental niche for a robot can be thought of as the range in each
variable in its environment. We use the term of “environment” here to mean
essentially two things: first, the direct-physical meaning: the area or space where
the robot is used, including natural and artificial objects; second, the indirect-
physical meaning: the artificial parameters governing its function. These terms
requires some explanation, here we describe some examples for for better under-
standing. Figures 3 to 6 show four examples of can-collecting robot with different
particular environment.

First example: In this example, a robot is designed to collect the cans in
its environment and brings them to the corner of the room (see Fig. 3). The
environmental niche and its constraints can be itemized as follows:
Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
• A set of cylindrical can (Direct)
• A ledge (Direct)

Environmental niche constraint:

• Can size (D, H) (Direct)
• Ledge height (H1) (Direct)

Second example: In the second example, the task of the robot is to collect
objects in its environment and bring them to a can-room located in the corner
of the room, (see Fig. 4). In this example the cost for making the robot is also
limited. By adding a can room and the cost limitation to the environment of
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Fig. 3. First example of can-collecting robot

Fig. 4. Second example of can-collecting robot

the robot, the environmental niche and relative constraints will be changed as
follows:

Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
• A set of cylindrical can (Direct)
• A ledge (Direct)
• A can room (Direct)
• Cost limitation (Indirect)
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Environmental niche constraint:

• Can size (D, H) (Direct)
• Ledge height (H1) (Direct)
• Can room size (L2, W2, H2) (Direct)
• Can room door size (W3, H3) (Direct)
• Cost (cost < X $) (Indirect)

In this example "cost limitation", which mcan be considered as a user request,
illustrates the second aspect of environmental niche.

Third example: Third example shows the case to consider a robot which is
designed to compete in a can-collecting competition (see Fig. 5). The task of
the robot is the same as the previous example. The rules of the game include
limitations in size of the robot and the robot should fit in a box with specific
dimensions. In this case, the environmental niche and the related constraint can
be defined as follows:

Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
• A set of cylindrical can (Direct)
• A ledge (Direct)
• A can room (Direct)
• Size limitation (it is considered based on the game rules) (Indirect)

Environmental niche constraint:

• Can size (D, H) (Direct)
• Ledge height (H1: if H4>H1) (Direct)
• Can room size (L2, W2, H2) (Direct)

Fig. 5. Third example of can-collecting robot
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• Can room door size (W3: if W3<W4, H3: if H3<H4) (Direct)
• Maximum robot size (L4, W4, H4) (Indirect)

Note, because of the robot size limitation, some environmental niche constraints
should be considered to be conditional constraints. As an example, the height of
the ledge (H1) is a constraint, if the ledge is lower than the maximum height of
the robot (H4>H1).

Forth example: In the last example, it is assumed that we already have a robot
with a particular architecture. The aim is to enhance the robot task performance
by designing mechanism or mechanical parts which are required to rotate the
camera (see Fig. 6). The environmental niche and relative constraint can be
recognized as follows:

Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
• A set of cylindrical can (Direct)
• A ledge (Direct)
• A robot (Indirect)
• Robot size limitation (it is considered based on the game rules) (Indirect)

Environmental niche constraint:

• Can size (D, H) (Direct)
• Ledge height (H1: if H3<H1) (Direct)
• Robot size without camera (L2, W2, H2) (Indirect)
• Maximum size of robot (L3, W3, H3) (Indirect)

Fig. 6. Forth example of can-collecting robot
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In this example, since the size of robot has direct effect to the design of the
camera mechanism, the "existing robot" is considered as a environmental niche.
Also any limitations in the robot hardware, such as number of sensors/actuators
which can be added to the robot system, are recognized as the environmental
niche. This example described here to show the MTP/MTM can be applied
not only in design process of whole robot mechanics but also in the case where
necessary parts should be installed to the existing robot to enhance its function
and task performance. In this approach all design parameters that influence the
mechanical design can be counted as a part of environmental niche and must be
considered in the forth principle of MTP presented in previous section.

4 Design Process of an Autonomous Soccer Mobile Robot

RoboCup is one of grand challenges to promote AI and Robotics related research
[13]. In RoboCup games, many robots rush around on the field and each robot
must be tough and robust to physical collisions and breakdowns in hardware
system. RoboCup robot requires high reliability and easy-maintenance, more-
over, adaptability to new regulations. RoboCup robot is the good subject to
show how our new methodology works. This section is divided into two parts.
First, we introduce our approach in realization of a simple, robust, and valuable
platform for "Musashi robots" [14] designed based on MTP/MTM. "Musashi"
robots are series of autonomous mobile soccer robots which have fully mechatron-
ics modular architecture including an omni-directional moving mechanism and
an omni-vision system, aiming to participate in RoboCup Middle size League.
Second, we investigate the feasibility of the presented design methodology by
applying MTP/MTM in design process of strong ball-kicking device including
ball-lifting and -holding mechanisms for our “Musashi” robot.

4.1 Design Process of “Musashi” Robot

The first step in MTM is to describe the tasks, desired behaviors, environmental
niche, and environmental niche constrain , as shown in Fig. 2. To extract the
sub-layer from main-layer, it is necessary that the type of robot and its degree
of autonomy are also specified. Let us start with a basic question: "what is
ROBOCUP?"

RoboCup is an international joint project to promote AI, robotics, and re-
lated field. It is an attempt to foster AI and Intelligent robotics research by
providing a standard problem where wide range of technologies can be inte-
grated and examined. RoboCup chose to use soccer game as a central topic
of research, aiming at innovations to be applied for socially significant problems
and industries [13, 15].

Robot task

By considering the aim of RoboCup, "playing soccer" is the robot’s main task.
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Desired behavior

Based on "RoboCup Middle size League" rules and common sense about soccer,
the desired behaviors can be described to five following items:

• Put the robot in the field
• Robot gets the desired commands (such as start the game, corner kick, throw

in, and etc.) sent by a referee from a host computer via wireless communica-
tion.

• Robot moves autonomously in the field, detects object in its environment
(Object detection), and avoids them (Obstacle avoidance).

• Robot closes to the ball and carries it into the goal (play with ball)
• Robot communicates with other robots based on the team strategy algorithm.

Environmental niche and the relative constraints

Alternatively, regard to "RoboCup Middle size League" rules, the environmental
niche and the relative constraints can be defined and itemized as follows (Fig. 7):

Fig. 7. Environmental niche (Designing soccer robot, “Musashi”)

Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
• RoboCup field (a flat surface) (Direct)
• RoboCup rules (Indirect)
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Environmental niche constraint:

• Two goals (White) (Direct)
• One ball (Orange, D=21 cm) (Direct)
• Robot size (L<50, W<50, H<80 cm) (Indirect)
• Robot weight (< 80 kg) (Indirect)
• Robot color (Black) (Indirect)

In this case, since the height of robot is limited to 80 cm, the goal size is not
counted as a environmental niche constraint.

Degree of autonomy and mobility: Robots should autonomously perform all
actions necessary to play soccer, without human intermediary. Only the start,
stop, and desired commands will be sent via wireless communication to the
robots by a side-referee. Robot needs to be designed as a wheeled-untethered
robot (Fig. 8).

Fig. 8. “Musashi” robot is designed as a wheeled-untethered mobile robot

4.1.1 Simplification of the “Musashi” Robot Design Functions:
Applying MTM

For the steps above, the high-level specification layers including the main- and
sub-layer are seen in the left columns in Fig. 9. The variable “X” in the main-layer
in Fig. 2, the robot task, is clarified to “Play soccer” term. Alternatively, the sub-
layer is derived from the main-layer based on description of the robot desired
behaviors and its degree of autonomy and mobility. The right columns indicates
the generation of layer-1, -2, and mono-spec layer, respectively. In these columns
the dash-arrows and -horizontal boxes show the terms which are on the process
of simplification and the black ones indicate the terms which are recognized as
a simple basic-function (e.g. robot moving mechanism illustrates in mono-spec
layer) or sensor-selecting for a single task or behavior (e.g. the type and position
of sensors which are required for object detection, obstacle avoidance, and etc.,
as shown in layer-2). Figure 9 (A to D alphabets show in right side of figure) also
illustrates the functional design priority from a mechanical parts design point
of view.
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T

Fig. 9. Mecha-Telligence methodology applied in designing an autonomous mobile
soccer robot

4.1.2 Design Process of “Musashi” Robot: Applying MTP
This sub-section provides an overview of our robot design and its architecture.
It also shows how the MTP are applied in the design process. Figure 10 shows
some popular moving mechanisms to satisfy the functions (A) to (C). The drive
wheels are usually placed on each side of the robot. A non-driven wheel, often a
castor wheel, forms a three- or four-support structure for the body of the robot
(Mechanism-I to -V, Fig. 10). In fact, castors can cause problems if the robot
reverses its direction. Then the castor wheel must turn half a circle and, in the
process, the offset swivel can impart an undesired motion vector to the robot.
This may results in to a translation heading error [16]. Straight line motion is

Fig. 10. Different types of differential moving mechanism
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Fig. 11. “Musashi” robot modular architecture

accomplished by turning the drive wheels at the same rate in the same direction
however that is not as easy as it sounds. Moving mechanism-VI has four driving-
steering wheels that it causes stable motion, but based on the third principle of
MTP, the complexity of its mechanical design does not satisfy the complexity of
the robot’s desired behavior.

As the result of survey in the existing moving mechanism and consideration
of the Principal 3 (The principle of mechanical balance), we designed an omni-
directional platform including three set of drive units arranged in the shape
of triangle into the robot base as shown in Fig. 11 (considering principle 5
and 6 ). The dynamical and kinematic characteristics of the design allows a
high maneuverability in the field, easy controllable for programing, and expected
reliability and compatibility for the robot (Principle 2: The complete-mechanical
design principle). Robots have been designed in such a way to satisfy the three
environmental constraints, size, weight and color (Considering principle 4 ). In
addition, “Musashi” robot is designed based on mechatronics modularity concept
(Applying principle 7 ) [17, 18]. Regarding “Musashi” modular architecture, we
designed and divided the robot into two main modules, a bottom module and
an upper module (Fig. 11). The bottom module consists of five modules, PC-,
Switch-, controller-, Battery-, and base-module. Using this approach, we could
realize a simple, reliable, and robust robot, for which troubleshooting would be
relatively easy and manufacturing could be done at low cost.

Object detection, collision avoidance, and self localization were performed by
selecting an omni-directional camera as a robot’s vision sensor, installed in the
top of the robot (Applying principle 5 & 6 ). An on-board wireless network device
installed on the robot’s PC is used for robot communication with a host computer
and also other robots. Note, all functions illustrated in the right column in Fig. 9
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are realized, only, by designing the simple moving mechanism (Omni-directional
mechanism), employing the suitable vision system (Omni vision), and selecting
a proper PC including an on-board wireless network.

4.2 Design Process of a Kicking Device for “Musashi” Robot

In 1997, RoboCup MSL robots had no kicking device. One year later at the sec-
ond RoboCup tournament, the Freiburg team introduced the first kicking device
to be used, and were champions for that year [19]. After 1998, the development of
kicking devices became a key consideration for all participating teams [20, 21, 22].
In this section the design process of a novel ball-kicking-lifting-holding device,
designed based on MTM, is described in detail.

As it is pointed out in the process design of “Musashi” robot, the first
step in MTM is to define the robot tasks, desired behaviors, environmental
niche/environmental niche constrain, and the type of robot and its degree of
autonomy. Those definitions must be clarified, not only, for designing of whole
robot mechanics, but also, for investigating issues concerning what mechanism
or mechanical parts are required for expanding the functions of existing robot.
In case of designing a kicking device for “Musashi” robot, all the above terms
have similar definition as our previous example, except the forth item of desired
behavior and the description of environmental niche/environmental niche con-
strain. The forth item of the robot desired behaviors can be considered as follow:
“Robot catches the ball, carries the ball, and kicks it into the goal (play with
ball)”

Desired behavior

In this example, since the kicking device is installed in “Musashi” robot, only the
forth item of the robot desired behaviors will be different compareing with our
previous example:

• Put the robot in the field. (no change)
• Robot gets the desired commands. (no change)
• Robot autonomously moves, detects object, and avoids them. (no change)
• Robot closes to the ball, holds the ball , carries the ball, and kicks/loop

shoot it into the goal (play with ball). (new)
• Robot communicates with other robots. (no change)

Environmental niche and the relative constraints

In this case we have a robot with a particular architecture (“Musashi” robot)
and a fix low-level hardware (we do not want to modify the low-level hardware).
Then, the environmental niche and the relative constraints can be defined and
itemized as follows (see Fig. 12):

Environmental niche:

• A flat surface (Direct)
• Indoor environment (Direct)
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Fig. 12. Environmental niche (Designing kicking device)

• RoboCup field (a flat surface) (Direct)
• RoboCup rules (Indirect)
• A robot (Indirect)
• Hardware limitation (Indirect)

Environmental niche constraint:

• Two goals (Direct)
• One ball (D=21 cm) (Direct)
• Robot size (L<50, W<50, H<80 cm) (Indirect)
• Robot weight (< 80 kg) (Indirect)
• Robot color (Black) (Indirect)
• Kicking device/Position limitation (see Fig. 12-Right side) (Indirect)
• Kicking device/Size limitation (L1∼150, W1∼150, H1∼230 cm) (Indirect)
• Hardware limitation (we do not want to modify the low-level hardware) (In-

direct)

4.2.1 Simplification of the Kicking Device Design Functions:
Applying MTM

Figure 13 indicates the simplification process of the design functions regard to
developing a strong kicking device. The description of the high-level specification
layer refers to the previous example (Fig. 9). In such cases that the robot has
already a particular structure, the terms relative to the target desired behavior
will be only selected and simplified for the low-level specification layers. In this
example the term of “play with ball” is considered and exploded to the more
basic simple behavior and the function is finally split to six mono-functions, A
to F alphabets show in the right side of Fig. 13. In general, three mechanisms
are necessary to use the energy of storage energy elements or devices (such as
spring, elastic, pneumatic and solenoid): (a) a mechanism to store energy, (b)
a mechanism to maintain energy, and (c) a mechanism to release energy. This
general principle is indicated in driving process of the layer-2 from the layer-1.
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T

Fig. 13. Mecha-Telligence methodology applied in designing an autonomous mobile
soccer robot

4.2.2 Design Process (Kicking Device): Applying MTP
Regards to the sixth environmental niche constraint (applying principle 4 ), three
alternative can be considered for designing kicking device mechanism as shown
in Fig. 14. Since the actuators which they can generate the force F require
more space (applying principle 4 considering the seventh environmental niche
constraint), we selected the third alternative as a start point to realize a compact,
strong, and simple shooting mechanism.

Storing energy (Function A): A cam mechanism is used to charge the torsion
springs installed in joint A and store energy (applying principle 4: exploiting the

Fig. 14. Three alternative for kicking device mechanism
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Fig. 15. Illustrate basic concept of cam charger mechanism. Joint A is fixed and the
torsion springs, as a resistance torque, are installed in this joint. τS= spring torque
(resistant torque), F = Motive force , X= distance between joint A and the point
where force F is applied, and β = angle between force F and the direction of n.

Fig. 16. This figure shows the relation between the cam and the torsion spring

eighth environmental niche constraint). The basic concept of this mechanism is
shown in Fig. 15. With regard to Eqs. (1) and (2), the motive force F to charge
the torsion spring is minimized while the force F is perpendicular to the n axis
(β = 90 degrees) under the condition that the torque τS and X take certain
values.

F =
τS

X.sinβ
(1)

β = 90◦ ⇒ Fmin =
τS
X

(2)

The main function of the specially designed cam is keeping the angle β equal to
90 degrees during the spring charging process (see Fig. 16). The torque of a motor
needed to charge the spring will be minimized as in the following equation. (3).

τC (min) = Fmin.d (3)
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Here, d is the perpendicular distance between the direction of the contact
force F and the center of the cam C. In this mechanism, during the charging
time, the perpendicular distance between the direction of the contact force F
and the center of the cam (d in Fig. 16) decreases when the spring torque and
the contact force F increase. The important point is that the more the spring is
charged, the less the required motor torque is in the second half of the charging
process [23].

Maintaining energy (Function B): At the completion of charging, the direc-
tion of force F is towards the center of the cam. The mechanism has an inherent
characteristic to lock without any motor torque as shown in Fig. 17.

Fig. 17. Shows the sequence of charging of springs in begging, middle, and end of the
charging process

Fig. 18. Ball-lifting mechanism
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Releasing energy (Function C): It is clear that when the motor continues
to rotate after the locking process, the spring will be released rapidly.

Ball-lifting mechanism (Function D): Figure 18 indicates our simple solu-
tion to lift the ball (Applying the principles 4 and 6 ). By changing the width of
the edge-plate we can adjust the parameter of lifting the ball up to 120 [cm].

Ball-holding mechanism (Function E): Figure 19 illustrates our simple link-
age mechanism, installed inside of the cam charger mechanism using for ball-
holding (Applying the principle 6 ). This linkage mechanism is activated and
controlled by the same motor and limit switch used for ball-kicking as shown in
Fig. 20. The key point is using the death area used for locking the "Cam Charger"

Fig. 19. Ball-holding mechanism

Fig. 20. Control sequences of the ball-holding mechanism
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mechanism. In locking area, if the motor is rotating the kicking plate does not
move but the linkage mechanism will be activated by pushing the sub-cam fixed
to the main-cam.

5 Conclusion

In this article, the concept of “Intelligent Mechanical Design (IMD)” is presented
to show how a mechanical structure can be designed to affect robot controllabil-
ity, simplification and task performance. Based on the IMD concept, we purpose
a novel methodology (“Mecha-Telligence Methodology/MTM”) including seven
design principles (“Mecha-Telligence Methodology/MTP”) for the mechanical de-
sign of autonomous mobile robot. Alternatively, we show the MTP/MTM can
be implemented, not only, in design process of whole robot mechanics, but also,
in design of mechanism or mechanical parts which are required to enhance the
robot’s function. This approach is accomplished by exploring the definition of
environmental niche and its related constraints which form the first-constituent
principle in MTP. The feasibility of the proposed methodology was demonstrated
by applying it to the mechanical design of a mobile autonomous soccer robot
(“Musashi” robot) and the design process of a strong kicking device. In the
first example, we discuss how MTP/MTM can lead the designer to realize a
simple, robust, and valuable platform for "Musashi robots" which is done by
selecting a proper moving mechanism, a suitable vision system, and designing
fully mechatronics modular architecture. The second example introduces our
approach in implementation of a compact-strong kicking device having the ca-
pability of shooting (up to 5.0 m/sec), lifting (up to 120 cm), and holding a ball,
designed based on MTP/MTM. One of the features of developed kicking mech-
anism is that charging, maintaining and releasing the spring energy including
kicking-, lifting-, and holding- a ball are realized by only employing a simple DC
motor gearhead and controlling using a limit switch. Employing the developed
Musashi robots, the Hibikino-Musashi team was ranked among the eight best
teams at the RoboCup 2006 world championships in Bremen, was placed fourth
at the RoboCup 2007 world champion ship in Atlanta, the second place in the
RoboCup Japan Open in 2007, and was the champion and awarded the Most
Valuable Player award at the RoboCup Japan Open in 2006 and 2008.
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Abstract. Mobile robot path planning in a movement environment is an important problem.
We studied acquisition of a path to a destination and multiple moving obstacles avoidance of
a wheeled type robot. The paper proposes a method of path planning based on neural network
and genetic algorithm. The avoidance action of a wheeled type robot is determined from the
obstacle configuration, the robot’s self-state and destination information using a neural network.
The design parameter of neural network is adjusted by using genetic algorithm.

1 Introduction

As robots extend their application areas from factory to office or home, various func-
tions are needed for robots. In mobile robots, function to avoid obstacle is one of the
necessary condition [1]. A mobile robot must be able to avoid both static and moving
obstacles in its path. In the case where a robot cannot communicate with moving ob-
stacles, the robot needs to predict the future motion of them. An obstacle avoidance of
mobile robots with consideration to a moving obstacle is treated by some researches
[2]-[4].

Moreover, two or more obstacles exist in the real-world. For this reason, obstacle
avoidance of mobile robot needs to consider two or more obstacles.

This paper examines the multiple moving obstacle avoidance problem in a mobile
robot. As a mobile robot, a wheel type robot with two independent drive wheels and one
steering is used. For this reason, spin turn is included in action of a robot. In the obstacle
avoidance problem of a wheel type robot, it is necessary to avoid all of obstacles by only
turning.

Wheeled type robot actions, i.e., the velocity and turning angle, are determined from
the position of the destination, obstacles dimensions, and the relative velocity of an
obstacle to the robot using a neural network (NN), and multiple moving obstacles
avoided. In order to avoid obstacles with the minimum movement time, the design
parameters of the NN are optimized by genetic algorithm (GA), using the data col-
lected from several environments, in which each environment has different destinations
and obstacles configuration. The effectiveness of present method is proved through a
simulation.

A. Budiyono, B. Riyanto, E. Joelianto (Eds.): Intel. Unmanned Systems, SCI 192, pp. 179–190.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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Fig. 1. Plat-F1
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Fig. 2. Kinematics of wheeled type robot

2 Wheeled Type Robot

Plat-F1 (see Fig. 1) is the wheeled type robot. Size of Plat-F1 is 300 [mm] square. Plat-
F1 has two independent drive wheels and one steering wheel. Potentiometer is attached
in the steering shaft and steering angle can be measured. Rotary encoders are attached
in the each drive wheel and rotation angle of drive wheel can be measured.

In order to recognition environment, ultrasonic sensors are attached in front and side
direction of the robot. Furthermore, stereo camera and leaser range sensor are attached
in the robot. Leaser range sensor can be measured from 0.02 to 4.0 [m], and scanning
angle is 240 [degrees].
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Kinematics model of wheeled type robot shown in Fig. 2. When the rotational speeds
of right wheel and left wheel are assumed to be ωR and ωL, the turning angular velocity
of robot θ̇r is obtained by

θ̇r =
r

L1
(ωR − ωL) (1)

Here, L1 denotes interval of right and left wheels (L1 = 290 [mm]), and r is radius
of wheel (r = 30 [mm]). Orientation of the robot θr is calculated by

θr = θr0 +
1
L1

∫ t

0
r(ωR − ωL)dt (2)

Moreover, the velocity of robot vr is obtained by

vr =
r

2
(ωR + ωL) (3)

Velocity of the x- and y-direction are obtained by

ẋr =
r cos θr

2
(ωR + ωL) (4)

ẏr =
r sin θr

2
(ωR + ωL) (5)

Then, positions of the robot (xr , yr) are calculated by

xr = xr0 +
r

2

∫ t

0
cos θr(ωR + ωL)dt (6)

yr = yr0 +
r

2

∫ t

0
sin θr(ωR + ωL)dt (7)

Here, when we give the velocity and turning angle of the robot, the rotation speeds
of right wheel and left wheel are obtained by

ωR =
2vr + L1θ̇r

2r
(8)

ωL =
2vr − L1θ̇r

2r
(9)

Moreover, steering angle φ is given by

φ = tan−1 L2θ̇r
vr

(10)

where L2 denotes interval of front wheel and rear wheel, L2 = 235 [mm].



182 T. Yamaguchi and Y. Watanabe

Movement quantity
of  robot

Input layer

Hidden layer

Output layer

)(kvr∆

)(krθ∆

)(kxde

)(kyde

Destination 
information

Fig. 3. Neural network for moving to destination

Movement quantity
of  robot

Input layer
Hidden layer

Output layer

)(kvr∆

)(krθ∆

)(1 kxp

)(1 kyp

)(1 kxv

)(1 kyv

)(1 kso

)(kdeθ

Velocity

Size

Position

Destination
information

Obstacles
information

Fig. 4. Neural network for avoiding obstacle

3 Detrmination of Robot Actions

To move the wheeled type robot to destination, we use NN shown in Fig. 3. Inputs to
the NN are assumed to be the distance error, i.e., x-directional distance between the
center-of-gravity of the robot and destination xde(k), and y-directional distance error
yde(k). Output of the NN is the velocity of the robot ∆vr(k) and the turning angle of
the robot ∆θr(k).

Moreover, to avoid an obstacle, we add NN shown in Fig. 4. Inputs to the NN are
assumed to be the position of obstacles {xpi(k), ypi(k)}, the relative velocity of an
obstacle to the robot {xvi(k), yvi(k)}, the size of an obstacle soi(k), and forward di-
rection of the robot θde(k).

In this research, an action of the wheeled type robot to avoid multiple moving obsta-
cles is provided by a three-layered NN shown in Fig. 5.
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Fig. 5. Neural network for avoiding multiple obstacles

Since the NN is changed with the number of obstacles, NN is prepared to each ob-
stacle. In the input of NN shown in Fig. 5, Obstacle-1 is obstacle information that is the
nearest position to a robot. Here, the maximum number of obstacle is set to 10 and the
order of input information to NN is changed by near the position of obstacles.

A radial basis function neural network (RBFNN) [5], known as an NN that realizes
various approximation functions, is used in the control system. With an RBFNN, a
nonlinear function is expanded by any basis function having a circular contour, and is
used as function approximation or pattern recognition. Unit functions at the hidden (or
intermediate) layer of RBFNNs are given by

ψli(xl) = exp
{
−‖ xl(k) − ci ‖2

σ2
i

}
(11)
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where ψli denotes ith unit output at the hidden layer of obstacle number l, design pa-
rameters of RBF are center ci, and standard deviation σi for each input. jth unit output
at output layer oj is given by

oj(k) =
n∑
l=1

m∑
i=1

wlijψli(xl) (12)

calculated by a linear combination of outputs of the hidden layer. wlij denotes the con-
nection weight between the ith hidden unit and the jth output unit of obstacle number
l, and m denotes the number of units at the hidden layer, where the number of units is
determined by trial and error. The number of units was set to m = 20, because a good
result was obtained when m was three times the number of inputs.

Using this RBFNN, an action of the wheeled type robot is determined from the in-
formation of the obstacles, the robot’s self-state, and the destination information.

4 Acquisition of Obstacle Avoidance Action

The simulation acquires action of multiple obstacles avoidance for wheeled type robot.
The simulated environment is shown in Fig. 6, in which the y-axis is set to the forward
direction of the robot. The robot is assumed to start from the center-of-gravity point
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of (0.0, 0.0) [m] and approach the goal, a circle having radius 0.5 [m], centered on
the destination point. Simulation is performed nine times by setting distance error to
(xde, yde)=(0.0, 10.0), (2.0, 10.0), (−2.0, 10.0), (0.0, 12.0), (2.0, 12.0), (−2.0, 12.0),
(0.0, 8.0), (2.0, 8.0), (−2.0, 8.0) [m]. Here, a robot’s size is set to 350 [mm] and the
maximum velocity is set to 1.5 [m/s]. Obstacle information is updated form the amount
of movements and the forward direction of the robot and obstacles. In this research, a
robot has two independent drive wheels and one steering. For this reason, spin turn is
included in action of a robot.

Moreover, the search range of the obstacles is shown in Fig. 7. Action of the wheeled
type robot is determined using the information of obstacles that exists in the search
range.

The block diagram of the present obstacle avoidance control system is shown in Fig.
8. RBFNN determines each amount of movements of the robot from the position of
obstacles and robot’s self-state.

Obstacle information is updated form the amount of movements and the forward
direction of the robot and obstacles.

The initial configuration of obstacles, i.e., position, velocity, forward direction and
size, are determined at random. 450 kinds of environments with different initial config-
uration are prepared, and RBFNN is optimized. Moreover, the number of obstacle is set
to 15 in one environment. Furthermore, obstacle is assumed to be going straight.

In simulation, connection weights of the NN and parameters (center and standard
deviations) of RBFs are optimized by a GA [6] so that the robot avoids obstacles and
reaches the destination with a minimum movement time. Table 1 shows design param-
eters for the GA used in simulation. The associated fitness function of an individual is
defined by

fitness =
obn∑
i=1

(fitnesso + fitnessc) (13)

whose solution is searched for as a minimization problem. obn is the number of en-
vironments considered in optimization. fitnesso is an evaluation function associated
with penalty for collision with an obstacle. fitnesso is given by
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Table 1. Design parameters for GA

The number of individuals 100
Crossover rate 0.6 (uniform crossover)

Selection strategy tournament selection (3 individuals)
Elitist preserving strategy 10
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Fig. 9. Initial position of obstacles and robot

fitnesso =
{

0.0, if there is no collision
10.0, otherwise

(14)

fitnessc is an evaluation function related to movement time required to reach the des-
tination, and given by

fitnessc = [x2
de(k) + y2

de(k)] × T × 10−3 (15)

T denotes movement time required to move from the starting point to the destination
while avoiding obstacles. The maximum number of movement time Tmax in one envi-
ronment is set to 60 [s] and moving stops if movement time exceed Tmax.

5 Multiple Moving Obstacles Avoidance for Wheeled Type Robot

We set the initial distance errors at (xde, yde)=(0.0, 12.0) [m]. The initial configurations
of 15 obstacles in this simulation are shown in Table 2. Here, xp and yp denotes the x-
and y-directional coordinates of obstacles, vo denotes the velocity, θo denotes the for-
ward direction, and so denotes the size. Fig. 9 shows the initial position of obstacles and
wheeled type robot. Here, the circle in Fig. 9 denotes the size of obstacles and wheeled
type robot. Fig. 10 shows the movement path of the wheeled type robot and multiple
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Fig. 10. Movement path of the robot and multiple obstacles
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Table 2. The initial configuration of obstacles

No xp [mm] yp [mm] vo [m/s] θo [rad] so [mm]

1 4149.0 4727.0 0.75 4.39 176.0
2 −3056.0 11855.0 0.77 1.86 106.0
3 −1254.0 4094.0 1.01 5.39 155.0
4 2430.0 7521.0 0.58 0.44 166.0
5 594.0 10873.0 1.26 2.52 53.0
6 2063.0 7889.0 0.66 4.20 80.0
7 −888.0 8800.0 0.21 4.40 52.0
8 2384.0 4578.0 0.94 3.03 55.0
9 −3865.0 9681.0 1.52 3.09 186.0
10 2513.0 9609.0 1.20 2.51 162.0
11 6.0 5241.0 0.21 5.86 149.0
12 3114.0 11819.0 1.26 3.47 145.0
13 1211.0 3397.0 1.03 5.87 117.0
14 −231.0 7874.0 1.69 1.67 192.0
15 1144.0 6647.0 0.61 1.40 159.0

0 10
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Fig. 11. Velocity of robot for avoiding obstacles

moving obstacles. The positions of obstacles and wheeled type robot after two seconds
is shown in Fig. 10-(a), after four seconds shown in (b), after six seconds shown in (c),
after eight seconds shown in (d), and after ten seconds shown in (e), respectively. Here,
the arrow in Fig. 10 denotes the forward direction of moving obstacle. The wheeled
type robot has avoided multiple moving obstacles. Velocity of the wheeled type robot
for avoiding obstacles is shown in Fig. 11. Furthermore, turning angle of the wheeled
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Fig. 12. Turning angle of robot for avoiding obstacles

type robot for avoidance obstacles is shown in Fig. 12. Moreover, the movement time
to the goal is 10.7 [s] and final distance error was (xde, yde)=(0.032, 0.247)[m].

6 Conclusion

In order to avoid multiple moving obstacles, the action of wheeled type robot has been
determined through an RBFNN, whose inputs were the position of the destination, ob-
stacles dimensions, and the relative velocity of an obstacle to the robot. Using the train-
ing data on several environmental conditions, the design parameters of the RBFNN
were optimized using GA so that the obstacles could be avoided with the minimum
movement time.

For the simulation result, we found that the RBFNN was useful for acquiring multi-
ple moving obstacles avoidance action of wheeled type robot. However, since it realized
in the decided environment, the obstacle of the environment that differed extremely may
be unavoidable. Therefore, the effectiveness of the proposed system needs to be verified
by using the actual system. Moreover, the obstacle configuration was assumed to be so
simple, i.e., a complicated one was not considered here. Thus, the present technique
should be extended to deal with any complicated configuration.
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Abstract. This paper presents one approach in designing a Fire Fighting Robot which has been 
contested annually in a robotic student competition in many countries following the rules 
initiated at the Trinity College. The approach makes use of computer simulation and animation 
in a virtual reality environment. In the simulation, the amount of time, starting from home until 
the flame is destroyed, can be confirmed. The efficacy of algorithms and parameter values 
employed can be easily evaluated. Rather than spending time building the real robot in a trial 
and error fashion, now students can explore more variation of algorithm, parameter and sensor-
actuator configuration in the early stage of design. Besides providing additional excitement 
during learning process and enhancing students understanding to the engineering aspects of the 
design, this approach could become a useful tool to increase the chance of winning the contest. 

1   Introduction 

Fire fighting robot (FFR) is an autonomous ground vehicle that has been popularly 
known to engineering students around the world. It has been contested annually in a 
robotic student competition in many countries following the rules initiated at the 
Trinity College, USA. The contest requires advanced mechatronics technology and 
knowledge using a handy robot as an educational tool [2]. 

The task of an FFR is to simulate a real-world operation of an autonomous robot 
performing a fire protection function in a real house. Starting from a home noted by 
“H” circle, an FFR has to find its way through an arena that represents a model house, 
find a lit candle that represents a fire in the house, extinguish the fire in the shortest 
time, and return to its home within a specified time.  

This paper presents one approach in designing an FFR using computer animation 
in a virtual reality environment including one configuration example that consists of 
the mechanical design of the vehicle, the choice and arrangement of sensors and 
actuators, and the artificial intelligence of its controller.  

The FFR has been developed to meet contest rules in [2]. As shown in Fig. 1, it is 
designed as a tracked vehicle with differential drive controlled by a unique algorithm 
embedded in its microcontroller. The control system the FFR shown in Fig. 2 will be 
mathematically modeled including its environment, which is the arena used in the 
competition shown in Fig 3. 
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Fig. 1. Fire Fighting Robot as a Tracked Vehicle 

 

Fig. 2. Control System of Fire Fighting Robot 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Contest Arena of Fire Fighting Robot 
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2   Mathematical Model 

The FFR moving autonomously in the contest arena can be mathematically modeled 
according to three main groups: environment, kinematics and dynamics. 

2.1   Environment 

The mathematical model for the environment is built by determining the coordinates 
of walls that look like a labyrinth having four separated rooms as shown in Fig 3. All 
walls are assumed to have the same thickness.  

According to the contest rules [1], white lines are available at the doorway of each 
room such that they can be used by FFR to determine whether it has moved to a room. 
In addition, white circumferential lines on the floor are provided around the home 
“H” and the only-one targeted candle.  Thus, the coordinates of these circles are also 
noted since they can be used by FFR to determine whether to stop or not knowing it is 
at home or near a target.  

The coordinates for the candle’s location are set to be varied such that the candle 
can be anywhere in the four rooms. However, some contest rules are applied. For 
example, the candle will not be placed in a hallway, but it might be placed just inside 
a doorway of a room. The candle circle will not touch the doorway line, at least 33 cm 
into the room before it encounters the candle [1]. 

2.2   Kinematics 

Fire Fighting Robot  moves on X-Y plane with the velocity vector TvuV ]0[=  at its 

center of mass (COM) shown in Fig. 4, where u is the longitudinal speed and v is the 
lateral speed. Since the motion is nonholonomic, v=0. However, it may rotate with an 
angular speed Tr ]00[=ω . If TYXq ][ θ=  is the state vector representing robot’s 

X-Y position measured at the COM relative to the origin, where θ is  robot’s 

orientation, thus TYXq ][
••••

= θ  is its velocity vector.  

 
Fig. 4. Robot’s Position, Orientation and Geometry on X-Y Plane Coordinate System 
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The lateral and angular speeds, u and r can be determined by having angular 
speeds on the left and right drive wheels , ωl and ωr 
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where Rt is the radius of drive wheels and Tr is the distance between the left and the 
right drive wheels. Therefore, the velocity vector can be expressed as 
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2.3   Dynamics 

2.3.1   Tracked Vehicle 
The robot has one drive wheel and two sprockets on each side as shown in Fig 5. The 
normal force on the drive wheel noted as Nc  is 

    gm
kL

k
N

r
c .

)(2 +
=                                                (4) 

The friction force acting on the drive wheel Fsi   

csi NF .µ=                                                              (5) 

where µ is the effective friction coefficient. Since the total moment required to 
accelerate the wheels consisting one drive wheel, two sprockets and a belt is 

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
+=∑

t
wheelsc R

L
IM 22α                          (6) 

where Iwheels is the effective wheel rotational inertia, thus  the motor will need to 
overcome the torsional load 

                 tsicL RFMT .∑ +=                                                  (7) 

2.3.2   Sensors 
All sensors installed on the FFR as shown in Fig. 2 are assumed to have relatively 
very high bandwidth such that there is no need to model their dynamics. However, for 
the proximity sensors, the characteristic of GP2D12 infrared sensor is used [6]. Its 
calibration curve that relates the distance and the resulting voltage is incorporated to 
the simulation in order to reveal the effect of its nonlinear characteristic. The location 
of five proximities sensors from the top view of the FFR are shown in Fig 6. One 
proximity sensor is facing forward of the FFR noted as CF while four others are  
 



 Virtual Reality Simulation of Fire Fighting Robot Dynamic and Motion 195 

 

Fig. 5. Forces and Torsion on One Side of Robot 
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Fig. 6. Location of Five Proximity Sensors 

looking outward at each corner. Using simple geometric distance equations, the effect 
of the location and orientation of these sensors are included besides the effect of FFR 
location and orientation in order to navigate in the arena without hitting walls.  

One line sensor is placed facing down to detect the white lines on the arena floor. 
The signal from this sensor can be modeled as a digital value 1 as soon as the sensor 
coordinate is at the location of white floors mentioned in section 2.1, otherwise  
the value is 0. An example of sensor used for this is a photo-reflector Hamamatsu 
P5587 [7]. 

Besides for detecting the existence of home and candle circles, the information 
form the white line sensors are useful for determining the zone or room of the FFR is 
currently located. This is done by having the controller to record the number of white 
line has been encountered.  

The two flame sensors are installed at top center facing forward focusing at a 
specified distance from the FFR as shown in Fig. 7. FFR. The relative distance R of 
the candle flame is determined by the following equation   

( ) ( )22
RCRC YYXXR −+−=                 (8) 
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where (XC , YC ) is the candle location coordinate in m and (XR, YR ) is the FFR 
location coordinate in m, in order to mathematically modeled the output signal in term 
of light intensity I in footcandle shown in Eq. 9. 

K
R

I
2

0125.0=       ,  R > 0                                   (9) 

where  K  = f(dθ) is the light intensity coefficient modeled in Fig. 8. 

Y

XXCXR

YR

YC
Lilin

FFR

d?
R

+
Candle flame

d

.  

Fig. 7. Relative Distance and Orientation of FFR for Flame Detection 
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Fig. 8. The Effect of FFR Relative Orientation to the Light Intensity Coefficient K 

2.3.3   Actuators 
Two equivalent DC motors are assumed to propel the robot. Each DC motor is 
connected to the drive wheel on each side. The motor generates torsion 
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( ) ( )sIKsT aim =                              (10) 

where Ki is torsion coefficient in N-m/A and Ia is the armature current. This armature  
current depends on the applied voltage Ea and back emf Eb which are popularly 
known in many control textbooks [3]. For the sake of briefness, the discussion of the 
DC motor model is thus ommitted here, eventhough the model is included in the 
simulation. 

Using Eqs. 6, 7 and 10, the dynamic equation of each wheel can therefore be 
summarized as 
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where the rotor inertia of the DC motor is represented by Jm , and other viscous 
friction on the motor bearing, gearbox and wheels bearings are lumped to Bm. 

Other actuators are the two DC motors to drive two fans. These fans are turned-on 
only to the destroy the candle flame. It is assumed that after the FFR approaches the 
flame and the fans are activated for 4 seconds, then the flame is put off. Thus, there is 
no need to model the dynamic of these fans. However, for animation purposes, the 
fans are shown to rotate during this action in the virtual reality environment. 

2.4   Controller 

The controller used is assumed to have high enough sampling rate relative to the 
traveling speed of the FFR so that the controller dynamic can be neglected. Moreover, 
the controller is modeled to have sufficient input and output channels that are 
compatible with all sensors and actuators utilized by the FFR. Furthermore the 
controller is modeled to be capable of performing counting operation. 

3   Navigation Algorithm 

A navigation algorithm used for the FFR to move efficiently in the arena has been 
uniquely developed. The algorithm can be separated into three main tasks: 

1. Navigation going through corridors 
2. Navigation in rooms 
3. Navigation to return home 

3.1   Navigation through Corridor 

There are three basic motions that the FFR can perform in this task [5]: 

1. Moving forward that depends on the readings from the proximity 
sensors. 

2. Turning that is determined by the odometry of encoders connected to the 
right and left drive wheels. The odometry reading is used to estimate how 
many degrees the FFR has rotated during turning. When to turn to the left 
or to the right depends on the six identified cases shown in Fig. 9.   
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3. Wall Following. This motion is needed to make sure the FFR is always 
moving in parallel with detected side walls as shown in Fig. 10. 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9. FFR Turns due to Encountered Wall Cases  

l (t1)

l (t0)

 

Fig. 10. Wall Following using Information from at Least Two Proximity Sensors 

3.2   Nagivation in Rooms 

Once the FFR identifies that it has been in a room and had few distance passing a 
white line on a doorway, the controller will switch to the task noted as the Navigation 
in Rooms as shown in Fig 11.  
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Start

Move forward few cycles 

Rotate 45o CCW 

Flame exists? 

  No 

  Yes

Rotate 180o CW Go to subroutine “Destroy the flame” 
in Fig. 12 

Rotate 45o CW 

Move forward passing
doorway line 

Go to subroutine  
“Right wall following”

  Yes

  No 

Flame exists? 

 

Fig. 11. Task of Navigation in Rooms 

3.3   Nagivation to Destroy the Flame 

The FFR may detect existence of a flame during rotating and scanning a room and 
therefore the controller will switch the task to the Navigation to Destroy the Flame as 
shown in Fig. 12.  

3.4   Nagivation to Return Home 

The controller will switch to the task Navigation to Return Home after the flame has 
been extinguished. This task is basically use Wall Following motion explained in 
section 3.1. At the end the FFR is set to stop after few distance passing the white 
circle of the Home. 

4   Virtual Reality Simulation 

The algorithm of FFR navigation is implemented on State Flow of MATLAB/ 
SimulinkTM from Mathworks as shown in Fig. 13. To travel along the corridor, the 
subsystem “To_Room” is used in which it has two subroutines: Wall Following and 
and Turn Program. 
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Fig. 12. Task of Navigation to Destroy the Flame 
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Fig. 13. State Flow of Main Algorithm 

Fire Fighting Robot virtual reality is created using Virtual Reality Toolbox in 
MATLAB/Simulink. The result of the virtual reality environment can be seen in Fig. 14. 
The FFR trajectories of four cases are provided in Fig. 15 and the elapsed times required 
to destroy the flame and the total time until the FFR returns home are shown in Table 1. 
The Simulink block diagram of the overall FFR mathematical model and algorithm is 
shown in Figure 16. Simulation parameters are obtained in [4]. 
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Fig. 14. View of Virtual Reality Environment 
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Fig. 15. Example of Four Trajectories of FFR 

The animation results shown in Figure 15 reveal that the robot can successfully 
find the candle in four cases and navigate through the arena without hitting walls. The 
elapsed time performance of robot seen in Table 1 satisfies time limits of the contest  
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Table 1. Example of four cases showing the elapsed time required to destroy the flame and 
return home  

 

Flame location 

 

 

Room 
1 

 

Room 
2 

 

Room 
3 

 

Room 
4 

Time to destroy 
the flame (s) 

40.8 84.2 120.6 156.8 

Total time until 
return home (s) 

82.6 123.6 161.1 196.3 
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Fig. 16. Simulink Block Diagram of FFR Model and Algorithm 

regulation; maximum 5 minutes to find the candle and maximum 2 minute in return 
trip mode [2]. 

5   Conclusions 

This paper describes the viability of simulation and animation of Fire Fighting Robot 
in order to evaluate the performance of the robot design in meeting some of the 
contest rules such as navigating in a labyrinth arena without hitting walls, quickly 
extinguishing a flame in a room and return home.  

This work shows the benefit of virtual reality tool that enables students to quickly 
evaluate and clearly visualize the dynamic and motion of Fire Fighting Robot and the 
interaction between the robot and its environment before spending too much time in 
building the robot. The present model gives a reasonably accurate analytical 
representation of an example Fire Fighting Robot and its contest arena. In turn, 
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students can become more familiar with the analytical models. This model can give 
the basis of a model that could be used by students to explore more innovative design 
for their robot. 
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Abstract. The fuzzy-energy regions based switching method was proposed to con-
trol underactuated systems. The switching rule of this method was designed on error
energy region with some boundary curves described by fuzzy rules. This method was
validated by some simulations. The number of switching times for partly stable con-
trollers increased according to initial conditions and design parameters. This paper
discusses about the novel energy definition and the switching rules with the defined
energy, in order to decrease the number of switching times. The effectiveness of the
present approach energy is verified through some simulations for a 2-link underactuated
manipulator.

1 Introduction

Normal manipulators have one actuator at least for each joint, so the degrees of
freedom are equal to the number of actuators. On the other hand, underactuated
manipulators have any passive or free joints, which can not generate any torques.
From this fact, it must control the joints more than the number of actuators and
its control law becomes complicated, but any light-weight, energy saving and
cost cutting are expectable.

It is well known for us that such control systems can be reduced to a system
with second-order nonholonomic constrains, and recently a second-order chained
form is often adopted as a canonical form in order to use the conventional several
control approaches such as invariant manifold method, discontinuous control
law, etc. developed in the field of underactuated control systems. Such canonical
transformation needs the knowledge of Lee algebra, such as Lee bracket, Lee
derivative, etc.

On the contrary, in our laboratory a switching computed torque method has
been proposed up to now[1, 2, 3, 4, 5], in which we need no any transformation
of the system into a canonical form. However, on how to switch partly stabi-
lizing controllers, we must discuss the switching rules based on fuzzy reasoning
or neural networks, etc. In addition, the energy definition used there was not
necessarily to be monotonic decreasing, so that there was an increasing problem
of the number of switching times [6, 7, 8].

A. Budiyono, B. Riyanto, E. Joelianto (Eds.): Intel. Unmanned Systems, SCI 192, pp. 205–212.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009
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In this research, a method based on the switching of fuzzy energy regions is ap-
plied to an underactuated manipulator with two links. In particular, we discuss
about the novel energy definition and the switching rules with the monotonic
decreasing energy, to reduce the number of switching times. The effectiveness of
the present approach is verified through some simulations for a 2-link underac-
tuated manipulator, compared to the existing approach with the conventional
Euclidean norm.

2 Switching Control with Fuzzy Energy Regions

In a fuzzy energy region based switching control, the control objective is con-
trolled by switching several partly stable controllers, where the energy region is
divided into sub-regions according to several regional curves, which are described
by a fuzzy representation, so that the partly stable controller will be adopted
depending on the condition that the current energy is within the corresponding
sub-region assigned in advance.

2.1 Partly Stable Controller

The dynamical equation of two-link underactuated manipulators is given by

θ̈1 = −M22 (θ)
D

h1

(
θ, θ̇

)
+

M12 (θ)
D

h2

(
θ, θ̇

)
+

M22 (θ)
D

τ1 (1)

θ̈2 =
M12 (θ)

D
h1

(
θ, θ̇

)
− M11 (θ)

D
h2

(
θ, θ̇

)
−M12 (θ)

D
τ1 (2)

where Mij denotes the element of ith row and jth column for the inertia matrix,
hi is the ith component of vector for the centrifugal force and the Coriolis force,
and D denotes the determinant of the inertia matrix.

Using the computed torque method, a partly stable controller for the first
link, i.e., PSC1 can be designed by

τ1 =
D

M22 (θ)

(
θ̈∗1 +

M22 (θ)
D

h1

(
θ, θ̇

)

−M12 (θ)
D

h2

(
θ, θ̇

))
(3)

θ̈∗1 = θ̈d1 + Kv1

(
θ̇d1 − θ̇1

)
+ Kp1 (θd1 − θ1)

Similarly, a partly stable controller for the second link, i.e., PSC2 can be reduced
to
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τ1 = − D

M12 (θ)

(
θ̈∗2 − M12 (θ)

D
h1

(
θ, θ̇

)

+
M11 (θ)

D
h2

(
θ, θ̇

))
(4)

θ̈∗2 = θ̈d2 + Kv2

(
θ̇d2 − θ̇2

)
+ Kp2 (θd2 − θ2)

where θ is the joint angle vector; θd = [θd1 θd2]T is a desired vector; and Kpi

and Kvi are proportional and derivative gains for the ith link.

2.2 Switching Rule Using Error Energy Regions

There are several definitions for the energy in a feedback controlled system.
First, a squared sum of inputs is considered, but any energy plane can not be
constructed for an underactuated system with only one input. Next, a kinetic
energy for each link can be expected to be used, but the second link can not be
considered independently because it includes the angular velocity for the first
link from a constraint that the second link is connected to the first link. From
these reasons, references [6]∼[8] used each link error

ei = θdi − θi

θdi =
[
θdi θ̇di

]T
θi =

[
θi θ̇i

]T
to define the error energy in discrete-time:

Ei(k) = ‖ei(k)‖2 (5)

for the construction of energy region. Figure 1 shows the energy plane for a two-
link underactuated manipulator, where PSC1 should be applied in the region R1,
whereas PSC2 should be used in the region R2. Here, the shadowed region de-
notes an overlapped region of R1 and R2, in which a partly stable controller used
in one-step delayed instant should be used successively. Approximating regional
division curves π1 and π2 by two straight lines respectively and introducing a
fuzzy representation for the boundary lines, the switching rule can be described
by

Rule 1: If E2 = S then s1 = 1
Rule 2: If E2 = M and Î(k − 1) = 1 then s2 = 1
Rule 3: If E2 = M and Î(k − 1) = 2 then s3 = 2
Rule 4: If E2 = B then s4 = 2

where si denotes the index number of a partly stable controller at the ith fuzzy
rule. That is, the number 1 means the PSC1 and similarly the number 2 denotes
the PSC2. The membership function is shown in Fig. 2 for the part approximated
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Fig. 1. Energy plane of 2-link underactuated manipulator
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Fig. 2. Membership functions for E1 ≤ E1a

by a ramp function, whereas it is shown in Fig. 3 for the part approximated by
using a line parallel in E1 axis. Note here that the index number of a partly
stable controller is output as an integer Î(k), because the fuzzy reasoning results
in a real number.

2.3 Simulations

The conventional method was simulated using the condition tabulated in Table 1.
Keeping the gains of partly stable controllers as Kpi = 25 and Kvi = 10, the
regional parameters were determined as E1a = 4, E2a = 1 and E2b = 8 through
manual adjustments.

The time response of each joint angle is shown in the left-side of Fig. 4, while
showing the energy state in the right-side of Fig. 4. Here, the time response of
the first link is designated by a solid line in the left-side figure, whereas that
of the second link is depicted by a broken line. The energy state due to PSC1
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Fig. 3. Membership functions for E1 > E1a

Table 1. Simulation conditions

Sampling interval 0.01 [s]
Initial value θ = [0 π/4]T , θ̇ = [0 0]T

Desired value θd = [0 0]T , θ̇d = [0 0]T

Link length l1 = 0.4, l2 = 0.22
Link COG lg1 = 0.2, lg2 = 0.11
Link mass m1 = 0.582, m2 = 0.079
Link inertia I1 = 0.023, I2 = 9.5 × 10−4

Dumping coefficient µ1 = 0, µ2 = 0.02
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Fig. 4. Simulation results with a conventional approach

is shown by a solid line in the right-side figure, whereas that due to PSC2 is
depicted by a broken line. It is seen from these figures that the time response
of each joint angle converged around the desired value, though the energy state
did not necessarily decrease monotonically under the condition that two partly
stable controllers were applied.
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Fig. 5. Simulation results with the proposed energy

3 Energy Definition Using Monotonic Decreasing
Property

When designing partly stable controllers by the computed torque method, it is
not assured that the energy defined by Eq. (5) decreases monotonically. From
this fact, a new energy definition E∗

i (k) is proposed:

E∗
i (k) =

⎧⎨
⎩

min (E∗
i (k − 1), Ei(k)) if PSC for ith link

is selected
Ei(k) otherwise

(6)

where ks is the discrete-time index at which a partly stable controller switches
to PSCi, where the energy is updated as E∗

i (ks) := Ei(ks). The proposed energy
E∗
i (k) decreases monotonically while the PSCi is selected. Figure 5 shows the

simulation result using the proposed energy. The time responses of link angles
oscillate, though they do not diverge.

4 Switching Rule That Realizes Monotonically
Decreasing Energy

The constraint of a switching rule described by

Î∗(k) =
{

Î(k) if E∗
i (k) < Ei(ks)

Î(k − 1) otherwise
(7)

is appended to the output of fuzzy reasoning. It is expected that PSCi will be
selected until E∗

i (k) is less than Ei(ks). The monotonically decreasing energy
is generated by Eq. (7). The simulation result is plotted in Fig. 6. Link angles
are converged to around the desired values. The maximum amplitude of energy
becomes smaller than those of Fig. 4 and Fig. 5.
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Fig. 6. Simulation results with the proposed energy and switching

Table 2. Initial tip position and posture

Index of condition Tip position Posture
1st con. (0.4, 0.4) right-handed
2nd con. (0.4, 0.4) left-handed
3rd con. (−0.4, 0.4) right-handed
4th con. (−0.4, 0.4) left-handed

Table 3. Switching times for each initial condition

Conventional Proposed Proposed energy
method energy and switching

1st con. 238 230 56
2nd con. 218 254 61
3rd con. 235 257 55
4th con. 226 253 54

Ave. 229 249 57

0 10 20 30
−5

0

5

Time t [s]

Li
nk

 a
ng

le
 θ

i[r
ad

]

θ1

θ2

0 10 20 30
0

10

20

30

Error energy E*

E
rr

or
 e

ne
rg

y 
E

*

1

2

with 1st controller
with 2nd controller

Fig. 7. Simulation results for the 3rd initial condition using the proposed energy and
switching
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5 Discussions

Some simulations were executed with four different initial states, which were also
different from Table 1. These initial states are listed in Table 2. The number of
switchings for each condition is shown in Table 3. It is found that the average
number of switchings are independent of initial conditions. Applying the pro-
posed energy definition and the switching rule, the corresponding number of
switchings is the least, compared to those of other methods.

For example, the simulation result using the 3rd condition is illustrated in Fig. 7.
Observe that link angles converge to the desired values with small oscillations.

6 Conclusions

In this paper, we have proposed the definition of monotonically decreasing energy
and the switching method using the defined energy. The proposed method was
applied to an underactuated manipulator. It was verified from some simulations
that the number of switchings decreased when the proposed method was applied.
When the design parameter could be adjusted suitably, we would expect the
improvement of the controlled performances.
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Abstract. This paper presents positive real synthesis for Networked Control Systems (NCS) in 
discrete-time to render closed-loop positive realness (passivity). The synthesis is based on the 
definition of passivity for discrete Markovian jump linear systems, whose sufficient condition 
is given by stochastic Lyapunov functional. The controller via state feedback is designed to 
guarantee the stability of NCS and closed-loop positive realness by taking into account packet 
losses. A periodic communication scheme is utilized among sensor, controller and actuator. It is 
shown that a mode-dependent positive real controller exists if a set of coupled linear matrix 
inequalities have positive definite solutions. The controller can then be constructed in terms of 
the solutions. A numerical example is presented to show how the desired passivity performance 
of NCS is achieved. 

1   Introduction 

The recent advancement of computing, communication and sensing has spurred the 
development of Networked Control Systems (NCS). NCS are spatially distributed 
systems in which communication between plants, sensors, actuators and controllers 
occurs through a shared band-limited digital communication networks [3,4,11]. These 
networks are usually shared by a number of feedback loops. In traditional control 
systems, these connections are established via point-to-point cable wiring. Compared 
with the point-to-point wiring, the introduction of communication networks has many 
advantages, such as high system testability and resource utilization, as well as low 
weight, space, power, and wiring requirements and easy system diagnosis and 
maintenance. The increasingly fast convergence of sensing, computing and (wireless) 
communication on cost effective, low power, small-size devices, is also quickly 
enabling a surge of new control applications. Consequently NCS has finding 
application in a broad range of areas such as mobile sensor networks, remote surgery, 
multiple mobile autonomous robotics, multiple unmanned aerial vehicles (UAV) 
formation, large scale distributed industrial processes and automation, computer 
integrated manufacturing systems, tele-operation and tele-control, intelligent vehicle 
systems, satellite clusters, etc [8]. In an NCS, it also makes it possible to distribute 
processing functions and computing loads into several relatively small computing 
power units.  

Recently, modeling, analysis and control of networked control systems with 
limited communication capability has emerged as a topic of significant interest to 
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control community. There are a number of key issues that make control over 
communication networks distinct from traditional control systems : limited packet 
rate, sampling and network delay, packet dropout and system architecture. The 
traditional point-to-point feedback control theory should be extended for feedback 
control system for which connections among sensors, actuators, and controllers are 
shared through band-limited communication networks. With the advent of cheap, 
small, low-power processors with communication capabilities, it has become possible 
to endow sensors and actuators with processing power and ability to communicate 
with remote controllers through shared/multi-purpose networks [9].  

Most of the results on performance control synthesis for NCS deal with H∞ norm 
constraints [2,3,16 and references therein]. As far as the authors concern, [15] is the 
only work dealing with passivity constraint in NCS framework. In this paper we 
propose a control design method for networked control system which satisfies 
positive-real (passivity) requirements, in addition to stability.  Important aspects of 
networked control systems, namely random delays and packet losses, are taken into 
consideration in the passive control design. We assume, however, that if the arrival of 
the messages is delayed then they are regarded as loss. Moreover, an 
acknowledgement message is assumed to be provided from the receiver to the sender 
to acknowledge whether a message is sent successfully or not. Communication 
between sensor and controller (input side) and between controller (output side) and 
actuator is performed in a periodic way. The networked control system is modeled 
using Markov Jump Linear System, where packet loss is modeled as two-state 
Bernoulli process [3]. Compared to the approach used in [15], the present paper 
employs periodic Markov Jump Systems representation, while [15] utilizes sampled-
data representation of NCS and Lyapunov-Krasovskii functional.  

The concept of passivity or positive realness plays an important role in system, 
signal and control theory, and arises naturally in many areas of science and 
engineering [12]. The idea originates in traditional circuit theory. In general, positive 
realness corresponds to passivity for linear time-invariant dynamical systems. The 
main motivation for studying passivity comes from robust, adaptive and nonlinear 
control problems. Parallel to small gain theorem, passivity of certain closed-loop 
transfer functions will ensure the overall stability of feedback systems [1]. Therefore, 
if a certain closed-loop transfer function matrix can be made passive by using some 
controllers, then the closed-loop system will be guaranteed to be robust with respect 
to all passive uncertainties. The passivity requirements are also important in a number 
of practical cases where the control designer has information about phase 
uncertainties [14]. 

The synthesis problem considered in this paper is how to construct a state feedback 
controller for a networked control system such that the resulting closed-loop system 
satisfies passivity (see also [13] for output feedback case). Based on the definition of 
passivity under state-space representation of jump linear systems, the passivity 
condition is firstly obtained using stochastic Lyapunov functional technique. It is 
shown that the passivity condition of jump systems guarantees the stability. A kind of 
mode-dependent controllers suited for a networked control system is proposed via  
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state feedback to ensure the passivity of the resulting closed-loop systems. By 
adopting similar algebraic manipulation techniques as in H∞ control synthesis for 
NCS [3,5,6,10], the existence conditions and the synthesis methods for the mode-
dependent controllers can be formulated in terms of a set of solutions of coupled 
linear matrix inequalities, which can be effectively solved using available LMI-solver. 

The remainder of the paper proceeds as follows: In Section 2, networked control 
analysis and synthesis problems are formulated. In Section 3, a new approach for 
stabilization is presented for networked control system to ensure closed-loop 
passivity. Section 4 illustrates effectiveness of this approach through a numerical 
example. Finally, we conclude the result of this paper in Section 5.  

2   Networked Control System Problem Statement and Analysis 

The problem of networked control system is formulated as a remote control system. 
Formulation of the networked control system as a Markov jump linear systems 
follows closely from [2,3]. The plant is remotely controlled by the controller 
connected via a shared communication channel. It is assumed that there are multiple 
sensors and actuators communicating with the controller; however, as a result of the 
sequential nature of the channel, only one of them can transmit a message at any 
discrete-time instant. To meet this requirement efficiently, we employ a periodic 
communication scheme [3]. 

Consider the remote control system for NCS model in Figure 1. Generalized plant 
P is described in the form of discrete-time system and has a state space equation as 
follow: 

)()(

)()()()(

)()()()1(

12111

21

kxky

kuDkwDkxCkz

kuBkwBkAxkx

=
++=
++=+

                                      (1) 

where nkx ℜ∈)( is the state, 1)( mkw ℜ∈ is the exogenous input, 2)( mku ℜ∈ is the 

control input, 1)( pkz ℜ∈ is the controlled output and 2)( pky ℜ∈ is the measurement 

output. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Remote Control System [3] 
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The periodic communication scheme is performed as follows [2]. Suppose there 
are p2 sensors and m2 actuators, then the period be 

22 pmN +≥ . If each sensor is 

capable to transmit messages, then the switching pattern for the sensor side defined 
by a vector N

pIs 11 2 +
∈ . This specifies that at time k, the sensor indexed as 

s1(mod(k,N)+1) is allowed to send a message. If s1(mod(k,N)+1) is zero, it means 
there is no communication takes place. For example, let N = 4, p2 = 2, and s1 = [2, 1, 
0, 2]. In this case, sensor 1 transmits at k = 1, 5, . . . while sensor 2 transmits at k = 0, 
3, . . ., and there is no communication at k = 2, 6, . . .. Similarly, the switching pattern 

N

mIs 12 2 +
∈  for the m2 actuators that determines the periodic transmission from the 

controller to the actuators with the same period N. We assume that, at any given time, 
at most only one message can be transmitted by the sensors or the controller. In terms 
of the switching patterns, this means that 0)( ≠ksi  iff 0)( =ks j  for ji ≠  and all k. 

To define periodic switchings strategy in communication between sensors and 
controllers and between controller and actuator, we need some notation [2]. Let {s1i} 
and {s2i} be two sets of vectors given as follows : 
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where s1i and s2j have the ith and jth elements equal to 1, respectively, and the rest are 
zero. The N-periodic matrices S1(k) and S2(k) in Figure 1 are defined as : 

jNksskS

iNksskS

j

i

=+=
=+=

)1),(mod(;:)(

)1),(mod(;:)(

222

111
 

for k∈Z+ . We refer to them as the switches.  
A lossy communication channel is assumed in this paper. Due to network 

congestion or network delay, the messages transmitted randomly are lost. Let θ1(k), 
θ2(k) ∈ {0, 1} be the stochastic processes that represent the message losses, from the 
sensors to the controller and from the controller to the actuators. If θi(k) = 0, then the 
message at time k is lost; otherwise, it arrives. We assume that these are independent 
and identically distributed (i.i.d.) Bernoulli processes specified by 

                                        α1:=Prob{θ1(k) =0} 

  α2:=Prob{θ2(k) =0}                  ; k∈Z+ 

Note that the overall plant  including the switches S1 and S2 and the message loss 
processes θ1 and θ2 is periodically time varying with period N and with random 
switchings. 

The state space equation of the overall plant P
~ including the switches S1 and S2 and 

the message loss processes θ1 and θ2, can be expressed as : 
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In Figure 1, K is the controller to be designed. The controller K is allowed to be N-
periodic. An acknowledgement is received by the controller from the actuator 
regarding the arrival of control input u(k).  

The controller takes a form as follows: 

)(ˆ)()( kykKkv =                                                          (3) 

In this paper, we employ the following notion of stability. 

Definition 1 [2]: For the periodically time-varying system with random switchings 
given by  
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with w ≡0, the equilibrium point at x=0 is  

1. mean square stable if for every initial state ( ))0(),0( θx   [ ] 0)0(),0()(lim
2 =

∞→
θxkxE

k
 

2. stochastically stable if for every initial state ( ))0(),0( θx , 
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x  for every initial state. 

3. exponentially mean square stable if  for every initial state ( ))0(),0( θx , there 

exists constants 10 <<α and 0>β such that                

0≥∀k ,   [ ] 22
)0()0(),0()( xxkxE kβαθ <  

4. almost surely stable if for every initial state ( ))0(),0( θx , [ ] 10)(limPr ==
∞→

kx
k

 

It is known that the first three definitions of stability are actually equivalent for an 
MJLS. We refer to the equivalent notions of mean square, stochastic, and exponential 
mean square stability as second moment stability. Moreover, Second Moment 
Stability (SMS) is sufficient but not necessary for almost sure stability. In the 
remainder of this paper, references to stability will be in the sense of second moment 
stability. The major motivation for this choice is that straightforward necessary and 
sufficient conditions, given later, exists to check for SMS but not for almost sure 
stability [2]. 

 
Lemma 1 [3]. For the system (4), the origin is stochastically stable if and only if there 
exists an N-periodic matrix nxnRkP ∈)( such that 0)()( >= kPkP T and  

∑
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The theorem states that SMS is equivalent to finding N positive definite matrices 
which satisfy N coupled, discrete Lyapunov equations. It is interesting to note that 
stability of each mode is neither necessary nor sufficient for the system to be SMS. 
The condition simplifies under an additional assumption on the Markov process. 

 
Definition 2 [1]: The Markovian jump linear system (4) with u(k)=0, is said to be 
strictly passive, if every T>0, with zero initial condition x(0)=0, it satisfies 
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Furthermore, it is said to be strictly passive with dissipation η if 
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Remark 1. If the notation ‘>’ is replaced by ‘≥’, the above strictly passive definition is 
referred to as passive definition. This paper focuses on strictly passive problems, and 
often the strictly passivity is referred to as passivity wherever no confusion arises. 

Following analysis result is related to passivity of Markovian jump systems. 
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Lemma 2. For 0≥η , the markovian jump linear systems (4) is said to be strictly 

passive with dissipation η , if there exists a set of positive definite symmetric 

matrices, )(kP  such that 
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Proof. Based on Lemma 1, the Markovian jump system (4) is stochastically stable, if 
there exists a set of positive definite symmetric matrices )(kP  such that 

0)(),()1(),( <−+ kPikAkPikAT                                             (8) 

with 
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For given positive definite symmetric matrices nxnRkP ∈)( , set up the stochastic 

Lyapunov functional as 

)()()(),( kxkPkxxkV T=                                                 (9) 

and considering Markov jump system (4), we have 
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Following condition is constructed to satisfy the Definition 2 above. 
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where [ ]TTT kwkxk )()()( =ζ  , obviously, condition (11) holds if 0<Θ i
. The necessity 

is proved along similar lines as those of Bounded Real Lemma for periodic systems 
with random switching stated in Theorem 3.3 of [3] under additional weak 

controllability assumption. This completes the proof.                                                  □ 
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Lemma 3 [7]. The block matrix 
⎥
⎦
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is negative definite if and only if  

0
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<
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Q                                                    (12) 

In the sequel, TMMQP 1−−  will be referred to as the Schur complement. This lemma 

will be used for controller synthesis in the next section. 

3   Positive Real Synthesis of Networked Control System 

In this section, we present the solution to the remote control synthesis problem 
formulated in Section 2.  

For the system (2) and controller (3), we have the state space  equation for the 
closed loop system ),
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where nRkx 2)( ∈  is state given by [ ]TTT kxkxkx )(ˆ)(:)( =  and ; 

1121

112122121

121

1122221

:))(),(,(

)]()()()([:))(),(,(

:))(),(,(

)]()()()()([:))(),(,(

DkkkD

kSkKkSDkCkkkC

BkkkB

kSkkKkSBkAkkkA

=
+=

=
+=

θθ
θθθθ

θθ
θθθθ

 

Notice that A  and C  system matrices depend on both 
1θ  and 

2θ . As mentioned 

earlier, this system consists of 4 modes determined by the original process pairs 
))(),(( 21 kk θθ . Let ))(),((:)( 21 kkk θθθ =  be associated with the probability 

)},()({Pr:, jikobji == θα , }1,0{, ∈ji , where [3] 

)1( 211,0

210,0

ααα
ααα
−=

=    
)1)(1(

)1(

211,1

210,1

ααα
ααα
−−=

−=                                      (14) 

We can apply Lemma 2 to this system to obtain the synthesis result.  
The following is the main result of the paper which provides a solution to the 

synthesis of state feedback controller for NCS to render closed-loop passivity using 
periodic communication scheme and taking into consideration network random delays 
and packet losses. 

 
Theorem 1. For closed loop system (13) and dissipation 0≥η , there exists a set of 

)(kP satisfying condition 0<Θ i
, if and only if there exists a set of positive definite 

symmetric matrices nxnRkX ∈)(  and matrices mxnRkY ∈)(  satisfying 
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(15) 

By manipulation of matrix and change of controller variables, the existence 
conditions and the synthesis methods for the mode-dependent controllers can be 
formulated in terms of a set of solutions of coupled linear matrix inequalities, which 
can be effectively solved using LMI-software. Furthermore, the mode-dependent state 
feedback passive controller is given by )(ˆ)()( kykKkv = , where 1

1 ))()()(()( −= kXkSkYkK . 

Proof. Suppose there exists a set of positive definite symmetric matrices )(kP , 

satisfying condition 0<Θi
 to follows that the closed-loop system is stochastically 

stable and passive in equality (7),i.e. 
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Applying Schur complements, above inequality (16) is equivalent to the following 
inequality 
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Then, substitute
clclclcl DCBA ,,, using matrices ))(),(,( 21 kkkA θθ , ))(),(,( 21 kkkB θθ , 

))(),(,( 21 kkkC θθ , ))(),(,( 21 kkkD θθ  in (13) to obtain 
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To simplify the last inequality, define term )()()(ˆ
1 kSkKkK =  and )()(ˆ

22 kSBkB = , and it 

becomes  
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Pre- and post-multiplying the inequality by block-diagonal matrix diag{P–1(k), I, I, I, 
I, I}, letting X(k) = P–1(k), Y(k)=K(k)X(k), the coupled linear matrix inequalities (15) 

are obtained.                                                                                                                  □ 
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Based on Theorem 1, the controller is constructed as follows. First, solve LMI (15) 
for positive definite symmetric matrices X(k) and Y(k) using available LMI solver. 
Then, using these solutions the controller is obtained via  

1
1 ))()()(()( −= kXkSkYkK  

assuming that the required inverse exists. A more relaxed condition on nonsingularity 
can be obtained by using the concepts of generalized inverse of a matrix. 

4   Numerical Example 

In this section, we show through a numerical example, how the the LMI-based 
synthesis method presented in this paper can be used to synthesize a controller for 
NCS which render closed-loop passivity. The example is adapted from [14] with 
modification on the state matrix. 

Consider the generalized plant of a system described by: 
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++=  

According to the equation in (17), we can see that number of sensor p2 = 1 and 
number of actuator m2 = 1. Therefore, this system can be formulated as a periodic 
system with period N=2. 

The impulse response of the generalized plant in open loop configuration is shown 
in Figure 2. As shown, the open loop systems is unstable.  

First, state feedback controller which renders closed-loop passivity is constructed 
in point-to-point connection. Impulse response of this system is shown in Figure 3 (in 
the case without uncertainty). 
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Fig. 2. Impulse response of open loop system 
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Fig. 3. Impulse response of closed-loop system without uncertainty 

Robustness of this system is evaluated by applying parametric uncertainty to the 
system matrix. We found that the closed-loop system has certain robustness with 
respect to such uncertainty. However, when the size of uncertainty becomes 
sufficiently large, the system tends to be unstable, as shown by impulse response of 
the closed-loop perturbed system in Figure 4. 
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Fig. 4. Impulse response of the system with uncertainty   

Then, a state feedback controller for system (17) in NCS configuration is 
synthesized using the LMI-based synthesis of Theorem 1. It is assumed that the loss 
probability of communication network from the sensor to the actuator and from the 
actuator to the sensor are α1=0.5 and  α2 =0.5, respectively. Figure 5 shows impulse 
response of NCS without uncertainty in system matrix. We can see that the system is 
stabilized by the proposed approach. 

Similarly to the point-to-point case, the robustness evaluation of networked control 
system is carried out by applying uncertainty to the system matrix. Stable condition of 
NCS with uncertainty is shown in Figure 6. Figure 7 shows impulse response of  
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Fig. 5. Impulse Response of NCS without uncertainty 
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Fig. 6. Impulse Response of NCS with uncertainty: Stable 

10 20 30 40 50 60 70 80 90 100

-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

k

z(
k)

 

Fig. 7. Impulse Response of NCS with uncertainty: Unstable 
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networked control system when sufficiently large size of uncertainty is applied such 
that the closed-loop system becomes unstable. It is found, as expected, that the 
robustness margin of the point-to-point configuration is larger than that of NCS.   

5   Conclusions 

In this paper we have presented analysis and synthesis problems for networked 
control systems in discrete-time to render closed-loop positive-realness. The 
networked control system is modeled using discrete-time periodic Markov Jump 
Linear System. The state feedback controller synthesis was constructed using the 
solutions of a set of coupled linear matrix inequality. The results are extended for 
output feedback case in [13].  
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Abstract. Switching controller for plants with changing modes is a complex problem. Many 
methods have been developed for this problem. The paper investigates a unified approach to the 
switching controller by formulating the phenomena as a hybrid system. State jumps and mode 
changing of the controller responding to switched of plant dynamics are exploited and 
discussed. To analysis the dynamics of the controlled linear switching plants with switching 
controller, a hybrid system representation using linear impulsive differential equation is 
developed to investigate the property of changing modes of the controllers. In this paper, the 
switching controller is designed by using LMI method that will guarantee 2H -type cost. A 
mini scale helicopter is considered as an example due to its complex dynamic and changing 
modes operation between hover and cruise. The performance of the switching controller is 
demonstrated by SIMULINK and STATEFLOW and compared to that of LQR approach. 

1   Introduction 

Hybrid systems are used for modeling and analyzing systems which have interacting 
continuous-valued and discrete-valued state variables. The continuous state variable 
may be the value of the state in continuous time, discrete time or a mixture of the two. 
The mathematical model of the continuous state is described by a differential or 
difference equation. The discrete state variable is generally represented by a finite 
state digital automaton or an input/output transition system. The behavior of the 
hybrid system is influenced by state variables which interact at an event or (trigger) 
time which occurs whenever the evolution of the system satisfies a particular 
condition which then initiates changes in the state variables.  

The modeling framework for hybrid systems has received considerable attention 
over the past few years. The aim is to build a mathematical model which is suitable 
for complex dynamical analysis and control synthesis using hybrid systems. The 
models proposed in the literature reflect a wide range of both applications and 
justifications. An overview of hybrid system modeling can be found in [1]. In that 
paper, a unified approach is also proposed which is a generalization of five models of 
hybrid control systems developed from system and control perspectives as 
summarized in [2]. The unified mathematical model tries to capture all possible 
important aspects of continuous and discrete valued variables as well as their 
interaction.  
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The impulsive vector representation provides a general characterization of external 
disturbances, perturbations or even impulsive controls [2]. The impulsive ordinary 
differential equations of interest are those characterized by linear systems. The 
equations studied here are consequently referred to as linear impulsive differential 
equations, or simply as linear impulsive systems (LIS). LIS modeling can be extended 
to cover the problem of systems with switching dynamics which is commonly found 
in hybrid control system design [3]. The major development of impulsive dynamical 
systems is to capture the behavior of an instantaneous jump of state of a dynamical 
system. However, impulsive vectors may also be used to describe a dynamical system 
subjected to the output of a higher order model. 

This paper considers the dynamical properties of controlled switching dynamical 
systems in the framework of linear impulsive dynamical system. The representation 
of this complex dynamical system in linear impulsive differential equation gives 
different viewpoint in understanding, analyzing and designing switching controller for 
switched linear dynamical systems.  

2   Switching Linear Systems 

Consider a minimal order continuous time linear time invariant plant with states 
nRtx ∈)( , output lRty ∈)( , and input mRtu ∈)( subjected to impulsive vectors 

},),({ +∈≠ Zktttd kk  at time instant kt  on the plant state as described by 

)()(

)()()(

tCxty

tButAxtx

=
+=

      ; ktt ≠                                              (1) 

                           )()()( kkk tdtxtx += −      ; ktt =  

where )(lim:)( txtx ktk ↑
− = , both the times kt  and values )( ktd  are unknown. The 

impulsive vectors )( ktd may represent the external disturbances, failure of the 

system’s components or an impulsive control. 
The solution of a system with impulsive effects (1) in the extended state space 

begins from the initial condition ),( 00 xt  and moves along the trajectory ))(,( txt . If 

at time instants 0ttk ≥  there is an impulsive jump )( ktd , then the state is 

instantaneously changed to the new state )()()( kkk tdtxtx += − . The state then 

follows the trajectory with the new initial condition )( ktx  until the occurrence of the 

next transition time instant at time 1+kt  in ),[ 1+kk tt . That is, the solutions of 

impulsive systems are characterized by three components: the dynamics of ordinary  
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differential equations, the transition time instants kt  and the impulsive vectors 

)}({ ktd  [2]. 

 
Jump in Switching Systems 

Let ∞
=0}{ kkt  and ∞

=0)}({ kki , +∈ Zk  be the time instants and the i -th mode 

indicator respectively. Let r  denotes the finite distinguished modes of dynamics by 
},,2,1{ rI = . In addition, define IxIS ⊂ as the set of pairs  ))(),1(( kiki +  

that can occur in a certain switching time kt . Let Iiki ∈=)( in ),[ 1+kk tt and 

consider a feedback control system under an external switching law. We represent the 
plant dynamics by 
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       (2a) 

where nRtx ∈)( is the state, 1)( mRtw ∈ is the external input, 2)( mRtu ∈ is the 

control input, 1)( pRtz ∈ is the controlled output and 2)( pRty ∈ is the measured 

output. Let the state jump of the plant are represented in the matrix form as follows  

)()( 11
−
++ = khik txEtx , )1( += kih    (2b) 

which occur if Ι≠hiE is not the identity matrix. To illustrate, if the impulsive 

vector )( ktd is given as a function of the state )(:)( −Θ= kk txtd  then 

)( Θ+Ι=hiE .  

Let the switching controller is in the state space form 
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   (3a) 

where cnc Rtx ∈)( is the state of the controller with initial value cc xtx 00 )( = . 

Denote the state jumps of the controller by 

)()( 11
−
++ = k

cc
hik

c txEtx , )1( += kih    (3b) 

The description in (2a)-(2b) and (3a)-(3b) includes jumps of the coefficient 
matrices, jumps of the state or both. Even though the states of the plant are continuous 
and never jump, jumps of the controller’s state can either bring better performance or 
degrade transient response of the closed loop system. 
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Unified Representation of Switching Controllers 
The dynamical representation of switching controller (3a) and (3b) with an indicator 
of controller mode )(ti , 0≥t  can be written in a compact form as follows   
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; ktt ≠       (4) 

where 0)( ≥ti  is integer and denotes indicator of controller mode. Let the state 

jumps and sequence of mode jump of the switching controller in impulsive vector 
representation as follows 
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where )( k
c tE and )( ktD denote impulsive vector of the state of the controller and 

impulsive vector for changing controller respectively. In this case, 1)( =ti at 0=t is 

the initial mode and )( ktD  is given by 
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=
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which is 1 for next state transition or -1 to return to the previous state. Figure 1 shows 

state transitions of the switching controller and the value of )( ktD  and the 

corresponding state )( kti .  The transition of the states of the controller describes a 

step function for a sequence of )( ktD := }0,0,1,1{  is given by 
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Fig. 1. State Transition of Switching Controller 

Inserting equation (4) into (2) leads to closed loop dynamical system which is 
given by 
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where )(txc  follows the dynamics of the controller in equation (4). In term of the 

state of the plant, the state of the controller and the indicator of the mode, the 
representation of closed loop system dynamics is 
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When it is understood that Iiki ∈=)( in ),[ 1+kk tt , +∈ Zk  the equation can be 

reduced to  
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The equation can be written in more compact form as 

)()()( twBtxAtx ii += ;  [ ]Tc txtxtx )()()( = , ni ,,2,1=  (6) 
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This switched dynamical system with switching controller (6) can then be written 
as a linear impulsive dynamical system as follows 
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  ; ktt =  

)()( txtx i= , ni ,,2,1=  

where c
iF  and n  denote matrix for state jump and the occurrence of switching 

respectively.  The behavior of the system (6) respectively (7) depends on the 

properties of iA  at each region. For two modes controller, 2=i , from mode 1 to 2,  

];[ 21
ccc FFF =  )]();([ 11 kk txtx−= and )]();([ 22 kk

c txtxF −=  from mode 2 to 

1, it is known that jump in the closed loop system can produce overshoot on the output 
[2]. Therefore, it is of interest to investigate the characteristics of the system (6) in the 
representation of (7) and the propagation of the controller’s mode sequence. The 
overall representation is given in Figure 2 where solid line represents continuous 
signal and dashed line denotes discrete/digital variables. 

For more complex switching control strategy, )( ktD  can have any integer values 

which means that the transition of the switching controller is in arbitrary order, it can 
jump from one controller to the other. In this case, the mode changing of the  
 

 

Fig. 2. Switched Control System 
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controller needs to be analyzed in order to guarantee that the mode changing has 
followed the correct sequence and it is not blocked (stopped) to a particular mode. 
The sequence of the mode changing can be viewed as discrete event systems and can 
be analyzed by using, to illustrate, signal interpreted Petri nets [4]. Due to limited 
space, the discussion of the Petri nets is not included. 

3   Switching Controller Design 

As a result of the development in the area of convex optimization, we can now solve 
very rapidly many convex optimization problems for which no traditional analytic or 
closed-form solutions exist. Indeed, the solution of many convex optimization 
problems can now be computed in a time which is comparable to the time required to 
evaluate a closed-form solution for a similar problem. This fact, in our opinion, has 
far-reaching implications for engineers; it changes our fundamental notion of what we 
should consider as a solution to a problem. In the past, a solution to problem generally 
meant a closed-form or analytic solution. Recently, this concept of solution should be 
extended to include many forms of convex optimization that involve Linear Matrix 
Inequalities (LMIs). 

The critical challenge in practical hybrid system applications is finding appropriate 
Lyapunov functions that satisfy the stability conditions. Unfortunately, no general 
methods are available. However, for switched linear systems, there is an LMI problem 
formulation for constructing a set of quadratic Lyapunov-like functions. Existence of 
a solution to the LMI problem is a sufficient condition for hybrid system stability. A 
real advantage here is that LMI problems admit efficient and reliable numerical 
solutions with standard packages [5]. 

This main objective this paper is concerned with the synthesis of switched control 
system excited with external switches. Based on class of discontinuous Lyapunov-like 

functions, we conduct performance analysis of 2H -type cost for linear switched 

system. In the synthesis problem to derive an output feedback switching controller 

with guaranteed 2H -type cost, we employ state jumps of the controller to improve 

stability and 2H -type control performance. 

Stability Analysis 

Let nRtx ∈)(  be the system state and 00 )( xtx =  be initial value. For each k , the 

state )(tx is continuous in ),[ 1+∈ kk ttt  and satisfies the following state equation 

)()()( twBtxAtx ii += , kk xtx =)(        (8) 

where  )(tw  is a function of some adequate class. The initial value 11)( ++ = kk xtx  

for each interval is given by  

)( 11
−
++ = khik txEx , )1( += kih         (9) 
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The equation (9) represents possible state jumps of the system, which occur if 

Ι≠hiE . In equation (8) and (9), the state ),0[:)( ∞∈ttx  is uniquely determined 

up to ∞
0)}({ ki , ∞

0}{ kt , )(tw  and 0x . The above class of switched systems is a 

linear version of systems considered in [1] and [6]. 
Consider switched Lyapunov function of piecewise quadratic form given by the 

following equation 

xPxxv i
T

i =)(      (10) 

where iP  is a positive definite symmetric matrix. The )(min min ii Pa λ=  and 

)(max max ii Pb λ= , and the above proposition is stated in terms of matrix 

inequalities for Lyapunov functions of piecewise quadratic form and then we only 

consider performance analysis for an 2H -type  cost of linear switched systems. Let 

)()( txCtz i= , ),[ 1+= kk ttt , )(kii = and consider the following 2H -type cost 

γγ inf* =  such that 
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Synthesis via Linear Matrix Inequalities (LMIs) 
Consider a feedback control system under the external switching law with the plant 
dynamics by equation (2a) and (2b). The state jump of the plant is represented by 

)()( 11
−
++ = khik txEtx , )1( += kih . The controller is given by (5). Denote the state 

jumps of the controller by )()( 11
−
++ = k

cc
hik

c txEtx , )1( += kih . 
 

Remark: Even though the state of the plant is continuous and never jumps, jumps of 
the controller’s state can give better performance of the closed loop system. 

 
Following the description of the paper [7,8], we give an upper-bound for the optimal 

2H -type cost  (11) with numerically tractable LMI conditions and gives the LMI 

characterization as follow 
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The LMI condition (12)-(15) is the equivalent of the bilinear matrix inequalities 

(BMI) of the optimal 2H -type cost derived in [7]. This equivalent condition holds if 

only if for some feasible controller the LMIs (12)-(15) has a solution p where p 

= }),(,;,,,,,,{ SkjIiZLHGFWV jkiiiiii ∈∈ . One of the solutions to the BMIs 

is given by the following equations 
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The matrices },,,{ c
i

c
i

c
i

c
i DCBA of the switching controller given in (3) are then 

obtained by solving the equations (21)-(23). 

4   An Example 

We demonstrate the stability of the switched linear control system with two flight 
modes used by model helicopter, i.e. hover and cruise modes taken from [9]. The  
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Cruise at
u=49.2 ft/sec

Hover and Turn 
90 deg

Cruise at 
u=49.2 ft/sec

T>=10 sec T>=20 sec

 

(a) 
 

 
(b) 

Fig. 3. Flight Scenario: (a) Flight mode (b) Mode of controller 

flight scenario and the corresponding dynamics of the switching controller are shown 
in Figure 3. 

A simple flight scenario is chosen in order to focus only on the switching 
phenomena. The cruise mode is selected as the initial flight mode with longitudinal 
speed of u0=49.2 ft/sec. After 10 sec, the flight mode changes to stop over and turn 90 
deg in hover mode. The entire hover mode is executed in 10 sec and then is switched 
to cruise mode at the same cruise speed.  In this sequence, the impulsive vector 

)( ktD in the equation (5) takes value 1)( =ktD  from cruise to hover, 1)( −=ktD  

from hover to cruise with the initial mode indicator 0,1)( == tti . 

Helicopter flight dynamic model has 14 states consisting of states and yaw angle 
ψ  and also 4 inputs [9]:  

[ ]Tfb dcbarrqpwvuX ψθΦ=   

and 

[ ]TcolpedlonlatU δδδδ=  

To include turbulence effects, the linear system can be written as 

ttUBAXX +=            (24) 

where the matrix input and the input vector respectively becomes 
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[ ])3(:,)2(:,)1(: AAABBt =    (25) 

[ ]gggt wvuUU =     (26) 

We have thus obtained a linear model where inputs ggg wvu ,, can be 

deterministic functions of time, to describe wind, or random variable that can be 
generated in time domain to match statistical properties of turbulence models. In this 
simulation, we apply deterministic function such as lateral constant wind. 
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     (27) 

According to (2) 

BBi =2  and [ ])3(:,)2(:,)1(:,1 AAABi =  

where [ ]Twvutz ψθΦ=)( , )()( txty =  for the state feedback case 

and )()( tzty = for the output feedback case. 

The simulation results are shown in Figure 4 to Figure 16. The results show 
performance comparison among LQR synthesis, state and output feedback switched 
control. LQR is designed based on choosing or tuning the matrix Q  and R  in the 

cost function in order to achieve an optimal performance. This problem can be 
formalized by defining a performance index of the form: 

∫
∞

∞∈
+

0
),0[

)]()()()([min
2

dttRututQxtx TT

u
, 0≥= QQT , 0>= RRT   (28) 

Here Q is a matrix that penalizes the deviation of the states x from the desired 

operating point, while R  penalizes the control effort. Thus (28) represents a trade-off 
between regulation performance and control effort. 

The details of this approach can be found in [10,11]. In the LQR synthesis, the 

following weight parameters have been chosen: 17Ι=Q , 4Ι=R and 5=η . 

Meanwhile, the switched linear control (SLC) is designed based on setting µα , . In 

this approach, the choice of the parameters µα ,  is governed by (10) and (11). The 

parameters were obtained by using trial error method. Equation (9) represents the 
explicit handling of switching phenomena not appearing in the LQR approach. This 
step leads to the optimization objective given by (11) which ultimately gives rise to 

the LMI characterization. By setting 5.0=α , 352.127=µ and 10=DT , we 

minimized  γ  (11)  via standard LMI solver in LMI Control Toolbox.  
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Fig. 4. Collective Control Input 

0 5 10 15 20 25 30
-30

-20

-10

0

10

20

30
Cyclic Lateral Control Input

Time (Second)

de
g

LQR

Output SLC
State SLC

 

Fig. 5. Cyclic Lateral Control Input 
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Fig. 6. Cyclic Longitudinal Control Input 
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Fig. 7. Directional Control Input 
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Fig. 8. Longitudinal Velocity 
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Fig. 9. Lateral Velocity 
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Fig. 10. Vertical Velocity 
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Fig. 11. Roll 
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Fig. 12. Pitching 
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Fig. 13. Heading 
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Fig. 14. Roll Rate 
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Fig. 15. Pitch Rate 
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Fig. 16. Yaw Rate 

In the real flight situation, both state and input variables have a constraint in the 
allowable space or invariant set. State constraint is imposed on the jumps of state 
when switching condition occurred and is judged qualitatively based on physical 
interpretation. The limitation of the control inputs for helicopter is governed by the 
maximum allowable deflection of its control surfaces. The control input limits for this 
study are: 
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Switching compensation with these LQR synthesized controllers could stabilize the 
switched systems under switching as shown in Figure 4 to Figure 16. It is evident that 
the LQR controller have poor performance on switching condition especially at lateral 
and vertical speed, roll and roll rate response even though other state and input 
command responses is comparable to response of SLC switched control. SLC showed 
particularly a better performance compared to LQR at the switching condition.  

Predicted levels of Handling Qualities (HQs) have been evaluated to test 
compliance with Aeronautical Design Standard ADS-33 [12]. Almost Level-1 
(Requirement for large amplitude attitude changes-hover and low speed) has been 
achieved by Output SLC for moderate agility category. The only aspect did not meet 
the requirement is yaw rate that bigger than 22 deg/s. In the simulation, the hovering 
helicopter is commanded to maintain an initial position despite a lateral step wind 
gust at t = 15 s for 2 seconds. All controllers reject the constant wind disturbance and 
successfully maintain hover flight. 

Figure 4 to Figure 16 also show that the output of the plant and the controller has 
overshoot caused by switching the controller. From the linear impulsive differential 
equation, the state of the plant doest not jump but mode changing yields those 
overshoot. This can be reduced by selecting an impulsive vector to cause the state to 
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jump to another state so that the output of the controller and that plant will not 
overshoot. 

The safety problem for switched /hybrid system asks whether trajectory starting 
from a set of initial states reach a set of unsafe (final) state. This problem is closely 
related to invariant set analysis on impulsive dynamical system discussed in [6].  An 
invariant set is characterized by the property that if a point 0),( =ttx is in the set 

then its whole path t∀ , either forward or backward, lies in the set. This definition 
says that once the trajectory is in the invariant set, it is impossible for the trajectory to 
go out from the invariant set. The stability of the trajectory with respect to the 
invariant set has been derived in [6]. Computational aspect for invariant set analysis 
needs more practical limitation both on the state and input constraint by considering 
in the polyhedral sets. The recent techniques that provide the ability to verify the 
safety properties of high dimensional system with realistic computation times have 
been shown [13,14]. By exploiting the structure of linear dynamical systems, the 
technique [14] converts the exact safety verification of linear system with certain 
eigen-structure as an emptiness problem for a semi-algebraic set. 

5   Conclusions 

This paper showed a performance design and application of switching controller of 

2H -type cost for helicopter linear switched systems. We investigate the control for 

transition dynamics between hover and cruise by recasting the phenomena as a hybrid 
system described by linear impulsive differential equation.  In approaching the solution 
to the hybrid control problem, it as considered piecewise quadratic Lyapunov-like 
functions that leads to linear matrix inequalities (LMIs) characterization. The transition 
control performance has been demonstrated by SIMULINK and STATEFLOW and 
comparison LQR approach is shown. The SLC method accounts for state jumps 
explicitly and demonstrates a better transition control performance compared to LQR. 
In the area of control theory, the parameter of the SLC controller is presently achieved 
by using trial and error technique.  

The mode changing and jump in the state of the plant and its effect were analyzed 
using liner impulsive differential equation. Using this approach, a better 
understanding on the sequence of switching controller and the transient response 
during switching can be described analytically. Further work is to integrate the 
sequence of switching controller, switching controller calculation and the stability 
analysis of the closed loop system. Some additional research is needed to make the 
approach more effective in meeting practical control design constraints by using 
invariant set. 
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Abstract. A computational method on damage detection problems in structures was developed 
using neural networks. The problem considered in this work consists of estimating the 
existence, location and extent of stiffness reduction in structure which is indicated by the 
changes of the structural static parameters such as deflection and strain. The neural network 
was trained to recognize the behaviour of static parameter of the undamaged structure as well 
as of the structure with various possible damage extent and location which were modeled as 
random states. The proposed techniques were applied to detect damage in a cantilever beam. 
The structure was analyzed using finite-element-method (FEM) and the damage identification 
was conducted by a back-propagation neural network using the change of the structural strain 
and displacement. The results showed that using proposed method the strain is more efficient 
for identification of damage than the displacement. 

Keywords: back-propagation, damage detection, finite element method, neural network. 

1   Introduction 

Structural systems or machinery components tend to accumulate damage during their 
operation life. Therefore, an effective and reliable damage assessment methodology 
of the structural system is a very valuable tool. A determination of safety level of a 
structural system during its operational life is essential not only for safe operation but 
also maintenance cost reduction and failure prevention. 

Occurrence of damage in a structural element reduces stiffness of the structure and 
generates a small perturbation in its static or dynamic responses. A perturbation on 
static responses can be identified by the behaviour of displacements or strains. 
Meanwhile, the behaviour of natural frequencies and mode shapes can be used to 
identify the perturbation on dynamic responses of the structure. A combination of 
measured response and finite-element-methods (FEM) then can be developed in order 
to identify these response perturbations which can be used to determine the size and 
location of the damage of the structure. 

Response of damaged structure will follow the pattern of the size and location of 
the damage on its structure. Bishop has shown that this pattern can be generalized 
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using Artificial Neural Network/NN [1]. Therefore, the damage detection on a 
structural system or a machinery component can be conducted using NN which was 
trained to identify the pattern of response characteristic of the structure. 

Maity and Saha have developed a damage assessment in structure from changes in 
static parameter using NN approach [7]. Unfortunately, this assessment was only 
focused on single element damage and multiple element damage which consists only 
of two damaged elements. In practical point of view this methodology is inadequate. 
Therefore, a more general damage assessment methodology has to be developed. 

The objective of this research is to develop a structural damaged detection 
methodology from changes in static parameter, i.e.: displacement and strain of a 
simple cantilever beam using neural network combined with FEM.  In the present 
work a random state is proposed to simulate stiffness reduction factor and damage 
location of the structure such that values of the stiffness reduction factor and the 
damage location are random. Using this random state the proposed method of 
structural damage assessment may be able to be applied in more general condition.  

2   Problem Formulation 

First step in damage detection of a structure using neural network is modelling of the 
structure to obtain data set which is used as input in the network training. This 
structural modelling has to be able to represent all possibilities of damage condition 
on the structure. The damage of the structure is modelled by stiffness reduction and 
consists of size and location on the structure. In order to obtain the data set as input 
for network training, values of the stiffness reduction are assumed to be random 
number between 0 and 1. The number and the location of damaged structural element 
are also assumed to be random and it may be multiple element damage. In this present 
work, structural response of strain and displacement due to specific loading obtained 
by FEM were chosen as data set used for training the network.  

When the structural responses as input data set was obtained then training of the 
network is conducted until outputs of the networks satisfy the desired target or until 
the network reach desired performance which is indicated by error level (difference 
between output and desired target of network). Usually this error is formulated as 
mean square error (MSE). The above principle of neural network is illustrated by a 
simple schematic in Fig. 1 below. 

 

Fig. 1. A schematic of an artificial neural network [2] 
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At following section the structural modelling and the neural networks will be 
discussed more detail. 

2.1   Structural Modelling 

The strain energy of a structural element is formulated as 

  { } { }dVolU
Vol

T∫= εσ
2

1       (1) 

Introducing the stress-strain relation in Eq. (1), we have 

{ } [ ]{ }dVolDU
Vol

T∫= εε
2

1       (2) 

Note that {σ} = [D] {ε}, whereas D  represents constitutive matrix of the structure 
material. At the other hand the strain-displacement relation is given by 

{ε} = [B]{d}          (3) 

where B is derivative of shape function and d is structural displacement. Finally the 
stiffness matrices of the structural element are formulated as 

∫= Vol

T dVolBDBK ]][[][][       (4) 

and the strain of the structure is given by the following formulae [6] 
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where  u and  v are vertical and transversal displacement, respectively. Whereas x and 
z are structural coordinate in horizontal and vertical direction as well as.  

The nodal displacement due to applied load then can be calculated using 
following relation 

  [ ]{ } { }FdK =          (6) 

where { }F  is the apllied load node. 

The damaged modelling on the structure can be conducted by a reduction of the 
structural stiffness which is represented by reduction of the cross section area of the 
structural elements. In structural modelling using FEM the stiffness matrices of the 
damaged structural element are formulated as follows: 

[ ]KeeKd =][                     (7) 

where: [Kd] : stiffness matrix of damaged structural element 
    [K] : stiffness matrix of undamaged structural element 

       ee   : stiffness reduction factor 
 
It should be noted that the value of stiffness reduction factor is between zero and 

one ( 10 ≤< ee ). For undamaged structural element ee = 1, meanwhile ee < l  
represents damaged structural element.  
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2.2   Neural Network 

An Artificial Neural Networks (ANN) is computational system which is inspired by 
the biological brain in their structure, data processing and learning ability with some 
assumptions as follows [2][5][8][9]: 

• The information processing is conducted at the simple element called neuron 
• The signals are transmitted from neuron to other neuron through the connection  
• Each connection between neurons has a specific weighting factor  
• In order to determine the output, an activation function is applied in the input and 

then the output of the system compared to an desired target.  

Generally, the neural network is characterized by: network architecture which 
simulates relation pattern of neurons, activation function, and training method. Fig.2 
illustrates multilayer network, the most common architecture of network. Besides 
input and output, this network also consists of hidden layers although it is possible to 
build a network without hidden layer. The network in Fig. 2 consists of R number of 
input unit (pl, p2, ... , pR), two hidden layers and one output layer.  

The input layer receives input pattern and transmits the signal directly to the next 
layer. Meanwhile, the hidden layer consists of a certain number of processing units 
and each node in the preceding layer is fully connected to all processing units. These 
connections are called the weights that represent different weighting scales to the 
input signals. The weighted signals then are summed up by the processing unit and a 
response transmitting is activated to the next layer. The activation function may be 
linear or non-linear function. The above procedure is illustrated in Fig 3. 

 

Fig. 2. Multilayer network [2] 
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Fig. 3. Artificial neuron 

The input pattern is propagated forward and actual responses are obtained. The 
difference between the actual and the desired outputs is then through network 
propagated backward to modify the weights such that the mean-square error (MSE) is 
minimized. This supervised training continues until the training process complete. In 
present work, Lavenberg Merquardt algorithm was applied as training algorithm.  

Using Lavenberg Merquardt algorithm the mean square error (MSE) is used as 
performance function, which is formulated as follows 
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where  ti  is desired target, yi is actual output, and N is number of training data. 
According to Lavenberg-Marquardt [2][4]  

∆w = [JT(w).J(w)+µI]-1JTe(w)               (9) 

where J(w) is Jacobian matrix 
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The Marquardt modification to the back-propagation algorithm thus proceeds as 
follows [4]: 

1. Present all inputs to the network and compute the corresponding network outputs 
and MSE over all inputs (using Eq. (8)). 

2. Compute the Jacobian matrix Eq. (10). 
3. Solve (9) to obtain ∆w  
4. Recompute MSE using w+∆w. If this new MSE is smaller than that computed in 

step 1, then reduce µ  by β,and go back to step 1. If the MSE is not reduced, then 
increase µ  by β  and go back to step 3. 

5. The algorithm is assumed to have converged when the MSE has been reduced to 
some error goal. 
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3   Numerical Example 

The computer codes which have been developed in the present work were applied on 
a simple cantilever beam structure. For training the neural network the calculated 
static displacement and strain at several nodal points were used. Reducing of  EI 
values is applied in order to define the damage of the structural element. 

Fig. 4 shows a cantilever beam with rectanguler cross-section subjected to vertical 
load of 100 N at the tip. The beam has 0.2 m in length, uniform cross section with h = 
0.01 m and b = 0.02 m, whereas the Young’s Moduli of  the material is E = 200 GPa. 
The beam was divided into eight element to find the deflection and the strain using 
FEM. 

 
Fig. 4. Cantilever beam with tip loading  

As mentioned previously, in the present work the displacement and the strain of the 
structure are used as the input for NN training. Therefore, a validation of the analysis 
results of the strain and the displacement of the beam are needed. Table 1 shows the 
displacement of the cantilever beam. It can be seen that the displacements obtained in 
present work showed very good agreement with those obtained by MSC-Nastran and 
exact calculation. A very good agreement is also shown by the strain of the beam 
obtained in present work, by MSC-Nastran and exact calculation as depicted in Table 2. 
From comparisons in Table 1 and Table 2, it can be concluded that the results using 
FEM in the present work is acceptable. 

Table 1. Displacement of Cantilever Beam Used in Present Work 

Node Present Result 
(m) 

MSC-Nastran  
(m) 

Exact 
 (m) 

1 0 0 0 
2 0.179  x10-4 0.182 x 10-4 0.179 x 10-4 
3 0.688 x10-4 0.691 x 10-4 0.688 x 10-4 
4 1.477 x10-4 1.483 x10-4 1.476 x 10-4 
5 2.500 x10-4 2.508 x10-4 2.500 x 10-4 
6 3.711 x10-4 3.720 x10-4 3.711 x 10-4 
7 5.063 x10-4 5.074 x10-4 5.062 x 10-4 
8 6.508 x10-4 6.521 x10-4 6.508 x 10-4 
9 8.000 x10-4 8.015 x10-4 8.000 x 10-4 



 Structural Damage Detection Using Randomized Trained Neural Networks 251 

Table 2. Strain of cantilever beam used in present work 

Node Present Result 
(m/m) 

MSC-Nastran 
(m/m) 

Exact 
(m/m) 

1 3.000 x 10-4 2.999 x 10-4 3.000 x 10-4 
2 2.625 x 10-4 2.624 x 10-4 2.625 x 10-4 
3 2.250 x 10-4 2.249 x 10-4 2.250 x 10-4 
4 1.875 x 10-4 1.875 x 10-4 1.875 x 10-4 
5 1.500 x 10-4 1.499 x 10-4 1.500 x 10-4 
6 1.125 x 10-4 1.124 x 10-4 1.125 x 10-4 
7 0.750 x 10-4 0.749 x 10-4 0.750 x 10-4 
8 0.375 x 10-4 0.378 x 10-4 0.375 x 10-4 
9 0 0 0 

Table 3. Variation of NN training and the result for displacement as input 

Variation Code Layer MSE Epoch t (s)
1 nndVar1 8  16  8 1 5.209 x10-5 1000 1679.266 
2 nndVar2 8  16  8 2 2.549 x10-5 1000 1653.579 
3 nndVar3 16  8 1 76.30 x10-5 1000 1289.312 
4 nndVar4 16  8 2 21.30 x10-5 1000 1259.516  
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Fig. 5. Variation of training error with displacement as input 

For training of NN the stiffness reduction factor was assumed to be random 
number from 0 to 1. The location of the damage in the structure is also assumed to be 
random. When the displacement is taken as the NN input, the training was conducted  
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Table 4. Variation of NN training and the result for strain as input 

Variation Code Layer MSE Epoch t (s)
1 nnsVar1 8  16  8 1 4.641 x10-5 1000 1665.719 
2 nnsVar2 8  16  8 2 0.981 x10-5 592 1002.719 
3 nnsVar3 16  8 1 0.987 x10-5 69 102.688 
4 nnsVar4 16  8 2 0.976 x10-5 61 83.391 
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Fig. 6. Variation of training error with strain as input 

using different values of layer and β. Table 3 shows the training results of NN with 
displacement as input. Meanwhile, the variation of training error with number of 
epoch for several variations is shown in Fig. 5. It is interesting to note that the error 
for nndVar1 and nndVar2 get reduced significantly after a few epoch (300 epoch). It 
can be observed that the variation of nndVar2 showed the best performance. 
However, the desired error (1.000 x10-5) was not reached as the testing error tends to 
constant at 2.549 x10-5 after 600 epoch and taking enough computational time.  

Strains of the beam are calculated at the same nodal point to that of the 
displacement. Thus in this case NN inputs also have nine nodes consisting of strain 
values.The stiffness reduction factor in this case is assumed to be a random number 
between 0 to 1 with randomized location of damage. A variation as shown in Table 4 
was applied to train the NN with strains as input. The result show that the desired 
error level (1.000 x10-6) was reached by nnsVar2, nnsVar3 and nnsVar4 in a range of 
1000 epoch. It can be observed from Fig. 6 that the variation of nnsVar4 showed the 
best performance. The desired error is reached by this variation in 61 epoch within 
short period of time. 



 Structural Damage Detection Using Randomized Trained Neural Networks 253 

From the results, it can be seen that NN with strains as input can reach the desired 
error in small number of epoch and low computational time. The comparison results 
between input of strains and of displacement are depicted in Figs. 7, 8 and 9. It is 
evident that it is better to use the strains as input in the NN training in order to achieve 
more efficient damage detection of  structures or machinery components. 

 

 
Fig. 7. Comparison of MSE for variation of NN training 

0

200

400

600

800

1000

E
po

ch

1 2 3 4

Variasi

Grafik Perbandingan Epoch 

Displacement

Strain

Comparison of Epoch 

Variation
 

Fig. 8. Comparison of epoch for variation of NN training 
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Fig. 9. Comparison of computational time for variation of NN training 

4   Conclusions 

The main objective of the present research is to identify the size and the location of 
damage of a cantilever beam structure using neural network. For this purpose, a 
computer code was developed in which structural response in forms of displacement 
and strain due to damage is carried out. The damage of the structure is modeled as a 
stiffness reduction of a structural element wherein the stiffness reduction factor is 
treated as random number between 0 and 1. In this research the location of the 
damage is also tretated as randomized location. The response data then are used as the 
input of the network to determine the size and the location of the damage. It is clearly 
observed from the result that selection of NN architecture is very important in the 
accuracy of the result. The networks showed that lower number of hidden layers gives 
shorter computational time. The factor of β in training algorithm of  Lavenberg 
Merquadrt tends to accelerate computational time to reach the desired error. The 
output results also showed that the performace of network is improved when strain is 
used as input instead of displacement.  
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Abstract. This paper describes a methodology for simultaneous identification of fault parame-
ters and mode switching events for hybrid systems. The method is developed based on the 
notion of Global Analytical Redundancy Relations (GARR) from the bond graph model of the 
hybrid system. A unified formula with mode change time sequence and initial mode 
coefficients (IMC) is derived to represent the mode switching. It employs Genetic Algorithm 
(GA) to search for fault parameters and mode switching time stamps. Fault parameters, mode 
switching time stamps and all IMC are encoded into one chromosome as a potential solution of 
the identification process. GARRs are used as a fitness index in GA search. An electro-
hydraulic system of vehicle is studied to illustrate the efficiency of the proposed algorithm. 

Keywords: Bond graph, mode switching, Global Analytical Redundancy Relation, Genetic 
Algorithm, hybrid system, fault parameter. 

1   Introduction 

Modern complex engineering systems are deployed in environments where reliability 
and safety are of primary importance, which in turn calls for effective and 
sophisticated fault detection and isolation (FDI) algorithms. FDI methods can be 
broadly classified into two categories, namely, data driven approach and model based 
approach (Luo et al., 2005). The former requires transforming a large amount of 
historical data into a priori knowledge for building a diagnostic system; the latter 
requires a mathematical model governing system behavior, and it works by evaluating 
system behavior using parameter values and sensor data from the monitored system.  

The first step of model based approach is to generate a set of residuals called 
Analytical Redundancy Relations (ARR) which express the difference between 
information provided by the actual system and that delivered by its normal operation 
model (Samantaray et al., 2006). ARRs are static or dynamic constraints which link 
the time evolution of known variables when the system operates according to its 
                                                           
* Corresponding author. 
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normal operation model. ARRs have to be sensitive to faults and insensitive to 
perturbations.  

For model based approach, an accurate behavior model is important for FDI 
purpose and difficulty increases with system complexity. A model must be 
constructed at a level of details such that system behavior can be mapped to system 
components and parameters. Bond graph (BG) provides an approach to model a 
complex system, which allows both a structural and a behavioral system analysis 
(Karnopp et al., 2006). From the FDI point of view, the causal properties of BG 
models are used to determine the origin of a fault. In the BG diagnosis, it is important 
to have a BG model that includes all the parameters that are related to the faults under 
analysis.  

A hybrid system consists of interacting continuous and discrete parts. They are 
described by several operating regimes, called modes, and each mode can be activated 
under certain conditions. Hybrid systems include examples of switched mode power 
converter (Umarikar et al., 2005), automotives and high-speed printers. In order to 
model the discontinuous mode changes of a hybrid system, Mosterman et al. (1995) 
developed Hybrid Bond Graph (HBG) to include the notion of idealized switching 
junctions and thus represent hybrid systems in a compact manner. 

Zhao et al. (2005) developed a timed Petri net to describe only temporal discrete 
event evolution of a system. This method requires domain specific knowledge for 
offline generation of fault-symptom table and only autonomous mode changes are 
considered. Narasimhan and Biswas (2007) utilized HBG to develop a diagnosis 
framework based on qualitative approach. However, this framework has some 
limitations. Firstly, this FDI framework requires FDI design for each operating mode 
individually and repetitive designs are needed for all modes. Secondly, this method 
only considers controlled mode changes and autonomous mode changes, it can not 
work with unobservable events (such as unknown discrete inputs). Moreover, the 
framework depends on linearization of nonlinear systems and thus the performance of 
the identification module is not guaranteed. 

When mode switching events of a hybrid system are exactly known, FDI of such 
systems is easy because the knowledge of the active regime at any moment is 
available. However, lack of mode switching information will make it difficult to carry 
out a fault diagnosis scheme. This paper addresses the determination of mode 
switching and estimation of fault parameters for hybrid systems using Genetic 
Algorithm (GA). Global Analytical Redundancy Relations (GARR) are used to 
describe the behavior of a hybrid system at all modes. This method combines the 
benefits of both GA and GARR to simultaneously identify fault parameters and mode 
switching in a hybrid system. 

2   HBG and GARR 

BG provides a systematic way to model dynamic systems with different energy 
domains, such as electrical, hydraulic, mechanical, etc., in a unified framework. In 
BG modeling, a physical system can be described by BG components which include 
source elements Se  and Sf , dissipative element R , storage elements C  and I , four 

junctions 0 , 1 , TF  and GY . These generalized BG components are connected by 
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bonds which represent energy exchange between two physical components. For each 
bond, there are two energy variables, effort and flow, to describe the states of the 
physical components. BG modeling utilizes these BG components and their bond 
connections to describe the behavior of a physical system (Karnopp et al. 2006).  

A hybrid system may be viewed as an integrated system of two types of 
subsystems: continuous subsystems and discrete events. The class of hybrid systems 
under consideration here includes finite number of modes and the dynamic behaviors 
described by different models under different mode (Arogeti et al. 2008). Discrete 
events force the system to switch from one mode to another. Some discrete events are 
known (e.g. initiated by a supervisory controller) and some are unknown but 
measurable (e.g. triggered by measured continuous states). Others are unobservable 
events (e.g. caused by unknown discrete inputs), and unknown discrete dynamics. 

In order to model discrete mode changes of a hybrid system, HBG expands the 
modeling capability of BG to include switching (controlled) junctions (Mosterman  
et al. 1995). In this way, a hybrid system can be represented by BG components in a 
concise manner. Controlled junctions behave like traditional 0 and 1 junctions when 
they are in ON state. To invoke configuration changes, controlled junctions can be 
turned off or deactivated, in which state they inhibit transfer of energy between model 
fragments. In other words, in the OFF state, a 0-controlled junction forces the effort 
value to zero at all connected bonds. Similarly, a 1-controlled junction forces the flow 
value to zero at all connected bonds. 

Low et al. (2008a) developed a Quantitative Hybrid Bond Graph (QHBG) 
diagnosis framework for FDI. This framework is built on of the notion of GARRs 
which are a set of quantitative equations describing the behavior of a hybrid system at 
all modes. Without loss of generality, GARR equations take the following form 

( ) 0,,,, =uDfDegi αθ  for mi ,,2,1 …=                                    (1)  

where m  denotes the number of GARRs derived from the HBG; 

[ ]Tnθθθθ ,,, 21 …=  represents the nominal parameters of the HBG components 

which are assumed to be known during fault-free operation; [ ]Tqαααα …,, 21=  

indicate the  mode switching states of the q  controlled junctions. Consequently, there 

are number of q2 modes; u  contains system’s inputs, De and Df denote the effort 

and flow sensors.  
The QHBG framework for fault diagnosis consists of a GARR alarm generator, a 

fault detection module, a fault isolation module, a fault estimator, and a mode tracer 
(Arogeti et al. 2008). The mode tracer determines the instantaneous operating mode 
using sensors and input information obtained from the hybrid system. This 
instantaneous mode information allows users to effectively evaluate the GARR 
residuals at all operating modes. With these residuals, it is possible to detect and 
isolate faults. In this paper, it is assumed that the system can have only one fault, and 
then the faulty parameter can be uniquely determined. The fault detection module 
decides whether or not a fault has occurred when any of the residual signals exceeds a 
predetermined threshold. 
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For a continuous system, a residual lr , defined by a GARR, is sensitive to a fault 

in those components whose parameters appear in the GARR. When the system is 

fault-free, all residuals are consistent with the system’s behavior and residuals lr are 

zeros or below a small threshold value lε . To apply these residuals for FDI, a binary 

coherence vector ][ 1 mccC …=  is defined. Each component lc of C  is defined as 

follows: 

                              
⎩
⎨
⎧ >

=
otherwise

r
c ll

l
0

 if1 ε
     for   ml ,,2,1 …=                            (2) 

When the system is fault-free, the binary coherence vector C  will be zero. On the 
other hand, if the system is faulty, then at least one entry of the coherence vector will 
take value 1. Fault monitoring ability of a system can be studied using a fault 
signature matrix (FSM) generated from the m  ARR equations. A typical FSM is 
shown in Table 1 in which column headers consist residual mrr ,,1 … , fault 

detectability ( bD ), and fault isolability ( bI ). Each entry of the table holds a Boolean 

value. For each row, the Boolean entries under the columns mrr ,,1 … form the fault 

signature of the parameter iθ  corresponding to a fault in the parameter iθ . Under a 

residual column, a value 1 in an entry indicates that the residual is sensitive to a fault 
in the parameter of the matching row. On the other hand, a 0 in the entry represents 
the residual is insensitive to the fault in the corresponding parameter. If at least a 1 
appears in the fault signature of a parameter iθ , then the parameter is said to be fault 

detectable. This ability is represented by a 1=bD  in the matrix. When the fault 

signature of a parameter iθ is unique, then a fault occurred in parameter iθ is said to 

be fault isolable. This is denoted by 1=bI .  

Table 1. Fault signature matrix (FSM) Table 2. MD-FSM at mode 1α  

r mr bD bI

p  

r mr bD bI

p  
 
Unlike continuous systems, hybrid systems have multiple modes but only one 

mode is in operation at any time. This suggests that it is necessary to evaluate the 
system’s monitoring ability in different operating modes for FDI analysis and designs. 
By design, the global characteristic of the GARR can provide an efficient and 
effective means to generate a FSM for each operating mode. Such an FSM is referred 
as Mode Dependent Fault Signature Matrix (MD-FSM). Table 2 shows the MD-FSM 

at mode 1α  and 1α  denotes one of the q2  modes.                         
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Deployment of quantitative residuals for fault diagnosis is also applicable for 
hybrid systems. For simplicity, a binary coherence vector ][ 1 mccC …=  is defined 

with each component lc  of C  being a Boolean variable whose value is obtained by 

the following rule, similar to equation (2): 

                                
⎪⎩
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⎧ >=

otherwise

r
c

i
ll

l
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 if1 ε
     for   ml ,,2,1 …=                        (3) 

where i  denotes instantaneous operating mode. 
When a hybrid system is fault-free, the binary coherence vector C  will be zero. 

When a fault occurs, at least one entry of the coherence vector takes value 1. Note 

that the threshold i
lε is mode dependent. In this parameter estimation module, it is 

assumed that mode stays unchanged after fault occurrence. For those isolable faults, 
GARRs generate a unique set of residual values and allow the identification of a 
faulty parameter. For those non-isolable but detectable faults, the module will select a 
set of potential fault candidates. Eventually, the parameter estimation module 
estimates the selected fault parameters to access the health status of the system and 
computes the non-isolable parameter.  

3   GA Based Identification of Fault Parameters and Mode 
Switching  

Isolation of fault candidates leads to identification of fault parameters and evaluation 
of system health. However, if mode switching is unknown, the choice of a correct 
model is difficult after fault occurrence, model based mode tracing can’t function 
well. In order to overcome this problem, GA method is used within QHBG 
framework for identification of fault parameters and mode switching time stamps 
simultaneously. This GA based mechanism consists of four major modules: 
initialization and encoding, evaluation, selection and reproduction, and crossover and 
mutation. 

 
(1) Initialization and Encoding  
In this paper, a fault candidate is represented by a component parameter. It is also 
assumed that there are at most of p  mode changes during an observation period.  

Definition 1. For a hybrid system, during the observation window [ ]ftt0 , 

[ ]Tqαααα …,, 21=  is defined as a switching vector whose components ia , 

qi ,,2,1 …= , take the form of  

                             ( ) ( ) ( )iiiiiiii TtaTtaTta ,)1(,, 01 ⋅−+⋅= λλ                                (4) 

where iλ  are the initial mode coefficients (IMC), whose values are obtained by the 

following formula  
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iλ                     (5) 

( )ii Tta ,1  and ( )ii Tta ,0  are defined as 

  ( ) ( ) ( ) ( ) ( )p
i

p
iiii TtTtTttTta −−++−+−−= ττττ )1(, 211 …  for 1=iλ              (6) 

( ) ( ) ( ) ( )p
i

p
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Define function                     

( )
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0if0

0if1
τ                                                       (8) 

where [ ]p
iiii TTTT …21=  is the switching time stamp vector whose elements 

are the time stamps for mode changes with f
p

iii tTTTt ≤≤≤≤≤ 21
0 .                    □ 

By definition, if all switching time stamps j
iT , qi ,,2,1 …=  and pj ,,2,1 …= , are 

equal to ft , then there are no mode changes during the time interval [ ]ftt0 . 

If the switching time stamps and IMC are known, the mode switching vector 

[ ]Tqαααα …,, 21= can be expressed as functions of time t . The fault candidate 

parameter values, switching time sequence and all IMCs are encoded into a 
chromosome, as shown in Figure 1. In the Figure, s  is the number of fault candidates.  

sComComCom 21

Second Segment

Switching Time Encodings 
for All Switches

qswpswp ComComComCom 11
1

First Segment

Fault Candidate 
Parameter Encodings

qComComCom 21

All IMC Encodings 

Third Segment

 

Fig. 1. Encoding scheme of a chromosome 

(2) Evaluation 
A fitness function measures the optimality of each chromosome, and the choice of 
fitness function depends on the nature of search and it is problem specific. In the 
undertaken problem, the objective is to search for the fault parameter values and 
switching time stamps with the minimum residual values in certain operating mode.        

To evaluate the fitness, N samples are collected after a fault is detected. If the 
parameter values estimated are the true physical parameters and mode switching 
vector is accurately estimated, all GARRs, ig , for mi ,,2,1 …= , as defined in equation 

(1), are zero. These lead to the definition of the following fitness function                 
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with n  representing the sampling time index, and ε  is a small positive constant. 
Since GARR is used to identify the targeted fault parameters, only those GARRs 
containing targeted parameters are selected.  

 
(3) Selection and Reproduction  
Chromosomes with the highest fitness values are retained in the next generation, 
while those with the lowest fitness values are discarded. Here the elitism mechanism 
is adopted, so the fitness of the current and previous best individuals are compared. If 
a fitter individual is not generated, the previous best individual is kept in the new 
population. For the remaining population, individuals are copied according to their 
fitness values, i.e., individuals with a higher value have a higher probability of 
contributing one or more offspring in the next generation. 

 
(4) Crossover and Mutation 
Once a chromosome is selected for reproduction, an exact replica of the chromosome 
is made. This chromosome is then entered into a mating pool, a new population, for 
further genetic operator action. When two parents are selected, GA combines them to 
create two new offspring. The crossover operator performs combination and one-point 
crossover is used in this paper. Mutation is another way to create chromosomes 
during a reproduction to differ from their parents. Mutation is occasional (with small 
probability) random alteration of the value of a chromosome position. It is defined by 
user and usually the lower the rate is, the less chance the chromosomes of the children 
differ from those of their parents.  

In this paper, the adaptive GA  proposed by Mak et al. (2000) is used to adjust the 
crossover and mutation probability according to the current state of optimization. This 
method uses some rules to adjust the crossover and mutation rates adaptively 
according to the performance of the genetic operators. It increases the probability of 
the genetic operator if it consistently produces a better offspring during the search 
process; on contrast, it reduces the probability of the genetic operator if it always 
produces a poorer offspring. In this way, the global optimal solution can be achieved.  

4   Case Study of Electro-Hydraulic Suspension 

4.1   System Description  

The model of the quarter-car active suspension system, shown in Figure 2, is used in 
this investigation. In the figure, sM  represents sprung mass; uM  represents the 

unsprung mass; sK  and tK  are the spring coefficients; sx  and ux are the 

displacement of the car body and wheel; sC  is the damper coefficient; 1P  and 2P  are 

the pressure inside the two chambers of the cylinder, respectively, sP  is the supply 

pressure, rP  is the return pressure, r  is the road disturbance.  
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Fig. 2. Model of a quarter car Fig. 3. Actuator with four way spool valve 

Two types of discrete transitions for this system are considered in the study. The 
first type is in the four way spool valve. The spool valve flow rate dynamic equation 
has two modes, depending on the valve position as shown in Figure 3. The mode 
changes are autonomous and governed by the values of internal state variables. Using 
the equation for hydraulic fluid flow through an orifice, the relationship between 
spool valve displacement vx , and the supply flow rate to the forward chamber (or 

cylinder end) 1Q , the return flow rate of the return chamber (or rod-end) 2Q , is given 

as (Merritt, 1967)                   
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s , dC  is the discharge coefficient, ρ  is the fluid density, 

1w  and 2w  are the spool valve area gradients.  

The second type of discrete transition is the road profile which has multiple modes. 
Since the transition from one mode to another mode is not determined by the state, 
and is also not decided by the driver, this type of mode transition can be considered as 
unknown mode changes, the proposed method can be used to identify these mode 
changes. 

Without loss of generality, the road profile can be formulated as                                      

SFar T=                                                           (11) 
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where [ ]Tnaaaa …21=  is the state vector of control junctions; 

[ ]TnSfSfSfSF …21=  is the road input vector; and n  is the total number of road 

profiles that the vehicle goes through. It is assumed that the following relationship be 
satisfied, meaning that at each time moment the vehicle can only go through one road 
profile                                     

 121 =+++ naaa …                                            (12) 

where niai ,,2,1, =  can only be 0 or 1.   

For simplicity, only two road profiles are considered. One is random road, and the 
other is bumpy road. The road profile under random road can be represented as (Chen 
et al., 2003)  

Road 1                                     ( ) )(2 001 twVGqtx π=                                            (13) 

where 0q  is the reference spatial frequency, 0G  is the road roughness coefficient, V  

is the vehicle forward velocity, )(tw is zero-mean white noise. 

The road displacement due to a bump is represented by (Chen and Guo, 2005) 
Road 2  
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where A  and L  are the height and the length of the bump, respectively .      
A HBG model of electro-hydraulic suspension is developed in Figure 4. Here four 

control junctions, 10a , 20a , 31a  and 41a , are used and Boolean variables 1a , 2a , 3a  

and 4a  to represent the state (ON/OFF) of these junctions. 

The following relationships are valid 

                                            21 1 aa −=                                                         (15)  

43 1 aa −=                                                         (16) 

where 3a  depends on the state of the displacement of valve vx , so  
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xif
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a                                          (17) 

Then the road input can be represented as follows  

                                 2211 SfaSfar +=                                             (18) 

where 1Sf  is Road 1 profile, 2Sf  is Road 2 profile.                                
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Fig. 4. HBG of quarter-car electro-hydraulic suspension system  

In Figure 4, 1De  and 2De  represent the pressure sensors; 1Df  and 2Df  the 

velocity sensors; Se  the supply pressure. Furthermore, the block Valve denotes the 
relationship between control voltage and spool valve  
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where VK  is the gain of the servo-valve , Vω  is the natural frequency of the servo-

valve, ξ  is the damping ratio of the servo-valve.  

Resistive elements, 1R , 2R , 3R  and 4R , are the nonlinear relationships between 

flow rate and pressure in (10). The following nonlinear functions are used to represent 
the constitutive relations of these elements 

                     3313 )( exwCegf vd ⋅⋅⋅−==                                     (20) 

                          6626 )( exwCegf vd ⋅⋅⋅==                                       (21) 

                              1515315 )( exwCegf vd ⋅⋅⋅==                                     (22) 

                                 1313413 )( exwCegf vd ⋅⋅⋅−==                                     (23) 



 Fault and Mode Switching Identification for Hybrid Systems with Application 267 

External leakage flow is negligible in this study. Resistive element 5R  represents 

the internal leakage of the cylinder. 1TF  and 2TF represent the relationship between 

velocity of the single-rod of the cylinder and the flow rate changes of two chambers. 

1C  and 2C  represent the fluid compliance of the two chambers of the cylinder. The 

constitutive relations are nonlinear functions as follows  

                       )()( 11
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egf C ⋅
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β
                                 (24) 

                     )()( 7
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where β  is the effective bulk modulus of the hydraulic fluid, 1V , 2V  are the original 
total control volumes of the two cylinder chambers, respectively (including the 
volume of the servo valve, pipelines, and cylinder chambers), 1A , 2A  are the ram 

area of the two chambers, respectively. Elements 3C  and 4C  represent the 

compliance of two springs; 6R  the damper coefficient; and 1I  and 2I  the inertias of 

the unsprung mass and sprung mass.     
The GARRs can be derived from the Diagnostic Hybrid Bond Graph (DHBG) of 

the system. DHBG is a HBG with suitable causalities such that every active BG 
component remains valid at all operating modes. This feature of the DHBG allows 
consistent causal description and derivation of GARRs of a hybrid system from its 
DHBG. By applying the procedure developed in Low et al. (2008b), the DHBG of the 
hybrid system is obtained as shown in Figure 5.         

The constitutive relations of junctions 01, 02, 13, 04, TF1, TF2, 15, 06, 17, 08 and 19 are      
given by the following equations          

0116423 =−+ ffafa  (26) 

054717843 =−−++ faffffa  (27) 

09810 =−− eee  (28) 

0191231110144 =−−−− ffafffa  (29) 

012019 =− TFff  (30) 

011920 =− TFee  (31) 

017218 =− eTFe  (32) 

018217 =− fTFf  (33) 

02221182320 =−−−+ eeeee  (34) 

0242325 =−− fff  (35) 

0262527 =−− eee  (36) 
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Fig. 5. DHBG of quarter-car active suspension system 

0282729 =−− fff  (37) 

029302321 =−− eeaea  (38) 

Four structurally independent GARR equations can be generated from equations 
(27), (29), (34) and (37) after eliminating the unknown variables. The unknown 
variables elimination process is achieved by following the causal path, from known to 
unknown, on the DHBG model. For equation (27), the unknown variables 4f , 5f , 

7f , 8f  and 17f  can be calculated as follows      

24213134 )()( DeSexwCeegegff vd −⋅⋅⋅−=−===                      (39) 
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1218217 DfAfTFf ⋅−=⋅=                                                (43) 

Then the first GARR is obtained as follows 

242

122

1221231

)(

)(

DexwCaDe
dt

ddtDfAV

DfADeDeCDeSexwCaGARR

vd

tmvd

⋅⋅⋅⋅−⋅
+

−

⋅−−⋅+−⋅⋅⋅⋅−=

∫
β

                (44)    

For equation (29), the unknown variables 10f , 11f , 12f , 14f  and 19f  can be 

calculated as follows 
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Then the second GARR is obtained as follows 
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For equation (34), the unknown variables 18e , 20e , 22e  and 23e  can be calculated 

as follows 

2217218 DeAeTFe ⋅−==                                                  (51)                  
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The constitutive relation of the component 3C  
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Then the third GARR is obtained from the component 3C  after combining (51) ~ (55) 
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For equation (37), the unknown variables 27f , 28f  and 29f  can be calculated as 

follows    

227 Dff =                                                          (57) 
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 (58)  

221131233129 sfasfafafaf +=+=                                 (59)     

Then the fourth GARR is obtained as follows 

 221222114 )()(
1
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The following MD-FSM tables are obtained. 

Table 3. MD-FSM at 11 =a ， 13 =a  Table 4. MD-FSM at 01 =a ， 13 =a  
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Table 5. MD-FSM at 11 =a ， 03 =a  Table 6. MD-FSM at 01 =a ， 03 =a  
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4.2   Simulation and Discussions  

MATLAB SIMULINK is used to test the proposed GA based FDI method for the 
electro-hydrolic suspension system. The nominal parameters are: 

kg290=sM , kg59m2 = , N/m16800=sK , N/m190000=tK , s/mN1000 ⋅=sC , 
24

1 m108.3 −×=A  , 24
2 m105.3 −×=A , 34

1 m102.1 −×=V , 34
2 m101.1 −×=V , 

aPs P105.1 7×= , /Pasm103.0 1312 −− ⋅×=tmC , 3mkg900 −⋅=ρ , Pa102.1 9×=β , 

6.0=dC , mw 3105.1 −×= .  
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Fig. 6. Road profile of the first scenario Fig. 7. Road profile of the second scenario 
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The input is )3sin(2 stu π= , sampling time st is 005.0 second. A fault occurrence 

is considered in unsprung spring tK , with parameter value changes from 

N/m190000 to N/m95000 , which can also be taken as the fault of flat tyre. The 
QHBG framework is deployed for FDI, and estimates of fault values can be 
identified. With an observation window of 5 seconds, one thousand of sample data 
( 1000=N  ) are collected after a fault is detected. Two scenarios have been 
simulated. In the first case, the road profile undergoes from Road 1 to Road 2, 
featuring 1a changing from 1 to 0, the transition time is set at 2 second during the 

observation window. In the second case, the road profile undergoes from Road 2 to 
Road 1, featuring 1a  changing from 0 to 1, the transition time is set at 3 second 

during the observation window. Figure 6 and Figure 7 are the road profiles according 
to these two scenarios.    

In the search process, 1λ  of 1a  takes only two values, 0 or 1 and p  is chosen as 3. 

In all simulation runs, the parameters identified fall into the bounded ranges, 

including, [ ]N/m30000050000∈tK , [ ]kg15010∈uM , [ ]s5,01
1 ∈T ,  [ ]s5,02

1 ∈T  

and [ ]s5,03
1 ∈T  (Wang et al., 2004). Table 7 summarizes the identification results for 

the first scenario.  

Table 7. Summary of the identification results for the first scenario 

 
uM  tK  1

1T  2
1T  3

1T  1λ  

1st run 
2st run 
3st run 
4st run 
5st run 

Average 

62.0448 
58.8272 
59.5894 
59.1789 
61.4633 
60.2207 

96452 
94946 
95161 
95054 
96022 
95527 

2.0039 
1.9820 
1.9990 
1.9750 
1.9941 
1.9908 

5.0000 
5.0000 
5.0000 
5.0000 
5.0000 
5.0000 

5.0000 
5.0000 
5.0000 
5.0000 
5.0000 
5.0000 

1 
1 
1 
1 
1 
1 

Table 8. Summary of the identification results for the second scenario 

 
uM  tK  1

1T  2
1T  3

1T  1λ  

1st run 
2st run 
3st run 
4st run 
5st run 

Average 

59.1789 
61.2903 
63.1672 
59.8270 
58.5894 
60.4106 

95054 
95591 
95914 
95946 
94356 
95372 

3.0010 
3.1006 
3.0530 
3.0010 
2.9003 
3.0112 

5.0000 
5.0000 
5.0000 
5.0000 
5.0000 
5.0000 

5.0000 
5.0000 
5.0000 
5.0000 
5.0000 
5.0000 

0 
0 
0 
0 
0 
0 

Table 8 summarizes of the identification results for the second scenario. These 
results illustrate that the proposed method can identify the fault of tK  , the flat tire 

fault, and rule out uM , the unsprung mass, as a fault; and that the proposed method 

can estimate the parameters accurately. The estimated switching time stamps also 
shows a good matching with the implemented values.  
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5   Conclusion  

This paper presents an algorithm for simultaneous identification of fault parameters 
and mode switching stamps for hybrid systems. The deployment of GARRs makes it 
possible to formulate the system behavior in a unified form at all modes. For 
simultaneous identification of parameter fault and mode switching stamps, a unified 
formula is developed to cater for the difficult situation where mode switching occurs 
after the fault. GA is an effective tool in such a searching process for fault, switching 
time stamp sequence and IMC. An adaptive method is used to adjust the GA 
parameters to improve the system performance. In the application to the electro-
hydraulic suspension system, the identification results show the effectiveness and 
efficiency of the proposed algorithm.  
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