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Abstract. Recently, argumentation-based negotiation has been proposed as an
alternative to classical mechanism design. The main advantage of argumentation-
based negotiation is that it allows agents to exchange complex justification posi-
tions rather than just simple proposals. Its proponents maintain that this property
of argumentation protocols can lead to faster and beneficial agreements when
used for complex multiagent negotiation. In this paper, we present an empirical
comparison of argumentation-based negotiation to proposal-based negotiation in
a strategic two-player scenario. We apply a game-theoretic solution as a bench-
mark, which requires full knowledge of the stage games. Our experiments show
that in fact the argumentation-based approach outperforms the proposal-based
approach with respect to the quality of the agreements found and the overall time
to agreement.

1 Introduction

Integration of individual entities into complex, open, and heterogeneous systems like
the internet and peer-to-peer networks is ubiquitous. The potential of these systems is
grounded in the interaction between their parts. Since they are often heterogeneous,
interacting autonomous and intelligent agents [13] tend to have conflicting interests,
but often they still can profit from coordinating their actions with other agents or even
cooperating with each other. Hence, coordination techniques and mechanisms rapidly
gain importance in the field of distributed artificial intelligence. Central to the concept
of intelligent agents is their capability to reason about themselves and their environ-
ment. This aspect is usually not exploited by game-theoretic approaches [11] to au-
tomated negotiation and thus these approaches often lack flexibility. In recent years,
argumentation-based negotiation [2] has been suggested as an approach to negotiation.
It takes advantage of the abilities of intelligent agents to reason about rich interaction
scenarios where complex justification positions (and not just simple proposals) can be

I. Rahwan and P. Moraitis (Eds.): ArgMas 2008, LNAI 5384, pp. 161 2009.
(© Springer-Verlag Berlin Heidelberg 2009



162 A. Forst, A. Rettinger, and M. Nickles

exchanged [8.9]]. Therefore this approach is currently enjoying increasing popularity in
the field of negotiation research. However, until today, only very few approaches exist
in which the performance of argumentation-based negotiating agents, bargaining agents
and game-theoretic solution concepts can actually be compared in a specific scenario.

The problem definition of this paper is driven mainly by two aspects: Firstly, many
negotiation settings are well-researched and have been analysed using game-theoretic
techniques. The merits are that optimal negotiation mechanisms and strategies can be
provided for a broad range of problems, which are also used in real-world scenarios, e.g.
auctions. But then, the applicability of such solutions is often restricted to specific situ-
ations. Secondly, the emerging field of argumentation-based negotiation endeavours to
overcome some of the fundamental limitations of the game-theoretic approach, notably
partial knowledge, inconsistent beliefs and bounded rationality. Substantial work has
been done in this field, and a number of implementations have been realised (see [l for
recent theoretical and software approaches to argumentation-based negotiation). How-
ever, until today, very little work exists in which different approaches are implemented
and the performance of argumentation-based negotiating agents, bargaining agents and
game-theoretic solution concepts can actually be compared in a specific scenario. The
objective of this paper is to examine the benefits of different types of negotiation in a
complex and stochastic environment in which agents only dispose of partial, incomplete
knowledge. For this purpose, a negotiation framework is implemented, together with
negotiating agents using different negotiation mechanisms. The performance of our so-
lution concepts is evaluated empirically by benchmarking their performance against a
provably optimal solution borrowed from game theory that requires complete and fully
observable information.

Our evaluation shows that the different negotiation mechanisms that were tests can
be clearly ranked with respect to their performance. The upper benchmark is set by the
employment of a game theoretic mediator with complete knowledge who discharges
the agents from negotiation by computing the optimal outcome for them. If agents are
bound to negotiate under incomplete knowledge, the argumentation-based approach is
clearly favourable to bargaining with respect to a number of evaluation criteria.

This paper is structured as follows: In the next section we introduce the environment
within which the negotiating agents are situated. In Section [3| we present our solution
concepts in an abstract form. The verification of our working hypothesis was conducted
through extensive empirical evaluation - Section[lis dedicated to the presentation of the
experimental setup, the main experimental results, and an interpretation of our findings.
Section Sl concludes with a summary and suggestions for future work on the topic.

2 The Testbed

In the following, we describe the testbed used for the subsequent evaluation and com-
parison task. Our testbed is designed in a way that makes the negotiation scenario
complex enough to draw meaningful conclusions while keeping the negotiation pro-
cesses comprehensible and analyzable. In game theoretic terms our scenario is based
on the most general framework of games, namely general sum stochastic games [6112].
In our case players additionally have to deal with incomplete and partially observable
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information - as possessions of other players are not public - making it difficult to apply
game theoretic solutions.

The scenario the agents are situated in is a production game. All players receive
different kinds of resources. Each player tries to collect a certain number of resources
of one type at a time to assemble products. By selling their products agents earn game
points. The functionality of a player’s resource store is equivalent to that of a FIFO
(First In, First Out) queue. Hence, elements are added to one end of the queue (the tail),
and taken off from the other (the head). The production unit however resembles a stack
based on the LIFO (Last In, First Out) principle. Elements are added and removed only
on one end. Thus, the game is called Queue-Stack-Game. One additional behaviour
applies to the production units of this game. They can hold only one type of resources
at a time and loose their previous content if new elements of a non-matching resource
type are added.

Each round, every player is assigned a sequence of new resources, which are uni-
formly drawn from the available resource types. These elements are added in sequence
to the tail of the queue. Next, a number of resources is taken off the head of the queue
and added to the stack. As a consequence, the previous content of the stack might be
lost if any of the new resources is of a non-matching type. To avoid this waste, play-
ers can negotiate with their peers and offer to give away resources from their queues.
In doing so, they might be able to create sequences of identically typed resources of a
certain length and thereby succeed in the game.

The following section describes the rules and phases of the Queue-Stack-Game in
detail.

2.1 Production

There are a number of game parameters and restrictions that apply to the production
process of the Queue-Stack-Game, which are listed here:

Each agent can produce only one product at a time

— A product consists of a number of identically typed resources, this number being a
game parameter, namely stackCapacity

— The types of resources and the order in which they are allocated to the producers
are random. The number of resources each player receives per round is fixed though
and is a parameter of the game, namely getPerRound

— The incoming sequence of resources cannot be altered by the agent before being
added to the queue

— Each player is forced to input pushPerRound resources from the head of his queue
into the production unit in each round

— If the type of any newly input resource does not match the type of the product being
currently assembled, this product is spoiled and thrown away

— The players are admitted to remove elements of any types from their queue in order
to give them to one of their fellow players

— If a player receives resources, he is allowed to arrange them in the desired order

before they are immediately fed into the production unit
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Fig. 1. Examples illustrating the behaviour of a player’s stack when additional resources are
pushed

2.2 Allocation

Each round is divided into two phases, namely allocation and negotiation. In the allo-
cation phase, getPerRound new random resources are enqueued in all players’ resource
stores. The resources allocated to the different players are independently generated.
Subsequently, each agent is forced to remove the pushPerRound-first elements from
the head of his queue and to push them onto the stack, maintaining their ordering. If
the production unit already contains some elements and their type does not match the
newly pushed resources, the old contents of the stack are wasted. Figure [I] illustrates
four examples of feeding resources into the stack.

The examples show the state of the stack before and after new resources have been
pushed. We assume two different types of resources, 0 and 1. The number of game
points owned in the current situation is shown underneath each stack. In situation (1)
all elements of the stack are discarded when the 0 token is pushed, as the types do not
match. The 0 token itself is also thrown away, when the next resource, a 1 token is
pushed. In situation (2), the player has more luck. The two resources pushed complete
the product, which the player can sell and thus is rewarded. The production unit is empty
now, ready to accept new resources of any type. Situation (3) shows how resources are
added to an empty stack. In example (4) the first of the pushed resources completes the
stack, the player sells the completed product, earns a reward and the stack is emptied
before the next resource is pushed.
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2.3 Generating Possible Worlds

We will now formalise the notion of a state in the Queue-Stack-Game and outline the
process of generating a set of possible worlds with respect to a particular state. A state
S contains the following elements:

The condition of the queue after resources have been removed, referred to as queue

(se)

— the condition of the stack after transfer received from another player has been
pushed, referred to as stack(s.),

— the number of rewards, rewards(s.),

— the set of resources received from another player, get(s.),

— the set of resources removed from the queue in order to be transferred to the other
player, give(s.),

- noWaste(s.), a flag indicating whether elements of the stack were wasted when
get(s.) was pushed,

— earnedReward(s.) a flag being set to 1 if a reward was earned when pushing

get(sc) or 0 otherwise.

The queue of a state s. can be generated by removing each possible subset of resources
from the previous queue queue(s.—1). The removed resources are give(s). Which re-
sources can be received from other players is not known to the agent, as he has no
insight into his opponents’ resource situation. So all possible combinations of resource
types up to an arbitrary total amount are considered. As the resources can be pushed in
any order, get(s.) is generated for each permutation of the received transfer. stack(s.)
is the resulting stack, after get(s.) has been pushed. rewards(s.) is the number of re-
wards the agent possesses afterwards. no Waste(s.) and earnedReward (s.) are needed
when calculating the utility for a state.

The deal that produced a state is implicit to the state. When we speak of the utility
of a deal, we mean the utility of the state which results from execution of the deal.

2.4 Evaluating Possible Worlds — the Utility Function

We now need a numerical utility function which measures the quality of a state. A utility
function v maps a state or a sequence of states to a real number [10]. The following
criteria could be used to describe a “good” queue.

1. The more resources the agent possesses, the better.

2. Blocks of identically typed resources contained in the queue should be of maximum
length; ideally, the length is a multiple of the number of resources needed to earn a
reward.

3. Preferably, no elements of the stack should be wasted when resources are pushed.

4. Resources at the head of the queue which are to be pushed in the next round should
carry more weight than resources at the back end of the queue.

5. As few resources as possible should be given to other players.

6. As many resources as possible should be received.
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Equation [I] captures criteria [I] and 21 It computes the base utility for a state s. In any
sequence of resources, each element is either of type 0 or 1, or white and black, re-
spectively. Single elements of identical type are indistinguishable. Resource sequences
can thus be represented as a sequence of blocks containing identically typed resources.
b;(r) is taken to denote the ith block of a sequence 7. amount(b;(r)) is the number of
resources b; () contains and type(b;(r)) denotes the type of resources in block b;(r). k
denotes the number of blocks in r. stackCapacity is the capacity of the stack, in other
words, the number of resources required to obtain one unit of reward. The sequence
of all resources that a player possesses is the concatenation of his stack and queue.
Concatenation is represented by the ““|” operator.

k
1 3 t(b(stack
baseUtility(s) — . amount (by(stack(s)|queue(s)))

=0

stackCapacity

Each block is considered as a fraction of a complete stack. stackCapacity resources in
a row are equivalent to one unit of reward. The equation computes the average reward
that can be achieved.

Next, we will describe the course of one round of the Queue-Stack-Game. Each
round is divided into two phases, namely allocation and negotiation. In the allocation
phase, getPerRound new random resources are enqueued in all players’ resource stores.
The resources allocated to the different players are independently generated. Subse-
quently, each agent is forced to remove the pushPerRound-first elements from the head
of his queue and to push them onto the stack, maintaining their ordering. For details on
the allocation phase please see Appendix[2.2]

Having completed the allocation phase, the players enter the negotiation phase. The
outcome of a successful negotiation is a deal, describing which sets of resources are to
be exchanged between players. Hence, the agents engage in practical reasoning. The
exchange of resources is the only means for agents to take action during the game. If a
player chooses not to negotiate or not to agree to any deal proposed to him, his succeed-
ing in the game entirely depends on the random resource sequence he is allocated. If
players cannot find an agreement, the default deal is forced. The default deal entails no
actions of the players, thus the resource situation of all players remains unchanged. The
available locutions are propose, reject, accept and inform. The negotiation protocol, i.e.
the communication rules are defined as follows:

1. The negotiation terminates immediately after an acceptance message is uttered by
one of the participants.

2. The negotiation terminates with the default deal if a player quits the negotiation.

3. The players take turns in proposing deals. If a player cannot propose a new deal, he
is forced either to accept a previously offered deal or to quit the negotiation.

4. All deals offered during the negotiation can be accepted at any point in time later
on as long as they have not been rejected.

5. A counterproposal can be preceded by a critique and a rejection.

This protocol entails that agents have to receive up to three messages (inform, reject,
propose) until they are allowed to respond.
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After the outcome of the negotiation is set, the deal is executed. The resources each
player receives from fellow players are pushed onto the stack, whereby the player him-
self can dictate the order in which they are to be pushed. Eventually, the players are
rewarded if they were able to complete their stack and thus sold a product.

3 Three Approaches to the Game

3.1 Employing a Mediator

Our first approach to designing successful players involves the consultation of a trusted
mediator. We assume the mediator does not take part in the game and is unbiased to-
wards any of the players. The players truthfully reveal their resource situation and their
utility function to the mediator. The mediator has thus perfect information of the play-
ers’ private states. Using this knowledge, all possible offers per player can be computed.
Here, offer refers to a subset of the queue which the owner offers to give to an fellow
player. The space of all possible deals is thus the Cartesian product of each player’s
offer vector. Through the utility function each player assigns a utility value to each pos-
sible deal. By knowing the utility functions, the mediator can compute these values per
deal and player.

The next task is to determine the optimal deal for both agents. We adapt the axioms
of the Nash Bargaining Solution [7] to define optimality: Pareto efficiency (there is no
other deal which improves the payoff of at least one agent without another agent being
worse off), Invariance (utility functions only represent preferences over outcomes, the
actual cardinalities of the utilities do not matter), Independence of irrelevant alterna-
tives (if outcome o is the solution and other outcomes o’ # o are removed from the set of
all possible outcomes, o still remains the solution) and Symmetry (the optimal solution
remains the same as long as the set of utility functions is the same. Which player has
which utility function does not influence the outcome.) According to the Nash Bargain-
ing Solution, the optimal deal o* is the deal that maximises the product of the players’
utilities. Formally:

0" = arg mgX[(ul(O) — u1(0defauit)) X (u2(0) — uz(0defauit))]

where n is the number of players and w;(o’) is the utility which player ¢ assigns to deal
o'. The mediator chooses the deal from the set of all generated deals that satisfies this
equation. He then proposes this deal to the players, whom we assume to accept.

The advantage of the mediator approach is obvious. The outcome is guaranteed to be
Pareto efficient. Hence, it is impossible to find a deal where both players are better off.
The Nash Bargaining Solution respects each player’s interests as far as possible without
being biased towards any particular player, and promotes fairness. This approach has
some shortcomings though, which limit its practicability. First of all, it requires the ex-
istence of a mediator whom the players trust, so they will reveal their utility functions
and their resource situation. If the players are concerned with privacy issues in gen-
eral and if they do not trust the meditator they might not agree to collaborate with that
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mediator. Furthermore, they might not be content with the solution found, because there
are deals with which the individual would be better off. The individual players are not
necessarily interested in maximising the social welfare [4] but are only concerned with
maximising their own profit. Additionally, the realisation of a mediator can be very
complex and inefficient in real world scenarios.

The mediator will serve as a benchmark to which we compare the negotiation out-
comes achieved by the argumentation-based agent described in the following sections.

3.2 Proposal- and Argumentation-Based Negotiating Agents

In this section we describe two designs of agents, both capable to negotiate by exchang-
ing proposals with negotiation partners. While the proposal-based negotiating agent’s
abilities are restricted to the exchange of proposals, the argumentation-based negoti-
ating (ABN) agent can use arguments to justify his negotiation stance and to critique
proposals he has received from fellow players. Arguments can be arbitrary logical for-
mulae with literals taken from a given vocabulary.

Algorithm 1. Negotiation strategy
1: receive d;,,

2: §;,r4+1 < bestDealPossible()

3: 0jpest < bestDealReceived()

4: if 5i,r+1 = 1 then

5:  ifutility(0;,defautt) > utility(d; pest) then
6: ACCEPT (Sz',default
7 else
8 ACCEPT 6 pest
9: end if
10: else
11: if utility(d;,r4+1) < utility(d;, pest) then
12: ACCEPT 6 pest
13:  else
14: allArguments[] < generateArguments(d;,,)
15: if allArguments[] #_L then
16: argument «— selectBestArgument(all Arguments[])
17: INFORM argument
18: end if
19: if utility(d;,,) < utility(d;, pes¢) then
20: REJECT 0,
21: end if
22: PROPOSE (Si,r+1
23: end if
24: end if

Agent Architecture Overview. The architecture of our argumentation-based agent fol-
lows the abstract architecture described in [§]]. All incoming proposals are stored in a
Proposal Database. If arguments are employed, these are stored as well. As a model of
his environment, the agent maintains a set of possible worlds to which he will possibly
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agree. This set is continuously adapted during negotiation, i.e. possible worlds are re-
moved after arguments or rejections of his proposals have been received and evaluated.
According to his negotiation strategy, the agent then decides whether to accept or reject
the last proposal. The ABN agent can then generate different types of arguments [3],
in our case either a critique or a justification to inform his opponent why he is not in-
clined to accept the proposal. Of all generated arguments one is selected which will be
uttered as a response. According to the adapted negotiation protocol (see Section 2.4),
the agent cannot reply to every message received, but is bound to wait until he receives
a proposal. So, not every incoming locution triggers an outgoing locution. The next
sections describe the main components of the agent architecture in detail.

The Negotiation Strategy. In this section, we describe the negotiation strategy both
our agents pursue. Each agent generates a set of possible deals which he will propose
to his opponent one after another, starting with the deal with highest utility, followed
by deals with descending utility. This ensures that the opponent knows all deals which
would yield higher utility for the proposing agent, before being given the chance to ac-
cept a new deal. On the other hand, an agent waits until he is not able to make a proposal
with higher utility himself before he accepts a deal. Thus, the use of this strategy aims
to maximise the utility of the outcome for both players. Algorithm 1 shows the strategy
of an agent using arguments in pseudo-code notation. Removing lines 14 to 18 yields
the strategy of our proposal-based agent, who simply accepts or rejects deals without
criticising them. Algorithm 1 is executed by the agents in every round of the game to
determine the next locutions in the negotiation.

Deals received from the negotiation partner carry a j subscript, own proposals an ¢
subscript. After agent j has offered deal J;,,- to agent ¢ in round r, agent < computes the
best deal he is able to propose d; 11 as a counterproposal (line 2). This is the deal with
the highest utility based on the current resource situation, which has not been offered
yet. Additionally, the deal with highest utility of all deals received from agent j in ear-
lier rounds (9 pest) is determined (line 3). If no proposable deal could be found agent
¢ terminates negotiation. Either by accepting d; pes: if executing this deal improves the
utility compared to the current situation in round r or by accepting the default deal
and thus leaving the resource situation unchanged. If the best proposable deal d; 41
has lower utility than the best deal received already 0; pes¢, agent ¢ accepts this d; pest.
Otherwise, the agent has incentive to pursue negotiation and proposes the best deal
possible d; 11 (line 22). Furthermore the agent will reject the latest offer if it is not
the deal with highest utility of all offers received so far (lines 19 to 20). Lines 14 to
17 show the generation of all possible arguments concerning the latest offer and se-
lection of the best argument which is then uttered before making the counterproposal
Oirt1-

In summary, it can be stated that the agent will accept the deal with the highest utility
of all deals he was offered (bestDealReceived) when all deals left to propose have lower
utility. He will withdraw from the negotiation and thus accept the default deal if he
cannot make any more proposals, but has not received any offer whose utility exceeds
that of the current situation. An explicit reject is stated with respect to the current offer
if there is already another offer with higher utility.



170 A. Forst, A. Rettinger, and M. Nickles

Generating and Selecting Arguments. Next, we explain how argument generation
(line 14, “generate Arguments”) and argument selection (line 16, “selectBestArgument”)
is managed.

The negotiation language we designed contains just two basic elements. On the one
hand, the statement quit negotiation(agent), which an agent utters if he stops nego-
tiating. On the other hand, give(a, b, r,t) where a and b are agents, r is an amount of
resources and ¢ denotes a round of the game. The semantics of this statement is that
agent a gives the resources r to agent b in round ¢. By combining statements using
logical connectives, it is possible to create complex expressions with varying meaning.
A deal, as it describes the exchange of resources between two players, consists of the
conjunction of two statements:

give(a,b,r1,t) N give(b,a,r2,t)

Arguments can serve two purposes in our approach: justification (“I cannot provide
you with six white resources in the current round 13, because I only have four”) or
critique (“I reject your offer to give me four whites in exchange for three blacks in the
current round 7, because I do not want to get four whites at all”’). Each proposal is
hence examined as to whether it contains one or more actions which either cannot be
performed or are not desirable. An action is deemed not desirable if it is not contained
in any deal considered in the agent’s store of possible worlds. The argument generated
then consists of the conjunction of the negated actions.

Here are two arguments which agent a sends to agent b. The following example
corresponds to the above justification:

—give(a, b, four Whites, 13)
A —give(a, b, five Whites, 13)
A —give(a, b, siz Whites, 13)

It states that the agent cannot give four, five or six white resources. A possible
critique could be —give(b, a, four Whites, 7). Agent a does not want to receive four
white resources under any circumstances.

The question of which of all arguments generated is to be uttered is answered by one
simple rule: If a justification was generated and it has not yet been uttered, it will be
selected. Otherwise, the critique is selected.

Interpreting Arguments. Now we will address the issue of how to evaluate incoming
arguments. Arguments are statements about the opponent’s mental attitude, i.e. his be-
liefs about possible worlds. Consisting of formulas on propositions of the form “give(a,
b, 1, t)”, they describe the set of deals he might be willing to accept at all. Hence they
are used to refine the set of possible offers. We assume our agents to be honest, so argu-
ments are believed to be true. If an argument is received, its interpretation with respect
to the current set of possible worlds is determined. The interpretation is a subset of the
universe (the current set of possible worlds). This subset is then regarded as the new set
of possible worlds. A set of possible worlds can be regarded as a logical formula of the
form
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give(a,b,r1,t) A give(b,a,ro,t) V...
- ~ 4
dealy

...V give(a, b, rp, t) A give(b, a, rm, t)
~ ~ -~
dealy
The r; stand for arbitrary sets of resources. A r; can appear in several deals.

Incoming arguments are transformed into a normal form, so that negations are
pushed inward and all operators but VV and A are resolved. Then the subset of possible
deals, which is denoted by the argument, is determined using the following inductive
definitions in Table [[l where ¢ and v are any arguments.

Table 1. Interpretation of arguments as subsets of possible worlds

Argument  Interpretation
give(a,b,r,t) setof all deals which include give(a, b, r,t)
—give(a, b, r,t) set of all deals which do not include give(a, b, 7, t)

¢ NP all deals which are elements of the intersection of the sets which are
the interpretation of ¢ and
oVY all deals which are elements of the union of the sets which are the

interpretation of ¢ and 1

4 Evaluation

This section describes the empirical evaluation conducted to answer our central research
questions: Do agents who use arguments in the negotiation perform better in our com-
plex trading scenario than agents who are confined to exchanging proposals? Are agents
using argumentation-based negotiation capable of reaching optimal deals? In the first
section, we introduce the evaluation criteria for which data was gathered during the test
runs. Section[4.2] describes the experimental setup. Finally, in Section[4.3] we evaluate
our experimental findings with respect to our key research questions.

4.1 Evaluation Criteria

In our experimental evaluation, we consider a number of evaluation criteria which al-
low for measuring certain aspects of agent performance. The following subsections
introduce these criteria one by one. Moreover, we outline why and to what extent we
consider the criteria to be suitable metrics for evaluation.

— Rewards: Rewards earned over time are the most natural criterion for the Queue-
Stack-Game, as this measure is used to determine the winner after one or more
rounds, and hence it also reflects the game-playing ability of any given agent strat-
egy. The rewards a player has earned are influenced mainly by two factors. On the
one hand, they depend on how lucky the player has been in terms of the resources
that were randomly allocated to him. On the other hand, their number increases
with the quality of the game strategy adopted, and in particular also with the qual-
ity of the chosen negotiation strategy. Hence, it is important to have several rounds
in one game, so that the distribution of resources becomes fair.
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— Social Welfare: Social welfare is a means of assessing the well-being of a soci-
ety of agents as a whole, i.e. taking into account the well-being of all individual
agents [[1]. In literature, there are different measures for social welfare, e.g. Egal-
itarian or Utilitarian social welfare. We employed the Nash Bargaining Solution
which is proven to promote pareto-optimal deals, which means that no other deal
is preferred by every other agent. The mediator computes the optimal deal accord-
ing to this measure. The deals achieved by each of the negotiation methods can be
compared to this optimal deal and thus a “degree of optimality” can be established
for each method. Furthermore, the deals achieved by ABN and by bargaining can
be compared to each other with respect to the optimal deal. Social welfare is also an
adequate indicator if all agents get better deals by arguing, or if, e.g., an increase of
utility of Playerl can only be realised at Player2’s expense, thus promoting unjust
deals.

— Number of Communication Units: As a measure for the amount of communication,
we define a communication unit for our negotiation language. Deals and arguments
are generated by combining different statements of the form give(a, b, r,t). We de-
fine this as one communication unit. Operators are not accounted for by this mea-
sure, i.e. a conjunctive expression has the same “value” as two atomic expressions.
Similar to the other measures discussed above, the absolute number of communi-
cation units is meaningless in itself. However, counting the communication units
allows for a comparison of the amount of communication across the different ne-
gotiation mechanisms. In the ABN approach, we distinguish communication units
that were sent as part of proposals and messages that carried arguments.

— Number of Negotiation Steps: The number of steps the agents negotiate for per
round is an apt measure to determine the speed of a negotiation style. Reaching an
agreement in fewer steps is considered better, if the agreement is as good as the
agreement that could have been reached within an unbounded number of negotia-
tion rounds. Even if no agreement is reached, the less time and effort is invested to
find out that no co-operation is possible or desired, the better.

— Number of Possible Worlds: Our agents maintain a changing number of possible
worlds during negotiation. The absolute number of possible worlds is not interest-
ing per se. Their number is highly dependent on the current resource situation of
the agent, and can initially be very large. What we really want to show is that our
agents are capable of reducing the number of possible worlds while negotiating.
Examining the decrease in possible worlds over negotiation steps offers valuable
clues on how the negotiation outcomes are achieved. This is because the num-
ber and the utility of the remaining possible worlds directly influence an agent’s
decision to accept or reject an offered deal.

4.2 Experimental Setup

In the following, we describe the tests that were run to generate the test data. The Queue-
Stack-Game was played in three different settings. Scenario one comprises a meditator
as described in Section 3.1lin addition to two players. In the second scenario, players
can exchange deals but not arguments. Finally, in the third scenario, players are capable
of exchanging arguments in addition to proposals. Ten consecutive games consisting
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Table 2. Frequency of data collection

Test Criterion Mediator Player

Nash Bargaining Solution end of round n/a

Utilitarian Social Welfare end of round n/a

Egalitarian Social Welfare end of round n/a

Rewards n/a start and end of round
Utility n/a start and end of round
Communication Units (Proposals) n/a end of negotiation
Communication Units (Arguments) n/a end of negotiation
Negotiation Steps n/a end of negotiation
Possible Worlds n/a each negotiation-step

of ten rounds per game are played in all three scenarios. The sequences of resources
which are allocated to each player from the deck in each round are identical in all three
settings. What is left to chance is the random time the agents wait before uttering their
initial proposal as soon as their NegotiationBehaviour is started. In summary, the course
of the game in our three settings is solely dependent on the negotiation and its outcome.
Hence, we can draw conclusions from the players’ success in the game to their ability
to negotiate.

The data for the empirical evaluation of the scenarios is logged by the players and
the mediator, if existent, during the test runs. The criteria are logged with different
frequency and in different phases of the game. Table [2] provides an overview of all
logged test variables.

4.3 Evaluation of Experimental Results

In this section we evaluate and interpret our experiments with respect to the above
mentioned test criteria.

Rewards. Earned rewards measure an agent’s success in the Queue-Stack-Game. The
graphs in Figure [2] show the number of rewards earned by players Playerl (top) and
Player2 (bottom) in every round of the game, respectively. The recurring decline of
rewards is due to the start of a new game every ten rounds. That is, the agents are
restarted with zero rewards in every eleventh round. Figure[3lshows the average reward
per round earned by both players in different test scenarios. Both agents perform best
when guided by a mediator, which matches our initial expectations. Comparing the
scenarios where the agents actually negotiate with each other shows that both agents
achieve better results when using arguments in addition to the proposal exchange.

Social Welfare. Figure Ml depicts the average social welfare for each experimental
setting, namely “Argumentation”, “Proposal exchange” and “Mediator use”. Different
measures for social welfare were used, the most common being Utilitarian social wel-
fare (sum of each player’s payoff) and the Nash product (product of each player’s pay-
off). We computed social welfare on the basis of actual rewards, not based on the utility
of the negotiation outcome for reasons described above. As a matter of design, the me-
diator maximised the Nash product of the players’ utilities, which are a heuristic for the
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Rewards of Player1 over game rounds

8 T T T T T T T — T
Mediator use —+—
Proposals only ---x---
Arguments ------

Rewards
~
T

90 100

Fig. 2. Earned rewards over game rounds of Playerl for different test scenarios

expected reward. Quite naturally, this lead to the best average game results compared
to the other mechanisms and considering any of our suggested measures. Likewise, it
becomes apparent that the agents of the “Argumentation” scenario achieved the second
best results and thus performed better than negotiating agents who were restricted to
proposal exchange.

Table [ summarises the percentage of games won by each player. The number of
successful negotiations which ended with an agreement can be increased by 19,7 %
from 66 to 79 of 100 by the use of arguments. Whereas in scenario 2 both agents ac-
cepted equally often, Player1 ended 9 more negotiations with an acceptance in scenario
3 whereas Player2 accepted in just two more negotiations.

Comparison of social welfare for different types of negotiation

Average reward per game round (errorbars depict standard deviation) ———

Reward

0 L L L L L L
Argumentation  Proposal Mediator Argumentation  Proposal Mediator

Player 1 Player 2

Fig. 3. Average rewards earned per game in different test scenarios. Left: Player1, Right: Player2.
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Fig. 4. Comparison of average social welfare based on earned rewards for “argumentation” (left),
“proposal exchange” (middle), “mediator use” (right). Measures for social welfare (from top to
bottom, left to right): minimum (egalitarian social welfare), maximum (elitist), sum (utilitarian
social welfare), product (Nash product).

Possible Worlds. The agents in scenario 2 and 3 mainly differ in the way an agent’s
set of possible worlds is maintained. The exchange of arguments aims at the refinement
of the set of possible worlds, and thus the removal of worlds that are not acceptable to
any of the agents. Hence, we look at how the number of possible worlds changes over
negotiation rounds.

In Figure[3lthe average decrease of possible worlds over rounds is plotted for Player2
for the two negotiation scenarios. The curve for agent Playerl is almost identical, we
therefore omit it.

Comparing the plots of the two different test scenarios, one observation is obvious:
The decrease of possible worlds proceeds much faster when arguments are used. After
ten negotiation steps, agents in scenario 2 still maintain more than 80% of the worlds
they initially considered possible on the average. By that time, agents in scenario 3 have
removed over 80% of their initial worlds and maintain only less than 20% after ten steps.



176 A. Forst, A. Rettinger, and M. Nickles

Table 3. Acceptance rates of negotiation scenarios

Scenario Player1 Player2 No agreement
2: Proposals only  32%  34% 33%
3: With arguments 43%  36% 21%

After termination of the negotiation process, ABN agents have eliminated about 65%
of their initially possible worlds on the average, their counterparts in scenario 2 have
been able to remove a mere 42%.

Negotiation Steps. Considering the average number of negotiation steps, agents of
the different scenarios needed to come to an agreement, the average of 39 steps of the
scenario with argumentation lies clearly under the average of 76 of the scenario where
only proposals are exchanged, see Figure [6l This means that when using arguments
the negotiation terminates after little more than half of the steps required using pure
proposal exchange in the average. This is due to the faster decrease of possible worlds
in scenario 3, and it is also due to the fact that once the negotiation has started no
arguments can be produced which entail an increase of possible worlds. In the few
cases where the ABN agents need more steps to come to an agreement, this can be still
be justified by the better negotiation outcome these agents achieve compared to their
proposal-exchanging counterparts.

Communication Units. The total number of communication units (in the sense de-
fined above) averages 113.12 in scenario 2 and 44.01 in scenario 3. Latter number is
composed of 12.87 units used on arguments and 31.14 units describing outcomes. Even
the sum of proposals and arguments in scenario 3 does not get close to the average of

Average reduction of possible world number over negotation steps - proposal vs argument exchange
(errorbars depict standard deviation)
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proposal-based negotiating agent —+—
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Fig. 5. Player2: Average reduction of possible world number over negotation steps in scenario
“proposal exchange” (continous errorbars) and “argument exchange” (dashed errorbars)
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Comparison of average number of negotiation steps
100 T T

Argumentation ———1
Proposal exchange T——1

Negotiation steps.

° L L
Argumentation Proposal exchange

Fig. 6. Average number of negotiation steps: “argumentation” (left), “proposal exchange” (right)

units exchanged for proposals in scenario 2. This result is obtained by the richer seman-
tics of the language which is used for argument exchange. The use of logic allows for
using concise descriptions of subsets of possible worlds. If the negotiation language is
restricted to deals and a set of possible deals is to be encoded, there is no alternative
to enumerating the elements of this set. As the elements are deals and each deal equals
two communication units, the number of units needed to encode a set is twice the car-
dinality of the set. Using logic this number still constitutes the worst case, but due to
dependencies between different deals which contain identical actions, a subset of pos-
sible worlds can usually be encoded with fewer communication units. Hence, the use of
logic as negotiation language allows for the reduction of communication overhead.

Comparison of communication overhead for different types of negotiation
T

T
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120 = Average number of proposals per found C====2
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80 - -

60 - -

during single r
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L
Argumentation Proposal exchange

Negotiation type

Fig.7. Average number of communication units sent during negotiation



178 A. Forst, A. Rettinger, and M. Nickles

4.4 Summary

In this section we introduced the evaluation criteria that were considered in the con-
ducted experiments. We then described the experimental setup for the data generation.
Furthermore, we were able to show through a thorough analysis of experimental results
that additional use of arguments during negotiation in the Queue-Stack-Game not only
drastically reduces the duration and communication overhead of negotiation, but also
that the quality of the achieved agreements is higher (in the sense that the resulting deals
cause a higher increase in agents’ payoffs and thus they perform better in the game).
This is due to the refinement of the set of possible worlds by exchanging arguments
which accompany the rejection of deals. Not only is the actually rejected deal elimi-
nated from the opponent’s set of possible worlds, but so is also every deal that shares
the undesired aspects that caused the rejection of the explicitly proposed deal.

5 Conclusion and Future Work

In this work we presented the implementation of three different negotiation mechanisms
in an environment which is only partially observable, i.e. the state and the preferences
of an agent’s peer are not known to him, and which incorporates stochastic elements,
i.e. subsequent states are not solely dependent on the actions which are carried out by
agents. Two agents are randomly assigned resources which they can use in a specific
manner to earn rewards. In most cases agents need to exchange resources with their
opponent to be successful. Hence, the agents need to come to an agreement about which
type of resources and how many of them they want to exchange.

We approached this problem from three different angles. Our first solution was the
employment of a trustworthy mediator, toward whom the agents disclose their prefer-
ences and resource situation. Using this complete information, the mediator can com-
pute the optimal solution and dictate the outcome of the negotiation. Our second
solution comprised agents who engaged in bargaining. They were restricted to a simple
exchange of proposals to come to an agreement. Then, in our third scenario we pro-
vided the negotiating agents with the additional capability to accompany proposals or
rejection of proposals with arguments. These arguments can either be a detailed cri-
tique of an previously received proposal, telling the opponent exactly which aspects of
the proposal are undesirable. Or, an argument can carry information about the sender’s
negotiation stance and thus explain why a proposed deal cannot be fulfilled by the
sender.

We extensively tested these solution concepts in identical experimental settings, al-
lowing for a detailed comparison of the performance of the three negotiation mecha-
nisms. As expected, agents perform best when consulting a mediator. When actually
engaging in negotiation with each other, the use of arguments proves beneficial in vari-
ous ways. Not only decrease communication overhead and duration of negotiation sig-
nificantly, but agents simultaneously reach better agreements. Hence we were able to
verify our working hypothesis, that the use of arguments enables better deals in an
generic example scenario with partial, incomplete knowledge compared to negotiation
that is purely based on proposal exchange.
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A number of aspects could not be addressed and were beyond the scope of this paper.

The following is a list of issues that could be the basis for future research:

— Although agents receive information about the internal state of their opponent, they

do not actually try to create a model of their opponent, which they could use over
several rounds. This aspect gains importance if agents are allowed to cheat. From
the offers the opponent has made his resource situation could at least be inferred
partially or inconsistencies in his offers and arguments could be detected.

— In the light of potentially agents that are not trustworthy it is necessary to reassess

the process of argument evaluation. If the truthfulness of the arguments cannot be
taken for granted, it is not advisable to accept all implications of the arguments
without examining whether one believes the argument or not.

— Commitment to future actions is not considered as potential part of an agreement,

even though the design of the negotiation language would allow it.

— Our agents have not been equipped with the ability to learn or plan, two essential

aspects of intelligent agents.

— Also the use of the mediator could be reassessed. Players might not be required to

execute the deal they have been advised to perform. They could bear that deal in
mind and engage in negotiation nonetheless, leaving open which agreement they
will pursue. Again, this problem is within the scope of research on computational
trust.

By our strong efforts to keep our implementation generic in the choice of the tools and
design we hope to contribute to the further investigation of these important issues.
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