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Preface

The international conference “Operations Research 2008”, the annual

at the University of Augsburg on September 3-5, 2008. About 580 par-
ticipants from more than 30 countries presented and listened to nearly
400 talks on a broad range of Operations Research.

The general subject “Operations Research and Global Business” stres-
ses the important role of Operations Research in improving decisions
in the increasingly complex business processes in a global environment.
The plenary speakers Morris A. Cohen (Wharton School) and Bernd
Liepert (Executive Board of KUKA Robotics) addressed this subject.
Moreover, one of the founders of Operations Research, Saul Gass (Uni-
versity of Maryland), gave the opening speech on the early history of
Operations Research.

This volume contains 93 papers presented at the conference, selected by
the program committee and the section chairs, forming a representative
sample of the various subjects dealt with at Operations Research 2008.
The volume follows the structure of the conference, with 12 sections,
grouped into six “Fields of Applications” and six “Fields of Methods
and Theory”. This structure in no way means a separation of theory
and application, which would be detrimental in Operations Research,
but displays the large spectrum of aspects in the focus of the papers. Of
course, most papers present theory, methods and applications together.

Like at the conference, the largest number of papers falls into the Sec-
tion “Discrete and Combinatorial Optimization” (11 papers) and into
the Logistics Sections “Supply Chain and Inventory Management” (11

meeting of the German Operations Research Society (GOR), was held



VI Preface

papers) and “Traffic and Transportation” (18 papers), which are closely
related to the global business issue. The papers of the winners of the
Diploma and Dissertation Awards have already been published in the
OR News No. 34 of November 2008, edited by GOR.

We would like to thank everybody who contributed to the great success
of the conference, in particular the authors of the papers and all speak-
ers of the conference, the program committee and the section chairs
who have acquired the presented papers and refereed and selected the
papers for this volume.

Moreover, we express our special thanks to our staff members
Dipl.-Wirtsch.-Inform. Oliver Faust, Dipl.-Kfm. Christoph Pitzl, Dipl.-
Wirtsch.-Inform. Claudius Steinhardt, Dipl.-Math. oec. Thomas Wörle
and particularly to Marion Hauser and Dipl.-Wirt.-Inf. Ramin Sahamie
for preparing the final manuscript of this volume. We are grateful for
the pleasant cooperation with Barbara Feß and Dr. Werner Müller from
Springer and their professional support in publishing this volume.

Augsburg, December 2008

Bernhard Fleischmann Robert Klein
Karl Heinz Borgwardt Axel Tuma
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Gerhard Wäscher . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

The Single Item Dynamic Lot Sizing Problem with
Minimum Lot Size Restriction
Irena Okhrin, Knut Richter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

On the Relation Between Industrial Product-Service
Systems and Business Models
Alexander Richter, Marion Steven . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

Dynamic Bid-Price Policies for Make-to-Order Revenue
Management
Thomas Spengler, Thomas Volling, Kai Wittek, Derya E. Akyol . . 103



Contents XIII

Part IV Scheduling and Project Management

A GA Based Approach for Solving Multi Criteria
Project Scheduling Problems
Felix Bomsdorf, Ulrich Derigs, Elisabeth von Jagwitz . . . . . . . . . . . 111

Solving the Batch Scheduling Problem with Family
Setup Times
Udo Buscher, Liji Shen . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

On Single Machine Scheduling and Due Date
Assignment with Positionally Dependent Processing
Times
Valery S. Gordon, Vitaly A. Strusevich . . . . . . . . . . . . . . . . . . . . . . . 123

Scheduling Component Placement Operations for
Collect-and-Place Type PCB Assembly Machines
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Karel Sladký . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363

Part VIII Business Informatics, Decision Support and
Artifical Intelligence

An EM-based Algorithm for Web Mining Massive Data
Sets
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Ali Fehmi Ünal, Gül Gökay Emel . . . . . . . . . . . . . . . . . . . . . . . . . . . . 407

Response Mode Bias Revisited – The “Tailwhip” Effect
Rudolf Vetschera, Christopher Schwand, Lea Wakolbinger . . . . . . . 413

Enhancing Target Group Selection
Using Belief Functions
Ralf Wagner, Jörg Schwerdtfeger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 419



XVIII Contents

Part IX Discrete and Combinatorial Optimization

A Constraint-Based Approach for the Two-Dimensional
Rectangular Packing Problem with Orthogonal
Orientations
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Part I

Finance and Accounting



Smoothing Effects of Different Ways to Cope
with Actuarial Gains and Losses Under IAS 19

Matthias Amen

Universität Bielefeld, Universitätsstraße 25, DE-33615 Bielefeld, Germany.
Matthias.Amen@web.de

1 Research Question

International accounting for pension obligations is one of the most com-
plex issues in accounting. According to the International Accounting
Standard (IAS) 19 ‘employee benefits’ the defined benefit obligation has
to be measured by the projected unit credit method (IAS 19.64). Expe-
rience deviations from the expected values for future salary/wage in-
creases, pension increases, fluctuation, and mortality as well as changes
in the discount rate cause actuarial gains and losses, that are explicitly
considered within the IAS 19 accounting system. Actuarial gains and
losses are unavoidable to a certain degree and may cause fluctuations in
pension costs. IAS 19 offers several ways to cope with actuarial gains
and losses. The so-called corridor approach is explicitly designed to
smooth pension costs (IAS 19 BC 39; see [1, p. 127]).
Generally, smoothing is contrary to the overall objective to provide
information that is useful for economic decision. The research question
of this paper is to quantify the smoothing effects of the different ways
to cope with actuarial gains and losses. Furthermore, we suggest a
modification that results into a moderate smoothing, but without a loss
of decision usefulness, because it avoids an artificial source of actuarial
gains and losses and reduces complexity.
As we are interested in pure accounting effects we focus on unfunded
pension plans. Thus, the results are not influenced by the design of
the entities contributions to an external fund as well as the investment
policy of such a fund.

3B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_1, © Springer-Verlag Berlin Heidelberg 2009



4 Matthias Amen

2 Different Ways to Cope with Actuarial Gains and
Losses Under IAS 19

The current IAS 19 provides different ways to cope with actuarial gains
and losses:

1. Corridor approach with amortizing recognition: cumulation and
recognition of a corridor excess over the expected remaining work-
ing lives of the participating individuals (IAS 19.92)

2. Corridor approach with immediate recognition: cumulation and a
faster recognition of a corridor excess, in particular recognition of
a corridor excess in the current period (IAS 19.93, 93A)

3. Immediate recognition in profit and loss (IAS 19.93, 93A)
4. Equity approach: immediate recognition outside profit and loss in a

separate statement directly within equity (IAS 19.93A)

The standard method of IAS 19 is the corridor approach with a amorti-
zation of a corridor excess over the expected remaining working lives of
the participating individuals (no 1). For the considered unfunded pen-
sion plans, the corridor is 10 % of last years defined benefit obligation
(IAS 19.92). This method defines the minimum amount of actuarial
gains and losses to be recognised in the current period. IAS 19.93 al-
lows a faster systematical recognition of cumulated actuarial gains and
losses even within the corridor width of 10 %. This means that (a) we
can amortize a corridor excess within a shorter period (IAS 19.93A
explicitly allows to recognise a corridor excess in the current period –
no 2), or (b) we can apply a corridor width lower than 10 %, or (c)
a combination of both, (a) and (b). In fact, the immediate recognition
in profit and loss (no 3) could be interpreted as the extreme case of
the corridor approach with a corridor width of 0 % and an immediate
recognition of the corridor excess.
Generally, the aim of the corridor approach is to avoid huge fluctu-
ations in pension costs caused by errors in estimating the actuarial
assumptions. The corridor approach requires additional records out-
side the financial statement and increases complexity of the system
of accounting for pension obligations. The equity approach (no 4) has
been adopted from the British Financial Reporting Standard (FRS) 17
‘Retirement Benefits’ in 2004. Because of the immediate recognition
of actuarial gains and losses outside profit and loss, the pension costs
are never affected by actuarial gains and losses. As a consequence, the
equity approach reduces complexity and achieves the maximal possible
smoothing of pension costs but at the price of incompleteness of costs
that is contrary to ‘clean accounting’.
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3 Design of a Simulation Study

An analytical approach for quantifying the smoothing effects of the
different approaches is not possible. Therefore, Monte Carlo simula-
tion analysis is the method of choice. The simulation model has been
characterized in [3]. We consider a regenerating workforce, in which an
individual substitutes for an other individual who fluctuates, retires or
dies. Each simulation run consists of 500 iterations.
The assumptions concerning the financial and non financial parameters
are based on official German statistics (For a detailed reference see
[2].). In order to generate mutually compatible financial assumptions
we simulate the vector-autoregressive model presented in [3]. Contrary
to [2] and [3] we focus only on smoothing. Therefore, we first have to
differentiate smoothing from uncertainty which is shown in standard
graphical simulation outcomes.
We are not interested in the variation of pension costs at a certain point
in time during all iterations of a simulation run (uncertainty), but we
are interested in the variation of pension costs during the simulation
period within a single iteration of the simulation run (smoothing). Fur-
thermore, to measure smoothing, it is not adequate to take the statis-
tical ‘variance’ of the pension costs at the different points in time of a
single iteration (see Fig. 1).

Fig. 1. Identical variance but different smoothing

For illustration, both diagrams of Fig. 1 show a time series of pension
costs that have an identical statistical ‘variance’. It is obvious that the
diagram on the right hand side has only one variation and therefore a
better smoothing than the diagram on the left hand side with several
alternating variations. Therefore, we use the annual average absolute
changes of the pension costs as a smoothing criterion. A low value of
this criterion indicates a high smoothing.

pension costs
several alternating variations

pension costs
only one variation

mean

year

€/year

year

€/year
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Among the assumptions, the discount rate is a kind of artificial source
of variations of the pension costs. IAS 19.78 requires to determine the
discount rate from current market yields of long-term highly quality
corporate bonds. The projected unit credit method is one of several
possible cost allocation methods. In actuarial science and practice this
method applies a constant discount rate. IAS 19 takes this long-term
allocation technique from actuarial science and mixes it with the short-
term ‘fair value’ idea. As a result, we get huge fluctuations in the pen-
sion costs that are due to fluctuations of the discount rate. We have
to keep in mind, that the decision for a special discount rate does not
have any cash consequences and controlls only the allocation of the
total pension payments to the periods. Furthermore, the estimation of
the value of the defined benefit obligation by one of several possible
methods does not become more precise, just by taking a discount rate
based on current market yields. Therefore, besides the variable discount
rate required by IAS 19.78, we also consider a constant discount rate
according to the original actuarial concept of the projected unit credit
method.
In the simulation study we compare the following approaches using a
variable discount rate as well as a constant discount rate:

• Corridor approach with amortizing recognition of the corridor excess
• Corridor approach with immediate recognition of the corridor excess
• Equity approach

Furthermore we vary the corridor width from 0 % in steps by 5 % to 20
% of last years defined benefit obligation. The combination ‘corridor
approach/immediate recognition/corridor width 0 %’ represents the
immediate recognition of total actuarial gains and losses in profit and
loss (no 3 in Sect. 2) (IAS 19.93, 93A).

4 Quantitative Results for a Regenerating Workforce

The following Fig. 2 shows the quantitative results for the simulation
analysis for a regenerating workforce.
As a remark, we have to remember, that the equity approach ex-
cludes actuarial gains and losses from the pension costs. Therefore, it’s
smoothing is an experimentally generated lower bound for the smooth-
ing criterion of the other approaches. In Fig. 2 the big } describes
the spread of smoothing, that is offered by the current IAS 19. In ad-
dition, the © represents the immediate recognition of actuarial gains
and losses in profit and loss in case of a constant discount rate.
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Fig. 2. Smoothing of pension costs

The quantitative results are the following:

• Regardless of the kind of discount rate or the corridor width, there
is only a small difference between the corridor approach with amor-
tizing recognition of the corridor excess and the equity approach.
• For the corridor approach with amortizing recognition of the corri-

dor excess there is only little difference in the smoothing criterion
if we change from a variable discount rate to a constant discount
rate.
• For the corridor approach with immediate recognition of the corridor

excess there is a considerable stronger smoothing when we apply a
constant discount rate instead of a variable discount rate.
• The most important quantitative result is, that smoothing achieved

by using a constant discount rate in case of an immediate recognition
of actuarial gains and losses in profit and loss (illustrated by the
circle© in Fig. 2) is within the range that is accepted by the current
IAS 19 (illustrated by the big } in Fig. 2).
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5 Consequences

Generally, smoothing should be avoided as it causes bias in account-
ing information. Because for this and some other reasons (see [2] and
[3]), the equity approach as well as the corridor approach – especially
in case of an amortization of a corridor excess – are contrary to the
overall objective to provide useful information for economic decisions
of investors and other stakeholders.
But it is possible to avoid artificial fluctuations of pension cost which
are caused by the use of a variable discount rate instead of a con-
stant discount rate as in the original actuarial cost allocation approach
of the projected unit credit method. Mixing different principles from
both disciplines – actuarial science (the allocation mechanism of the
projected unit credit method) and accounting (the ‘fair value’ concept
based on current data) – results in undesirable problems as it causes
avoidable fluctuations in pension costs and requires either a complex
mechanism (the corridor method) or a kind of ‘dirty accounting’ (the
equity method) to repair this effect.
The immediate recognition of actuarial gains and losses in profit and
loss while applying a constant discount rate for measuring the defined
benefit obligation results to a moderate smoothing that is within the
range accepted under the current IAS 19. Thus, this simple modification
should be regarded as reasonable alternative for the amendment of IAS
19. It is just the application of a actuarial cost allocation method that
avoids artificial fluctuations in pension costs at a reduced complexity.
As a final remark, the recently issued discussion paper ‘Preliminary
Views on Amendments to IAS 19 Employee Benefits’ (March 2008)
copes with three approaches that differ in the way the amount of actu-
arial gains and losses is recognized in profit and loss or in other compre-
hensive income. The corridor approach as well as the equity approach
could be expected to be repealed. Unfortunately, a change toward a
constant discount rate is not yet addressed by the International Ac-
counting Standards Board (IASB).

References

1. Ballwieser W (2006) IFRS-Rechnungslegung. Vahlen, München
2. Amen M (2007) Simulation based comparison of existent IAS 19 account-

ing options. European Accounting Review 16:243–276
3. Amen M (2008) Modeling and analyzing the IAS 19 system of accounting

for unfunded pensions. In: Kalcsics J, Nickel S (eds) Operations Research
Proceedings 2007. Springer, Heidelberg



A Regime-Switching Relative Value Arbitrage
Rule

Michael Bock and Roland Mestel

University of Graz, Institute for Banking and Finance
Universitaetsstrasse 15/F2, A-8010 Graz, Austria
{michael.bock,roland.mestel}@uni-graz.at

1 Introduction

The relative value arbitrage rule, also known as “pairs trading” or “sta-
tistical arbitrage”, is a well established speculative investment strategy
on financial markets, dating back to the 1980s. Today, especially hedge
funds and investment banks extensively implement pairs trading as a
long/short investment strategy.1

Based on relative mispricing between a pair of stocks, pairs trading
strategies create excess returns if the spread between two normally co-
moving stocks is away from its equilibrium path and is assumed to
be mean reverting, i.e. deviations from the long term spread are only
temporary effects. In this situation, pairs trading suggests to take a long
position in the relative undervalued stock, while the relative overvalued
stock should be shortened. The formation of the pairs ensues from
a cointegration analysis of the historical prices. Consequently, pairs
trading represents a form of statistical arbitrage where econometric
time series models are applied to identify trading signals.
However, fundamental economic reasons might cause simple pairs trad-
ing signals to be wrong. Think of a situation in which a profit warning
of one of the two stocks entails the persistant widening of the spread,
whereas for the other no new information is circulated. Under these
circumstances, betting on the spread to revert to its historical mean
would imply a loss.
To overcome this problem of detecting temporary in contrast to longer
lasting deviations from spread equilibrium, this paper bridges the liter-
ature on Markov regime-switching and the scientific work on statistical

1 For an overview see [7, 3].
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arbitrage to develop useful trading rules for “pairs trading”. The next
section contains a brief overview of relative value strategies. Section 3
presents a discussion of Markov regime-switching models which are ap-
plied in this study to identify pairs trading signals (section 4). Section
5 presents some preliminary empirical results for pairs of stocks being
derived from DJ STOXX 600. Section 6 concludes with some remarks
on potential further research.

2 Foundations of Relative Value Strategies

Empirical results, documented in the scientific literature on relative
value strategies, indicate that the price ratio Ratt =

(
PAt /P

B
t

)
of two

assets A and B can be assumed to follow a mean reverting process [3, 7].
This implies that short term deviations from the equilibrium ratio are
balanced after a period of adjustment. If this assumption is met, the
“simple” question in pairs trading strategies is that of discovering the
instant where the spread reaches its maximum and starts to converge.
The simplest way of detecting these trading points is to assume an
extremum in Ratt when the spread deviates from the long term mean
by a fixed percentage. In other cases confidence intervals of the ratio’s
mean are used for the identification of trading signals.2 Higher sophis-
ticated relative value arbitrage trading rules based on a Kalman filter
approach are provided in [2, 1].
Pairs trading strategies can be divided into two categories in regard
to the point in time when a trade position is unwinded. According to
conservative trading rules the position is closed when the spread reverts
to the long term mean. However, in risky approaches the assets are held
until a “new” minimum or maximum is detected by the applied trading
rule.
However, one major problem in pairs trading strategy - besides the
successful selection of the pairs - stems from the assumption of mean
reversion of the spread. Pairs traders report that the mean of the price
ratio seems to switch between different levels and traditional technical
trading approaches often fail to identify profit opportunities. In order
to overcome this problem of temporary vs. persistent spread deviations,
we apply a Markov regime-switching model with switching mean and
switching variances to detect such phases of imbalances.

2 See [3].
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3 Markov Regime-Switching Model

Many financial and macroeconomic time series are subject to sudden
structural breaks [5]. Therefore, Markov regime-switching models have
become very popular since the late 1980s. In his seminal paper Hamil-
ton [4] assumes that the regime shifts are governed by a Markov chain.
As a result the current regime st is determined by an unobservable,
i.e. latent variable. Thus, the inference of the predominant regime is
based only on calculated state probabilities. In the majority of cases
a two-state, first-order Markov-switching process for st is considered
with the following transition probabilities [6]:

prob [st = 1|st−1 = 1] = p =
exp (p0)

1 + exp (p0)
(1)

prob [st = 2|st−1 = 2] = q =
exp (q0)

1 + exp (q0)
, (2)

where p0 and q0 denote unconstrained parameters. We apply the follow-
ing simple regime-switching model with switching mean and switching
variance for our trading rule:

Ratt = µst + εt, (3)

where E [εt] = 0 and σ2
εt = σ2

st .
To visualize the problem of switching means figure 1 plots a time series
of a scaled price ratio, where the two different regimes are marked.
The shaded area indicates a regime with a higher mean (µs1) while the
non-shaded area points out a low-mean regime (µs2).
Traditional pairs trading signals around the break point BP would sug-
gest an increase in RatBP implying a long position in Anglo American
PLC and a short position in XSTRATA PLC. As can be seen in figure
1 this trading position leads to a loss, since the price of the second
stock relative to the price of the first stock increases.

4 Regime-Switching Relative Value Arbitrage Rule

In this study we suggest applying Markov regime-switching models to
detect profitable pairs trading rules. In a first step we estimate the
Markov regime-switching model as stated in equation (3). As a byprod-
uct of the Markov regime-switching estimation we get the smoothed
probabilities P (·) for each state. Based on these calculated probabili-
ties we identify the currently predominant regime. We assume a two-
state process for the spread and interpret the two regimes as a low and
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Fig. 1. Scaled ratio of the stock prices of Anglo American PLC and XS-
TRATA PLC from 2006-12-01 to 2007-11-15. The ratio exhibits a switching
mean. The shaded area indicates the high mean regime.

a high mean regime. In consequence, we try to detect the instant where
the spread Ratt reaches a local extremum. As a matter of convenience,
we adopt the traditional pairs trading approach that a minimum or
maximum is found when the spread deviates from the mean by a cer-
tain amount. However, we extend the traditional rule by considering
a low and a high mean regime, and so we create a regime dependent
arbitrage rule. A trading signal zt is created in the following way:

zt =
{
−1 if Ratt ≥ µst + δ · σst
+1 if Ratt ≤ µst − δ · σst ,

(4)

otherwise zt = 0. We use δ as a standard deviation sensitivity parameter
and set it equal to 1.645. As a result, a local extremum is detected, if
the current value of the spread lies outside the 90% confidence interval
within the prevailing regime. The interpretation of the trading signal is
quite simple: if zt = −1 (+1) we assume that the observed price ratio
Ratt has reached a local maximum (minimum) implying a short (long)
position in asset A and a long (short) position in asset B.

Probability Threshold

To evaluate the trading rule dependent on the current regime (low or
high mean), we additionally implement a probability threshold ρ in our
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arbitrage rule. Therefore, the regime switching relative value arbitrage
rule changes in the following way:

zt =
{
−1 if Ratt ≥ µlow + δ · σlow ∧ P (st = low|Ratt) ≥ ρ
+1 if Ratt ≤ µlow − δ · σlow (5)

otherwise zt = 0, if st is in the low mean regime. In the high mean
regime a trading signal is created by:

zt =
{
−1 if Ratt ≥ µhigh + δ · σhigh
+1 if Ratt ≤ µhigh − δ · σhigh ∧ P (st = high|Ratt) ≥ ρ (6)

otherwise zt = 0. The probabilities P (·) of each regime indicate
whether a structural break is likely to occur. If the probability sud-
denly drops from a high to a lower level, our regime switching relative
value arbitrage rule prevents us from changing the trading positions the
wrong way around, so that a minimum or a maximum is not detected
too early. The probability threshold value is set arbitrarily. Empirical
results suggest a setting for ρ ranging from 0.6 to 0.7. Therefore, the
trading rule acts more cautiously in phases where the regimes are not
selective.

5 Empirical Results

The developed investment strategy is applied in a first data set to the
investing universe of the DJ STOXX 600. Our investigation covers the
period 2006-06-12 to 2007-11-16. We use the first 250 trading days to
find appropriate pairs, where we use a specification of the ADF-test
for the pairs selection. The selected pairs3 are kept constant over a
period of 50, 75, 100 and 125 days. However, if a pair sustains a cer-
tain accumulated loss (10%, 15%), it will be stopped out. To estimate
the parameters of the Markov regime-switching model we use a rolling
estimation window of 250 observations.
For reasons of space, only one representative example will be quoted.
Table 1 demonstrates the results of the regime-switching relative value
arbitrage rule for the second term of 2007. In this period the best result
(average profit of 10.6% p.a.) is achieved by keeping the pairs constant
over 125 days and by a stop loss parameter of 15%. The setting of 50
days with a stop loss of 10% generates an average loss of -1.5% p.a. It
should be noted that the trading and lending costs (for short selling)
have not been considered in this stage of the study.
3 A number of 25 was detected. One asset is only allowed to occur in 10% of all

pairs because of risk management thoughts.
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Table 1. Annualized descriptive statistics for the over all selected pairs av-
eraged results of the second term of 2007. # denotes the number of pairs not
leading to a stop loss.

panel 50 days 75 days 100 days 125 days
stop loss 10% 15% 10% 15% 10% 15% 10% 15%
µ -0.01470 0.00555 0.05022 0.07691 0.03038 0.05544 0.08196 0.10617
σ 0.17010 0.17568 0.18181 0.19042 0.19105 0.20417 0.21265 0.23059
min -0.40951 -0.40951 -0.29616 -0.38670 -0.23157 -0.23402 -0.19000 -0.22644
1Q -0.21938 -0.18922 -0.15507 -0.08395 -0.23157 -0.10718 -0.19000 -0.19000
2Q 0.00000 0.00823 0.00000 0.09495 -0.02199 0.05935 0.06252 0.06785
3Q 0.18277 0.18277 0.21685 0.21685 0.18718 0.18718 0.23587 0.23587
max 0.79171 0.79171 0.84898 0.84898 0.60407 0.60407 1.27242 1.27242
# 23 24 21 24 18 23 15 19

6 Conclusion

In this study we implemented a Markov regime-switching approach
into a statistical arbitrage trading rule. As a result a regime-switching
relative value arbitrage rule was presented in detail. Additionally, the
trading rule was applied for the investing universe of the DJ STOXX
600. The empirical results, which still remain to be validated, suggest
that the regime-switching rule for pairs trading generates positive re-
turns and so it offers an interesting analytical alternative to traditional
pairs trading rules.
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1 Introduction

In practice, firms often exhibit divisionalized structures in which head-
quarters delegate decision rights to divisional managers. In this paper,
we examine the problem of allocating interdependence effects stemming
from interdivisional trade. For this, we analyze a model in which a divi-
sionalized firm contracts with two managers to operate their divisions
and to make relationship-specific investment decisions. Contracts can
be based on both divisional profits and hence depend on the allocation
of interdependence effects. In line with transfer pricing literature, we
discuss a centralized as well as a decentralized setting with respect to
the allocation authority.
Issues of mechanism design concerning divisional trade are extensively
discussed in the literature.1 Most related to our paper is [1] which shows
that profit sharing induces managers to make first-best investment de-
cisions in a decentralized setting. However, profit sharing imposes extra
risk on the managers and therefore may not be optimal. Our paper ex-
tends the analysis of [1] by incorporating moral hazard problems with
respect to investment decisions. Further, we distinguish between differ-
ent organizational designs.

1 Cf., for instance, [1], [2], [3], [4], [6], and [7]. With respect to relation-specific
investments, it was shown that negotiated transfer prices result in efficient trade
as long as information is symmetric between divisional managers. However, this
does not imply first-best investment decisions in general. Edlin/Reichelstein [5]
show that efficient investment decisions are attainable when both managers can
commit to contracts prior to making their investment decisions. However, in line
with [1], we assume that not all necessary parameters can be specified in advance.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_3, © Springer-Verlag Berlin Heidelberg 2009
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2 The Model and Benchmark Solution

We analyze the performance measurement problem of a two-divisional
firm with a risk-neutral principal, a downstreaming division (division
1), and an upstreaming division (division 2). Both divisional man-
agers are risk-averse and effort-averse with respect to their relationship-
specific investment decisions. Further, in line with [3] and [6], we con-
sider a linear-quadratic scenario and adopt the well-known LEN as-
sumptions. Then, division manager i (i = 1, 2) strives to maximize
E(wi)− αi

2 Var(wi)− 1
2viI

2
i , where wi denotes the compensation, αi the

coefficient of risk-aversion, and Ii the relationship-specific investment
decision of manager i; vi measures her effort-aversion. W.l.o.g. we set
the reservation utilities of both managers to zero.
We assume that both divisional profits πi depend on the allocation
of the interdependence effect t: π1 = R(ϑ, q, I1) − t − 1

2I
2
1 + ε1 and

π2 = t− C(ϑ, q, I2)− 1
2I

2
2 + ε2, where R(ϑ, q, I1) = (a(ϑ)− 1

2bq + I1)q
and C(ϑ, q, I2) = (c(ϑ)− I2)q. Further, ε = (ε1, ε2) denotes the vector
of noise terms, where εi ∼ N(0, σ2

i ) and Cov(ε1, ε2) = %σ1σ2.2 The
variable q denotes the quantity transfered from division 2 to division
1. To avoid trivial solutions, we assume a(ϑ) > c(ϑ) for all feasible
values of ϑ. The state variable ϑ can be observed ex post (after con-
tracting and making investment decisions) by the division managers
only. In contrast, the distribution of ϑ is ex ante common knowledge.
For convenience, we assume Cov(a(ϑ), εi) = Cov(c(ϑ), εi) = 0 and
Var(a(ϑ)) = Var(c(ϑ)) = Cov(a(ϑ), c(ϑ)) = σ2

ϑ.
In line with the LEN model, we restrict our analysis to linear com-
pensation contracts, i.e. wi = wi + wi1π1 + wi2π2. Note that contracts
placing equivalent weights on both divisional profits (wii = wij) impli-
cate profit sharing. Since we aim at studying the allocation of interde-
pendence effects, it is appropriate to distinguish between a centralized
and a decentralized setting. Figures 1 and 2 depict the event sequences
for both designs. In the centralized setting, central management allo-
cates the interdependence effect by determining t as well as q at date
1 subject to incomplete information w.r.t. ϑ.
In contrast, in the decentralized setting, central management delegates
allocation authority as well as the determination of the transfer quan-
tity to the divisions. Here we assume the divisional managers to bargain
about the allocation after observing ϑ. Divisional managers are hence
able to respond to the realization of the state variable ϑ. Therefore, a

2 In contrast to [1], we allow for a possible risk interdependence between both
divisions.
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time
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Fig. 1. Sequence of events in the centralized setting

flexibility gain is attained from the perspective of central management.3

Since information is symmetric between the divisional managers, we re-

time
1
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2

Ii

3

ϑ

4

t
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production
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εi, πi

Fig. 2. Sequence of events in the decentralized setting

strict our analysis w.l.o.g. to the case in which both managers possess
equal bargaining power and therefore to the Nash bargaining solution:4

t = 1
2 [q(a(ϑ) + c(ϑ)− 1

2bq + I1 − I2) + ε1 − ε2] . (1)

Based on the negotiated allocation, the downstreaming division 1 de-
termines the transfer quantity. Provided this allocation mechanism, the
divisional profits

πi = 1
2 [q(a(ϑ)− c(ϑ)− 1

2bq + I1 + I2) + ε1 + ε2]− 1
2I

2
i (2)

will be realized at date 6.
Before we examine these settings in detail, we derive some benchmark
results by abstracting from agency problems. Then, the efficient trade
(given investments I1 and I2),

q̂(I1, I2) ∈ arg max
q≥0
{R(q, ϑ, I1)− C(q, ϑ, I2)} , (3)

is given by

q̂(I1, I2) =
a(ϑ)− c(ϑ) + I1 + I2

b
. (4)

Our assumptions assure that q̂ is unique and interior for all I1 and I2.
The firm’s investment choice can now be characterized as follows: Let
Î = (Î1, Î2) denote the vector of efficient investment decisions. Thus, Î
satisfies the condition

3 However, this advantage is reduced by a control loss, cf. [8].
4 A similar assumption is made in [1].
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Î ∈ arg max
I1,I2
{E[R(q̂, ϑ, I1)− C(q̂, ϑ, I2)]− 1

2I
2
1 − 1

2I
2
2} . (5)

The Envelope Theorem implies that the first-best investments Î exist
and backward induction yields Îi = E(q̂).
In the following section, we solve the performance evaluation problem
in the context of different mechanism designs.

3 Centralized vs. Decentralized Allocation Authority

We start with the case in which the allocation of the interdependence
effect is determined by central management. That is, at date 1, central
management fixes the underlying performance evaluation system, the
allocation rule t and the transfer quantity q by solving the program

max
wi,q,t

(1−w11−w21)E(π1|q, t)+(1−w22−w12)E(π2|q, t)−(w1 +w2) (6)

s.t. Ii ∈ arg max
Ĩ
{Eϑ,ε(wi|q, t)− vi

2 Ĩ
2
i − αi

2 Varϑ,ε(wi|q, t)}, i = 1, 2 (7)

Eϑ,ε(wi|q, t)− vi
2 I

2
i − αi

2 Varϑ,ε(wi|q, t) ≥ 0, i = 1, 2 , (8)

where constraints (7) ensure that the managers’ investment choices are
incentive compatible and the constraints (8) guarantee the managers
their reservation utility. Obviously, the participation constraints hold
in equality when choosing an appropriate fixed compensation.
The following proposition summarizes our main results regarding the
centralized setting.5

Proposition 1 (Centralized Allocation Authority).

i) First-best investment decisions can only be induced if vi = 0.
ii) Investment decisions are independent of t and wij.

iii) Investment decisions are independent of wii iff vi = 0 and wii 6= 0.

From the perspective of performance evaluation, there is no need to
base wi also on the profit of division j 6= i. Further, note that invest-
ment decisions are independent of the allocation t if central manage-
ment is equipped with allocation authority. Additionally, central man-
agement can fix the optimal transfer quantity by backward induction
and making use of the Envelope Theorem:

q =
E[a(ϑ)− c(ϑ)] + I1 + I2

b+ α1σ2
ϑ(w11 − w12)2 + α2σ2

ϑ(w22 − w21)2
. (9)

5 We omit the proofs. The authors will provide all proofs upon request.
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As a consequence, even under full information, central management
will only choose the first-best efficient trade if (i) both agents are risk-
neutral (αi = 0) or (ii) by implementing full profit sharing (wii = wij).
Both cases are equivalent. Therefore, profit sharing itself does not pro-
vide any incentives for investment decisions, however, it mitigates dis-
tortions in q caused by the trade-off between risk sharing and invest-
ment incentives.
We now turn to the analysis of the decentralized setting. In this case,
central management delegates decision rights to the divisional man-
agers and determines the performance evaluation system by solving
the program

max
wi

(1− w11 − w21)E(π1) + (1− w22 − w12)E(π2)− (w1 + w2) (10)

s.t. q ∈ arg max
q̃
{Eε(w1)− v1

2 I
2
1 − α1

2 Varε(w1)} (11)

Ii ∈ arg max
Ĩ
{Eϑ,ε(wi)− vi

2 Ĩ
2
i − αi

2 Varϑ,ε(wi)}, i = 1, 2 (12)

Eϑ,ε(wi)− vi
2 I

2
i − αi

2 Varϑ,ε(wi) ≥ 0, i = 1, 2 , (13)

where (11) and (12) are the incentive compatibility constraints and (13)
are the participation constraints.
Since both divisional managers bargain about the allocation under sym-
metric information, it is straightforward to see that this bargaining
process leads to first-best efficient trade q̂(I) given investments I. The
following proposition states our results for the decentralized setting.

Proposition 2 (Decentralized Allocation Authority).

i) Divisional managers will always make efficient trade decisions if the
allocation is based on a bargaining process under symmetric infor-
mation.

ii) Investment decisions depend on the expected allocation process and
are first-best iff vi = 0 and a full profit sharing policy is applied.

These results are in line with [1] if we abstract from moral hazard
issues. However, from an optimal contracting perspective, a firm-wide
performance evaluation system imposes extra risk on the managers.
In contrast to the centralized setting in which central management is
able to trade-off risk sharing and to control investment decisions by
fixing trade quantities, central management looses degrees of freedom
to solve this problem within a decentralized setting. On the other hand,
divisional managers are able to directly respond to the realization of
the state variable. Hence, a flexibility gain is attained.
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4 Concluding Remarks

We have shown that the allocation process for interdependence effects
between divisions usually cannot be substituted by performance evalua-
tion systems. In centralized settings, however, allocation processes and
fixed payments interact. Then, central management can allocate the
interdependence effect in order to influence decision making and adjust
the divisional managers’ compensations accordingly. Furthermore, we
have shown that the design of optimal performance evaluation systems
essentially depend on the underlying allocation authority.
Our results suggest that different allocation procedures (given opti-
mal performance evaluation systems) dominate each other depending
on certain conditions. In particular, these are the disutilities of effort,
the variance of the state parameter, the parameters of risk-aversion of
the managers, and the risk interdependence between both divisions.
Further analyses concerning these issues are on our research agenda.
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1 Introduction

This study regards a company which consists of two decentralized busi-
ness units forming a value network. One business unit produces and
sells a main product and the other business unit produces and sells
a complementary by-product. The company pursues a firm-wide dif-
ferentiation strategy. The following model assumes that the business
unit being responsible for the by-product can implement this firm-wide
differentiation strategy by improving, for example, the quality or the
functionality of the by-product. Because of the complementary rela-
tionship of the products, the by-product and the main product obtain
a unique selling proposition through a specific investment in the by-
product. The specific investment is totally defrayed by that business
unit acting on its own authority, but it increases the revenue of both
business units. Therefore, the allocation of the profit induced by the
specific investment is not made fairly. An underinvestment problem
arises which endangers the objective of firm-wide profit maximization.
Coordination instruments are used to improve the reconciliation be-
tween separated business units. This article compares a contribution
margin based, a revenue based and a quantity based investment contri-
bution mechanism as coordination instruments for achieving goal con-
gruence between the considered business units inducing efficient pro-
duction and investment decisions as well as overall profit maximization.
The recent literature mostly focuses on profit sharing (e.g. [3]), revenue
sharing (e.g. [1] and [2]) or transfer pricing (for an overview see [4]) to
coordinate a two-stage value chain of a decentralized company with
existing production interdependencies. In contrast to that, this study
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regards production and investment decisions with existing sales inter-
dependencies in a value network.
The remainder of this paper is organized as follows: Section 2 presents
the framework and the solution of an equilibrium model using a contri-
bution margin based, a revenue based and a quantity based investment
contribution mechanism. In section 3, the performance of these coor-
dination mechanisms is compared on the basis of the expected overall
firm profit. Circumstances are identified under witch each investment
contribution mechanism dominates the others.

2 Model

2.1 Assumptions

The considered company consists of two decentralized business units.
Business unit A produces the main product at constant unit cost cA
and sells it on an anonymous market; business unit B produces a com-
plementary by-product at constant unit cost cB and sells it also on an
anonymous market. A is organized as a profit center and states the pro-
duction and sales quantity of the main product. Because of the comple-
mentary relationship between the two products, the quantity decision of
A determines also the production and sales quantity of the by-product.
B adapts the sales volume generating a non-negative expected profit.
This model assumes a one-to-one relationship. Furthermore, B is orga-
nized as an investment center and decides about its specific investment
that can increase the revenue of both business units. The risk-neutral
decision makers of the business units are compensated according to
their reported success after profit allocation by using a contribution
margin based, a revenue based or a quantity based investment contri-
bution mechanism given by the headquarter of the company. Therefore,
they maximize the expected profit of their own business unit.
The assumed multiplicative demand function with constant price elas-
ticity ε = 2 is given by

pA(x, I, η) =

√
a
√
I

x
+ η with the attributes

∂pA(x, I, η)
∂x

< 0 ,

∂pA(x, I, η)
∂I

> 0 and
∂2pA(x, I, η)

∂2I
< 0.

The demand function of the main product depends on the quantity
x, the specific investment I, the parameter a reflecting the market
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size as well as the random variable η. The random variable η shows
the uncertainty of the market conditions at the selling moment, the
realized sales price is uncertain. The random variable η with mean
µ = 0 implies that the expected revenue of the main product is given
by RA(x, I) =

√
ax
√
I. The expected revenue of the by-product follows

similarly with RB(x, I) =
√
bx
√
I.

Fig 1. shows the decision making and time sequence of the model.

Fig. 1. Decision making and time sequence

At the outset, the headquarter of the company chooses an investment
contribution mechanism to coordinate the quantity and investment de-
cisions maximizing the expected overall firm profit. It determines a
transfer payment by fixing a contribution margin based, a revenue
based or a quantity based investment contribution. Then, the invest-
ment center B makes its specific investment. Without additional infor-
mation, profit center A states the sales volume x, which is also produced
and sold by B. Finally, the market price is realized and the profits are
allocated.
The specific investment is not observable and can not ascertain ex post
because of the uncertainty of the market conditions. But each decision
maker knows the quantity respectively the investment decision prob-
lem of the other manager. Therefore, they are able to calculate opti-
mal decisions in their view considering a given investment contribution
mechanism. The decision makers are planning their decisions on the
basis of their expected allocated profits. The following analysis uses an
equilibrium model solving the several decision problems by backward
induction (see [5]).

2.2 Solution

The starting points of the analysis are the expected profit functions of
A and B using a contribution margin based investment contribution
mechanism

Quantity decision by A
and investment decision
by B

Central determination of the
investment contribution
mechanism by the headquarter

Realisation of the sales
prices, selling products
and allocating profits
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πCMA (x, I, τCM ) = (1− τCM )
(√

ax
√
I − cAx

)

πCMB (x, I, τCM ) =
√
bx
√
I − cBx− I + τCM

(√
ax
√
I − cAx

)
,

a revenue based investment contribution mechanism

πRA(x, I, τR) = (1− τR)
√
ax
√
I − cAx

πRB(x, I, τR) =
√
bx
√
I − cBx− I + τR

√
ax
√
I,

or a quantity based investment contribution mechanism

πQA(x, I,T ) =
√
ax
√
I − cAx− Tx

πQB(x, I,T ) =
√
bx
√
I − cBx− I + Tx.

A specifies the optimal production and sales quantity depending on
the investment level I and the allocation parameter of the used in-
vestment contribution mechanism. Anticipating the quantity decision,
B determines its specific investment depending on the allocation pa-
rameter of the used investment contribution mechanism. Finally, the
headquarter of the company sets the allocation parameter maximizing
the expected overall firm profit. The allocation parameters are calcu-
lated for a contribution margin based, a revenue based and a quantity
based investment contribution mechanism with

τCM = 1 ,

τR =
2ac2B + (a− 3

√
ab)cAcB − 3(a+ 3

√
ab)c2A

2(2acAcB + ac2B)
+

√
a(a+ b+ 2

√
ab)c2A(9c2A + 2cAcB + c2B)

2(2acAcB + ac2B)
and

T =
3(a+

√
ab)cB − (4b+ 5

√
ab)cA +

√
a(3a+ b+ 2

√
ab)(cA + cB)

2a+ 4b+ 8
√
ab

.

The decision interdependencies can be resolved and the investment
level, the production and sales quantity, the expected profits of the
business units as well as the expected overall firm profit can be calcu-
lated.
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3 Performance Evaluation

The expected overall firm profit reflects the ability of the investment
contribution mechanisms to induce efficient investment and quantity
decisions. Therefore, the investment contribution mechanisms are com-
pared on the basis of the overall firm profit. Fig. 2 shows the overall firm
profit depending on relative unit costs (cA and cB) and relative mar-
ket sizes (a and b) using a contribution margin based, a revenue based
and a quantity based investment contribution mechanism determined
by the headquarter of the company. Depending on relative unit costs
and relative market sizes the implementation of every single investment
contribution mechanism can be expedient. The expected overall firm
profit without using an investment contribution mechanism (πno) can
always be increased by one of these investment contribution mecha-
nisms. As can be seen from Fig. 2, there are three areas dominated by
a single investment contribution mechanism.

Fig. 2. Expected overall firm profit depending on relative unit costs and
relative market sizes, with cA ∈ ]0, 2[ , cB ∈ ]0, 2[ , cA + cB = 2, a ∈ ]0, 20[ ,
b ∈ ]0, 20[ and a+ b = 20

1. cA > cB ∩ a > b: The relation of the unit costs cA > cB and the re-
lation of the market sizes a > b indicate the circumstances in which
the contribution margin based investment contribution mechanism
performs best. In this situation, A makes already a sufficient op-
timal quantity decision. A contribution margin based investment
contribution mechanism does not influence the quantity decision,
but it causes a higher investment level for any given τCM > 0. To
induce an efficient investment decision by B and to increase the
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expected overall firm profit, the headquarter shifts the whole con-
tribution margin of A to B by using a contribution margin based
investment contribution mechanism with τCM = 1 .

2. cA < cB: If the unit costs cA are smaller than the unit costs cB, a
revenue based investment contribution mechanism should be used
by the headquarter. Without any investment contribution mecha-
nism, the production and sales quantity exceeds the optimal quan-
tity level. A revenue based investment contribution mechanism af-
fects the quantity as well as the investment decisions. In this situa-
tion, a positive allocation parameter τR = 1 reduces the production
and sales quantity decided by A and increases the investment level
of B. As result, a revenue based investment contribution mechanism
increases the expected overall firm profit.

3. cA > cB ∩ a < b: In this situation, a quantity based investment
contribution mechanism is used to influence the quantity decision
of A without any negative effect on the investment decision of B.
A determines a larger production and sales quantity for a given
negative allocation parameter T < 0. The expected overall firm
profit increases, because the quantity based investment contribution
mechanism induces an optimal quantity decision, but it does not
give a counterproductive investment incentive to B.

In this setting, the analyzed investment contribution mechanisms in-
fluence the considered quantity and investment decisions in different
ways. Therefore, the use of these investment contribution mechanisms
depends on their influence to and on the importance of the quantity
and investment decisions.
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Summary. Fundamental Indexation is the name of an index methodology
that selects and weights index constituents by means of fundamental criteria
like total assets, book value or number of employees. This paper examines the
performance of fundamental indices in the German equity market during the
last 20 years. Furthermore the index returns are analysed under the assump-
tion of an efficient as well as an inefficient market. Index returns in efficient
markets are explained by applying the three factor model for stock returns of
[2]. The results show that the outperformance of fundamental indices is partly
due to a higher risk exposure, particularly to companies with a low price to
book ratio. By relaxing the assumption of market efficiency, a return drag of
capitalisation weighted indices can be deduced. The index methodology im-
plies an investment strategy that benefits from well known market anomalies
like the value effect without relying on active portfolio management. Further-
more under the assumption of an inefficient market there is an added value
of fundamental indices.

1 Introduction

Traditional stock market indices weight companies by means of mar-
ket capitalisation, mostly corrected by a free float factor. A low index
turnover and good investability qualify these indices as suitable un-
derlyings for index replicating funds or derivatives. Furthermore cap
weighted indices are essential benchmarks since they reflect the aver-
age return of a certain stock market.
However, a new index approach named Fundamental Indexation trig-
gered a lively and controversal debate among the fund and indexing
industry. The constituents of fundamental indices are selected and
weighted according to fundamental factors like revenues or total assets
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just to mention a few. [1] shows that these indices outperform tradi-
tional cap weighted indices by 1.66 to 2.56 percentage points annually
over a 43 years period. While critics of fundamental indices say the re-
turn advantage is delivered through higher systematic risks, advocates
explain superior performance by inefficient markets and a return drag
of traditional index approaches.
In this paper five different fundamental indices that differ in terms
of their selection and weighting criteria are calculated and compared
against a cap weighted and an equal weighted index in the German
market over the last 20 years. The empirical results are presented in
Section 3. The cap weighted index represents the traditional approach
to construct a stock index, while the equal weighted index shows the
differences of fundamental indices to a näıve investment strategy. Fur-
thermore, the empirical data is used to explain performance differences.
In Section 4 the analysis is conducted under the assumption of an effi-
cient as well as an inefficient market.

2 Data and Index Methodology

The data set consists of all German companies and covers the period 1
January 1988 to 23 July 2007. In case of more than one share classes,
the one with the biggest capitalisation is included in the index universe.
Index rebalancing is performed annually, while only those companies
with a track record of at least one year are taken into account.
All indices encompass 100 companies in total and are constructed as
total return indices. In addition to the traditional market cap weighted
index (MK100) there is one equal weighted index (GG100) as well as
five fundamental indices based on the criteria revenues (UM100), num-
ber of employees (MA100), total assets (GK100), book value of equity
(EK100) and dividend payment (DV100). According to these criteria
the index portfolio is rebalanced annually. All indices except the cap
weighted approach are weighting their index constituents market inde-
pendently, that is there is no direct link between price and weight.

3 Results

The index return statistics summarised in table 1 show that the cap
weighted index approach exhibits the lowest historical returns. Funda-
mental indices realise geometric mean returns that exceed the market
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return (MK100) by 1.87 to 3.79 percentage points annually after rebal-
ancing costs.
With returns that exceed the market cap weighted index returns, while
having similar standard deviations, the Modern Portfolio Theory sug-
gests a dominance of fundamental indices. All performance measure-
ments, namely the Sharpe Ratio Jensen Alpha and Treynor Ratio, indi-
cate that fundamental indices exhibit a superior performance over the
last 20 years. The same applies for the equal weighted index, based on
its low standard deviation.

Table 1. Index Performance

Index Index value Geom. Geom. Standard Sharpe Jensen Treynor
23/07/2007 mean mean deviation ratio alpha ratio

return return
after
costs

MK100 732.01 10.08% 9.84% 17.45% 0.415 - 0.0724
GG100 930.05 11.61% 10.89% 12.06% 0.658 3.06 0.1239
UM100 1310.88 13.30% 12.82% 17.11% 0.602 3.37 0.1089
MA100 1319.72 13.30% 12.79% 17.53% 0.587 3.36 0.1070
GK100 1505.98 14.13% 13.63% 17.32% 0.632 4.16 0.1161
EK100 1134.56 12.58% 12.09% 17.83% 0.543 2.29 0.0962
DV100 1116.62 12.52% 11.71% 16.14% 0.567 2.71 0.1019

Further analysis show that the return differences are statistically sig-
nificant for the fundamental indices. Interestingly for longer holding
periods the probability of superior returns for the fundamental indices
increases.1 This effect does not apply for the equal weighted GG100
index.
The different characteristics which can be seen from the past perfor-
mances are certainly caused by differing index compositions. Funda-
mental indices are characterised by a tilt towards companies with low
valuation levels, while the equal weighted index puts emphasis on com-
panies that are small in terms of market capitalisation.
The calculated fundamental indices feature superior performance char-
acteristics in the German stock market of the last 20 years. Thus the
empirical results confirm findings of former studies on fundamental in-
dexation.2 Past performances do not allow any conclusions on future
1 This time horizon effect is not illustrated here. For detailed information see [5]
2 See [4], [1] or [7] for the US market. For studies on other markets compare [3]
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developments. However, by explaining returns through a reasonable
model, under the assumptions of the model predictions can be made.

4 Analysis

The index returns are analysed in two ways. Firstly, an efficient market
is presumed. Under this assumption the three factor model based on
[2] is used to explain returns based on the risk exposure of each index.
The second approach looses the assumption of an efficient market and
implies a mean reverting price process. Such a price process can explain
return discrepancies of the calculated index methodologies. The author
considers both perspectives since none of them can be negated. Every
test of market efficiency includes a joint hypothesis which does not
allow unambiguous conclusions.

4.1 Efficient Market

A multiple regression based on the three factor model shows the risk
exposures of the index portfolios. The model takes three systematic
risks into account. Besides the market excess return (rmt − rft ) that is
also incorporated in the CAPM, there is a SMBt (small minus big) and
a HMLt (high minus low) factor. They refer to the higher risk of small
firms and companies with low valuation levels respectively. Equation
1 illustrates the regression equation that is used to calculate the risk
exposures for each index i.

rit−rft = α̂i+ β̂im ∗ (rmt −rft )+ β̂iSMB ∗SMBt+ β̂iHML ∗HMLt+εit (1)

The regression parameters are summarised in table 2. The equal
weighted index has a high risk exposure to the SMB factor due to its
bias towards small cap companies. Fundamental indices exhibit relative
high risk exposures to companies with low valuation levels, expressed
by the HML factor beta.
However, a significant part of the superior returns of fundamental in-
dices are not explained by systematic risk factors. There is a high re-
gression alpha which contributes to the outperformance of fundamental
indices without being based on any kind of systematic risk. Importantly
within the model assumptions this proportion of the return can not be
considered as persistent since in an efficient market there is no sustain-
able return without systematic risk. This conclusion is based on the
presumptions that the market is efficient and the model incorporates
all risk factors and hence calculates fair values.
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Table 2. Regression Parameters

i α̂i β̂im β̂iSMB β̂iHML R2

MK100 0.0056% 0.980*** -0.046*** -0.008 0.985
GG100 0.0248% 0.773*** 0.227*** 0.099*** 0.878
UM100 0.0299% 0.924*** -0.002 0.251*** 0.940
MA100 0.0268% 0.988*** 0.069** 0.225*** 0.925
GK100 0.0497%** 0.954*** 0.044 0.187*** 0.900
EK100 0.0236%* 0.937*** -0.089*** 0.206*** 0.971
DV100 0.0295%* 0.853*** -0.050** 0.195*** 0.944

*, ** or *** indicate that the null hypothesis of an arithmetic mean of zero
is rejected with a 10%, 5% or 1% level of significance respectively.

4.2 Inefficient Market

In inefficient markets prices differ from fair values. The likelihood that
market participants identify irrational prices increases with the extent
of mispricing. Consequently, prices revert to their fair value in inefficient
markets, which lead to a mean reverting price process.
Given the fact that prices are mean reverting, [6] shows that a re-
turn drag of market cap weighted indices can be deduced. Certainly
there is no way to definitely identify over- and undervalued companies.
However, there is a systematic failure in the capitalisation weighted
index methodology. Since the weighting is dependent on market valua-
tion, a positive mispricing will automatically lead to a higher weight in
the index. Consequently, compared to market independently weighted
indices, traditional market cap weighted indices relatively overweight
overvalued companies and relatively underweight undervalued compa-
nies. Regardless of differences in exposure to systematic risks, whenever
prices are mean reverting, the market cap weighted index is expected to
exhibit inferior returns in comparison to fundamental or equal weighted
indices.
Under the assumption of an inefficient market with mean reverting
prices, the return advantage of fundamental indexes that is not based on
systematic risk factors can be considered as persistent. This conclusion
differs fundamentally from the implications in an efficient market where
the regression alpha was considered as a non-sustainable part of the
index returns.
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5 Conclusion

The empirical results as well as the conclusions of the analysis indicate
that fundamental indices are contributing to the universe of passive in-
vestment products. Without being actively managed, fundamental in-
dices capture a value premium through placing emphasis on companies
with low valuation levels. The regression shows that this significantly
accounts for the superior performance of fundamental indices.
Apart from the risk exposure to value companies, there is a return ad-
vantage for fundamental indices when prices are mean reverting. Given
this assumption fundamental indices deliver a real added value since
investors do not have to bear any additional risk to justify the extra
return.
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Summary. If we trade in financial markets we are interested in buying at
low and selling at high prices. We suggest an active reservation price based
trading algorithm which tries to solve this type of problem. The effectiveness
of the algorithm is analyzed from a worst case point of view. We want to
give an answer to the question if the suggested algorithm shows a superior
behaviour to buy-and-hold policies using simulation on historical data.

1 Introduction

Many major stock markets are electronic market places where trading
is carried out automatically. Trading policies which have the potential
to operate without human interaction are often based on data from
technical analysis [5, 3, 4]. Many researchers studied trading policies
from the perspective of artificial intelligence, software agents or neural
networks [1, 6]. In order to carry out trading policies automatically
they have to be converted into trading algorithms. Before a trading
algorithm is applied one might be interested in its performance. The
performance of trading algorithms can basically be analyzed by three
different approaches. One is Bayesian analysis, another is assuming un-
certainty about asset prices and analyzing the trading algorithm under
worst case outcomes. This approach is called competitive analysis [2].
The third is a heuristic approach where trading algorithms are ana-
lyzed by simulation runs based on historical data. We apply the second
and the third approach in combination.
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The reminder paper is organized as follows. In the next section different
trading policies for a multiple trade problem are introduced. Section
3 presents detailed experimental findings from our simulation runs. In
the last section we finish with some conclusions.

2 Multiple Trade Problem

In a multiple trade problem we have to choose points of time for sell-
ing current assets and buying new assets over a known time horizon.
The horizon consists of several trading periods i of different types p
with a constant number of h days. We differ between p = 1, 2, . . . , 6
types of periods numbered with i = 1, . . . , n(p) and length h from
{7, 14, 28, 91, 182, 364} days, e.g. period type p = 6 has length h = 364
days. There is a fixed length h for each period type p, e.g. period length
h = 7 corresponds to period type p = 1, period length h = 14 corre-
sponds to period type p = 2, etc.
We differ between three trading policies. Two elementary ones are Buy-
and-Hold (B + H), a passive policy, and Market Timing (MT ), an
active policy. The third one is a Random (Rand) policy. To evalu-
ate the policies’ performance empirically we use an optimal algorithm
called Market (MA) as a benchmark. We assume that for each period
i there is an estimate of the maximum price M(i) and the minimum
price m(i). Within each period i = 1, . . . , n(p) we have to buy and
sell an asset at least once. The annualized return rate R(x), with x
from {MT,Rand , B +H,MA} is the performance measure used. At
any point of time a policy either holds an asset or overnight deposit.
In order to describe the different policies we define a holding period
with respect to MT . A holding period is the number of days h between
the purchase of asset j and the purchase of another asset j ′ (j′ 6= j)
by MT . Holding periods are determined either by reservation prices
RPj(t) which give a trading signal or by the last day T of a period.

MARKET TIMING (MT ). Calculates RPj(t) for each day t for
each asset j based on M(i) and m(i). The asset j∗ MT buys within
a period is called MTasset. An asset j∗ is chosen byMT if RPj∗(t)−
pj∗(t) = max {RPj(t)− pj(t)|j = 1, . . . ,m} and pj∗(t) < RPj∗(t).
Considering RPj∗(t) MT must decide each day t whether to sell
MTasset j∗ or to hold it another day: the first offered asset price
pj∗(t) with pj∗(t) ≥ RPj∗(t) is accepted by MT and asset j∗ is sold.
If there was no signal by RPj∗(t) within a period trading must be
executed at the last day T of the period, e.g. MT must sell asset
j∗ and invest asset j′ (j′ 6= j∗).
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RANDOM (Rand). Buys and sells at randomly chosen prices pj∗(t)
within the holding period.

BUY AND HOLD (B +H). Buys j∗ at the first day t and sells at
the last day T of each period.

MARKET (MA). Knows all prices pj∗(t) of a period in advance.
Each holding period MA will buy the MTasset at the minimum
possible price pmin ≥ m(i) and sell at the maximum possible price
pmax ≤M(i).

The performance of the investment policies is evaluated empirically.

3 Experimental Results

Simulations of the trading policies discussed in Section 2 are run for all
six period types with number n(p) from {52, 26, 13, 4, 2, 1} and length
h. Clearly the benchmark policy MA cannot be beaten. Simulations
are run on Xetra DAX data for the interval 2007/01/01 to 2007/12/31
in oder to find out

(1) if MT shows a superior behaviour to buy-and-hold policies
(2) the influence of m and M on the performance of MT

Two types of B+H are simulated. (MTB+H) holds the MTasset within
each period and (IndexB+H) the index over the whole time horizon.
MTB+H is synchronized with MT , i.e. buys the MTasset on the first
day and sells it on the last day of each period. IndexB+H is a common
policy and often used as a benchmark. In addition the random policy
Rand buys and sells the MTasset on randomly chosen days within a
holding period.
We first concentrate on question (1) if MT shows a superior be-
haviour to MTB+H and IndexB+H . Simulation runs with two dif-
ferent reservation prices are carried out, called A and R. For cal-
culating both reservation prices estimates from the past are used,
i.e. in case of a period length of h days m and M are taken from
these h days which are preceding the actual day t∗ of the reservation
price calculation, i.e. m = min {p(t)|t = t∗ − 1, t∗ − 2, . . . , t∗ − h} and
M = max {p(t)|t = t∗ − 1, t∗ − 2, . . . , t∗ − h}. Table 1 displays trading
results under transaction costs. For MA, MT and Rand) transaction
costs are the same; all follow the holding period of MT . The MT policy
for both reservation prices, R and A, dominates MTB+H and IndexB+H

in two cases (1 and 4 weeks). MTB+H dominates MT and IndexB+H in
two cases (6 and 12 months). IndexB+H dominates MT and MTB+H
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Table 1. Annualized return rates for different period lengths

Historic R Annualized Returns Including Transaction Costs

Policy 1 Week 2 Weeks 4 Weeks 3 Months 6 Months 12 Months
n(7) = 52 n(14) = 26 n(28) = 13 n(91) = 4 n(182) = 2 n(364) = 1

MA 418.18% 138.40% 201.61% 47.93% 72.95% 61.95%
MT 41.08% 1.37% 54.86% 6.08% 32.39% 31.35%

MTB+H 9.70% 0.50% 17.18% 15.80% 45.30% 35.29%
IndexB+H 20.78% 20.78% 20.78% 20.78% 20.78% 20.78%

Rand -23.59% -21.23% 17.18% -18.23% 6.20% 15.42%

Historic A Annualized Returns Including Transaction Costs

Policy 1 Week 2 Weeks 4 Weeks 3 Months 6 Months 12 Months
n(7) = 52 n(14) = 26 n(28) = 13 n(91) = 4 n(182) = 2 n(364) = 1

MA 437.14% 164.44% 201.61% 50.27% 75.27% 61.94%
MT 31.52% 13.37% 57.02% 2.09% 45.28% 34.50%

MTB+H 7.45% 11.53% 17.18% 15.80% 45.29% 35.28%
IndexB+H 20.78% 20.78% 20.78% 20.78% 20.78% 20.78%

Rand -1.49% -12.97% 5.36% -20.80% 24.37% 12.64%

in two cases (2 weeks and 3 months). MT generates the best overall
annual return rate when applied to 4 weeks. In case R MTB+H gener-
ates the worst overall annual return rate when applied to 2 weeks, in
case A when applied to 1 week. MTB+H improves its performance in
comparison to IndexB+H and MT proportional to period length h. The
longer the period the better the relative performance of MTB+H . MT
outperforms IndexB+H in two-thirds and MTB+H in one-thirds of the
cases. If period length h ≤ 4 MT outperforms MTB+H in all cases and
if h > 4 MTB+H outperforms MT in all cases. IndexB+H outperforms
MTB+H in half the cases. If we consider the average performance we
have 27.86% for MT , 20.78% for IndexB+H , and 20.63% for MTB+H

in case R and 30.63% for MT , 20.78% for IndexB+H , and 22.09% for
MTB+H in case A. MT is best on average. On average MT shows a
superior behaviour to B+H policies under the assumption that m and
M are based on historical data.
In general we assume that the better the estimates of m and M the
better the performance of MT . Results in Table 1 show that the longer
the periods the worse the relative performance of MT . This might
be due to the fact that for longer periods historical m and M are
worse estimates in comparison to those for shorter periods. To analyze
the influence of estimates of m and M simulations are run with the
observed m and M of the actual periods, i.e. we have optimal estimates.
Results shown in Table 2 have to be considered in comparison to the
results for historic estimates in Table 1. Now we can answer question
(2) discussing the influence of m and M on the performance of MT . In
all cases the returns of policy MT improve significantly when estimates
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Table 2. Annualized returns for optimal historic estimates

Clairvoryant R Annualized Returns Including Transaction Costs

Policy 1 Week 2 Weeks 4 Weeks 3 Months 6 Months 12 Months
n(7) = 52 n(14) = 26 n(28) = 13 n(91) = 4 n(182) = 2 n(364) = 1

MA 418.18% 315.81% 280.94% 183.43% 86.07% 70.94%
MT 102.60% 87.90% 76.10% 81.38% 55.11% 54.75%

MTB+H 9.70% -4.40% 22.31% 19.79% 45.30% 35.29%
IndexB+H 20.78% 20.78% 20.78% 20.78% 20.78% 20.78%

Rand -23.59% -101.3% -10.67% 47.37% 46.08% 15.42%

Clairvoryant A Annualized Returns Including Transaction Costs

Policy 1 Week 2 Weeks 4 Weeks 3 Months 6 Months 12 Months
n(7) = 52 n(14) = 26 n(28) = 13 n(91) = 4 n(182) = 2 n(364) = 1

MA 437.14% 317.87% 271.57% 153.68% 66.33% 76.14%
MT 119.77% 98.11% 85.65% 63.61% 46.55% 62.65%

MTB+H 6.21% -4.40% 27.16% 19.79% 45.30% 35.29%
IndexB+H 20.78% 20.78% 20.78% 20.78% 20.78% 20.78%

Rand -34.04% -24.39% -19.67% 52.93% 26.01% 37.18%

of m and M are improved. For all period lengths MT is always better
than MTB+H and IndexB+H . The estimates of m and M are obviously
of major importance for the performance of MT .

4 Conclusions

To answer the questions from section 3 24 simulation runs were per-
formed. In the clairvoyant test set MT outperforms B+H in all cases
even under transaction costs. Tests on historical estimates of m and M
show that MT outperforms B +H in one-thirds of the cases and also
on average. We conclude that if the period length is small enough MT
outperforms B+H. It is obvious that the better the estimates of m and
M the better the performance of MT . Results show that the shorter
the periods, the better the estimates by historical data. As a result, the
performance of MT gets worse the longer the periods become. It turned
out that the shorter the periods the less achieves MT in comparison to
MA. A MT trading policy which is applied to short periods leads to
small intervals for estimating historical m and M . In these cases there
is a tendency to buy too late (early) in increasing (decreasing) markets
and to sell too late (early) in decreasing (increasing) markets due to
unknown overall trend directions, e.g. weekly volatility leads to wrong
selling decisions during an upward trend.
The paper leaves some open questions for future research. One is that
of better forecasts of future upper and lower bounds of asset prices
to improve the performance of MT . The suitable period length for
estimating m and M is an important factor to provide a good trading
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signal. Simulations with other period lengths for estimating m and M
could be of interest. Moreover, the data set of one year is very small.
Future research should consider intervals of 5, 10, and 15 years.
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Summary. The location planning of emergency service stations is crucial,
especially in the populated cities with heavy traffic conditions such as Istan-
bul. In this paper, we propose a Backup Double Covering Model (BDCM), a
variant of the well-known Maximal Covering Location Problem, that requires
two types of services to plan the emergency service stations. The objective
of the model is to maximize the total population serviced using two distinct
emergency service stations in different time limits where the total number of
stations is limited. We propose a Tabu Search (TS) approach to solve the
problem. We conduct an extensive experimental study on randomly gener-
ated data set with different parameters to demonstrate the effectiveness of
the proposed algorithm. Finally, we apply our TS approach for planning the
emergency service stations in Istanbul.

1 Introduction

The location planning of emergency medical service (EMS) stations
is crucial, since an effective planning of these stations directly affects
human life protection. In the last 30 years, a lot of research effort has
been spent in the literature to plan the locations of both fire brigade
and EMS stations. [1] and [7] provide a good review of these studies.
In this paper, we propose a Backup Double Covering Model (BDCM),
a variant of the well-known Maximal Covering Location Problem, that
requires two types of services. The proposed Backup Double Covering
Model (BDCM) is conceptually similar to Maximal Covering Location
Model in [3], Double Coverage Model in [5], and Backup Coverage
Model in [8]. Metaheuristic approaches have been successfully employed
for solving such models, e.g. [5] proposed a Tabu Search (TS) algorithm
to plan the EMS stations in Montreal and [4]compared the performance
of Ant Colony Optimization to that of TS in Austria. In this paper,
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we propose a TS approach and test its performance on both randomly
generated data and data gathered for Istanbul.

2 Backup Double Coverage Model

For location planning of EMS stations, we propose BDCM where two
types of service requests are fulfilled. Our aim in having a double cov-
ering model is to provide a backup station in case no ambulance is
available in the closer station. In the proposed model, the objective
is to maximize the total population serviced within t1 and t2 minutes
(t1 < t2) using two distinct emergency service stations where the total
number of stations is limited. If a region is covered by any emergency
service stations, we assume that the whole population in this region
is covered. BDCM originally proposed by [2] is as follows: M : set of
demand regions, N : set of location sites, K: Maximum number of EMS
stations to be opened and Pj : Population of region j.

aij =
{

1, if station in location i can reach region j in t1 time units
0, otherwise

bij =
{

1, if station in location i can reach region j in t2 time units
0, otherwise

Decision variables:

xi =
{

1, if a station is opened in location i
0, otherwise

yj =
{

1, region j is double covered
0, otherwise

max
∑

j∈M
Pjyj (1)

subject to
∑

i∈N
xi ≤ K, (2)

∑

i∈N
aijxi − yj ≥ 0, ∀j ∈M (3)

∑

i∈N
bijxi − 2yj ≥ 0, ∀j ∈M (4)

xi ∈ {0, 1}, ∀i ∈ N, yj ∈ {0, 1}, ∀j ∈M (5)
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The objective of the model is to maximize the population which is
double covered with a backup station. Constraint 2 imposes the total
number of stations that can be opened. Constraints 3 ensure that any
demand point must be covered in t1 minutes in order to be covered
multiple times. Constraints 4 ensure that yj takes the value 1 if location
j is double covered by two distinct stations. Constraints 5 show that
all the decision variables are binary.

3 Tabu Search Approach

TS is a local search technique that was originally developed by [6]. Us-
ing an initial feasible solution TS investigates the neighbors of the exist-
ing solution in each iteration in an attempt to improve the best solution
obtained so far by trying to escape local optima. Thus, new candidate
solutions are generated by using different neighborhood search meth-
ods. In order to avoid the repetition of the same solutions, TS forbids
a given number of moves by keeping these moves in a tabu list. The
moves in the tabu list are not accepted unless they provide solutions
better than a pre-determined aspiration level.
In our TS approach, three initialization methods are utilized for com-
parison. A random method, where we randomly select K stations
among potential locations; a steepest-ascent method, where essentially
pairs of stations are opened that gives the maximum additional dou-
ble coverage per station; and a Linear Programming (LP) relaxation
method, where the relaxation of the model is solved and integer xi’s
in addition to maximum fractional xi are fixed at 1 and the resulting
model is solved until the maximum number of stations are opened.
The outline of the TS algorithm is as follows. First an initial solution is
obtained using one of the methods described above. Then we find the
station pair whose closing and opening provides the largest objective
function value. We decided to use two separate tabu lists, one of which
for the station opened and the other for the closed one. If they are not
in the tabu list, we do the exchange and update objective function value
if necessary. If at least one move is in tabu list, the moves are executed
if the aspiration criteria is satisfied. Otherwise, we repeat the above
steps. To avoid cycling, we replace the station to be closed with the
station resulting in the least decrease in the current objective function
if the current objective function value remains same during the last k1

iterations. If the best-so-far objective function value does not improve
during the last k2 iterations, we perform random diversification by
randomly closing and opening a station. The diversification mechanism
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improves the solution quality significantly. This procedure is repeated
for k3 iterations.

4 Experimental Study

After making experiments on randomly generated data, we decided to
use k1 = 5, k2 = 15 and k3 = 5000. The tabu list size is chosen as 7
and aspiration level of 100% of the best solution is used.
A set of problem instances with different number of potential stations
and demand points are generated to test the efficiency of the proposed
TS. The algorithms are coded in C++ and executed on 1.7 GHz Intel
Celeron with 512 MB RAM. Our data set includes problems with dif-
ferent number of potential stations and demand points are generated
200, 300, 400, and 500 demand regions. The demand regions are dis-
tributed uniformly within a square area. The total number of potential
sites is set equal to 100%, 75%, and 50% of the number of demand
points. For each demand point-location site configuration we have gen-
erated 5 problem instances. Thus a total of 60 problem instances were
generated. The average speed of the ambulances is assumed to be 40
km/h and Euclidean metric is assumed as the distance measure. Us-
ing these data aij and bij values are obtained. The populations of the
demand regions were generated from an exponential distribution with
mean 1000. The values of t1 and t2 are set equal to 5 minutes and
8 minutes, respectively, as determined by the Directorate of Instant
Relief and Rescue (DIRR).
The results are compared with respect to different initialization mech-
anisms as well as against solutions obtained by OPL Studio 5.5 with
CPLEX 11.0 (will be referred as CPLEX). First, we investigate the per-
formance of the initialization heuristics benchmarked against the solu-
tion obtained using CPLEX. While the random heuristic gives a gap
of 54.89% on the average, steepest-ascent and LP-relaxation heuristics’
performances are similar: 6.95% and 7.18%, respectively. The gap is
calculated as (CPLEX solution/Initialization heuristic solution)-1.
Next we investigate the performance of TS approach. In Table 1, we
report the average results of all 60 problem instances. In these experi-
ments, CPLEX time limit is set to 600 seconds for problems with less
than 300 potential locations and 1200 seconds for others. TS1, TS2, and
TS3, respectively, refer to the TS with the random, steepest-ascent, and
LP-relaxation initialization approaches, respectively. As seen in Table
1, all three TS approaches provide good results in comparison with
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Table 1. Results for random instances
CPLEX TS1 TS2 TS3

Regions Potential Time (s) % Gap Time (s) % Gap Time (s) % Gap Time (s)
locations

200 200 31 0.35 90 0.26 93 0.20 141
200 150 9 0.10 71 0.00 75 0.04 123
200 100 6 0.05 45 0.00 49 0.05 84
300 300 558 0.20 298 0.17 299 0.03 392
300 225 18 0.04 232 0.23 227 0.21 308
300 150 11 0.69 157 0.82 152 0.51 223
400 400 1200 0.33 646 0.14 584 0.33 874
400 300 257 0.35 509 0.66 469 0.12 710
400 200 54 0.35 306 0.25 325 0.34 499
500 500 1200 0.00 1182 0.09 1254 0.12 1618
500 375 872 0.65 1136 0.50 1001 0.44 1416
500 250 162 0.69 686 0.47 597 0.45 960

Average 365 0.32 447 0.30 427 0.24 612

the solutions found by CPLEX whose average computation time is 365
seconds.

5 Planning The Locations of EMS Stations in Istanbul

Since Istanbul is a large and populated city, we agreed on a quarter-wise
analysis with the DIRR. This corresponds to a total of 710 quarters, 243
in the Asian side and 467 in European side. We forecasted the popula-
tion for each quarter based on the data provided by Turkish Statistical
Institute (TÜİK). Reachability data (aij , bij) for the quarters were col-
lected by the help of the experienced ambulance drivers of the DIRR.
We assume that each quarter is a potential station site. Furthermore,
the response across European and Asian sides is not allowed. The num-
ber of stations is determined as 35 by the DIRR. CPLEX solved this
problem in 50 seconds. This rather short solution time is possibly due
to the fact that Istanbul data have certain characteristics different than
the random data. The computational results for Istanbul are shown in
Table 2.

6 Conclusion

In this study, we present a mathematical model to plan the locations
of EMS stations. Since this problem is intractable for large-scale cases,
we propose a TS solution approach. We test the performance of the
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Table 2. Results for Istanbul

CPLEX TS1 TS2 TS 3
% Coverage 74.75 73.77 74.63 74.60

Time (s) 50 182 166 193
% Gap - 1.30 0.16 0.20

TS with different initialization methods on randomly generated data
as well as the data we collected for Istanbul. The results show that
our TS approach with either initialization method provide good results
compared to the solutions obtained using CPLEX. Further research on
this topic may focus on the multi-objective modelling of the problem
by considering the investment and operating costs of the stations and
ambulances. Another interesting extension would be the multi-period
version of the problem, where there is a maximum number of additional
stations that can be opened at every period.
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Summary. Concerning increasing carbon emissions and resulting climate
change discussions, methods to assess corporate carbon emissions gain im-
portance in research and practice. A transparent and integrated method for
decision support to control ratios like eco-efficiency does not exist. Against this
background, a concept for the implementation of carbon emission accounting
indicators into decision-making processes has been developed, which consists
of different aggregation levels and their connections. Within this contribution,
a model for the level of internal planning is presented and applied to assess
carbon reduction provisions of a dyeing company.

1 Introduction

In research and practice, instruments to assess a company’s perfor-
mance in terms of economic and ecological aspects are gaining impor-
tance. These instruments could be classified in external performance
measurement and internal planning models. On the level of external
performance measurement, ratios for emission accounting (und thus
reduction) gain importance. However, these ratios are highly aggre-
gated and do not deliver any information necessary for improvement
measures. In order to improve the ratio over time, it is not sufficient
that the ratio is calculated and published once a year. Instead, the
ratio has to be implemented into decision making processes. On the
level of decision making processes, indicators are treated isolated (e.g
Life Cycle Assessment - LCA), which leads to a lack of acceptance.
Decision makers don’t know how to consider ecological aspects. Since
2005, companies of some branches trade with emission certificates. But
studies have shown, that decision relevant emission reduction costs are
widely unknown [1].
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The two groups of instruments show clearly, that there is a loophole be-
tween external performance measurement and internal planning mod-
els. A hierarchical model has been developed to overcome this loophole
as presented within [2]. The assessment of companies, either conducted
by non-governmental organizations or the company itself is based on
external and historical data (level of external performance measure-
ment). On the medium level (level of internal performance measure-
ment), organizational units like sites are assessed in terms of economic
and ecological aspects. Since the ratio is disaggregated in the different
dimensions, e.g. value added and carbon emissions, improvement po-
tentials can be analyzed. So far, external as well as internal evaluations
and benchmarking are based on ex-post data of sites and companies.
Thus, the performance is only known subsequently, and improvements
are no longer possible. Therefore, it is the aim at the bottom level
(level of internal planning models) to plan and implement efficient al-
ternatives ex-ante. Therefore, it is the aim of this paper to shape the
level of internal planning models. A planning model, which considers
both economic and ecological aspects, is presented. Finally, the model
is applied to the case study of a textile supply chain.

2 Internal Planning Model

The task on the level of internal planning models is to identify rele-
vant emission reduction options and to assess these options in terms of
economic and ecological aspects. If an integrated consideration of eco-
logical aspects is carried out in literature, ecological aspects are as of
now integrated in four ways: One group of methods expresses ecological
aspects in monetary terms by the current or expected price for emis-
sion certificates. An examples can be found in [3]. However, emission
prices are very volatile, and many companies are taking part in emis-
sion trading. The second group applies weights to every objective (for
an example see [4]), aiming at a balance between conflicting objectives.
However, defining these weights is a very subjective procedure. In a
third group, ecological aspects are regarded by constraints e.g. limits
for maximal emissions [5]. This form of integration cannot be acceptable
within the meaning of sustainable development, since (reduction) tar-
gets are not given in form of legal regulations for all relevant emissions
and limit values solely set by companies are as subjective as weights.
Finally, a new perception can be found in literature recently. Following
the question of how much we have to spend in order to improve the
ecological quality, trade-offs and efficiency frontiers are calculated [6].
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To develop a more specific model, details about the emission reduction
alternatives need to be known. Emissions can be reduced directly inside
the company or indirectly along the supply chain or within company
networks. In the following, we are focusing on direct emission reduction
alternatives only. Direct carbon emissions reductions can be classified
in input-orientated measures, technology-orientated measures, applica-
tion of end-of-pipe technologies, reduction of the production volume
or qualitative modification of the product portfolio [7]. Since energy
consumption represents roughly 85 percent of total greenhouse-gas-
emissions, we are focusing in the following on these input-orientated
measures.
To assess carbon emission reduction options in the field of energy con-
sumption, variable costs of the fuels have to be considered as well as
investments, if new installations need to be done. The integrated as-
sessment results in two objective functions: Minimization of emissions
E and total costs C. Each fuel source has a specific emission factor
(ei), heat value (hi) and specific costs (ci). The total emissions are
calculated by multiplication of the emissions factors and the amount
used of each fuel (xi). Costs resulting from an investment are depre-
ciations (Di), interest (Ii) and operating costs (Oi). However, cheaper
fuels usually have a higher emission rate than the more expensive fuels.
In the mathematical formulation of the emission-reduction-assessment
(ERA)-model, which is strongly simplified, we impose the assumptions
that a company can choose between different fuels i and that the fuels
can be combined.

min

n∑

i=1

xi ∗ ci + (Di + Ii +Oi) ∗ yi min

n∑

i=1

ei ∗ xi (1)

s.t.
n∑

i=1

hi ∗ xi ≥ Ti (2)

xi ≤M ∗ yi ∀i (3)

yi ≤ xi ∀i (4)

xi ≥ 0, yi ∈ {0, 1} ∀i (5)

The total energy demand (Ti) needs to be fulfilled. Constraint (3)
guarantees, that a fuel can only be used, if the corresponding invest-
ment is done (yi is a binary decision variabe, M a very big number).
If emissions are minimized and costs are disregarded, it needs to be
guaranteed, like constituted within constraint (4), that there is only an
investment if the corresponding fuel is used.
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The solution of the model presented above can be conducted with one
of the approaches described above. Since subjective weighting, moneti-
zation and diverse treatment of ecological and economic aspects should
be avoided here, the idea of visual exploration of the efficient frontier
and trade-offs is selected. As a result of this calculation, the decision-
maker knows all efficient solutions, i.e. solutions for which there are no
improvements in one objective possible without associated deteriora-
tion in the other objective. Thus, the decision-maker can now freely
decide based on his/her specific trade-offs.

3 Case Study

A dyeing-company in India is chosen as a case study since a huge
amount of thermal energy is needed to dye textiles. The chemicals
need to be heated to high temperatures in order to penetrate into the
textiles.
The company has an heat energy demand of 1.339.200 kWh/a. Cur-
rently, only diesel is used for heating. Doing so, 329 t/a of carbon
emissions are produced. The annual costs for heating amount to 68.200
EUR/a. Diesel can be substituted by natural gas. After technical retool-
ing, it is possible to substitute diesel by LPG (other tanks are needed).
Furthermore, a combined heat and power unit (CHPU) can be installed,
which produces heat and electricity. The CHPU can be operated with
natural gas or diesel. The investment for a CHPU is much higher than
for the combustion alternatives, but the demand of electricity can be
fulfilled as well. To enable a comparison between electricity producing
CHPUs and only heat producing constructions, credits are given for
every kWh electricity produced for both carbon emissions and costs
[8]. Emission credits, for also producing electric energy, are given to
the CHPU by multiplying its emissions with the proportion of heating
energy in the usable energy production (heating and electricity). Cred-
its for costs are considered by the market price per kWh electricity,
which are subtracted from the specific costs of the fuel. The energy
demand can be obtained by one of these fuels or linear combination of
the alternatives. Parameters of the fuels are shown in table 1.
To calculate the efficient frontier, the two objective functions are op-
timized separately. The efficient points between these two optima are
calculated by taking the values of emission as constraint for the cost
function. In figure 1, the current situation and the linear approxima-
tion of the efficient frontier for the energy consumption of the dyer is
shown. As can be seen, to reach the efficient frontier, the lowest total
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Table 1. Parameters for calculation (Values for gas is given per m3, credits
for CHPU are already included)

Fuel Di Ii Oi ci ei hi
[EUR/a] [EUR/a] [EUR/a] [EUR/l] [kg CO2/l] [kWh/l]

Diesel 0 0 2.304 0,55 2,650 10,80
LPG 6.117 4.588 6.422 0,19 1,631 12,70
Natutral gas 2.778 2.084 1.878 0,23 2,041 11,06
CHPU (diesel) 17.907 13.430 18.802 0,50 1,292 10,80
CHPU (natural gas) 11.587 8.690 12.166 0,18 1,204 11,06

costs of 34.590 EUR/a can be achieved with the highest emission rate
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of 247 t CO2/a. In that case, natural gas is used for heating. Contrary
to that, the lowest emission level of 146 t CO2/a goes along with 54.238
EUR/a. To reach that point, a CHPU is installed and natural gas is
used. Between these two extreme points another efficient point exist,
which can be achieved by usage of LPG. However, there is a trade-off
between emissions and costs.

Fig. 1. Trade-offs between carbon emissions and annual costs

The calculated efficient frontier presented in figure 1 consists of points
which are efficient in terms of Pareto efficiency. Within the efficient
frontier the dashed line is not acceptable considering ecological aspects,
because carbon emissions can be freely disposed. To reach the efficient
frontier, the decision maker can now choose between the presented
trade-offs. If he prefers lower emissions, he would choose a position
on the upper left side of the frontier and use a CHPU with natural gas
for the heating processes. If he prefers to reduce annual total costs, he
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would choose a point on the lower right side of the frontier and there-
fore use natural gas. A compromising solution would be the usage of
LPG. The position, or definite point on the frontier chosen, depends on
the actual situation respectively the performance measurement results
of the site assessment.

4 Conclusions

Economic and ecological aspects need to be considered on different
decision-making levels. On the lower disaggregated level, ex-ante plan-
ning with simultaneous consideration of economic and ecological as-
pects was done applying a bi-objective model. Thereby, no weighting or
monetization of the objectives was carried out, but the efficient frontier
was calculated allowing the decision-maker to opt on trade-offs between
economic and ecological results.
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1 Introduction

Competition forces industrial companies to continuously improve re-
source efficiency. In the field of recycling of by-products from metal
industries coke and coal are the most important primary resources.
Hence, improvements can be achieved either by reducing the necessary
coke and coal input or by maximizing the production output. As the
use of coke and coal is also responsible for the major part of their CO2

emissions, the enhancement of the resource efficiency also leads to a
reduction of these. It is the aim of this contribution to further analyze
the relationship between economic and environmental objectives such
as the maximization of the contribution margin or the minimization
of CO2 emissions in operational production planning. 1 The analysis
is carried out for two case studies. We use an approach based on a
problem adequate modeling of the production processes enabling to
model the input-output relationships between used resources and out-
puts (products and by-products). In the following section the general
methodological approach is explained before the case studies are de-
scribed. Finally conclusions are drawn.

1 In this context reduction of emissions is possible by adapting the operation of the
regarded industrial process. Potentials by changing the process itself or adding
end-of-pipe techniques are not considered.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008, 53
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2 Methodological Approach

In the process industry in general and metallurgical production pro-
cesses in particular a problem adequate process modeling is necessary
for production planning approaches. It is important to sufficiently de-
scribe the relationship between the masses and compositions of the
input materials and the masses and composition of the resulting (by-)
products. For this purpose thermodynamic simulation models of the
relevant production processes are developed with the flowsheet simula-
tion system Aspen Plus (cf. e.g. [1]). The modeling bases on collected
process data. This data is used to calibrate and validate the models. By
sensitivity analyses systematic and independent data series for the out-
put flows are calculated. Multiple linear regression analyses (cf. e.g. [3])
are carried out to determine production functions which describe the
dependencies between the feed and the output flows. These form the
core of the planning models. Thus, specific features of the underlying
processes are regarded within economic planning approaches.

3 Analyses for the Production of Pig Iron from Ferrous
Wastes

In the iron and steel industry large amounts of ferrous wastes, e.g.
dusts and sludges, accrue which, according to European law, have to
be utilized if economically feasible. The first case study2 focuses on the
utilization of ferrous wastes with low zinc contents in a blast furnace
process. The plant produces pig iron and a by-product which is charac-
terized by high zinc concetrations. This zinc contentrate is sold to the
zinc industry. Further revenues are generated by the use of the blast
furnace flue gas for electricity generation. Inputs of the process are es-
pecially coke and fluxes for which costs arise. Further costs arise from
adsorbents which are used in the gas cleaning facilities and the treat-
ment of accruing slag and dusts. The input and output flows depend
on the blending of the ferrous wastes (cf. figure 1).
The economic objective function of the blending problem maximizes
the contribution margin which is calculated from the stated cost and
revenues (cf. [4]). For the calculation of the CO2 emissions the following
assumptions are made: CO2 emissions originate from the sinter strand
where the carbon content in the feed is nearly totally converted to CO2.
With the exception of an average amount of carbon left in the pig iron
(3.75%) the coke used in the blast furnace is also converted to CO2.
2 DK Recycling und Roheisen GmbH, Duisburg
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The objective in this case is the minimization of the resulting emissions
under the condition that a certain amount of residues is processed.
The model calculates the composition of the input feed i.e. the amount
of each raw material. Thereby residues with different zinc and iron
contents can be used. Restrictions comprise the input-output functions,
technical requirements, minimal or maximal amounts of residues and
the number of usable raw materials.

Fig. 1. Relevant aggregates and mass and energy flows in case study 1

The CO2 emission reduction objective leads to a reduction potential
of approx. 3% in comparison to the economic optimisation. Due to the
changes in the feed approx. 1.8% less of pig iron is produced. Thus, the
specific CO2 emissions per ton of pig iron are solely reduced by 1.5%
(cf. table 1). Nevertheless, this has significant influence on the cost and
revenues. The contribution margin is decreased by 12.6% due to lower
revenues for utilized wastes which are not compensated by reduced
costs for coke. Though having a significant negative impact on the
economic results, the possible improvement concerning the reduction
of CO2 emissions is limited. Hence, due to the dominating influence of
the costs of coke the CO2 emissions of the economic optimized process
operation are comparable to the minimization of CO2 emissions.
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Table 1. Selected Results

Contribution CO2 emission Deviation
margin minimisation

maximisation

Raw materials 1350 [t] 1350 [t] 0.00 [%]
Pig iron 646.53 [t] 635.05 [t] -1.78 [%]
CO2 1615.85 [t] 1563.03 [t] -3.27 [%]
CO2 specific 2.5 [t/t iron] 2.46 [t/t iron] -1.52 [%]
Contribution margin 100.00 [%] 87.35 [%] -12.65 [%]
Specific contribution margin 100.00 [%] 87.35 [%] -12.65 [%]
Revenues pig iron 100.00 [%] 98.22 [%] -1.78 [%]
Revenues waste utilisation 100.00 [%] 50.29 [%] -49.71 [%]
Costs raw materials blast furnace 100.00 [%] 96.19 [%] -3.81 [%]

4 Analyses for the Recycling of Zinc Bearing Dusts and
Sludges

The Best Available Technology for the treatment of ferrous metal
residues with higher zinc contents is the Waelz Kiln process. In Europe
an approximate amount of 860,000 tons of such residues originate from
secondary steel production. In the Waelz Kiln process these residues
are mixed with coke and fluxes and heated. The contained zinc oxide is
reduced, vaporised and re-oxidised in the kiln atmosphere. It leaves the
kiln with the process gas and is separated by bag filters as Waelz oxide
which then can be further processed by leaching. As a by-product a so
called Waelz slag accrues.
The reference company of our second case study3 operates four such
recycling plants. The company has to allocate the residues from differ-
ent sources to the plants. The determination of this allocation has to
regard transport and production planning aspects in an integrated way
(cf. figure 2). Costs accrue on the one hand for the transportation of
the residues to the Waelz plants. On the other hand, depending on the
allocation of the residues and therefore on the chemical composition of
the kiln feed, specific amounts of coke and fluxes are required which are
both connected with costs. The quantity and quality of the produced
Waelz oxide and the costs for leaching, the revenues for the selling of
the Waelz oxide as well as the mass of slag, causing utilization fees,
depend also on the feed. On base of the approach described in section
2 an optimization model for the described problem is developed.

3 BEFESA Steel Services GmbH, Duisburg
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Fig. 2. Illustration of the planning problem

In the following we compare the results of the economic optimization
(contribution margin) to a minimization of CO2 emissions. The latter
case regards the reduction potential which can be achieved by reducing
transports and saving coke within the Waelz process. It is assumed that
the total amount of residues has to be recycled. The model considers
capacity limits as well as technical constraints.
To calculate the CO2 emissions it is assumed that 90% of the used coke
is transformed to CO2 as some coke remains unreacted in the slag and
the Waelz oxide. We assume transportation by truck and estimate the
transport CO2 emissions on base of the average CO2 emissions per 40
t truck in Germany of the year 2000 (cf. [2]).
Table 2 shows the CO2 emissions and contribution margin of the eco-
nomic optimization results compared to the results with the lowest CO2

emissions. In the latter case the additional emissions caused by trans-
port are overcompensated by the reduction of used coke. The CO2

reduction potential beyond the economic approach is therefore only
about 1%. Thus, aiming at the most economic solution leads to an eco-
logical (related to CO2) only little improvable allocation and operation
of the processes.

5 Conclusions

In the metals recycling industries the resource consumption especially
of coke and coal is a dominating cost driver and responsible for the
major part of the CO2 emissions. This contribution analyses two case
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Table 2. CO2 emission of the integrated planning approach compared to the
allocation with least CO2 emission

Contribution Allocation with
margin lowest CO2 Deviation

maximisation emission

CO2 emission by transportation [t] 14,485 [t] 15,199 [t] 4.93 [%]
CO2 emission by recycling process [t] 240,327 [t] 237,035 [t] -1.37 [%]
Total CO2 emission 254,791 [t] 252,234 [t] -1.00 [%]
Contribution margin [MU] 100 [%] 96,88 [%] -3.12 [%]

studies from metals recycling and compares production planning ap-
proaches under the objective of a contribution margin maximization
and a CO2 emission minimization. The results show that an exclusive
consideration of the emission reduction target leads to only small emis-
sion reduction potentials compared to the economic optimization. At
the same time economic results can be siginificantly worse. Additional
measures like emission trading certificates will therefore have very little
impact on operational production planning.
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Summary. Common parts in different product variants can lead to decreased
procurement costs if recovery strategies are applied. Thereby new parts are
substituted by recovered ones. Since long- or mid-term supplier contracts for
these new parts exist demand as well as return forecasts are essentially to nego-
tiate contracts. In this article forecasting issues are addressed and a planning
procedure to calculate the need of new parts is given.

1 Introduction

The costs of material are a considerable part of the costs for the pro-
duction of a product. Hence, the procurement of material has a de-
termining impact on the efficiency of production and sales processes
in the supply chain (SC). By implementing product and component
recovery management in terms of enhancing the SC to a closed-loop
supply chain (CLSC) exactly these costs can be decreased. Existing
attempts show advantages of such strategies for the spare part man-
agement. Moreover, the substitution of new components by recovered
ones gains importance, particularly for products with short life cycles
and many product variants including common parts [6].
However, in order to capture arising economic potentials by sale of re-
covered products or by substitution of new components, the recovery
strategies have to be implemented into forward production planning
processes at the OEM as well as in procurement processes along the
SC. Thereby, not only demand but also return of common parts has to
be considered ahead of negotiations of frame contracts with suppliers.
Otherwise, a surplus of common parts exists and the potential of re-
turned parts cannot be exploited.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_10, © Springer-Verlag Berlin Heidelberg 2009
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Accordingly, forecasts are needed not only for demand but also for re-
turn of common parts. Subsequently, a planning procedure calculating
the need of new parts is to be implemented comparing the forecasted
demand and return. Since the quality of a return determines the ef-
fort and cost of the recovery, not all returned products and parts can
be recovered under economic viewpoint. Hence, the quality of returns
need to be considered as well while determining the need for new parts.
Thus, uncertainties have to be taken into account with regard to de-
mand and return quantities, but also with regard to the quality of the
returned products and parts. This becomes even more complicated if
product recovery takes place, i.e. if different states of product demand
have also be taken into account. Thus, complexity of planning proce-
dures increases tremendously.
Against this background, a planning procedure to determine the need
of new parts is developed in the following. Product variant forecasts are
addressed first to provide a basis for common part forecasts. Thereupon
different possibilities to include the quality of returns into the planning
procedure are regarded.

2 Forecasts and Component Substitution

At tactical level demand and return forecasts are inevitably. Exist-
ing forecast approaches in CLSC mainly concern the amount and time
of product returns. Here, the availability of data which leads to fore-
casts with entire or incomplete information (e.g. [2], [4]) or forecasts
with general and product-individual data (e.g.[5]) is discussed. Since
returned amounts depend on sales of the past periods life cycle data
like time of sale and time of utilisation are included in forecasts (e.g.
[4]). An enhancement of such product forecasts to determine the need
of new parts occurs rarely (e.g. [1], [3]).
Nevertheless, existing approaches do not consider the quality of prod-
ucts or components in return as well as demand. Therefore, the inte-
gration of quality aspects in demand and return forecasts is discussed
in the following.
A demand forecast for the different product variants and its compo-
nents is already done in SC when setting up supplier contracts. At
this, through bill explosion the demand of common parts is determined.
However, common parts can not only be used in different variants of
new products, but also in recovered products. Thereby recovered prod-
ucts can differ in quality (e.g. as-new, used, repaired) depending on
the market segment where they are sold. Thus, demand forecasts for
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common parts must be enhanced taking different product variants of
new products into account as well as different qualities of recovered
products.
In the following we assume that an exponential demand function FDi (t)
for every new and recovered product variant i with parameters αDi , βDi
and γDi can be prepared.

FDi (t) = γDi e

(
− t−α

D
i

βD
i

)2

(1)

A comparable function can be developed for product return. However,
while the parameters of the demand functions are determined through
time series analysis of past variants, the parameters αRi , βRi and γRi of
return functions depend on former sales of the same variant and thus
on the demand function. Hence FRi (t) can be derived from FDi (t) due
to changes in parameters.
Parameter α describes the movement on the x-axis. Since returns ar-
rive after the demand was satisfied αDi < αRi must be fulfilled. The
difference in αDi and αRi determines the expected value of time of prod-
uct usage. A stretching or compression along the x-axis caused by pa-
rameter β can be neglected if an average time of usage is assumed
(βDi = βRi ). Parameter γ forms the stretching or compression along the
y-axis. Since not all sold products return, a compression of the curve
occurs (γDi ≥ γRi ).
An aggregated confrontation of the demand and the return gives a first
clue for the new part need and the potential of substitution. Functions
of demand FDi (t) and return FRi (t) over time t for the different variants
i are determined first. If the amount νip of common part p is included
in product variant i, the demand function FDp (t) for common part p
can be determined as follows:

FDp (t) =
∑

i

νipF
D
i (t) (2)

Analogously the return of the common part FR−maxp (t) arises by the
aggregation of all returns of product variants:

FR−maxp (t) =
∑

i

νipF
R
i (t) (3)

The minimal amount of a part purchaseminp to be constituted in supply
contracts in order to cover a time span (a, b) is thus given by the
following integral:
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purchaseminp =
∫ b

a
FDp (t)− FR−maxp (t) dt (4)

The maximum amount to be constituted purchasemaxp is automatically
given by the demand function without consideration of returns.

purchasemaxp =
∫ b

a
FDp (t) dt (5)

The difference between purchaseminp and purchasemaxp thus constitutes
the potential of substitution of new common parts by recovered ones.
The time of utilisation determines the quality of a component to a large
extent. Utilisation time of components depends on the utilisation time
of product variant each having individual average times of usage. How-
ever, components can be used in various new product variants as well as
in recovered product variants. Hence, for the determination of the need
of new parts an estimation of the number of returning components
with their remaining time of utilisation is needed for every common
part. Such a forecast is very costly and, besides, it assumes the storage
or possibility of the inquiry of data of utilisation for each single com-
mon part. Therefore, data on the fraction of reusable common parts in
returned products is estimated out of past data on returns. Thus an
average value rp is determined. Thereby a return function FR−prog1p (t)
is derived and the amount of new parts to be considered in supply con-
tracts (purchaseprog1p ) is calculated depending on the average fraction
of reusable parts.

FR−prog1p (t) = rp
∑

i

νipF
R
i (t) (6)

purchaseprog1p =
∫ b

a
FDp (t)− FR−prog1p (t) dt (7)

Nevertheless, the fraction of reusable common parts may not be steady
over time. If a common part is introduced, i.e. procured for the first
time, products contain only new components of this common part.
Thus, the condition of returned components of this common part will
be good for nearly every returning component. Consequently all com-
ponents can be used for recovery. After a certain time, some com-
ponents have been used (recovered) several times but there are also
newly produced components used. Hence, a lower quality level will re-
sult taking into account the recovery, demand and the life span of the
component. However, by the end of the production of a certain com-
mon part the average quality of the return will decrease, because new
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parts are no longer produced. Instead of the average value rp a func-
tion rp (t) can thus be used to consider quality aspects. Thereby, a re-
turn function FR−prog2p (t) results for the determination of the amount
(purchaseprog2p ) to be negotiated in supply contracts:

FR−prog2p (t) = rp (t)
∑

i

νipF
R
i (t) (8)

purchaseprog2p =
∫ b

a
FDp (t)− FR−prog2p (t) dt (9)

Due to the quality considerations presented above the potential de-
scribed formerly through purchaseminp and purchasemaxp decreases. The
coherences explained above are shown in figure 1.

Fig. 1. Influence of return quality on component substitution

The need of new parts to constitute in contracts can be determined
through the procedure explained above. A variance of this constituted
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amount can result from uncertainties in amount, time and quality.
These variances can lead to a surplus in new parts (storage and or
material recycling of reusable common parts) or to shortfalls. Short-
falls result in a non-satisfaction of the demand and are to be avoided,
if possible, by acquisition from the spot market. Nevertheless, high
costs emerge in such a case. Thus, decisions have to be taken regarding
the trade-off between economic potential and substitution of new parts
by recovered ones and economic risks resulting from uncertainties in
quality and quantity of return.

3 Conclusion

In this article questions concerning forecast to determine future de-
mand and return are addressed. A planning procedure calculating the
new part need by comparing the demand and return forecast is given.
Because of uncertainties in quantity and quality of returned products,
complexity of planning procedures increases tremendously.
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1 Introduction and Research Purpose

A solid theoretical basis related to production planning for different
process systems has been established in the literature. However, con-
tinuous flow process industries with non-discrete items remain least
researched with respect to specific theoretical and optimization issues.
The purpose of this work is to locate continuous non-discrete produc-
tion within the theoretical frameworks and apply planning techniques
on a concrete industrial example. Subsequently, two mathematical op-
timization models are developed and analyzed in conjunction with their
practical implications and computational results.1 The first formulation
allows for a better utilization of the production capacity with respect to
energy costs, whereas the second one maximizes the production output.

1.1 Theoretical Frameworks and Issues

As previously cited, continuous flow production systems are least re-
searched with respect to specific theoretical and optimization issues
[1]. This development is explained by a common contrasting of discrete
and non-discrete industries with less consideration to the variety of
the latter (e.g., oil refineries, chemicals, food, roofing, glass and fiber-
glass). This disbalance is a consequence of a univocal acceptance of the
classic product-process matrix [2], which contributes to unawareness of
its shortcomings and forecloses promising research directions. This is
further exacerbated by the mounting body of works that hinder the in-
dustry type distinctions and concentrate on discrete manufacturing [3].

1 None of the absolute values can be presented for confidentiality reasons
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Concurrently, due to process complexities observed within this produc-
tion type, the focus has rested with process control and automation.
Moreover, planning solutions are hard to obtain and their feasibility
set is limited. Therefore, lesser emphasis has been put on production
planning in such environments.

2 Description of Production System

This paper considers a processing industry company in Europe. Us-
ing a set of specified materials, the company manufactures a range of
commodity products that are distributed to its customers via one or
two distribution levels. The researched manufacturing facility is a non-
discrete flow shop, where every product follows a fixed process-specific
routing via a number of machines and intermediary tanks while product
transfer is conducted via a network of pipes (Figure 1).

Fig. 1. Generalized scheme of the researched production system

All the products can be split in two main groups, depending on pro-
cessing technology and quality. Yet, production machinery utilized at
the plant can be divided in three groups: machines configured to make
a subset of the first product group, machines tuned for a subset of the
second product group and hybrid machines making a subset combina-
tion of both groups. The characteristics of the machinery contribute to
uniqueness of the incumbent production system. For each of the ma-
chines and each of the products it is configured to manufacture, no
stoppage, set-up or change-over is required in order to switch between
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any products. This feature makes the production system completely
continuous. Moreover, none of the produces are wasted as they can be
reprocessed or mixed to meet the final product specifications.
As previously observed within the body of production planning lit-
erature and supported by methodical analysis of continuous process
industry applications, the described production problem remains un-
explored [1]. The classic production planning problems that come close
to the researched environment are mainly employed for discrete manu-
facturing and concentrate on line balancing, line configuration and jobs
sequencing [4]. Even within the continuous production type the focus
rests with a myriad of lot sizing problems, where the majority of pro-
duction settings require set-ups with related downtimes or constitute a
batch process (e.g., [5] and [6], for details cf. [1]).

3 Problem Characteristics and Optimization Issues

Provided the system’s characteristics, a single-stage multi-product
multi-period mixed integer linear programming model was formulated.
The model is focused on better capacity utilization at the final process-
ing stage, minimizing the total energy costs (essential component of the
total production costs) and synchronizing production and distribution
planning [7]. In the following, a selection of constraints illustrating the
system’s peculiarities is presented and discussed.2

3.1 Discrete Machine Capacities

In the researched system, machine capacities are discrete - it is rarely
possible to match a given planned production quantity with a specific
machine production rate or a combination of machines’ rates. Relative
to the deterministic planned production quantities qpt of product p
in period t, over- P+

pt or underproduction P−pt will occur most of the
time (here, rmp defines individual machine capacities for each product,
while Zmpt is a binary variable indicating machine-product assignment
in period t).

∑

m∈M
rmpZmpt − qpt = P+

pt − P−pt ,∀p ∈ P,∀t ∈ T (1)

Thus, a distinct production rate is attached to the binary variable,
where

∑
m∈M rmpZmpt is not continuous and, thus, cannot take any

value as assumed in the classic production planning situations [8] - the
2 Here M , P and T are respective sets of machines, products, and time periods
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value area is a finite set of discrete points, not an infinite area of con-
tinuous values. Therefore, two additional constraints (2) and (3) and
a binary indicator variable Ypt are introduced to guarantee that over-
and underproduction do not occur simultaneously. Here, µ and λ are
empirically obtained control parameters, bounding respectively over-
production (Ypt = 1) and underproduction (Ypt = 0) and cutting the
solution space to solve problems of reasonably large size very quickly:

P+
pt ≤ µYpt,∀p ∈ P,∀t ∈ T (2)

P−pt ≤ λ(1− Ypt),∀p ∈ P,∀t ∈ T (3)

Within the horizon, the total underproduction relative to the planned
production quantities is limited to κp values obtained by utilizing both
empiric figures and post-optimization analysis (neither back-order nor
a stock-out situation is acceptable as the customer service level require-
ment is 100%). ∑

t∈T
P−pt ≤ κp

∑

t∈T
qpt,∀p ∈ P (4)

3.2 Quality Constraints

The final product quality is of the foremost importance in the re-
searched production system. It must be ensured due to variability of
raw materials’ characteristics, consequent changes in product yields and
potential off-grade production. For each product, the quality condition
is satisfied by requesting the minimum production length of three con-
secutive periods on the same machine:

Zmp,t+1+Zmp,t+2 ≥ 2Zmpt−Zmp,t−1−Zmp,t−2,∀m ∈M,∀p ∈ P,∀t ∈ T
(5)

3.3 Summary of Testing Results

The model formulation has been tested with the use of CPLEX 9.0.0
solver on the real data provided by the plant utilizing Dell OptiPlex
GX260 computer with Intel Pentium 4 processor, where the number of
analyzed products is within 20 and the number of machines is within
40. As previously discussed [7], the model reflects the essence of the
production system and provides energy cost savings for the horizons of
2 and 3 weeks relative to the budgeted levels,3 while rendering losses
for the 1-week time span (Table 1).
3 The absolute values are significant, though the relative figures are rather small
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Table 1. Energy cost savings (% to the budget), minimization model

Horizon / Instance 1 2 3 4
1 week (1.06) (1.13) (1.41) (1.53)
2 weeks 2.64 2.65 3.43 2.45
3 weeks 4.15 1.72 3.49 2.27

As to the CPU times, for the 1 week horizon the range is 0.37-1.92
seconds, for 2 weeks - 6.70-232.42 seconds, and for 3 weeks - 231.00-
578.40 seconds or 3.85-9.64 minutes (the best obtainable given a limit of
10 minutes). Thus, a specialized algorithm is needed to solve problems
spanning longer time periods.

4 Capacity Maximization

The following model of the researched system maximizes production
output regardless of the costs involved:

max
∑

m∈M

∑

p∈P

∑

t∈T
rmpZmpt (6)

subject to assignment, inventory balance, quality (5) and machine avail-
ability constraints as defined in [7]. The formulation is warranted by a
practical need to estimate the total available production capacity due
to machine maintenance and product demand variations. The same
four data instances for 1 week horizon were tested (Table 2).

Table 2. Summary of the test results, maximization model

Measure Instance 1 Instance 2 Instance 3 Instance 4
Cost savings (% vs. budget) (1.79) (4.12) 0.74 (3.06)
Total CPU time (seconds) 47.03 42.86 22.17 81.66

Here, Instance 3 does not only provide marginal energy cost savings, it
also yields the second largest total output among the four alternatives
short of only 0.49% vs. Instance 2, where the largest loss is incurred.
The CPU times were reasonable within this horizon, yet they exceeded
the span of 24 hours, when tested on the 2-week instances. Though the
maximization formulation has fewer binary variables compared to the
minimization model, it has a less tightly constrained solution space with
no cuts. Therefore, to allow the solution of this problem for the planning
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horizons spanning more than one week, it is necessary to design cuts
and, ultimately, construct a specialized algorithm for this problem.

5 Conclusions and Further Research

This paper located continuous non-discrete production within the the-
oretical frameworks and applied planning techniques on a concrete in-
dustrial example. In particular, it addressed specific theoretical and op-
timization issues pertinent to the researched production environment.
Subsequently, a gist of two models - cost minimization and capacity
maximization - was presented, illustrating the system’s peculiarities
and the models’ practical use. The future research on the subject will
focus on formulating mathematical models for multi-stage production
systems and developing solution algorithms for the defined problems.
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Summary. The existence of pure monopoly in network industries increases
the role of regulation mechanisms in connection with objectification and in-
crease in their social effectiveness. The objective of regulation mechanisms is
to find an appropriate proportion between price and product supply of net-
work industry under assumption of the existence competitive market. With
regard to analysis of equilibrium in network industries models it is important
to point out that except for competition policy protection the state fulfils
another specific task - regulation of network industries.
The aim of the paper is to examine the equilibrium conditions in the market of
network industries. The state influences proportional relations between price
and supply of network industry production.
The conditions for equilibrium of network industries and methods of their
regulations will be examined in the paper. The stress will be laid on the
regulation on the base of cost - return over costs regulation

1 Introduction

This paper will deal with price regulation scheme on the basis of return
over costs regulation. Return over costs is scheme of natural monopoly
regulation, which is in principle different form the model of regula-
tion on the basis of rate of return. It derives the barrier for the not
exceedement of reasonable profit only from the part of the regulated
entity’s input activities, namely from the volume of investment. This
undesirably motivated monopoly to disproportionate increase of capital
investment, which was of course contra productive.
Return over costs regulation sets the maximum profit margin for reg-
ulated firm on the basis of its overall costs. We can see that there is
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certain analogy between this form of regulation and regulation on the
basis of the rate of return. However the difference is that return over
costs regulation does not prefer particular cost group, but uses the
overall costs.
The idea, that firm’s profit is in this case some kind of function of its
costs is of course mystification. This scheme, however, effectively hin-
ders natural monopoly from asserting such combination of its supply
and monopolistic market price, which would allow it to make inappro-
priate profit in comparison with exerted costs.

2 Cost-oriented Models of Network Industries Price
Regulation

In short, the keystone of return over costs regulation is that regulator as
the base for regulated entity’s reasonable profit definition sets its overall
costs and defines reasonable profit as a certain allowed percentage RoC
of its costs. Analytically we can express this condition as

RoC × n(q) ≥ π(q)

or
RoC × (w × L+ r ×K) ≥ π(q)

where
q – production
n(q) – function of the total costs of the firm, n : R→ R
π(q) – profit function π : R→ R
L – labor (production factor)
K – capital (production factor)
w – labor price
r – capital price
RoC – reasonable profit margin set by the regulator corresponding to the unit
costs.
Regulated output and regulated price in the return over costs environ-
ment are calculated by solving the following mathematical program-
ming task

π(q) = π (f(K,L)) = p (f(K,L))×f(K,L)−w×L−r×K → max, (1)

subject to

p (f(K,L))×f(K,L)−w×L−r×K−RoC×(w × L+ r ×K) ≤ 0, (2)

K,L ∈ R≥0. (3)
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Solution of the optimization task (1)–(3) is optimal consumption vol-
ume of production factors labor L∗ and capital K∗, on the basis of
which, with the help of the production function, the regulated optimal
volume of output q∗RoC is quantified

q∗RoC = f(K∗, L∗)

And regulated optimal price p∗RoC with the help of the price-demand
and production function on the basis of the relation

p∗RoC = p(q∗RoC) = p (f(K∗, L∗))

While also in this regulation approach the rate of return on revenues
defined by the parameter RoC is respected, i.e. exogenous control pa-
rameter set by the regulator.
Let us now transform the optimization task (1)–(3) with two variables
L, K into a task with one variable q in a following way

π(q) = p(q)× q − n(q)→ max, (4)

Subject to
p(q)× q − n(q)−RoC × n(q) ≤ 0, (5)

q ∈ R≥0, (6)

where
t(q) = p× q – function of revenues of the firm, t : R→ R
n(q) = nv(q) + nF – function of the total costs of the firm, n : R→ R
nv(q) – function of the variable costs of the firm, nv : R→ R
nF – fixed costs of the firm, nF ∈ R
RoC – reasonable profit margin set by the regulator corresponding to the unit
costs.
On the basis of the substitution we can reformulate the optimization
task (4)–(6) to

π(q) = t(q)− n(q)→ max (7)

subject to
t(q)− n(q)−RoC × n(q) ≤ 0, (8)

q ∈ R≥0. (9)

Task (7)–(9), or task (4)–(6) analytically describes the situation that is
geometrically interpreted on the Fig. 1. Graphs of the basic functions
describing production and cost attributes of the regulated firm and the
attributes of the relevant market as well are taken from the return on
output regulation model.
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Revenues function in the situation on the Fig. 1. Reaches its maximum
in the point q∗, which represents supply of the firm in the elastic de-
mand zone. Firm is selling its goods for a relative high price p∗ in the
elastic demand zone, i.e. in the zone for positive values of the marginal
revenues function t(q).
Regulated firm has the tendency to set its decision making parameters
in a way the limit set by the regulator would allow it to reach maximum
profit. As we can seen on the Fig. 1, margin of the regulated profit is
represented by the curve, which is a transformation of the total cost
curve. We get it by multiplying the function values by regulation pa-
rameter RoC, i.e. by the regulatory allowed portion of the profit from
the costs.
Let us note that RoC parameter is not in percentage but in relative
expression. So it has the value RoC ∈ (0, 1). In the situation presented
on the Fig. 1 the firm will have volume of the output qRoC and with
greater volume of the output by the lower price pRoC it will reach lower
profit.
If the regulator would decide to use more strict regulation conditions
and enforce lower allowed rate of profit RoCN , (RoC > RoCN ) upon
the regulated entity, the regulated entity would henceforth increase its
output on the volume qRN by decreasing production price pRN and by
gradual decrease of the profit. However price decreased and volume of
output increase at the same time encourages the growth of the social
welfare.

Fig. 1. Regulation on the return over costs basis – RoC

The comparison of the products market price and production costs of
the firm also leads to interesting conclusion while using this type of the
regulation. Let us explore the reasonable profit margin in return over
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costs regulation from this aspect again.

RoC × TC(Q) ≥ π(Q). (10)

In this condition we express the total cost function of the firm analyt-
ically. We get reformulated condition expression (10):

RoC × (nv(q) + nF ) ≥ p(q)× q − (nv(q) + nF ) .

And after further modification

p(q)× q ≤ RoC × (nv(q) + nF ) + (nv(q) + nF ) ,

p(q)× q ≤ (1 +RoC)× (nv(q) + nF ) . (11)

After division of the equation by the supply volume q > 0 we get

p(q) ≤ (1 +RoC)× (nv(q) + nF )
q

,

p(q) ≤ (1 +RoC)× (nv(q) + nF )
q

,

p(q) ≤ (1 +RoC)× np(q), (12)

where

np(q) =
nv(q) + nF

q
, q > 0, are total average costs of the firm.

Relation (12) represents substantial feature of the return over costs
regulation, which also explains already mentioned mystification about
direct relation of the regulated reasonable profit margin and total costs
of the natural monopoly.

3 Conclusion

On the basis of the relation (12) and from the geometrical interpre-
tation of the optimization task solution (1)–(3) we can formulate the
following important conclusions about firm behavior in the condition
of the return over costs regulation:

1. In general, return over costs regulation constructs reasonable profit
margin for the regulated entity on the basis of the proportional por-
tion of its total expended costs. This proportional portion is defined
by the RoC parameter. So primary it encourages the producer to
produce greater volume of supply by the lower price, which is in-
creasing social welfare.
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2. The particular optimal position of the regulated firm is determined
by the characteristics of the cost function, which is directly related
to the character of the profit function on one side, because

π(q) = t(q)− n(q).

And on the other side by the characteristics of the price-demand
function p(q), which specifies elastic and inelastic demand zones.

3. From the relation (12) we can see that regulated firm can set its
production parameters, production prices and consumption of pro-
duction factors only in a manner for its production market price
to be up to RoC percent greater than the average unit costs of
production. We can see that ineffective cost increase of the firm, in
accordance with regulatory relation of this method, would be albeit
creating room for reasonable profit increase however the validity
of the relation (12) needs to be ensured and such combination of
supply production price found, that would ensure its consumption.

It is obvious that in elastic demand zone, i.e. by positive marginal
revenues, regulated firm produces greater volume of output compared
to nonregulated firm and tries not to waste the production factors.
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Summary. We allocate a given production workload between L production
lines producing P products with a subsequent buffer of limited capacity by
modeling the problem as a classical transportation problem. The model is
embedded in a Dynamic Programming approach that finds a cost-optimal
solution exploiting the given flexibility of an automotive plant with respect to
production capacity, production volume and staff. Preliminary computational
results show that our approach solves real-world instances within some hours.

1 Introduction

In the last two decades the automotive market dramatically changed
from a sellers to a buyers market and the automotive is no longer a
mass product but a symbol of individuality. Hence, automotive Orig-
inal Equipment Manufacturers (OEMs) installed flexible manufactur-
ing systems to be able to produce and deliver individually ordered cars
more flexibly and more quickly. Currently, OEMs are in a position to
adjust production time and speed and to use flexible working hours,
hirings and dismissals. Moreover, it is possible to shift production work-
load and workers between production facilities, typically production
lines inside a plant. This variety of flexibility is limited to technical re-
strictions, labor legislation and in-plant agreements, concluded e.g. with
the staff association or a labor union. An automotive plant typically
consists of a body shop, a paint shop and a final assembly. In the body
shop raw component parts are welded in a highly automated process
to create a car body. After an elaborate painting in the paint shop, the
production process is finished in the final assembly by installing the
engine, gearbox, and interior decoration etc. Product specific buffers
of limited capacity are located between subsequent shops to decouple
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the corresponding production processes [4, 1]. The planning horizon of
three to five years is divided into T periods, typically weeks or months.
Our topic is to find a cost-optimal solution by determining the pro-
duction time and speed, the number of workers to hire and dismiss,
and the production volume for each line and period. In the following,
we restrict ourselves to the paint shop and its dependency to the final
assembly shop and the corresponding buffer.

2 The Basic Approach

For each period and line we determine a production time, e.g. eight
hours per day, and a production speed as well as the production vol-
ume for each product incorporating the subsequent buffer capacities.
Additionally, we determine the amount of workers to be hired or dis-
missed, distinguishing between permanent and temporary workers, and
we decide whether to displace permanent staff from one production line
to another. Associating the periods with the stages of a Dynamic Pro-
gramming (DP) approach [2], we are able to find a cost-optimal solution
for the outlined planning problem with L production lines and P dif-
ferent products. Later on, we extend this approach with a combined
buffer for all products, i.e. with a buffer not specific to the products.
The production time is a result of the selected so-called shift model
which determines the number of shifts per day and their lengths. Ad-
ditionally, each shift model is associated with some cost values, e.g. the
premiums for overtime and night shift. The production speed is given
by the platform configuration of the line which indicates the average
percentage of platforms carrying a car body. Being aware of the produc-
tion time and speed we are able to quantify the production capacity of
the considered production line. Taking into account all lines, the overall
capacity must be sufficient to produce the required demand for prod-
ucts given by the subsequent shop, the final assembly. The permanent
workers are required for an output quality on a constantly high level,
they are well-protected against dismissal, and earn higher wages than
their temporary colleagues. Worker demand peaks can be met, first,
by displacements of permanent workers from one line to another and,
second, by additional temporary workers. As stated in agreements with
the labor unions, the fraction of the temporary workers in the overall
staff may not exceed a given value. Incorporating the contracted hours,
the shift model at a line determines the amount of over- or undertime
the workers have to work in each period. Accumulating these values
over all periods elapsed, we get the running total of the so-called work-
ing time account which is bounded up- and downwards due to in-plant
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agreements. In order to avoid oversized data the working time account
of a line is stored as the average of all workers currently assigned to that
line. Summarizing, a state in our DP approach consists of the selected
shift model and platform configuration, the current buffer stock for each
product in the subsequent buffer, the number of temporary and perma-
nent workers, and their average working time account. A decision in our
DP approach contains the selected shift model and platform configura-
tion, the number of hirings, dismissals and displacement of workers as
well as the production volume for each line and product. Especially the
buffer stock, the number of workers, and the working time account are
responsible for the “curse of dimensionality” invoking a huge number of
states and decisions during the DP approach [5]. Hence, we discretize
the state variables mentioned above to reduce the number of decisions
and states. In addition, we cease to enumerate all feasible decisions and
restrict ourselves to the meaningful ones. For this, we focus on the sub-
problem of distributing the production workload between the lines in
the paint shop in a certain period t assuming that the demand for each
product is given from the production schedule of the final assembly.
Incorporating all production lines, we enumerate over all combinations
of shift models and platform configurations with enough production
capacity. For each of those combinations we determine meaningful val-
ues for the production volume for each line, product, and shift in the
considered period. The corresponding subproblem can be modeled as a
classical Transportation Problem (TP). We use the solution of the TP
to identify the decision concerning the production volume during the
DP approach. The decision is completed with the help of a heuristic
considering the hirings, dismissals and displacements of staff between
the production lines. This approach provides a “cost-optimal” solution
keeping in mind the disaggregation into subproblems and the heuristic
for the staff decision. In the upcoming section we describe the subprob-
lem of allocating the production workload in detail.

3 Allocating the Production Workload

The workload in the paint shop is determined by the production sched-
ule in the final assembly and the buffer capacity located between the
two shops. To provide a buffer-feasible production schedule we have to
ensure feasibility for every single shift of the considered period because
typically the buffer has a capacity of about one shift. We initially model
the problem as a classical transshipment problem where lines supply
and products ask for production capacity. The buffers are represented
by transshipment nodes. In particular, we introduce a supply node Lls
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for each line l ∈ {1, . . . , L} in each shift s ∈ {1, . . . , S} with a supply
equal to the corresponding production capacity available. Analogously,
we introduce a demand node Pps for each product p ∈ {1, . . . , P} in
each shift s with a demand equal to the corresponding product demand
arising from the production schedule of the final assembly. To model
product specific buffers we introduce a transshipment node Bps for each
product p and shift s. The buffer capacities – reduced by the minimum
safety stock – act as the maximal transshipment capacity of nodes Bps,
while the opening stock is modeled as an additional supply node B−p0
for each product. To balance the transshipment problem, we introduce
a dummy demand node C representing, roughly spoken, the excess ca-
pacity. More precisely, it represents the sum of, first, the difference
between supply of production capacity and demand for products and,
second, the difference between the buffer stocks previous to the first and
after the last shift of the considered period. The corresponding graph is
rather sparse because transportation is restricted to only a few connec-
tions as follows. Each supply node Lls is adjacent to Pps and Bps if and
only if product p can be produced on line l. Transportation over these
arcs represents the production to fulfill the demand for products and
filling the buffer, respectively. Additionally, Lls is connected to C for
all l and s to model unused capacity in the particular shift. The buffer
stock Bp,s−1 can be, first, used to meet the demand for products in the
next shift and, second, stored for future shifts. These two utilizations
are represented by arcs from Bp,s−1 to Pps and Bps, respectively. Note
that BpS is only adjacent to C for all products. The amount of trans-
portation over these arcs equals the closing stock of the appropriate
product. All arcs are valued with appropriate production or storage
cost values. Using the reduction in [3, p. 170] we can transform the
given transshipment problem into a TP. For this we introduce a supply
node B−ps and a demand node B+

ps for each transshipment node Bps.
The supply and demand of the new nodes equals the maximal trans-
shipment capacity of Bps. Incoming arcs in Bps are transformed into
incoming arcs in B+

ps, the analogy holds for outgoing arcs and B−ps. B
−
ps

represents the buffer stock of product p at the end of shift s, B+
ps at the

beginning of shift s. Finally, we introduce an arc from B−ps to B+
ps for

each product p and shift s which models unused buffer capacity in the
particular shift. Next, we extend the problem with a combined buffer
for all products with a maximal capacity of B. To clarify this transfor-
mation, we illustrate the resulting graph for two lines, two products,
and two shifts in Figure 1. The additional restriction regarding the
combined buffer means that for each shift s the inequality
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∑

(i,j)∈Xs
xij ≤ B (1)

must hold, where Xs contains all arcs incident with B+
ps except the arcs

from B−ps for all products p.
By adding this restriction the problem looses the property of being a
TP, but by adding 2S nodes appropriately we reobtain an equivalent
TP. Hence, we extend Xs with the arcs incident with B+

pσ for all p and
1 ≤ σ ≤ s− 1 as well as Ppσ for all p and 1 ≤ σ ≤ s. The resulting set
of arcs X ′s is represented by the solid ones in Figure 1(a) for s = 1 and
in Figure 1(b) for s = 2.

(a) s = 1 (b) s = 2

Fig. 1. The combined buffer for L = P = S = 2

At the same time we enlarge the right hand side of (1) by the demand
of the nodes just mentioned, so that (1) is equivalent to

∑

(i,j)∈X′s

xij ≤ B +
P∑

p=1

(
s−1∑

σ=1

(
B+
pσ + Ppσ

)
)

+ Pps. (2)

It is easy to verify that the upper bound implied by (2) is equivalent to
a lower bound on the sum of transportation units on the dashed arcs in
Figures 1(a) and 1(b). This means that up to each shift some fraction
of the line capacities may not be used, neither for fulfilling demand
for products nor for increasing the buffer stock. The transformation
described allows us to consider a set of arcs all incident with one node,
namely C. Therefore we gain some upper bounds on partial sums. Ad-
ditionally, the set of arcs used for shift s is a subset of the set used
for shift s + 1, so we can use the idea of Wagner [6]: We introduce an
additional supply node C−s as well as a demand node C+

s for each shift
and and reobtain a TP. The demand and supply of the nodes added
equal the maximal amount of the line capacities that can be left unused
or that can be used to increase the buffer stock in all following shifts
s+ 1, . . . , S. The resulting graph is illustrated in Figure 2.
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Fig. 2. The resulting graph for L = P = S = 2

Summarizing, we showed that we are able to model the arising subprob-
lem and its extension as a classical TP which can be solved efficiently.
The solution is integrated into our DP approach as described. Prelimi-
nary computational results showed that a real-world instance with two
lines, two products, and a planning horizon of two years can be solved
in some hours.

4 Outlook

Next to increasing computation speed by improving the implementa-
tion, there are still further interesting aspects arising from practice
whose integration into our approach would provide an additional ben-
efit: First, we would like to integrate several buffers where different
products can be stored, e.g. one combined buffer for product 1 and 2,
and another one for product 2 and 3. Second, it is possible to save an
enormous amount of money by switching off a line l for a shift s which
is equivalent to setting the amount of transportation from Lls to C+

s

equal to the supply of Lls.
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1 Introduction

In this paper, a specific cutting problem will be considered that has
only received very limited attention in the literature so far, namely one
in which the plate to be cut down contains a (rectangular) defective
region. For the corresponding cutting problem without defects, Mora-
bito et al. (cf. [3]) have introduced a solution method which is based
on the AND/OR-graph approach. We suggest several modifications of
this method which allow for dealing with a plate that contains a single
defect, a problem type introduced by Carnieri et al. (cf. [1]).

2 Problem Definition

The problem to be discussed here is a variant of the so-called (un-
constrained, guillotineable-layout) Two-Dimensional Rectangular Sin-
gle Large Object Placement Problem (2D UG SLOPP; cf. [6]): Let a
(weakly heterogeneous) set of small items be given which are grouped
into relatively few classes (types) in which the items are of identical

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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size (li, wi) and value vi, i = 1, . . . ,m. The small items have to be laid
out orthogonally on a single large object (stock plate) of given dimen-
sions (L,W ) such that the small items do not overlap and lie entirely
within the large object. Any such layout is called a cutting pattern.
The number of times each item type appears in a cutting pattern is
not limited and can even be 0. The item types have a fixed orienta-
tion and the pattern must be guillotineable. A cutting pattern is to
be provided which maximizes the total value of the small items in the
pattern. This problem is known to be NP-hard as it is a generalization
of the classic Single Knapsack Problem (cf. [2]). Unlike in the standard
2D UG SLOPP, we now assume that the large object contains a defec-
tive region which is represented by a rectangle (ld, wd) whose edges run
in parallel to the edges of the large object and whose position on the
large object is known.

3 An AND/OR-Graph Approach to the 2D UG SLOPP

3.1 Fundamentals

The solution approach suggested here is an extension of the AND/OR-
graph approach introduced by Morabito et al. for the (standard)
2D UG SLOPP without defects (cf. [3]). In short, this approach con-
sists of a representation of the solutions of the cutting problem by
means of a specific graph (AND/OR-graph) and a Branch & Bound
search. An AND/OR-graph is a directed graph G = (V,E) with a
set of nodes V and a set of directed arcs E = {e1, . . . , es}, where
each arc eu, u = 1, . . . , s, has been assigned a set S of end nodes:
eu = (j, S), j ∈ V, S ⊆ V . In our case, S always consists of a pair of
nodes. When following a path through the graph, one can choose be-
tween several arcs that emerge from a node (OR part), but one has
to follow both branches of the chosen arc (AND part). This type of
graph provides an appropriate tool for the representation of a cutting
process, each node standing for a (stock or intermediate) plate, each
arc eu = (j, {p, q}) for a guillotine cut that separates a plate j into a
pair {p, q} of new plates. Throughout the process of realizing a cutting
pattern by means of (a series of) guillotine cuts, ”intermediate” rectan-
gular plates will occur, which may have to be considered for being cut
down further. The Branch & Bound search requires the determination
of upper and lower bounds for the objective function value which can be
generated by cutting down such plates. Given a plate N = (LN ,WN ),
a straightforward upper bound UB(LN ,WN ) is provided as follows:
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UB(LN ,WN ) = LN ·WN ·max
{
vi
liwi

: i = 1, . . . , n
}
.

The determination of a lower bound LB(LN ,WN ) can be based on ho-
mogeneous cutting patterns which contain only small items of a single
type:

LB(LN ,WN ) = max
{
vi ·
⌊
LN
li

⌋
·
⌊
WN

wi

⌋
: i = 1, . . . , n

}

For a detailed description of the approach we refer to the original pub-
lication ([3]).

3.2 Modifications for a Defective Plate

The computation of the upper bound for a plate N containing a de-
fect is based on the usable area of the plate, which is given by the
size of plate N less the size of the defect. In order to compute a lower
bound, N is partitioned (using guillotine cuts) into so-called (maximal)
non-defective (rectangular) regions which fill the entire non-defective
area of N . Fig. 1 depicts all such partitions which can be generated by
guillotine cuts. It also demonstrates that all the partitions are made
up of (at most) 16 different non-defective regions only. For each of the

Fig. 1. Partitions of a defective plate into non-defective regions

non-defective regions, the best homogeneous cutting pattern is deter-
mined. Then, for each partition, the lower bounds for the respective
non-defective regions are added up, resulting in a lower bound for each
partition. Finally, the lower bound for N is computed as the maximum
of the lower bounds of all 14 partitions. A similar, yet less elaborate
approach has been presented by Vianna and Arenales (cf. [5]).
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4 Implementation and Design of Numerical Experiments

4.1 Problem Classes and Generation of Problem Instances

In order to demonstrate the solution quality of the proposed method,
extensive numerical experiments on randomly generated problem in-
stances have been performed. Initially, 18 main problem classes were
defined by combination of the following problem characteristics:
• dimensions of the large objects (in length units): (600, 600), (900, 400),

(1200, 300)
• number of item types: 5, 10
• size of item types (in area units): 1− 3600 (small), 10800− 18000 (large),

1− 18000 (mixed).

By means of a problem generator specifically designed for the problem
type under discussion (for details see [4]), for each main problem class,
30 realizations of item types were generated randomly which can be
considered as the ”core” data set of each main problem class. Then

Table 1. Dimensions of the defects

quadratic horizontal vertical

small (60, 60) (105, 35) (35, 105)
medium (120, 120) (210, 70) (70, 210)

large (170, 170) (285, 95) (95, 285)

each data set was combined with randomly located defects of 9 different
sizes, as depicted in Table 1. By doing so, a total number of 162 problem
classes was obtained, containing 30 instances each.

4.2 Heuristic Modifications of the Branch & Bound Search

In order to keep the computing times and memory requirements within
reasonable limits, the Branch & Bound search has been modified heuris-
tically in two ways (for details see Morabito et al. [3]): Only promising
cuts are used, i.e. a significant improvement can be expected when
looking at the bounds, and a heuristic search strategy is applied which
combines a complete depth-first tree search down to a depth bound of
3 with a greedy heuristic that chooses the best branch computed so far.
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4.3 Computer Hardware and Software

The algorithm has been coded using the Borland Pascal Compiler Ver-
sion 7. The tests were performed on a microcomputer with a Pentium
4 processor with 1.7 GHz and 512 MB RAM.

5 Test Results

Across all 4860 problem instances, the average waste amounted to
5.0333% of the useable area of the large object (note that the optimal
solutions are not known); the average computing time per instance was
10.25 seconds. Table 2 gives an overview of the results for the main
problem classes, each consisting of 270 instances. These results show

Table 2. Waste and computation times for the 18 main problem classes

class no. large object no. item item type waste [%] time [sec]
types size

1 (600, 600) 5 small 1.472 9.63
2 (600, 600) 5 mixed 5.042 7.48
3 (600, 600) 5 large 9.117 3.88
4 (600, 600) 10 small 0.713 18.93
5 (600, 600) 10 mixed 3.661 17.92
6 (600, 600) 10 large 7.752 10.59
7 (900, 400) 5 small 1.600 9.49
8 (900, 400) 5 mixed 4.967 6.65
9 (900, 400) 5 large 10.588 3.84
10 (900, 400) 10 small 0.974 19.85
11 (900, 400) 10 mixed 4.045 14.33
12 (900, 400) 10 large 7.732 9.58
13 (1200, 300) 5 small 1.811 8.17
14 (1200, 300) 5 mixed 7.636 4.74
15 (1200, 300) 5 large 10.839 2.82
16 (1200, 300) 10 small 0.991 18.17
17 (1200, 300) 10 mixed 4.219 11.61
18 (1200, 300) 10 large 7.442 6.84

that a growing number of item types leads to an increase in waste as
well as a decrease in computing time, due to the higher number of
possible cutting patterns which have to be investigated. For the same
reason, waste increases and computing time decreases for larger item
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types. The shape of the large object has only little influence on the
percentage of waste, which increases slightly with a more rectangular
shape. Looking at the detailed results for the different types of defects
shows that a larger defect yields more waste and slightly less comput-
ing time, due to the smaller number of possible cutting patterns. The
shape of the defect has almost no influence on computing times, but a
strong one on the percentage of waste. A horizontal defect yields the
largest percentage of waste, while a vertical defect yields the smallest
(this is because a vertical defect divides a rectangular large object in
two, leaving very little space above and below). It can be said that the
size of the item types has the by far strongest influence on the solution
speed and quality.

6 Outlook

To enable the algorithm to deal with larger problem instances, stricter
bounds for the tree search and new heuristics are to be developed. As a
next step, the algorithm can be extended to the staged or constrained
2D UG SLOPP with a defect, which requires new upper and lower
bounds as well as an adaptation of the Branch & Bound procedure.
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1 Introduction

In practise, production managers prefer to determine an optimal pro-
duction plan by using minimum lot size restrictions instead of setup cost
[3, 5]. Anderson and Cheah [1] also noticed, that in “lot sizing practice
out-of-pocket setup cost are commonly accounted for by specifying a
minimum batch size parameter”. Therefore, the objective is to minimize
the total inventory cost only with respect to the lot size restrictions, and
not the sum of setup cost and inventory cost, as in mainstream models.
In the paper we formulate the single item dynamic lot sizing problem
with minimum lot size restriction and elaborate a dynamic program-
ming algorithm for its solution. The preliminary computational results
show that the algorithm is highly efficient and determines optimal so-
lutions in negligible time.

2 Problem Formulation

Let us consider an uncapacitated single item dynamic lot sizing prob-
lem [2]. Instead of common set up cost in the original Wagner/Whitin
paper, we introduce into the model a minimum lot size (MLS) restric-
tion. Furthermore, we assume that production and inventory holding
cost are constant and thus can be omitted in the objective function.
The problem under consideration has the following view [6]:
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min
T∑

j=1

Ij (1)

Ij = Ij−1 +Xj − dj , (2)
YjL ≤ Xj ≤ YjdjT , (3)
Yj ∈ {0, 1}, (4)
Ij ≥ 0, I0 = IT = 0, j = 1, . . . , T. (5)

In model (1)–(5) known parameters T , L and dj denote the length of
the planning horizon, the minimum lot size and the demand values in
periods j = 1, . . . , T , respectively. We assume that they are integers.
The decision variables Xj , Ij and Yj denote the production quantity
in period j, the inventory level at the end of period j and the Boolean
variable, which equals unity if production occurs in period j, and zero
otherwise. The cumulative inventory, which represents inventory hold-
ing cost, is minimized by the objective function (1). The inventory
balance equations are provided by (2). Restriction (3) models the fact,
that the produced quantity in period j is either zero or at least L,
where djT denotes the cumulative demand in periods from j to T and
dj+1, j = 0 for all j. Restriction (4) is obvious, and restriction (5) states
that no negative inventories are allowed. Without loss of generality we
assume that I0 = 0. Moreover, in this paper we explore only the so-
called limited version of the problem with IT = 0. Nevertheless, all
results derived for the limited problem can also be extended to the un-
limited problem with IT > 0. Because of space limitations, however, we
restrict ourselves here to the examination of the limited problems only.
The generalized zero-inventory property for the similar to (1)–(5) prob-
lem with minimum batch restriction was proven in [1]:
Theorem 1 (Anderson and Cheah, 1993). There exists an optimal
solution in which

a) It−1Xt(Xj−L) = 0 for each j and t satisfying 1 ≤ j < t ≤ T , where
Xj ≥ L and Xi = 0 for each j < i < t.

b) If Xj > L, then Xj = djt − Ij−1 for some j ≤ t ≤ T .
c) IT < L.

Statement a) of the theorem gives a generalized zero-inventory property
according to which only second one of the two subsequent production
values with positive inventories between them can be greater than the
lower bound L. Similarly to the classical case, statement b) says that
the sum of a production value, that is greater than the lower bound, and
the inventory before that period will cover the cumulative demand for
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some next periods. Finally, statement c) states that the final inventory
is always lower than L and therefore is relevant only for unlimited
problems.
We present an efficient dynamic algorithm for problem (1)–(5) which,
in contrast to the solution given by Anderson and Cheah [1], does not
regard inventory values Ij as states but uses a network presentation of
the problem solution procedure. Main efforts are put on eliminating as
many arcs as possible. To our knowledge, algorithms published so far
for various LSP do not draw much attention to the structure of demand
inputs. The current paper presents an attempt to reduce the complex-
ity of the solution algorithm by considering special characteristics of
demand values, such as the relation of cumulative demand to the lower
bound and jumps in the demand in various periods.

3 Minimal Sub-Problems

A sub-problem SPit is a part of the problem (1)–(5) on periods i, . . . , t
with Ii−1 = It = 0, where 1 ≤ i and t ≤ T . A sub-problem is solvable if
dit ≥ L, while the production quantity should be at least L and there
should be no final inventory. Formally, the parameter t−i = min

{
j ≥

i | dij ≥ L
}

provides the lower bound for the horizon of the sub-problem
SPit, because in case when t < t−i the problem SPit is unsolvable.
Definition. Sub-problem SPit is minimal if there is no such period
k, i ≤ k < t that Îit = Îik + Îk+1, t and Îk = 0, where Îit denotes the
optimal cumulative inventory for periods from i to t.
In other words, whatever optimal solution of a minimal sub-problem is
found, the inventories for all periods, except the last one, are positive.
A sub-problem is not minimal if such a period k exists.
Corollary of Theorem 1. For a minimal sub-problem (a) at most
one production value is greater than L; (b) this is the last production
period for this sub-problem; (c) all other production quantities equal
either 0 or L.
The concept of minimal sub-problems is very important for the devel-
opment of a solution procedure, as for dynamic programming only such
problems should be taken into consideration. Hence, leaving aside all
non-minimal sub-problems, we reduce the complexity of the solution
algorithm. To determine the upper bound for the horizon of a mini-
mal sub-problem, we investigate further properties and introduce two
critical periods. First, let us consider a period in which the cumula-
tive demand equals a multiple of L. This period is the last one for the
minimal sub-problem as its end-period inventory equals zero.
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Definition. First period jI , i ≤ jI ≤ t of a sub-problem SPit is called
the critical period of the first type if di, jI = m · L, where m ∈ IN.
Next, we consider the structure of the cumulative demand and pay
special attention to big jumps. The integers kj =

⌊
dij
L

⌋
, i ≤ j ≤ t,

where ki−1 = 0, allow to determine the smallest number of minimal
lots which suffice to satisfy the cumulative demand dij . The number
kt is the minimal number of lots which satisfy the total demand of the
sub-problem, where all lots except the last one are of size L. If demand
is satisfied in every period, then J denotes the last production period
for SPit and di, J−1 ≤ (kt − 1)L < di, J holds.
Definition. First period jII , i ≤ jII ≤ t of a sub-problem SPit is
called the critical period of the second type if kjII − kjII−1 > 1 holds.
This period is critical while it is the first period when production value
must be greater than L, since the cumulative demand di, jII cannot
be satisfied by producing only minimal lots. According to Corollary,
this should be the last production period of the minimal sub-problem.
Next theorem provides the relationships between critical periods and
the horizon of a minimal sub-problem.
Theorem 2 (critical periods). Let SPit be a minimal sub-problem.
Then

a) if jI exists, then jI ≥ J and djI+1, t < L holds;
b) if jII exists, then jII = J and djII+1, t < L holds.

Based on two critical periods we can determine the upper bound t+i for
the horizon of the minimal sub-problem SPit:

t+i = min
j∈{jI , jII}

max
{
r | dj+1, r < L

}
(6)

In other words, in the solution algorithm there is no need to regard
sub-problems with the horizon larger than given in (6) as they do not
belong to any optimal solution.

4 Solution Algorithm

To solve the problem (1)–(5) we first construct a solution of a minimal
sub-problem and then prove that it is optimal. Next, we provide the
algorithm that splits the problem with the horizon T into series of min-
imal sub-problems. Finally, we prove that the solution of the problem
(1)–(5) assembled from optimal solutions of its minimal sub-problems
is also optimal.
So, let us construct the following solution for a minimal sub-problem
SPit with the last production period J .
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Ĩi−1 := 0,

Ĩj := (kj + 1)L− dij , j = i, . . . , J − 1,

X̃j := Ĩj + dj − Ĩj−1, j = i, . . . , J − 1,

X̃J := dJt − ĨJ−1,

X̃j := 0, j = J + 1, . . . , t,

Ĩj−1 := djt, j = J + 1, . . . , t,

Ĩt := 0.

(7)

We will call solution (7) the critical solution.
Theorem 3 (critical solution). The critical solution of a minimal
sub-problem is optimal.
Now we are ready to present the dynamic programming algorithm for
solving the problem (1)–(5) by splitting it into series of minimal sub-
problems. The algorithm is based on the approach proposed by Flo-
rian et al. [4] for solving a capacitated lot size problem. It rests upon
the fact that an optimal solution between two nearest regeneration pe-
riods, i.e. between two periods with zero inventories, has special prop-
erties, which make the solution procedure more efficient. We reduce the
complexity of our algorithm by considering only minimal sub-problems
instead of revising the cumulative inventories for every value of i and t.
The established bounds for the sub-problem’s horizon are used to limit
effectively the number of sub-problems that come into consideration.
The solution algorithm for the limited problem (1)–(5) is presented
below.

Step 1: i := 1, t := t−1 ; F0 := 0, Fj := +∞, j = 1, . . . , T

Step 2: If Fi−1 + Ĩit ≤ Ft then Ft := Fi−1 + Ĩit and i(t) := i− 1

Step 3: If t < min{tmax − 1, t+i } then t := t+ 1
return to Step 2

Step 4: If t < T ≤ t+i then t := T

return to Step 2

Step 5: If i = T or t−i > T then Stop,

else i := max{i, t−1 }+ 1, t := t−i and return to Step 2

(8)

In algorithm (8) values Ft denote the minimal cumulative inventory
in period t; i(t) represent the regeneration periods for disseminating
the problem into minimal sub-problems, and tmax provides the upper
bound for the beginning of the last sub-problem.
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Theorem 4 (optimal solution). Algorithm (8) generates an optimal
solution of problem (1)–(5) as a series of optimal solutions of minimal
sub-problems.
To scan the efficiency of the developed algorithm, we conducted a pre-
liminary empirical study. An extensive study, as well as the comparison
of our algorithm with the procedure developed in [1], is planned for the
near future. In the performed tests we created 12 types of problems
and for every type randomly generated three instances. The achieved
results are very promising, especially for the case when the minimum
lot size is not considerably greater than the average demand.

5 Conclusions

The paper continues the analysis of a special uncapacitated single item
lot sizing problem, where a minimum lot size restriction, instead of
the setup cost, guarantees a certain level of the production lots. The
detailed analysis of the model and investigation of particularities of
the cumulative demand structure allowed us to develop a solution al-
gorithm based on the concept of minimal sub-problems. Furthermore,
we presented an optimal solution of a minimal sub-problem in the ex-
plicit form and proved that it serves as a building block for the optimal
solution of an initial problem.
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1 Introduction

Companies especially in B-to-B markets increasingly focus on the value
generated for customers through innovative business models instead of
merely selling products. Following such customer-oriented strategies
dissolves the boundary of products and services. Most companies’ of-
ferings can at best be characterized as bundles of products and services,
which we refer to as Industrial Product-Service Systems (IPSS) in this
paper. IPSS are problem solutions for B-to-B markets, which consist
of customized configurations of product and service parts tailor-made
to meet individual customer needs. These product and service parts of
IPSS exert a mutual influence on each other, owing to an integrated
development and operation. The possibility of adjusting an original
configuration along the IPSS-life-cycle by partially substituting prod-
uct and service parts (IPSS-flexibility) is of special importance with
regard to IPSS.
Integrating services into the core product, however, triggers a transi-
tion from a transaction- to a relationship-based (long-term) business
connection [4], which is encompassed by challenges for the business par-
ties involved. As a consequence the contractual and implicit relations
need to be re-designed, striving at reallocating risks and incentives. In
this context, business models which are based on the dynamic bundles
describe the design of the customer-supplier-relationship in the form of
performance schemes and responsibilities. With business models con-
centrating on use orientation, the utilizability of the manufacturing
assets is ensured. By doing so, the supplier executes business processes
† This research is financially supported by the German Science Foundation (DFG)
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of the customer for the first time. Facing a result-oriented business
model, the supplier is fully responsible for the output value. Thus, for
both business models it is distinctive that the supplier participates in
the customer’s risks, which is due to connection of the supplier’s com-
pensation with the output value of the manufacturing asset.
This paper aims at examining the relation between IPSS and these busi-
ness models in order to determine which business model is best suited
for which IPSS. In section 2 we describe a contractual problem ade-
quate for IPSS and conduct a comparative analysis of the use-oriented
and result-oriented business models in section 3.

2 An Incomplete Contract Approach to IPSS

We consider a two-period business relationship between a risk-neutral
IPSS supplier and a risk-neutral IPSS customer. As illustrated in figure
1, the supplier plans and develops the product (e.g. aero engine, ma-
chine tool...) and service (e.g. maintenance, training, operation...) parts
in period 1. In period 2, the IPSS is operated and used. Its configura-
tion varies depending on the chosen business model and the realization
of environmental conditions. Offering IPSS therefore takes place in a
complex, multitasking environment.

Fig. 1. Timeline

According to Williamson [7], complexity and bounded rationality make
it impossible to cover for all future contingencies of a business relation-
ship. IPSS contracts are therefore generally incomplete and may re-
quire ex post renegotiations, which generate transaction costs. As the
property-rights theory states, the problem of opportunistic behavior
resulting from this incompleteness can at least partially be solved by
an appropriate reallocation of property rights [2]. According to this line
of argumentation, the property of the manufacturing asset should stay
with the IPSS supplier to generate incentives for investments into the

development phase operating phaset = 0 t = 1 t = 2

contract
a ∈ ¶aC , aR♦I state of nature

? realized ? (I, a)
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asset’s design. This argumentation is consistent with innovative busi-
ness models in which the customer “merely” acquires the value of use
generated by an asset, which raises the question as to why the asset
should become property of the customer at all.
However, with regard to the question of make-or-buy, property-rights
theory is limited exclusively to the hold-up-problem. Contracts are
being designed with the goal of setting suitable ex ante incentives.3

Unanticipated ex post events cannot influence the sunk actions. Con-
siderations regarding complexity and the degree of incompleteness are
therefore not decisive for determining the optimal contract.
The flexibility of reacting to unanticipated events during the use and
operating phase, however, is an essential characteristic of IPSS. Fur-
thermore, considering property-rights is ill-suited to delineate the busi-
ness models, as company boundaries are fixed. Organizing business
relationships to efficiently deal with unanticipated events is the moti-
vation behind the adaptation theory beginning with Simon [5]. In con-
trast to property-rights theory, the operative decision in period 2 can
no longer be contractually regulated ex post, which is why an ex ante
contractual allocation of decision rights across company boundaries is
of importance.4 Thus, the allocation of decision rights influences the
decision to be made ex post, as this decision is made exclusively with
regard to the interest of the party in control. Generally, this decision
does not have to be efficient. Consequently, the decision rights should
be transferred to the party which maximizes the use of the overall busi-
ness relationship with its decision.
It can be concluded that adaptation theory is suitable to account for
aspects of flexibility and complexity. This, however, at the expense of
integrating ex-ante actions in the form of specific investments. These
actions are again central to property rights theory, which is why we
claim the need for an integrated approach of both theories for IPSS.5

3 Which Business Models for Which IPSS?

To illustrate the contractual problem of IPSS we consider a simple
model, in which both ex ante and ex post actions are neither observable
nor verifiable. Therefore, contracts can only specify the distribution (α)
of the value generated for the customer (Π) and the allocation of the
decision rights regarding the ex post action (a). We need to answer,
3 We define ex ante and ex post relative to realization of the state of nature.
4 See for more details on a framework of “contracting for control” Gibbons [1].
5 See for an integrative framework of different theories of the firm Gibbons [1].
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which party should be given authority over decision a and therewith
decide about reconfiguring the system. As assumed by our model sup-
pliers have the decision rights in the result-oriented business models,
while customers have the decision rights in use-oriented business mod-
els. This is based on the assumption that in result-oriented business
models the production responsibility lies solely with the supplier and
that customers are not involved in the production process. Choosing
an allocation of decision rights is therefore equivalent to choosing a
business model.
After the contract is signed in t = 0, the supplier plans and develops
the IPSS which triggers investments I for coordinating the development
processes. Costs of these investments are simply given by κ(I) = I.
In t = 1 two events are possible, a “good” and a “bad” one, θ ∈
{θG, θB}. The ex ante probability of a good event (θG) is given by
Pr(θ = θG) = p ∈ [0, 1] and can be interpreted as the completeness
of the initial problem solution. In this case the value proposition for
the customer is assumed to be constant and denoted by V̄ . With the
converse probability (1− p) of a bad event (θB) unanticipated contin-
gencies occur which require for a reconfiguration of the system. For this
reason it is supposed that the value proposition in the bad event, de-
noted by V , is less than the value proposition in the good event V̄ . The
probability (1− p) can therefore be regarded as the complexity of the
system, which is given exogenously [6]. System complexity results from
the development task, which is determined by the number of compo-
nents, the interaction between components and the system’s degree of
innovation. More complex systems bear even major challenges regard-
ing the coordination for development processes, involving an increase
in transaction cost.6 This is considered by the fact that with inclin-
ing complexity a given value proposition can only met with higher
investments. Although the investment costs are realized within the de-
velopment phase, its utility will only be exploited during the operating
phase.
After the realization of state of nature θ in case of a bad event the party
in control can choose between continuation (C) and reconfiguration
(R), a ∈ {aC , aR}. Let the utility of the investments made during the
development phase be greater in the case of continuation than in the
case of reconfiguration, so that

∂V (I, aC)
∂I

>
∂V (I, aR)

∂I
> 0 (1)

6 See for examples regarding system complexity and its inherent transaction cost
in the automotive industry Novak and Eppinger [3].
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For reasons of simplicity, in the following we will only differentiate be-
tween a high (h) and a low (l) investment, I ∈ {Il, Ih}. Then suppose
that for a given investment level reconfiguration is better than continu-
ation in the bad event. Consequently, the value proposition in the bad
event can be put as

V (Ii, aR) > V (Ii, aC) > 0, i = {l, h} (2)

Possible reconfigurations, though, are encompassed by a follow up
investment K(aR) > 0 for the supplier, so that conflicts of inter-
est concerning the ex post decision between the contractual parties
may arise. We therefore concentrate on the situation where K(aR) >
α[V (Ii, aR) − V (Ii, aC)].7 Assuming supplier control (and therewith a
result-oriented business model) we find continuation to be the dominant
strategy, whereas under customer control (and therewith a use-oriented
business model) reconfiguration is efficient. By applying backward in-
duction we then can describe the total expected utility functions under
supplier (Π̂s) and customer (Π̂c) control as

Π̂s(I, p) = pV̄ + (1− p)V (I, aC)− I (3)

Π̂c(I, p) = pV̄ + (1− p)[V (I, aR)−K(aR)]− I (4)

Since the contractual parties share the total realized utility according
to the allocation parameter α, both are interested in maximizing the
expected utility Π̂. Considering (3) and (4) can easily derive, that ex-
pected utility is maximum if V (I, a) is highest. Referring to (1) and
(2), we discover the following trade-off: While customer control indeed
leads to an efficient decision ex post but at the same time to an un-
derinvestment, supplier control entails a loss in the ex post efficiency
but provides better investment incentives. The question to be answered
therefore is, when ex ante incentives are relatively more important than
efficient ex post decisions.
It is easy to verify that the total expected utility function exhibits
decreasing differences in I and p, i.e.

∂2Π̂(I, p)
∂I∂p

< 0 (5)

According to (5), (the importance of ) investments are increasing with
rising complexity, so that we can conclude (taking the previous assump-
tions into account): More complex IPSS are more likely to be devel-
oped and operated within the result-oriented business models, while
7 The parameter α is not subject of renegotiation.
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more simple IPSS are more likely to be developed and operated within
use-oriented business models. This result is in line with an empirical
study by Novak and Eppinger who argue that product complexity and
vertical integration are complements [3].

4 Concluding Remarks

This contribution analyzed the relation between IPSS and innovative
business models. We focused on the question, as to how complex-
ity of an IPSS in the development has an effect on operation. We
found, that with high complexity result-oriented business models are
rather applied, with lower complexity there was a tendency toward
use-orientation, in order to maximize the total utility of the business
partnership.
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Summary. A challenge of make-to-order (MTO) manufacturing lies in maxi-
mizing the total contribution margin by compiling the optimal order portfolio,
given a fixed capacity. Particularly, bid-price based heuristics are successfully
applied. The objective of this paper is to provide an extension to traditional
bid-price based revenue management in MTO. Based on an analysis of the
pros and cons of anticipative and reactive approaches, a hybrid approach
combining both elements is proposed.

1 Introduction

Make-to-order (MTO) industries require decision support in acceptance
or rejection of orders which differ from each other by specific charac-
teristics [4]. Through evaluating customer requests with respect to the
utilization of bottleneck capacity, revenue management provides such
a support.
One of the methods widely used in revenue management is the selection
of orders based on their contribution margin. While the potentials of
such approaches have been shown for various industry settings, there
is a conceptual trade-off to be solved. Using static selection criteria
allows for a stable coordination of sales, which is in particular impor-
tant for the MTO-industry where transactions are less standardized
than those in other industries. Most MTO-companies therefore oper-
ate large and often globally distributed sales organizations, which pro-
vide technical consultancy and negotiate with the customer. If static
selection criteria are used, acceptance decisions can be readily recon-
structed ex-post. This facilitates the implementation of bonus payment
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schemes, increases the transparency and therefore contributes towards
coordination [2]. If real demand does not match the anticipation, how-
ever, significant losses in contribution margin are to be expected. In
such a setting, dynamic approaches that update selection criteria with
respect to recent information seem to be more promising, yet subject
to the organization’s ability to adapt to the changes. To this end, rev-
enue management approaches for the MTO-industry need to balance
requirements for recency and stability.
The objective of this paper is to introduce a revenue management ap-
proach, which allows for decision support in dynamic MTO settings
and addresses the trade-off stated above. Building blocks are the clas-
sification of the demand situation and the adjustment of the capacity
control at a defined point in time. The general setting is given in [3].
For the sake of simplicity, only one resource is considered.

2 Dynamic Aspects of Bid-Price Based Revenue
Management

Bid-price approaches are amongst the most popular instruments to con-
trol capacity in revenue management [2]. A threshold price, referred to
as bid-price, is set for each resource. This price reflects the opportunity
cost of consuming one unit of bottleneck capacity. Orders are accepted,
if the associated revenue exceeds the opportunity cost of their resource
requirements.
The determination of opportunity costs requires knowledge on the op-
timal use of resources. Bid-price methods are therefore typically based
on forecasts. However, forecasts are intrinsically incorrect, such that
approaches are necessary to avoid misleading decision support. Two
fundamental approaches can be distinguished. Anticipative approaches,
like randomized linear programming (RLP), seek to incorporate pos-
sible realizations of the future demand when evaluating revenue man-
agement policies. To support order selection, the average bid-prices are
computed and used throughout the booking period. As a consequence,
however, in a high number of demand realizations the bid-prices are too
unrestrictive. Consequently, orders are accepted that should have been
declined as to optimize total contribution margin. On the contrary, if
real demand falls below the forecasted demand, the bid-prices are too
restrictive.
To this end, reactive approaches recompute the bid-prices, as time
evolves. A reactive extension of RLP would be the re-calculation of
bid-prices within a so called resolving procedure. While this results in
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a better utilization of the information available, two operating condi-
tions exist. Firstly, reactive approaches require the organization to cope
with varying bid-prices. In MTO settings, this is all but trivial, as high-
lighted above. Secondly, reactive approaches require meaningful state
information. Only if new dependable information is available, revisions
of the revenue management policy should be done. This fact is illus-
trated in Fig. 1. Depicted are the ex-post optimal bid-prices of 1,000
demand realizations plotted versus the cumulated requested capacity
up to a specified point in the booking period. We used empirical data
from a high performance alloy manufacturer with a single bottleneck
resource. The length of the booking period starting in t = 0 was set to T
and we used identical assumptions regarding the normally distributed
lead times across the analysis (constraint to the interval [0, T ]). The
number of arriving orders in each demand realization is sampled from
the same Poisson distribution, such that capacity exceeds demand by
on average 10%.

Fig. 1. Interrelation between ex-post bid-prices and demand realization

As can be seen from the analysis, there is an interrelation between the
cumulated capacity requested by the orders and the ex-post bid-price.
In particular, at the end of the booking period, two intervals can be
distinguished. For realizations with demand falling below capacity, the
ex-post bid-prices compute to zero. For all other realizations, there are
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positive bid-prices. The remaining fuzziness is induced by the empiri-
cal data. A similar pattern can be obtained when the same analysis is
conducted at two thirds of the booking period. Considering the situa-
tion after one third of the booking period, however, there hardly is any
interrelation.
With respect to the implementation of reactive approaches, these find-
ings are crucial. From a conceptual point of view, there are no major
improvements of the planning performance to be expected from chang-
ing the bid-price early in the booking period. The underlying reason is
that there is not sufficient information available. Even worse, changes
to the bid-price might have to be revised, when better information is
available. As a consequence, the planning nervousness is expected to
increase. The situation is different at two thirds of the booking period.
At this point in time, all characteristics inherent in the final shape can
be identified. Adjusting the bid-price thus seems to be promising.
A recent application to extend anticipative approaches by reactive el-
ements is given for instance in [1] for the airline industry. A suitable
approach to support order acceptance in MTO-industries should, how-
ever, balance recency requirements with respect to order selection with
the organization’s need for stable co-ordination. In addition to that, the
approach ought to incorporate the future flexibility to change bid-prices
right from the start. In the following, a dynamic bid-price approach will
be introduced, which satisfies both requirements.

3 A Dynamic Bid-price Approach

The concept of the anticipative-reactive approach is illustrated in Fig.
2, depicting its two time intervals within the booking period [0, T ].

Fig. 2. Conceptual framework of the hybrid bid-price architecture

Featuring an optional change in bid-price, the approach separates the
booking period into two intervals: an anticipative one, where a static
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bid-price referred to as basis bid-price (BP ) is applied and a second
reactive interval with a bid-price according to the observed demand
realization in the first segment, labelled as realization specific bid-price
(BPj). The point in time, where the change in bid-price occurs, is de-
noted by t∗. Setting a low value for t∗ is favorable, since it increases
the number of orders, which are evaluated based on the specific bid-
price. However, choosing t* to be early in the booking period reduces
the ability to accurately predict the total demand and the associated
specific bid-price (BPj). The adjustment of bid-prices for different de-
mand realizations is depicted in Fig. 3. If demand realized until t∗ is
greater than the expectation derived from the forecast, the bid-price is
increased. If it is less, the bid-price is reduced.

Fig. 3. Bid-price adjustment for different demand realizations

In order to apply the hybrid approach, four functionalities have to be
fulfilled. These include the determination of BP and t∗, both being
offline functionalities. The two online functionalities are the classifica-
tion of demand and the adjustment of the bid-price. The switch point
t∗ can be considered as exogenous as it depends on the availability of
information and can be obtained from a data analysis as presented in
section 2. Using a predefined range for BP values, t*, forecast data
and the assumptions stated in section 2, a simulation can be applied
for an enumeration procedure to derive the optimal values for BP and
BPj simultaneously. Assuming perfect hindsight, the BP is identified,
which on average yields the highest total contribution margin. To this
end, realization specific bid-prices (BPj) need to be determined for
each basis bid price (BP ). These can be derived from a deterministic
linear programmig (DLP) procedure, given the remaining capacity at
t∗ and the orders to come.
With the data obtained from the simulation, models fulfilling the online
functionalities of the reactive interval in the hybrid approach can be
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built. Two models are required, one to classify the actual demand re-
alization as below (BPj = 0) or above capacity (BPj > 0). The second
one to determine an appropriate value for the realization specific bid-
price BPj when the demand is classified as demand exceeding capacity
(BPj > 0). These models can be based on artificial neural networks
(ANNs), since they have been successfully employed in a variety of
classification and forecasting problems.

4 Conclusions and Outlook

In this paper, the concept of a two step dynamic bid-price method
combining both anticipative as well as reactive elements is introduced
for revenue management in MTO. It first applies a static bid-price,
which was determined knowing that it will be revised, and in the second
step, a realization specific bid-price to fit the actual demand realization.
It capitalized on the interrelation between the demand arrived at t∗

and the ex-post optimal bid-price. The conceptional advantages include
considering from the start the flexibility to adjust the bid-price during
the booking period and not revising the bid-price before valid demand
information is available. Future work includes extending the proposed
methodology to multi resource problems or n revisions of the bid-price.
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Summary. In this paper we present a Genetic Algorithm (GA) for generat-
ing efficient solutions for multi criteria resource constrained project scheduling
problems where conflicting regular as well as non regular performance mea-
sures have to be respected (cf. [4]). The GA-scheme is similar to the one
developed by [1], i.e. the genes of the genotype do not only represent ac-
tivities of the phenotype but also information on the decoding scheme and
modus. Since a large number of (mostly similar) solutions is usually not of
great help for a planner not all efficient solutions are maintained in order
to reduce complexity. Thus, we use a “relaxed Pareto operator” which does
accept efficient solutions only which differ (substantially) with respect to so-
lution quality (and structure). We have applied this procedure to solve the
Movie Shoot Scheduling Problem (MSSP) and we report first results.

1 Introduction

The main and usually also the only objective in project scheduling
models is the minimization of the project makespan. Yet, in practice
there exist project types where several different criteria are relevant
and have to be respected. These criteria might be regular as well as
non-regular, and, obviously, these criteria are also often conflicting.
Applying a standard multi criteria search technique can lead to a very
large number of Pareto efficient solutions, which clearly does not sup-
port a planner on deciding which project schedule to use. Thus, we
have developed a multi population GA with a relaxed Pareto criterion
by which the number of Pareto efficient solutions presented to the plan-
ner is reduced and which can automatically adapt its search strategy
depending on the characteristics of the problem/instance.
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2 Multi Criteria GA

In general, our multi criteria GA works similar to “standard” GAs. The
specific characteristics are outlined in Algorithm 1 and are described
in the following subsections.

Algorithm 1 Outline of the Multi Criteria GA
1: (1) Generate initial population(s): P = {m, p1...pn} //m := multi criteria

population, pi := single criteria population
2: (2) Evaluation of the individuals of the initial population(s)
3: while iterations < maximum number of iterations do
4: for all Population p ∈ P do
5: (3a) Selection and Recombination of individuals to generate new in-

dividuals
6: (3b) Mutation of individuals with a certain probability
7: (4) Evaluation of the new individuals
8: (5) Selection of individuals for the new population
9: end for

10: (6) Apply local search to current “best” solution in order to further
improve this solution

11: if every x iterations, x ∈ N then
12: (7a) Replace population m with “mix” of all populations
13: (7b) Initialize each single criterion populations with its solution
14: end if
15: end while

2.1 Extended Genotype, Crossover and Mutation

The genotype used by our multi criteria GA is based on the extended
activity list representation proposed in [1]. The activity list is extended
by two more genes, which indicate which scheduling mode and which
scheduling scheme shall be used during the decoding of the activity list
into a project schedule.
The gene which determines the scheduling mode indicates which of
the standard modes of project scheduling, i.e. forward or backward
scheduling, shall be used, while the gene determining the scheduling
scheme indicates whether the serial schedule generation scheme or the
parallel generation scheme shall be used.
By adding these two additional genes the GA becomes self adaptive.
The crossover of two individuals is performed as suggested by [1], i.e.
a ”regular“ crossover where the additional genes of the son (daughter)



A GA for Solving Multi Criteria Project Scheduling Problems 113

take the values of these genes of the father (mother). During optimiza-
tion the activity list as well as the genes determining the scheduling
mode and scheme can be mutated with a certain probability.

2.2 Populations

The GA makes use of two or more populations. The so-called multi cri-
teria population m is used to maintain the relaxed Pareto efficient solu-
tions, the other population(s) is (are) used to generate solutions which
are then evaluated either using a single criterion or using a (single)
aggregated objective function which has been composed from several
or all of the relevant criteria.
After a certain number of iterations the different populations are mixed.
All individuals from the single criterion populations are introduced
to the multi criteria population m, if they fulfill the relaxed Pareto
efficiency criterion.
The other populations, which use a single objective function, are ini-
tialised using individuals which are generated randomly and the so far
best individual regarding this single objective function in the specific
population.

2.3 Relaxed Pareto Operator

Usually there is a large number of Pareto efficient solutions, which
might be very similar to each other regarding solution quality and/or
solution structure. To overcome this problem of redundancy for the
planner one should only accept Pareto efficient solutions if they also ful-
fill additional conditions regarding their solution quality (and/or their
solution structure).
Under the (relaxed) Pareto criterion a solution x dominates a solution
y if for at least one criterion x has a value that is better than the value
for y and if for all other criteria the values of x are not (significantly)
worse than the values of y. In the case of a minimization problem this
can be formulated as follows:
Let F = {f1...ff} be the set of criteria, then

fi(x) < fi(y) , for at least one criterion fi ∈ F
r ∗ fj(x) ≤ fj(y) , for all fj ∈ F\ fi

with 0 < r ≤ 1

We then use domination as proposed by [3] in order to select the in-
dividuals. Using the relaxed Pareto operator it could happen that a
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solution x dominates a solution y and vice versa. There are different
approaches to deal with such a case, for the sake of simplicity and di-
versification we always maintain the newer solution in the population.
As an addition to the previously described relaxation to reduce the
number of accepted Pareto efficient solutions the acceptance of indi-
viduals could additionally be based on the structure of the solution,
either evaluating only the position of genes in the genotype or evalu-
ating the phenotype when comparing the structure of two individuals
(for the latter cf. [7]).
Both approaches help to increase diversity of the (multi criteria) pop-
ulation. The adapted Pareto operator helps to reduce the number of
multi criteria solutions and at the same time keeps a relative high di-
versification among the different criteria without needing to make any
assumption about the preferences of the planner among the different
criteria. Other approaches for reducing the size of populations during
multi criteria optimization usually either make some kind of assump-
tions or require interaction with the decision maker.

3 Application to the MSSP

The multi criteria GA using an adapted Pareto operator was applied
to test instances of the MSSP. Here, a set A of activities requiring a set
R of resources has to be scheduled within a fixed time horizon T . For
each j ∈ A there might exist daily time windows as well as precedence
relations of general type or of the type that only a break but no other
activity might be performed in between two activities connected with
this special type of precedence relation. Let Rj ⊆ R, j ∈ A be the
set of resources required for the entire duration pj of activity j. Each
resource r ∈ R may only be available a certain amount of consecutive
hours and require a certain amount of consecutive hours of idleness
to refresh to full capacity. Also there might be daily time windows in
which a resource r ∈ R may only be available e.g. from 8 a.m. to 10
p.m., as well as periods in T in which r is unavailable. The objective of
the MSSP is to create a feasible schedule, which minimizes the number
of changes of locations (a specific resource) and certain other criteria
as for instance the number of working days (CR) etc. These criteria
contain regular as well as non-regular criteria. For a detailed model of
the MSSP we refer to [2].
The problem size of an instance of the MSSP is typically relative large
in comparison to the project sizes used in the PSPLib (cf. [5]), i.e.
the test instance used for the evaluation contains 114 activities, 23
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resource types, 200 actual resources, 1536 periods compared to the
largest instances used in the PSPLib with 120 activities, 4 resource
types with a total capacity of 156 and a project horizon of 700 periods.
The implementation of the solution procedure for the (multi-criteria)
MSSP is straightforward.
From the generic description of the GA in section 2 the number of
populations and the criteria evaluated in the additional populations
are parameters which can be set for the specific implementation. Also
an encoding and decoding procedure has to be developed.
For the MSSP we use several populations. One which contains the
relaxed Pareto efficient individuals and other populations which are
each evaluated only for a single criterion: the number of changes of
locations (LC), the length of gaps (LG) and the number of gaps (NG)
on all resources, the number of capacity renewals (CR), time continuity
(TC) and emotional continuity (EC). Reducing the number of changes
of locations is generally identified as the main objective by the planner.
The decoding mechanism for scheduling activities is similar to the stan-
dard project scheduling schemes. One difference is that the calendariza-
tion, i.e. the consideration of weekdays, holidays etc., is integrated into
the scheduling scheme and not done in a separate step, because the
separate calendarization leads to problems (cf. [6])
Table 1 summarizes the results of the optimization with the multi crite-
ria GA in comparison to results of the greedy indirect search technique
(GIST) used in [2] and the actual schedule which was created manu-
ally. The best value for each criterion is underlined. The greedy decoder
used in the GIST approach of [2] is optimized for the minimization of
changes of locations. From the relaxed Pareto efficient individuals (RP)
the “best” individual was chosen by evaluating a hierarchical objective
function which first evaluates LC, then CR, LG, NG, TC and EC.

Table 1. Computational Analysis

Actual GIST RP LC LG NG CR TC EC
schedule

Number of changes of locations 35 35 45 48 56 72 55 59 53
Length of gaps 201 184 204 349 87 129 260 136 284
Number of gaps 48 49 53 68 27 21 52 42 61
Number of capacity renewals 199 247 259 267 282 320 237 273 244
Time continuity 30 40 33 38 38 36 32 27 34
Emotional continuity 50 61 57 58 64 56 57 49 41
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4 Conclusions

The approach using the multi criteria GA with a relaxed Pareto oper-
ator and several populations is able to significantly reduce the number
of schedules (solutions) which are presented to the planner by a deci-
sion support system while producing a high degree of diversity with
respect to the different criteria within the set of presented solutions
(cf. Table 1). The extended genotype which leads to an adaptive GA
facilitates the application of the multi criteria GA to solving a wide
range of different project scheduling problems with diverse criteria.
For future research other scheduling modes, e.g. the one used by the
GIST approach, could be added, which might find better schedules in
case of calendarized problems when forward or backward scheduling can
lead to inferior solutions. Also the approach could be applied to other
project scheduling problems and finally be generalized to a framework
which can be applied to other areas of multi criteria optimization than
project scheduling.
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Summary. In this paper we address the machine scheduling problem in-
volving family setup times and batching decisions. The m-machine flow shop
system is considered with the objective of minimizing the makespan. We first
present a mathematical formulation which is able to solve small instances.
Subsequently, a tabu search algorithm is proposed with diverse neighbour-
hoods.

1 Introduction

Recently, considerable attention has been diverted to scheduling fam-
ilies of jobs on common facilities, where jobs belonging to the same
family have certain similarities. In many realistic situations, negligible
setup times occur among jobs of the same family. However, setups are
inevitable at the start of a schedule and on each occasion when a ma-
chine switches from processing one family to another.[3] As a result,
family setup times are usually defined as the change-over times/costs
for the processing of jobs from different families.[1] In addition, the
length of setup time may depend on the family of the current job as
well as the family of the previous job, which is also called sequence
dependent family setup time. Batching, on the other hand, refers to
the decision of whether or not to schedule similar jobs contiguously.[4]
Therefore, a batch is a maximal subset of jobs which share a single setup
and must be processed jointly. As a result of integrating batching into
the family scheduling model, advantages can be achieved due to the
reduced number of setups and higher machine utilization. However, a
vast majority of existing literature in this area focuses on the single ma-
chine problem. To the best of our knowledge, only special cases of the
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multi-machine problem have been investigated in the previous studies.
The general shop problems still remain as a challenge.
In this paper we address the m-machine flow shop scheduling problem
subject to job availability and serial batching, where sequence depen-
dent family setup times are involved. The objective is to find both batch
compositions and job sequences so that the makespan is minimized. In
the subsequent section we first present a mathematical formulation
which is able to solve small instances. A tabu search algorithm is then
proposed in section 3 with diverse neighbourhoods. Brief results are
summarized in section 4.

2 A MIP Formulation

Assume that n jobs (i = 1, . . . , n), m machines (k = 1, . . . ,m) and F
families (f = 1, . . . , F ) are given. Each job contains m operations and
follows the same technological order. let sfgk denote the sequence de-
pendent family setup time when a job of family f immediately precedes
a job of a different family g on machine k. Further, s0fk represents the
initial setup time in the case without preceding jobs. In addition, tik
and pik are respectively the start time and processing time of job i on
machine k. It is of advantage to formulate the problem under study as
a standard scheduling problem first. Special emphasis is then placed on
modelling family setup times as follows:

minCmax (1)

Subject to:

F∑

f=1

βif = 1 ∀i (2)

γiik = 0 ∀i, k (3)
tik ≥ 0 ∀i, k (4)

tik ≥




F∑

f=1

s0fk · βif


 ·




n∑

j=1

γijk − n+ 2


 ∀i, k (5)

tik ≥ tjk + pjk +
F∑

f=1

F∑

g=1

sgfk ·βif ·βjg − γijkH ∀i 6= j, k (6)
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tjk ≥ tik + pik +
F∑

f=1

F∑

g=1

sfgk ·βif ·βjg − (1− γijk)H ∀i 6= j, k (7)

tik ≤ tjk + pjk +

[∣∣∣∣∣
n∑

i′=1

(γii′k − γji′k)

∣∣∣∣∣− βifβjf
]
H ∀i 6= j, k, f (8)

ti(k+1) ≥ tik + pik ∀i, k < m (9)
Cmax ≥ tim + pim ∀i. (10)

Note that the parameter βif equals 1 if job i belongs to family f and
0 otherwise. Therefore, constraints (2) ensure that each job is assigned
to one and only one family. Constraints (3) are included for simplicity,
in which γijk is the binary variable indicating job sequences. It takes
the value 1 if job i is scheduled before j on machine k and 0 otherwise.
Following this definition, constraints (3) are used to predefine the value
of γiik without loss of generality. Constraints (4) represent the conven-
tional non-negativity conditions. Next, we incorporate constraints (5)
to specify the start time of the first operation scheduled on machine

k. The term
F∑
f=1

s0fk · βif ensures assigning the associated initial setup

time. Since the value of
n∑
j=1

γijk is not greater than n−1, constraints (5)

indicate that the first job on each machine can only start its process-
ing after the initial setup being completed. Job sequences on machines
are then determined by employing constraints (6) and (7). First, the

expression
F∑
f=1

F∑
g=1

sgfk ·βif ·βjg identifies the sequence dependent setup

time corresponding to i and j. If job i is scheduled prior to j (that is,
γijk = 1), only constraints (7) are relevant, which require that job j be-
gins upon the completion of job i and of the corresponding setup (when
necessary). On the other hand, constraints (6) operate similarly if job
i is processed after j. Constraints (8) integrate batching decision into
the formulation. Recall that batching requires contiguous processing of
jobs in the same family. If jobs i and j are scheduled successively and

belong to the same family, the expression
∣∣∣∣
n∑

i′=1

(
γii′k − γji′k

)∣∣∣∣−βifβjf is

equal to 0. Combining constraints (6) and (8), it follows tik = tjk+pjk.
Jobs i and j are thus processed jointly. Constraints (9) indicate that the
processing of a job on machine k+ 1 can not start until it is completed
on the previous machine k. According to constraints (10), makespan
is then defined as the largest completion time of all jobs on the last
machine m.
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3 Tabu Search Algorithm

Initial Solution

Initially, an entire family is viewed as a single batch. The problem
under study thus reduces to scheduling jobs within each family and
sequencing different families. Whereas the first sub-problem is solved
as a conventional flow-shop problem, various constructive heuristics
can be modified and applied to the latter case by defining the artificial
processing time (AP ) as:

APfk =
∑

i∈f
pik +

F∑
g=1

sgfk

F
∀f, k. (11)

Obviously, processing time is calculated considering the aggregate pro-
cessing time of all jobs included in a family and the effective/average
family setup time.

Neighbourhood Structure

In order to provide a non-permutation schedule, we adopt the concepts
block and internal operations used in the job-shop system. A critical
path can be divided into blocks which contain adjacent operations pro-
cessed on the same machine. Except for the first and the last operations
of each block, all the other operations on this path are internal.[2] Re-
garding the batching requirement, a block can be further refined with
the emphasis on batches since operations in the same batch share a
single setup. In this context, it should be noted that a block may con-
tain complete or partial batches which can be referred to as sub-blocks.
Formally, they are defined as follows.

Definition 1 (Sub-block). A sub-block is a subset of the correspond-
ing block and contains a maximal sequence of adjacent operations that
belong to the same batch.

In this neighbourhood structure, moves focus on non-internal opera-
tions and are differentiated with respect to sub-blocks. Since moves
of non-internal operations have the potential of immediately improving
the makespan, these moves are based on insertion techniques instead of
the simple swap of two adjacent operations. More specifically, intra-sub-
block moves indicate that operations involved in a move exclusively be-
long to the same sub-block. On the other hand, across-sub-block moves
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refer to insertions of operations into different sub-blocks. Finally, inter-
sub-block moves describe interactions among individual sub-blocks.
For example, 6 operations, 4 of which form a block, are grouped into
three different batches in figure 1. The block thus consists of three sub-
blocks: {2,3}, {4} and {5}, in which the sub-block with operation 4
is internal. Moreover, neighbours are obtained by performing various
moves, where thick boxes highlight the resulting batch variation (It is
assumed that operations 1, 2, 3, 5 and 6 belong to the same family).

Fig. 1. Illustration of Neighbourhoods

A major advantage of across-sub-block moves is that they assist in split-
ting batches. Especially in the starting phase when the entire family is
scheduled as a single batch, performing these moves effectively divides
families into batches. On the other hand, if an operation is inserted in
a non-adjacent sub-block that belongs to the same family, batch forma-
tions of this particular family can be altered. Benefits of inter-sub-block
moves first consist in re-sequencing batches. Another important aspect
again lies in their capability of changing batch compositions.
Conventionally, scheduling models with batching considerations are
solved as two-stage problems. The importance of performing across-
and inter-sub-block moves is apparent since they succeed in integrat-
ing batching into the scheduling decision.

Further Components

Tabu List. If the insertion of operation u between v and w is selected
in an iteration, moves involving (v, u, w) are maintained in the tabu
list for a prescribed number of iterations, which is determined by the
corresponding problem size.
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Aspiration Level. The tabu status of a particular move can be over-
written if the resulting makespan is smaller than the best value found
so far.

Termination Criterion. The search procedure terminates after execut-
ing a given number of iterations, of which the concrete value depends
on the problem size.

4 Implementation and Results

By implementing the presented MIP formulation in Lingo 9.0, we can
solve small instances to optimality. Computing times with respect to
problem sizes are reported in table 1.

Table 1. Solver Information regarding Problem Sizes

n·m(f) 3·3(2) 4·4(2) 4·4(3) 5·5(2) 5·5(3) 6·6(2)

Variables 172 449 641 926 1326 1657
Constraints 254 658 898 1352 1852 2414
Iterations 6008 90297 143207 1197737 4875153 282688739
Computing time [sec.] 1 17 25 302 1680 63842

The proposed tabu search algorithm is coded in C++ and runs on
an AMD Athlon64 2450 MHz personal computer with 4GB memory.
Similar to the MIP formulation, small instances constantly reached
their optima. On the other hand, large instances can also be solved
within a reasonable amount of computing time.
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1 Problem Formulation

This paper addresses single machine scheduling problems in which the
decision-maker controls two parameters: the due dates of the jobs and
the processing times. In the problems under consideration, the jobs
have to be assigned the due dates and the objective includes the cost
of such an assignment, the total cost of discarded jobs and, possibly, the
holding cost of the early jobs represented in the form of total earliness.
The processing times of the jobs are not constant but depend on the
position of a job in a schedule. We mainly focus on scheduling models
with a deterioration effect. Informally, under deterioration the process-
ing time is not a constant but changes according to some rule, so that
the later a job starts, the longer it takes to process. An alternative type
of scheduling models with non-constant processing times are models
with a learning effect, in which the later a job starts, the shorter its
processing time is. The two types of models are close but not entirely
symmetric.
The jobs of set N = {1, 2, . . . , n} have to be processed without pre-
emption on a single machine. The jobs are simultaneously available
at time zero. The machine can handle only one job at a time and is
permanently available from time zero. For each job j, where j ∈ N ,
the value of its ‘standard’ or ‘normal’ processing time pj is known.
If the jobs are processed in accordance with a certain permutation
π = (π (1) , π (2) , . . . , π (n)) , then the processing time of job j = π(r),
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i.e., the job sequenced in the r−th position is given by p
[r]
j = pjg(r),

where g(r) is a function that specifies a positional deterioration effect
and pj is the normal or standard processing time. For positional de-
terioration, we assume that g(1) = 1 and g(r) ≤ g(r + 1) for each
r, 1 ≤ r ≤ n− 1. Under positional polynomial deterioration, the actual
processing time of a job j that is sequenced in position r is given by
p

[r]
j = pjr

A, where A is a given positive constant that is common for all
jobs. Under positional exponential deterioration, the actual processing
time of a job j that is sequenced in position r is given by p[r]

j = pjγ
r−1,

where γ > 1 is a given constant representing a rate of deterioration,
which is common for all jobs. For the results on scheduling problems
with positionally dependent processing times defined by polynomial
functions, see [1], [4, 5] and [3], and by exponential functions, see [6],
[7] and [3].
The models studied in this paper belong to the area of due date assign-
ment (DDA); see the survey by [2] for a recent comprehensive review
of this area. Here, each job j ∈ N has to be assigned a due date dj , by
which it is desirable to complete that job.
In all problems that we consider in this paper, the jobs of set N have to
be split into two subsets denoted by NE and NT . The jobs of subset NT

are essentially discarded, and a penalty αj is paid for a discarded job
j ∈ NT . In a feasible schedule S only the jobs of set NE are sequenced,
and each of these jobs is completed no later than its due date. Given
a schedule, we refer to the jobs of set NE as early jobs, while the jobs
of set NT are called discarded. The processing times of the jobs of set
NE are subject to positional deterioration. The purpose is to select the
due dates for the jobs and the sequence of the early jobs in such a way
that a certain penalty function is minimized. We focus on two objective
functions. One of them includes the cost of changing the due dates and
the total penalty for discarding jobs, i.e.,

F1(d, π) = ϕ(d) +
∑

j∈NT
αj , (1)

where π is the sequence of the early jobs, d is the vector of the assigned
due dates, ϕ(d) denotes the cost of assigning the due dates that depends
on a chosen rule of due date assignment. Another objective function
additionally includes the total earliness of the scheduled jobs, i.e.,

F2(d, π) =
∑

j∈NE
Ej + ϕ(d) +

∑

j∈NT
αj , (2)
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2 Two Auxiliary Problems

In this section we study two auxiliary single machine sequencing prob-
lems that are closely related to the problems of our primal concern.
We start with the following problem (Problem PdE). The jobs of set
N = {1, 2, . . . , n} are processed on a single machine, and for a job j ∈ N
the normal processing time is equal to pj . If the jobs are processed in ac-
cordance with a certain permutation π = (π (1) , π (2) , . . . , π (n)) , then
the processing time of job j = π(r) is given by p

[r]
j = pπ(r)g(r), where

g(r) is a function that specifies a positional deterioration or learning.
The objective is to find a permutation that minimizes the function

f(π) = βd(π) +
n∑

k=1

Eπ(k), (3)

where β is a given positive constant, d(π) is the completion time of the
last job π(n) and is treated as a due date common to all jobs, while

Eπ(k) = d(π)− Cπ(k) =
n∑

j=1

p
[j]
π(j) −

k∑

j=1

p
[j]
π(j) =

n∑

j=k+1

p
[j]
π(j) (4)

is the earliness of job π(k) with respect to that due date. Notice that
by definition, Eπ(n) = 0.
A permutation π = (π (1) , π (2) , . . . , π (n)) , such that pπ(1) ≥ pπ(2) ≥
. . . ≥ pπ(n) is said to follow the Longest Processing Time (LPT) rule;
if pπ(1) ≤ pπ(2) ≤ . . . ≤ pπ(n) it is said to follow the Shortest Processing
Time (SPT) rule.
The following theorem is valid.

Theorem 1. For Problem PdE, if the inequality g(u+1)
g(u) ≥

β+u−1
β+u holds

for each u, 1 ≤ u ≤ n − 1, then an optimal permutation can be found
by the LPT rule. If g(u+1)

g(u) ≤
β+u−1
β+u holds for each u, 1 ≤ u ≤ n − 1,

then an optimal permutation can be found by the SPT rule.

The theorem immediately implies the following statement.

Corollary 1. For Problem PdE with positional deterioration, an opti-
mal permutation can be found by the LPT rule.

To complete this section, we introduce another auxiliary problem, that
is essentially a version of Problem PdE in which the earliness penalties
are ignored, so that only the function βd(π), or rather d(π) is to be
minimized. We refer to this problem as Problem Pd. The following
theorem holds for this problem.
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Theorem 2. For Problem Pd with positional deterioration, the LPT
rule is optimal.

The auxiliary Problems Pd and PdE are closely related to the DDA
problems to minimize the functions F1 and F2 defined by (1) and (2),
respectively. We use the sequencing rules established for Problems Pd
and PdE in designing solution procedures for our DDA problems.

3 CON and SLK Due Date Assignments

First, we consider the due date assignment problems to minimize the
functions F1 and F2, provided that the CON due date assignment rule
is employed, i.e., all jobs to be scheduled are given a common due date
d. For the CON model, all due dates are equal, and we select βd as the
cost function ϕ(d), where β is a positive constant. Thus, we study the
problems of minimizing the objective functions

F1(d, π) = βd(π) +
∑

j∈NT
αj , (5)

and

F2(d, π) =
∑

j∈NE
Ej + βd(π) +

∑

j∈NT
αj . (6)

For the DDA problems of minimizing the functions (5) or (6), no matter
which model of positional dependence of the processing times is chosen,
we may search for an optimal schedule only among those schedules
in which one of the jobs is on-time, i.e., completes at its due date
(otherwise, the common due date can be reduced, thereby decreasing
the objective function without creating any late jobs). Thus, in any
feasible schedule, the jobs of setNE are processed consecutively starting
from time zero with no intermediate idle time, and the completion time
of the last of these jobs is accepted as the due date d, common to all
jobs in NE .
For a given set NE , we need to find a sequence of the jobs in this set
that minimizes the contribution of these jobs to the objective function.
This can be done by solving either Problem Pd (for function (5)) or
Problem PdE (for function (6)). For function (5) such a contribution
is given by βd(π), where d(π) =

∑
j∈NE p

[r]
j , and in the case of posi-

tional deterioration the required permutation π of the early jobs can
be found by the LPT rule in accordance with Theorem 2. For function
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(6), the contribution of the early jobs to the objective function is given
by βd(π) +

∑
j∈NE Ej , which corresponds to (3), i.e., in the case of

positional deterioration the required permutation π of the early jobs
can be found by the LPT rule in accordance with Corollary 1. In order
to deliver the overall minimum to the function (5) or (6), we also need
to take into account the contribution to the objective function in the
form of the total cost of the discarded jobs. This is done by designing
dynamic programming algorithms with running time O(n2).
Now we consider the due date assignment problems to minimize the
functions F1 and F2, provided that the SLK due date assignment rule
is employed, i.e., for each job its due date is computed by increasing
its actual processing time by a slack q, common to all jobs. In the SLK
model, the main issue is that of choosing an appropriate value of the
slack so that a certain objective function is minimized.
Formally, suppose that there are h jobs in set NE and they are ordered
in accordance with a permutation π = (π (1) , π (2) , . . . , π (h)). Then
the due date of job j ∈ NE scheduled in position r is defined as dj =
p

[r]
j + q. It is clear that due to positional dependence of the processing

times, to guarantee that all jobs in set NE are completed by their due
dates the slack q must depend on the sequence of these jobs, i.e., q =
q(π). Since for the SLK model the due dates are assigned essentially by
selecting the slack value q, in our problems of minimizing the functions
(1) or (2) we select βq as the cost function ϕ(d), where β is a positive
constant. Thus, we study the problems of minimizing the objective
functions

F1(q, π) = βq(π) +
∑

j∈NT
αj , (7)

F2(q, π) =
∑

j∈NE
Ej + βq(π) +

∑

j∈NT
αj . (8)

We start with establishing some structural properties of schedules for
the problems under consideration. In what follows, we restrict our
search for an optimal schedule only to those schedules in which at
least one job is on-time, i.e., completes at its due date; otherwise, the
slack can be reduced, thereby decreasing the objective function without
creating any late jobs.

Theorem 3. Let S be a schedule for the problem of minimizing one of
the functions (7) or (8) in which the jobs of set NE are processed in
accordance with a permutation π = (π (1) , π (2) , . . . , π (h)), where h ≤
n. Then only the last job π (h) completes on time, i.e., Cπ(h) = dπ(h),
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and the slack q(π) is equal to the total processing time of all jobs that
precede the on-time job π (h), i.e., q(π) =

∑h−1
j=1 p

[j]
π(j).

Theorem 3 implies that the value of the slack depends on the sequence
of jobs that precede the on-time job, but not on the on-time job itself.
Thus, we should try to place each job as an on-time job and find the best
schedule for the remaining jobs. The overall optimal schedule is either
the best schedule for those found in each class with a fixed on-time job,
or the empty schedule in which all jobs are discarded. Suppose that
some on-time job h ∈ N is fixed and set NE is known. We need to find
a sequence of the jobs in set NE\{h} that minimizes the contribution
of these jobs to the objective function. This can be done by solving
either Problem Pd (for function (7)) or Problem PdE (for function
(8)). Additionally, we need to take into account the total cost of the
discarded jobs. Minimizing the general cost functions can be done by
dynamic programming algorithms, in which the jobs are scanned in an
appropriate sequence provided by Theorems 1 and 2. The running time
of both algorithms is O(n3).
We also discuss how the obtained results can be extended to the models
with a positional learning effect.
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Summary. Component placement is one of the most time-consuming op-
erations in printed circuit board (PCB) assembly and dominates the cycle
time of any PCB assembly line. In our study, we focus on collect-and-place
machines which first collect a number of electronic components from the com-
ponent magazine and then place them one-by-one onto the PCB. With this
type of machinery two problems arise, i.e. generating placement tours and de-
termining the placement sequence within each tour. To solve these problems,
an efficient clustering algorithm to create placement tours and two modified
nearest neighbor algorithms (MNNHs) to determine the placement sequence
are proposed. The objective is to minimise the assembly cycle time per board.
Numerical experiments show that high-quality solutions are obtained within
very short CPU time.

1 Introduction

Most of the subproblems in PCB assembly are NP-hard and can only
be approximately solved by heuristic procedures (cf. [3]). The high
complexity of the PCB assembly problems also suggests its decompo-
sition into more manageable subproblems (cf. [3], [7]). The majority of
production planning software systems utilize, in some way or another,
hierarchical decomposition techniques too (cf. [6]).
A type of assembly machine becoming increasingly popular in industry
is the collect-and-place machine which first collects a number of elec-
tronic components from the component magazine of the machine and
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then places them one-by-one onto the PCB. For a detailed description
of the working principle of collect-and-place machines, cf. [4].
In the literature there are only few papers dealing with collect-and-
place machines. [4] proposed heuristic solution procedures for schedul-
ing the machine operations by solving the assignment problem of com-
ponent feeders to slots in the component magazine first. Contrary to the
solution approach of [4], our solution procedure determines the place-
ment sequence first based on the proximity of the component locations
to each other on the board. Since component locations on the board
are fixed, determining the placement sequence first gives important ad-
vantages to minimize the cycle time for this machine type. In this way,
the feeder assignment can also be made with certainty by taking the
predetermined placement sequence as input.
[5] presented different genetic algorithm approaches (GAs) and utilized
the density search construction method of [1] to generate clusters for the
placement tours. We use a clustering algorithm to constitute placement
tours too. However, our proposed clustering algorithm is specifically
tailored for the scheduling problem of collect-and-place machines. Thus,
it gives us more opportunities to minimize the cycle time. Another
unique feature of our solution approach is that it has no limitation in
terms of the number of placement points and their distribution on the
board. Contrary to GAs, the CPU time performance of our proposed
solution approach does not worsen noticeably by even a considerable
increase in the number of placement points.

2 Clustering Algorithm

The clustering algorithm generates equal-size tours, the size of which
is determined by the number of nozzles (typically 6 or 12) on the ma-
chine head (head capacity). This quality enables minimizing the num-
ber of tours for each PCB and decreases the cycle time considerably.
The algorithm subdivides the PCB placement area by using horizon-
tal dividing lines and constitutes clusters within these subareas. The
proper number of dividing lines to obtain the best cycle time for each
PCB is determined by the algorithm. This approach creates homoge-
neous and compact clusters and enables the machine head to complete
the placement tours within less time by more benefiting from the ro-
tational cycle time. Another advantage of this approach compared to
distance or density-based algorithms in the literature is to prevent the
deterioration that occurs towards the last clusters produced by those
algorithms.
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The proposed clustering and the first modified nearest neighbour algo-
rithms (MNNH1) aim to construct reverse U-shaped placement routes
within each cluster. Thus, they benefit from the rotational cycle time
of the machine head to minimize the cycle time and to decrease the
y-distances to travel between the placement points and the component
magazine. The rotational cycle time is the minimum time between two
successive placement operations due to the stepwise rotational move-
ment of the revolver-type placement head.
The clustering algorithm assesses different numbers of dividing lines for
obtaining the best clusters to minimize the assembly cycle time of the
PCB. The necessary number of dividing lines to assess constitutes an
upper limit to be determined by the algorithm in the following way. The
maximum distance between two placement points to visit within the
rotational cycle time of the machine head is calculated first. This value
is multiplied by half of the head capacity to find the maximum length
of the reverse U-shaped placement routes. The length of the PCB is
divided by this maximum length and the result is rounded to the nearest
integer. This value is multiplied by a parameter to find the upper limit.
The parameter value of two has been found in our numerical tests as
appropriate. The best cycle times have been obtained by the number
of dividing lines which are less or equal to this upper limit found by
using the value of two for this parameter. However, we recommend to
try higher numbers, such as three or four, when the algorithm runs first
time with a new data set because the best cycle times may be obtained
with a higher number of dividing lines depending on the specific PCB
design. Since CPU times are very short, this preliminary test can be
done quite easily.
The remaining part of the algorithm is as follows: Partition the PCB
placement area into equal subareas by using horizontal dividing lines.
Calculate the bounds of the subareas. List placement points within each
subarea. Find new y-values of the placement points by subtracting the
y-level of the lower dividing line at each subarea from the original y-
values of the placement points. Apply the following part of the ordered
constructive heuristic of [2] for the assignment of placement points in
each subarea to the various tours of the machine head: Sort the PCB
points starting with the minimum of maximum (x,y) coordinate and
assign the sorted PCB points consecutively starting with the top in the
list to a placement tour. 1

If the number of placement points remained for the last tour in each
subarea is less than the head capacity, assign these placement points

1 The subtour generation method of [2] for multi head placement machine.
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temporarily to a matrix. After all clusters are generated in every sub-
area in the predescribed way, sort the placement points in this matrix
in descending order of their y-values. Assign the sorted PCB points
consecutively starting with the top in the list to a placement tour by
taking the head capacity into account. Call MNNH, determine the cycle
time and keep the result. After the algorithm assesses different numbers
of dividing lines from 1 to the calculated upper limit, the best cluster
combination among them having the minimum cycle time is obtained.

3 Modified Nearest Neighbour Algorithms

MNNH1 takes the clusters produced by the clustering algorithm as
input. For each cluster on the PCB, determine the placement point
having the minimum y-value within the points in the cluster as start
point of the tour. Repeat this to determine the end point of the tour
within the remaining points in the cluster. The algorithm then applies
the well-known nearest neighbour procedure from the literature (NNH)
to determine the placement sequence by using the predetermined start
and end points as the first and last placement operation in each place-
ment tour. The second modified nearest neighbor algorithm (MNNH2)
determines only the start point as described in the MNNH1, and then
applies the NNH to determine the placement sequence within the tour.

4 Computational Results

The data set used for the numerical experiments consists of 8 indus-
trial PCBs assembled for automation control equipments. The number
of components on each PCB ranges from 152 to 537. The proposed
algorithms have been programmed using the MATLAB software on a
PC with 1.8 GHz processor and 2038 MB RAM.
Assembly cycle times (ACT) for each PCB obtained by the proposed
clustering algorithm with MNNH1 are presented in the second column
of the Table 1. Percentage improvements of the proposed algorithms
against the applied part of the ordered constructive heuristic are given
in the last column. The average improvement is 6.28% and the average
CPU time to produce a solution for a PCB is 0.12 seconds. The largest
improvement in cycle time of 10.15% is achieved for the PCB having
the maximum number of components in the data set.
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Table 1. Assembly cycle time performance

No. of components ACT (sec) ACT improvement (%)
152 19.35 4.07
416 52.69 7.08
420 52.36 6.35
424 54.62 3.98
448 56.85 4.04
460 58.90 7.81
501 66.97 6.73
537 71.19 10.15

In Table 2, the percentage improvement in assembly cycle time achieved
by the proposed MNNHs is presented. The average improvement of
MNNH1 against NNH is 2.80%. MNNH1 performs 2.14% better than
MNNH2 on average. MNNH1 gives the best perfomance with the pro-
posed clustering algorithm and proves the effectiveness of the reverse
U-shaped placement routes for the investigated machine type.

Table 2. Performance comparison of the MNNHs

No. of MNNH1 against MNNH1 against MNNH2 against
components NNH (%) MNNH2 (%) NNH (%)
152 3.59 2.10 1.46
416 2.16 1.78 0.38
420 3.64 2.80 0.82
424 2.89 2.32 0.56
448 2.66 2.23 0.42
460 3.36 2.46 0.89
501 1.81 1.61 0.19
537 2.26 1.82 0.43

5 Conclusions

In this paper, a novel solution approach for scheduling component
placement operations of collect-and-place type PCB assembly machines
is proposed. Clustering and MNNH algorithms have been developed by
considering specific working principles of this machine type. Thus, the
proposed solution approach is quite effective and particularly useful
when the number of electronic components on a PCB is large. MNNH1
performs best with the proposed clustering algorithm and the reverse
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U-shaped placement routes create an important advantage for this ma-
chine type. Contrary to other algorithms in the literature, the CPU
time performance of the clustering algorithm does not worsen notice-
ably with the number of placement points on a PCB and their distri-
bution. Our proposed clustering algorithm has no limitation in terms
of the number of placement points and their distribution, either. These
features make the algorithm superior to others and a proper candidate
for industrial use. Integrating the proposed algorithms with a feeder
assignment algorithm is considered as a topic for future research. The
proposed clustering algorithm will enable us also to use it as a work-
load balancing algorithm for the dual-gantry collect-and-place machine.
Different solution approaches in the literature do not provide the same
opportunity to researchers.
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Summary. In R&D–departments typically multiple projects are processed
simultaneously and compete for scarce resources. The situation is dynamic
since new projects arrive continuously and stochastic in terms of interarrival
times of projects as well as of the work content of the projects. The prob-
lem of scheduling projects in this context such that the weighted tardiness
is minimized is particularly difficult and has not been covered much in the
literature. The contribution of this paper is an assessment of priority rules
originally proposed for the static and deterministic context in the dynamic
and stochastic context.

1 Introduction

R&D–departments are under pressure to deliver results such as product
specifications, prototypes etc. in a timely manner. Typically, different
projects which are competing for scarce resource such as employees,
computers etc. are processed simultaneously. The situation is dynamic
in the sense that new projects arrive continuously and stochastic in
terms of the interarrival times and of the work content (measured in
units of time). An important problem which has not been covered much
in the literature is the scheduling of projects in this context such that
the weighted tardiness is minimized.

Multiple projects in a dynamic and stochastic context have been consid-
ered by different authors but without much consideration of scheduling
decisions. Adler et al. [1] present a queueing network based approach
in order to describe the processing of R&D–projects. They propose a
simulation model to investigate the determinants of development time.
Anavi-Isakow and Golany [2] propose two control mechanisms to reduce
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the makespan of projects by maintaining either a constant number of
projects (CONPIP) or a constant work content (CONTIP) in the sys-
tem. Cohen et al. [3] consider the critical chain approach for determin-
ing priorities which are then used for scheduling. They provide a perfor-
mance analysis for the minimum slack priority rule (MINSLK), the first
come, first served priority rule (FCFS), the input control mechanisms
CONPIP and CONTIP as well as queue size control (QSC). However,
no comparison with other priority rules is done and the analysis does
not consider a weighted tardiness objective.

Scheduling multiple projects in a static and deterministic context using
priority rules has been covered by a number of authors. Kurtulus and
Narula [4] compare the performance of several priority rules. Lawrence
and Morton [6] propose a new priority rule which shows good results
for problems with a weighted tardiness objective function.

Priority rules have also been analysed in the context of the dynamic and
(in terms of the activity durations known before scheduling) determin-
istic job shop scheduling problem with weighted tardiness objective.
This problem is a special case of the dynamic and stochastic multi-
project scheduling problem. Vespalainen and Morton [7] propose two
new rules and compare them with existing ones in a simulation study.
Kutanoglu and Sabuncuoglu [5] analyze the performance of different
priority rules with an emphasis on recently proposed priority rules.

In this paper we follow the approach of Adler et al. [1]. We make the
following assumptions. First, there are project types such that projects
of type p have the same precedence network and the same distribution
and expected value of the interarrival times. Furthermore, the duration
of a specific activity of a project type has a given distribution and
expected value. Secondly, there are multiple resources where resource r
has cr servers. Each activity is processed by a single server of a specific
resource r in a non-preemptive manner. Due to these assumptions, the
problem can be modelled by a queueing network. The objective is to
minimize the expected weighted tardiness.

In the following, different priority rules for selecting activities in the
queues are compared with respect to their performance. The rules are
described in Section 2 before the computational experiment is presented
in Section 3. In Section 4 we will briefly present and discuss the obtained
results.
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2 Priority Rules

It is assumed that a single rule is used for all queues. The selection of
the rules has been made with respect to their performance for related
problems and the information employed. The rules presented in this
paper are taken from Kurtulus and Narula [4] and Lawrence and Mor-
ton [6]. Note that the duration of an activity is equivalent to its work
content since the activity is processed by a single server of a resource.
Since each project j is always of a type p, the expected duration of
activity i is known. The following parameters are used: wj denotes the
weight of project j, pij denotes the expected duration of activity i of
project j, p denotes the expected duration of all activities of all project
types, lij denotes the estimation for the resource unconstrained latest
start time of activity i of project j, k denotes a look ahead parameter,
t denotes the current time, Ui is a set of the unfinished activities of
project i at time t, r(i, j) denotes the resource used by activity i, and
tij is the arrival time of activity i of project j. We can now define the
priority rules as follows:

• First come, first served (FCFS): tij
• Maximum penalty (MAXPEN): wj
• Minimum slack (MINSLK): lij − t
• Weighted shortest processing time (WSPT): wj

pij

• Rule of Lawrence and Morton [6] (LM):1 wj
πij
· exp

(
− (lij−t)+

kp

)
with

πij =
∑
k∈Ui

pkj
cr(i,j)

3 Experimental Design

The generation of problem instances is done in two steps: First, the
project types are generated. Secondly, the problem instances composed
of a combination of project types and resources as well as different pa-
rameters are built. The exponential distribution is used for interarrival
times and activity durations. Hence, only the expected values need to
be specified. We use two project types p with total work contents Wp

of 100 and 50 units. In the following, the generation of a project type
with Wp=100 is described and the information on the generation of a
project type with Wp = 50 is given in parentheses. The total number
of activities is 20 (10). In the experiment R = 3 resources are assumed.

1 We use the variant with uniform resource pricing and global activity costing.
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Wp is distributed among the resources by prespecified percentages of
60%, 30%, and 10%. By this, we depict the fact that there are resources
of different work load. The assignment of the activities of a project type
to the resources is proportional to the work content. The mean dura-
tions of the activities at resource r are randomly drawn and normalized
such that they add up to the work content assigned to r. Finally, the
activities of a project type are randomly assigned to the nodes of three
different project networks with 20 (10) nodes and an order strength
of 0.5. The project networks have been generated with PROGEN/max
(cf. Schwindt [8]).

In the second step the problem instances are generated with P = 2
project types. The following combinations of the total work con-
tent Wp (W1, W2) are considered: (100, 100) and (100, 50). For
each (W1, W2)–tuple three different combinations of project types
are randomly selected such that in each combination the project net-
works are different from each other. The weights of the projects of
type p are randomly drawn from the uniformly distributed interval
[wp · 0.75, wp · 1.25] where the expected weight wp of project type p is
proportionally set to Wp such that wp = 2 (1) for Wp = 100 (50). To
determine the due date for each project, a time span which is randomly
drawn from the uniformly distributed interval [0.9 ·τ ·Du

p , 1.1 ·τ ·Du
p ] is

added to the project arrival time. Du represents the expected duration
of a project of type p. Du

p is calculated by using Monte Carlo simula-
tion where resource constraints are not taken into account. Hence, for
τ = 0 the tightness of the due date is maximum and the objective is
the minimization of the weighted expected makespan. We use tightness
factors of τ = 0, 2, and 4. The probability that an arrived project is of
type p is ap. We have set the (a1, a2)–tuples to (0.2, 0.8), (0.5, 0.5), and
(0.8, 0.2). The number of servers of the three resources is cr = 6, 3, and
1. cr has been set such that the expected utilization of the resources
is equal. The total arrival rate λ is controlled by the utilization per
server u. u has been set to 0.6, 0.75, and 9. The number of instances
has been obtained as follows: Level of (W1, W2) × level of τ × level
of u × level of combinations of project networks × level of (a1, a2)
= 2 · 3 · 3 · 3 · 3 = 162. According to preliminary tests we have set the
look ahead parameter of the LM–rule to k = 1. The replication length
has been set to 500,000 and the warm up phase to 100,000 time units.
Four replication have been carried out for each instance.



Dynamic-Stochastic Multi-Project Scheduling 139

4 Results

We analyse the results w.r.t. the levels of the parameters τ and u be-
cause these two factors have shown a significant impact on the results
in studies of the dynamic and deterministic job shop scheduling prob-
lem and the static and deterministic multi–project scheduling problem,
respectively. In the context of a dynamic and deterministic job shop
with weighted tardiness objective (cf. Kutanoglu and Sabuncuoglu [5])
WSPT achieved good results when due dates were difficult to meet
(high utilization or tightness) while MINSLK achieved good results
when due dates were easy to meet (low utilization or tightness). A
special case of the LM–rule (cf. Vepsalainen and Morton [7]) showed a
better performance than MINSLK and WSPT in many cases. The LM–
rule (cf. Lawrence and Morton [6]) showed better results than a num-
ber of other rules, including MINSLK, for the static and deterministic
multi-project scheduling problem with weighted tardiness objective.

Table 1 reports the average weighted tardiness as well as the average
rank of the priority rules for the combinations of tightness τ and uti-
lization u. There are two main observations: First, MINSLK is the best
rule in case of low utilization (u = 0.6), irrespectively of the tightness
of the due dates, and in case of tight due dates (τ = 0), irrespec-
tively of the utilization. The LM–rule is the best rule in the case of
loose due dates (τ = 4) and a medium or high utilization (u ≥ 0.75).
Secondly, the performance gap between MINSLK and LM is not very
large. Hence, the simpler rule MINSLK can be used if ease of imple-
mentation is important. We have the following explanations for these
results. First, in the case of a stochastic problem the value of the in-
formation on the activity duration is decreased because only expected
values are known. Furthermore, the priority rules WSPT and LM can-
not distinguish between identical activities (having identical expected
values) which belong to different projects of the same type. Secondly,
if the slack of an activity is negative, the LM–rule reduces to wij/πij
which makes it static while MINSLK uses the dynamic information of
negative slack.
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Table 1
τ = 0

u Rule Weighted Rank
tardiness

0.60 MINSLK 109.27 1.00
LM 112.16 2.06
MAXPEN 116.88 3.28
WSPT 118.29 3.72
FCFS 121.89 4.94

0.75 MINSLK 137.62 1.17
LM 141.20 1.89
MAXPEN 151.22 3.11
WSPT 161.22 4.06
FCFS 166.83 4.78

0.90 MINSLK 258.93 1.67
LM 260.83 1.78
MAXPEN 280.56 2.61
WSPT 345.75 4.17
FCFS 354.20 4.78

τ = 4

u Rule Weighted Rank
tardiness

0.6 MINSLK 0.01 1.22
LM 0.01 1.44
FCFS 0.09 3.00
MAXPEN 1.97 4.44
WSPT 1.92 4.56

0.75 LM 0.31 1.39
MINSLK 0.31 1.61
FCFS 3.04 3.00
MAXPEN 14.92 4.28
WSPT 17.09 4.72

0.9 LM 30.37 1.00
MINSLK 32.56 2.00
FCFS 91.56 3.00
MAXPEN 115.68 4.06
WSPT 158.52 4.94
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1 Introduction

Staff scheduling involves the assignment of a qualified employee to
the appropriate workstation at the right time while considering var-
ious constraints. According to current research employees spend 27 to
36% of their working time unproductively, depending on the branch
[10]. Major reasons include a lack of planning and controlling. Most
often staff scheduling takes place based on prior experience or with the
aid of spreadsheets [1]. Even with popular staff planning software em-
ployees are regularly scheduled for one workstation per day. However,
in many branches, such as trade and logistics, the one-employee-one-
station concept does not correspond to the actual requirements and
sacrifices potential resources. Therefore, sub-daily (including sub-shift)
planning should be an integral component of demand-oriented staff
scheduling.

2 Description of the Problem

The present problem originates from a German logistics service provider
which operates in a spatially limited area 7 days a week almost 24
hours a day. The employees are quite flexible in terms of working hours.
There are strict regulations e.g. with regard to qualifications because
the assignment of unqualified employees can lead to material damage
and personal injury. Many employees are qualified to work at different
workstations. Currently, monthly staff scheduling is carried out with
MS EXCEL, in which employees are assigned a working-time model
and a set workstation on a full-day basis. Several considerations are
included, such as attendance and absence, timesheet balances, qualifi-
cations and resting times etc. The personnel demand for the worksta-
tions is subject to large variations during the day. However, employees
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are generally scheduled to work at the same workstation all day, caus-
ing large phases of over- and understaffing. This lowers the quality
of service and the motivation of employees and leads to unnecessary
personnel costs as well as downtime. Usually, floor managers intervene
on-site by relocating employees on demand. Nine different workstations
need to be filled. Personnel demand is given in 15-minute intervals. A
total of 45 employees are on duty, each having different start and end
times from their work-time models. A staff schedule is only valid if
any one employee is only assigned to one workstation at a time and
if absent employees are not part of the plan. There are hard and soft
constraints which are penalised with error points. The determination
of error points is in practice an iterative process and not covered here.
The objective is a minimisation of error points in the final solution.

3 Related Work

In [6] Ernst et al. offer a classification of papers related to the issue of
staff scheduling between the years 1954 and 2004. This category flexi-
ble demand is characterised by little available information on schedules
and upcoming orders (e.g. in inbound call centres). A demand per time
interval is given as well as a required qualification. Thus, the logistics
service provider problem can be classified in the group flexible demand
schemes. However, it also has characteristics from the category task as-
signment. In [8] Schaerf and Meisels provide a universal definition of an
employee timetabling problem. Both the concepts of shifts and of tasks
are included, whereby a shift may include several tasks. Employees are
assigned to the shifts and assume task for which they are qualified.
Since the task is valid for the duration of a complete shift, no sub-
daily changes of tasks are made. Blöchlinger [4] introduces, timetabling
blocks (TTBs) with individual lengths. In this model employees may be
assigned to several sequential TTBs, by which sub-daily time intervals
could be represented within a shift. Blöchlinger’s work also considers
tasks; however, a task is always fixed to a TTB. Essentially, our re-
search problem represents a combination of [8] (assignment of staff to
tasks) and [4] (sub-daily time intervals). As a work quite related to
our own research Vanden Berghe [12] presents an interesting planning
approach for sub-daily time periods (flexible demand), which allows
the decoupling of staff demand from fixed shifts resulting in fewer idle
times. However, scheduling is not performed at the detailed level of
individual workstations as in our re-search. Apparently, there exists no
off-the-shelf solution approach to the kind of detailed sub-daily staff
planning problem considered here, although local search and construc-
tive heuristics were successful in the 2007 ROADEF-challenge for a
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similar scheduling problem from France Telecom [11]. An evolutionary
algorithm (EA) for the logistics service provider problem is outlined
below. We assume the reader is familiar with basics of EA [2].

4 An Evolutionary Solution Approach

Evolutionary Algorithms are broadly applicable metaheuristics, based
on an abstraction of natural evolution [2]. The EA suggested here com-
bines the efficient selection scheme from evolution strategies (ES) [3]
with search operators similar to genetic algorithms (GA). ES and GA
belong to the same class of metaheuristics, so merging them is rela-
tively straightforward and can improve performance. It is important,
though, that coding, search operators and selection pressure work to-
gether. For a practical application, this can today only be determined
through experimental testing. To apply solution methods, the schedul-
ing problem needs to be conveniently represented. A two-dimensional
matrix is applied (table 1). The rows of the matrix signify employees
and the columns signify time periods. To mark times in which an em-
ployee is not present due to his work-time model, a dummy workstation
is introduced (in table 1: workstation 0). Assignment changes can only
be made on non-dummy workstations, so that no absent employee is
included. Within the planned period, time is viewed as discrete. An
event point (a new time interval begins) occurs when the allocation re-
quirement for one or more workstations or employee availability change.
With this method the periods are not equally long, so their lengths need
to be stored. Thus, the matrix of each solution consists of 45 rows and
63 columns, yielding 2,835 dimensions, but workstation assignments
can only be made in 1,072 dimensions due to employee absence.

Table 1. Assignment of workstations in a two-dimensional matrix.
employee period

0 1 2 3 4 5 6
1 1 1 1 1 1 1 1
2 0 0 2 2 2 2 2
3 0 0 1 1 2 2 2
4 0 0 6 6 6 6 2
5 3 3 3 2 2 0 0

The EA-population is initialized with valid solutions where workers
have been assigned to workstations for an entire shift. The fitness eval-
uation of individuals is based on penalties for violating the constraints
of the problem, such as under- or overstaffing of workstations or in-
sufficient qualification of employees. Excessive job rotations are also
punished. A (µ, λ)-selection is employed, meaning that in every gener-
ation λ offspring are generated from µ parent solutions. It is a deter-
ministic, non-elitist selection method that prevents parents to survive
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to the next generation cycle. However, the best solution found during
an experimental run is always stored and updated in a ”golden cage”.
It represents the final solution of the run. Following suggestions in the
literature [2] [3], the ratio µ/λ is set to 1/5 - 1/7 during the practical
experiments.

Fig. 1. Recombination operator employed.

The recombination of parents to create an offspring solution works as
follows: A crossover point is determined independently and at random
for each employee (row) of a solution and the associated parts of the
parents are exchanged (similar to n-point crossover in GA, fig. 2). Mu-
tation of an offspring is carried out by picking an employee at random
and changing the workstation assignment for a time interval chosen
at random. It must be ensured, though, that valid assignments are
made w.r.t. the problem constraints. Since mutation is a rather disrup-
tive operator it is applied with probability 0.8 to only one employee
per offspring. This value is purely heuristic and based on tests, as no
recommendation for this type of application is available from the liter-
ature. The EA terminates when 400.000 solutions have been inspected
or the population has converged. Alg. 1 presents an overview of the
approach.

EA-results are compared to local search that performed well in the
2007 ROADEF-challenge [11]. It starts from the manual plan. Then,
the workstation allocations are systematically and successively altered
through all dimensions. The objective function value is calculated af-
ter each change. When error points are not increased, the workstation
change is accepted. In a multi-start version, local search is re-initialized
until roughly the same amount of solutions has been inspected as in

Algorithm 1 Outline of evolutionary approach.
1: procedure Evolutionary Algorithm
2: initialize the population
3: calculate fitness of initial population
4: repeat
5: draw and recombine parent solutions
6: mutate offspring
7: calculate fitness for offspring
8: select the new population
9: until termination criterion holds

10: output best solution from current run
11: end procedure
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the EA. Furthermore, the EA is compared to an own implementation
of Particle Swarm Optimization (PSO), not detailed here for reasons of
space. In PSO swarm members are assumed to be massless, collision-
free particles that communicate and search for optima with the aid of
a fitness function within a solution space [7] [9]. In this process each
single particle together with its position embodies a solution to the
problem. PSO performed well in a similar timetabling problem [5].

5 Results and Discussion

EA-experiments with different selection schemes were conducted. Ta-
ble 2 presents the results for (30,200)- and (10,50)-selection. The aver-
age number of fitness evaluations (solutions inspected) as a hardware-
independent measure is used to compare the computational require-
ments between all different solutions approaches. Thirty independent
runs were performed for each of the experiments. All tests were con-
ducted on a standard PC.
Table 2. Comparison of results for the logistic service provider problem,
based on 30 independent runs for each heuristic. The best solutions (EA) are
underlined.

The manually generated full-day staff schedule results in 11,850 error
points as an upper bound. The absolute optimum (minimum) of the
test problem is unknown. An indication of a very good fitness value
was generated by an extremely time-consuming PSO-run that investi-
gated a total of 93,397,072 solutions and resulted in 5,482 error points.
The simple local search that starts from the manual full day sched-
ule as initial solution has the least computational requirements but is
dependent on the start solution. In terms of effectiveness, local search
appears inferior to the other methods. In its multi-start form, however,
the quality of results is much better but at the cost of higher computa-
tional requirements. PSO generally performs at the level of multi-start
local search. It is apparently difficult for PSO to reduce the number
of workstation rotations and to maintain all hard constraints simul-
taneously while fine-tuning the solution. The evolutionary approach
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produces the best results with (10,50)-selection slightly superior to
(30,200)-selection. Both require not more computational effort in terms
of inspected solutions than PSO or multi-start local search. Thus, the
EA-approach is the most effective heuristic for this application. The
superior performance must be attributed to the operators of the EA
since the coding is identical for all heuristics discussed here. In future
research, these promising results are to be expanded by increasing the
current planning horizon and creating further test problems with the
aid of cooperating companies. Moreover, other heuristics from roughly
comparable problems in the literature are currently being adapted to
our domain and tested to further validate the results.
References

1. ATOSS Software AG, FH Heidelberg (2006) (ed.) Standort Deutsch-
land 2006. Zukunftssicherung durch intelligentes Personalmanagement.
München
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Summary. The aim towards optimal utilization of business opportunities
and manufacturing resources increases the requirements on both production
planning and scheduling. One of the main goals is to maintain a high level of
flexibility to permit a fast response to changed situations in the market. In
this paper, a scheduling problem encountered in the flexible manufacturing of
mobile terminals is discussed.

1 Introduction

In the mobile phone business the competition is focused on the ability
to respond to changing market conditions promptly and flexibly. Mar-
ket shares are retained or increased by introducing new designs and
concepts at an increasing pace. This leads to a growing product port-
folio and together with the shortened product life cycles they present
a considerable challenge for efficient steering of the manufacturing pro-
cesses [1].
In this paper, a real-life challenge in the production of mobile terminals
is described and solved applying mathematical optimization tools. An
mixed integer linear programming (MILP) -based multi-objective opti-
mization model able to consider raw material availability and customer
order specific constraints as well as staff balancing aspects is proposed.
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2 Problem Description

The production of the core hardware components of mobile terminals
is typically organized as modular production lines (MPL). These lines
consist of a set of modules responsible for the different steps in the
assembly. Each line is tailored to be able to produce a set of different
intermediate variants with minor set-up modifications.
The short-term scheduling of MPL utilization is performed based on
the following information: A) Demand for different products, B) The
number of required operators for each product/line, and C) Knowledge
on the alternative lines where the different intermediate product ver-
sions can be assembled. Besides minimizing tardiness of the orders, also
maximal utilization of equipment and human resources, and minimiza-
tion of the mean flow time of the orders are considered.
A as illustration of the problem setting, a task adopted from a real-life
scheduling configuration is considered. Let us assume that a mobile
terminal company has 10 production lines of three different types; 4
of type I, 4 of type II and 2 of type III. These types can be seen as
different generations of production lines and they are thus the result of
gradual process evolution and development. The most recent lines are
the most efficient ones.
The production is planned for a period of two weeks and the operational
environment is flexible due to the large extent of operators that are
contracted just for the period in question. The manufacturing is run
with two twelve hour shifts a day, 7 days a week. During the current
planning period 14 different product variants have to be assembled
and delivered. The planning is performed on shift-basis so that a line
only participates in the manufacturing of one product each shift. Also
due-dates are defined based on the shifts.
The configuration matrix and the order data are given in Table 1. In the
upper part of the table, each row corresponds to a production line type
and the columns correspond to the different orders. The numbers in the
matrix indicate the required amount of operators to run a production
line in case of the respective product. Accordingly, the absence of a
number in the matrix denotes that the product cannot be assembled
using the line type. In the lower part, the customer demand and due-
dates of each product batch are given so that the numbers refer to the
specific work shifts. The production relies on a subcontractor network
and therefore also release dates have to be considered. The set-up times
are not significant.
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Table 1. Above: MLP configuration matrix for the example with 14 orders.
Below: Demand, relase- and due-date for each order.

Line type Order 1 2 3 4 5 6 7 8 9 10 11 12 13 14

1 4 4 5 4 5 3 3 6 3 3 5 3 5 4
2 4 5 6 5 6 3 5 - 3 4 5 - 5 4
3 - 5 6 - 6 3 5 6 - 4 - - 5 4

Order 1 2 3 4 5 6 7 8 9 10 11 12 13 14

Demand 7 12 21 14 10 10 13 10 15 12 18 21 22 25
Release date 1 1 1 3 3 9 5 11 13 13 19 17 21 21
Due date 2 4 5 7 9 12 15 16 19 20 24 25 28 30

3 Deterministic Optimization Approach

The problem can be formulated as an MILP problem as follows: A
set of product orders I are to be assembled during the time horizon
with discretized time periods, shifts, belonging to the set J . The set
of production line types is denoted by K. In this case, the constraints
are, for example, that all ordered amounts di of products i have to be
assembled during the planning time horizon

∑

j∈J

∑

k∈K
eikzijk ≥ di ∀ i ∈ I (1)

where the integer variables zijk denote the number of production lines
of type k manufacturing product i at time period j. eik is an efficiency
factor describing the production capacity when manufacturing prod-
uct i with one MPL of line type k. Because combinations of differently
efficient assembly lines may result in difficulties to exactly match the
demand, a limited slack in production will be allowed. The slack s de-
scribes thus the fraction of time a line may be idle during the production
of an order.

∑

j∈J

∑

k∈K
eikzijk ≤ s · di ∀ i ∈ I (2)

The value of the slack variable has here been set to 1.1 which indi-
cates that, for a 12 hour shift, the production can be discontinued for
maximally about one hour to ensure correct amount of products. Fur-
thermore, the maximum number of active line types may not exceed
the available number of lines nk at any time period.
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∑

i∈I
zijk ≤ nk ∀ j ∈ J, k ∈ K (3)

To be able to encounter the tardiness of the orders, binary variables yij
are introduced that take the value one if product i is manufactured in
period j.

∑

k

zijk ≤Myij ∀ i ∈ I, j ∈ J (4)

where M is a sufficiently big number, e.g. the total number of different
lines available. The tardiness Ti of an order is defined as the number
of time periods, shifts, from the due-date until the time when the last
unit of the order can be delivered.

Ti ≥ (j − ddi)yij ∀ i ∈ I, j ∈ J (5)

where ddi is the due-date of product i. The number of required opera-
tors operj at each time period is obtained by

∑

i∈I

∑

k∈K
oikzijk = operj ∀ j ∈ J (6)

where oik contains the information of required operators (Table 1).
The maximal difference between the minimum and maximum number
of operators ∆o required during the planning horizon is given by

operj − operalloc ≤ ∆o ∀ j ∈ J (7)

−operj + operalloc ≤ ∆o ∀ j ∈ J (8)

where operalloc is the number of operators allocated for the production
during the two-week period.
The main objectives are to obtain a production schedule with a minimal
amount of tardy orders with an as small as possible number of operators
and, furthermore, with an as even operator load as possible:

min ∆o (9)

min
∑

i∈I
Ti (10)

min operalloc (11)
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4 Optimization Results

The solution of a multi-objective optimization problem is often ob-
tained as a set of non-dominated solutions. None of these solutions can
be said to outperform the others with respect to all objectives and the
user has to select one based on the importance of the objectives. Many
algorithms for solving such problems using classical optimization meth-
ods have been suggested during the last four decades [3]. In this work
no a priori information of the different objectives’ importance has been
used, although it may be available. Instead, the used approach resem-
bles the ε-approach by Haimes et al. [4]. The problem is reformulated
into a single objective optimization task:

min 100
∑

i∈I
Ti +∆o (12)

s.t. operalloc = p (13)

∆o ≤ ε (14)

where p is a fixed number of operators allocated for the period (eqs.(1−
8) shall be included in the formulation). The weights in the objective
function are selected so that the influence of ∆o on the objective func-
tion will never exceed that of one order being delayed one time period
because the magnitude of ∆o is below 100. Still, ∆o will be minimized
as a secondary important objective and when a solution have been ob-
tained, ε , which initially was given a large number, is set to, ε = ∆o−1,
and the problem is resolved a number of times until no feasible solution
can be found. When no more non-dominated solutions can be obtained,
the selected p can be changed and the procedure reiterated. The num-
ber of operators p is changed over a span of values that are expected
to be sufficient.
The non-dominated solutions obtained are shown in Figure 1. The
markers refer to solutions with different values on the number of oper-
ators p to hire. It can, for example, be seen that the orders can be met
by a schedule requiring 28 operators with maximally one operator idle
during the two-week period and with a total tardiness value of 4.
The example resulted in an MILP model with about 640 integer and
240 binary variables. The set J , with time periods, was defined so that
every order can be delayed for at most 4 time periods. The model
was solved on a 2000 Mhz PC with the CPLEX MILP solver [5] using
the mip-emphasis set for integer feasibility and with a time limit for
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Fig. 1. Non-dominated solutions for the scheduling task. The legends corre-
spond to the total number of operators needed.

each MILP problem set to 400 seconds. Thus, global optimality is not
guaranteed.

5 Conclusions

In this paper, the production planning and scheduling challenges in mo-
bile terminal manufacturing were discussed. A case study derived from
a typical industrial problem setting was presented and solved using an
MILP formulation to represent the multi-criteria optimization problem.
Although the example was a simplified illustration of the production
arrangement in mobile terminal manufacturing, the importance of this
kind of considerations is obvious.
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1 Introduction

Revenue management is essentially the process of allocating resources
to the right customer at the right time and the right price (cf. [9]).
A slightly different approach to revenue maximization can be met in
“classical” scheduling theory (cf. [3]), where the goal is to maximize
the criterion value, i.e. the profit, for some given values of the problem
parameters (cf. [8]). Such a model finds many practical applications. For
example, a set of jobs can represent a set of customer orders which may
give certain profit to a producer. Due to limited resources, modeled by
a machine or a set of machines, the producer has to decide whether to
accept or reject a particular order and how to schedule accepted orders
in the system. Delays in the completions of orders cause penalties,
which decrease the total revenue obtained from the realized orders. For
this reason, maximizing revenue is strictly related to due date involving
criteria (cf. [3]) such as minimizing tardiness or late work (cf. [11]).
The maximum revenue objective function has been studied mostly for
the single machine environment (cf. [2], [5], [8], [10]).
In our research, we investigate the problem of selecting and execut-
ing jobs on identical parallel machines in order to maximize the total
revenue (profit) with the weighted tardiness penalty.

2 Problem Definition

In the work, we analyzed the problem of selecting and executing a set
of n jobs J = {J1, J2, ..., Jn} on a set of m parallel identical machines

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_25, © Springer-Verlag Berlin Heidelberg 2009

153



154 Malgorzata Sterna, Jacek Juraszek, and Erwin Pesch

M = {M1,M2, ...,Mm}. Each job Jj is described by the release time
rj , at which it becomes available, and the processing time pj , for which
it has to be performed without any preemption. All jobs selected for
execution in the system have to be completed before their deadlines Dj .
Moreover, a due date dj is defined for each job, which determines its
latest finishing time resulting in the full revenue qj . If the completion
time of a job exceeds its due date, the revenue is decreased by the
weighted tardiness (with the weight wj), which represents the fine paid
by a system owner to a customer for feasible delay. The goal is to
select a subset of jobs and to schedule them between release times and
deadlines on machines in order to maximize the total revenue Q.
Introducing binary positional variables xjki, which represent the fact
of assigning job Jj (j = 1, ..., n) to machine Mk (k = 1, ..., (m + 1))
on position i (i = 1, ..., n), we can formulate the scheduling case stated
above as the mixed integer programming problem (MIP). We assume
that machine Mm+1 is a dummy machine collecting all rejected jobs
giving zero revenue.

Maximize Q =
m∑

k=1

n∑

i=1

Qki (1)

Subject to:
n∑

i=1

m+1∑

k=1

xjki ≤ 1 j = 1, ..., n (2)

n∑

j=1

xjki ≤ 1 k = 1, ..., (m+ 1); i = 1, ..., n (3)

n∑

j=1

xjk(i+1) ≤
n∑

j=1

xjki k = 1, ..., (m+ 1); i = 1, ..., (n− 1) (4)

xjki ∈ { 0, 1 } j = 1, ..., n; k = 1..., (m+ 1); i = 1, ..., n (5)

tki ≥ 0 k = 1, ...,m; i = 1, ..., n (6)

tki ≥
n∑

j=1

xjki rj k = 1, ...,m; i = 1, ..., n (7)

tki ≤
n∑

j=1

xjki (Dj − pj) k = 1, ...,m; i = 1, ..., n (8)

tki +
n∑

j=1

xjki pj ≤ tk(i+1) k = 1, ...,m; i = 1, ..., (n− 1) (9)
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Qki ≤ qj − wjmax{ 0, tki + pj − dj }+ (1− xjki)M
j = 1, ..., n; k = 1, ...,m; i = 1, ..., n (10)

Qki ≤
n∑

j=1

xjkiM k = 1, ...,m; i = 1, ..., n (11)

Constraints (2) ensure that each job is assigned to exactly one posi-
tion on a machine, while constraints (3) guarantee that each position
is occupied by at most one job. Due to constraints (4), there is a job
on a certain position in a sequence, only if the previous position is also
occupied. Constraints (5) guarantee correct values of binary decision
variables. The starting times for jobs are further variables in our model.
They have to take non-negative values (6), exceeding the release time
of a job (7), but not violating its deadline (8). Constraints (9) ensure
that two consecutive jobs do not overlap. Constraints (6)-(9) are formu-
lated only for real machines (k ≤ m), since only jobs executed on real
machines provide revenue (10), which increases the criterion value (1).
Constraints (11) ensure that the positions on machines not occupied
by any job give zero revenue (M denotes a big integer value).
The considered problem is NP-hard, since the problem of minimizing
the weighted tardiness for a subset of accepted jobs, which is necessary
to maximize the total revenue, is already intractable [7]. Similarly, the
problem of selecting jobs for execution with the tardiness penalty is
also NP-hard [10].

3 Solution Methods

Any method solving the problem under consideration has to decide
about three issues: which jobs should be accepted, how to assign ac-
cepted jobs to machines and how to schedule jobs on particular ma-
chines. In the presented research, we proposed three strategies: branch
and bound, list scheduling and simulated annealing.

List Scheduling. A list scheduling algorithm (LA) is a simple heuris-
tic which was implemented in order to obtain an initial solution for
simulated annealing as well as to determine an initial lower bound for
the exact approach. At each iteration, it assigns an available job to
a free machine, i.e. the job whose release time is exceeded and which
still can be completed before its deadline giving some revenue. Jobs
which cannot be feasibly processed or provide no revenue due to large
delays are rejected. The method selects one job from a set of avail-
able jobs according to a priority dispatching rule. We implemented 7
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static rules (determining priorities based on the problem parameters,
e.g. the maximum revenue per a processing time unit) and 3 dynamic
rules (calculating priorities based on the problem parameters and the
description of a partial schedule, e.g. the maximum possible revenue at
a certain time moment).

Branch and Bound. Branch and Bound (B&B) determines an optimal
solution by analyzing all possible partitions of a set of jobs to machines.
Since a set of machines contains also a dummy machine collecting re-
jected jobs, the method checks simultaneously all possible decisions on
accepting/rejecting jobs. Then, for a particular partition of a job set,
B&B checks all feasible permutations of jobs on machines. The partial
schedules whose upper bound (determined as the value of current rev-
enue increased with the total revenue which might be obtained from
non-assigned jobs) exceeds the lower bound are suppressed. As it was
mentioned, an initial lower bound is calculated by the list scheduling
heuristic using all proposed priority dispatching rules.

Simulated Annealing. We propose a simulated annealing algorithm
(SA) based on the classical framework of this method (cf. [4], [6]). It
starts exploring the solution space from an initial schedule determined
by the list scheduling heuristic with an initial temperature determined
in a tuning process. The SA solution is represented as an assignment of
jobs to m+ 1 machines and it is transformed to a schedule by an exact
approach determining the optimal sequence of jobs on machines. At
each iteration SA picks at random a neighbor solution from the neigh-
borhood of a current schedule. A new solution is improved with a local
search procedure, whose role plays a simple and fast simulated anneal-
ing method. We proposed two different move definitions for generating
new solutions based on shifting or interchanging jobs between two ma-
chines. If the new schedule improves the criterion value, it is accepted,
otherwise it replaces a current schedule with the probability depending
on the criterion value deterioration and the current temperature. After
a certain number of iterations, the temperature is decreased geomet-
rically (an arithmetic cooling scheme appeared to be not efficient in
preliminary experiments). Moreover, after a given number of iterations
without improvement in the total revenue, we apply diversification,
which randomly fluctuates a current solution and reheats the system
allowing the search in a new area of the problem space. The method ter-
minates after a given number of diversifications and iterations without
improvement.
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4 Computational Experiments

The proposed algorithms were implemented in Java JDK 1.6 MAC OS
X and tested on an Intel Core 2 Duo 2.4 GHz computer. Computational
experiments were performed for a set of randomly generated input in-
stances of 4 various characteristics in terms of the distribution of job
parameters over time. There were instances with “tight” release times
(TR), in which most jobs were available for processing around time
zero, and “loose” release times (LR), which were spread in time. Sim-
ilarly, instances with “tight” due dates and deadlines (TD) contained
jobs with narrow time windows in which they can be processed without
delay, while in instances with “loose” dues date and deadlines (LD) the
lengths of these intervals were very close to the job processing times.
Test results disclosed the strong influence of the instance characteristic
on the efficiency of the heuristic methods. Due to time requirements
of the branch and bound algorithm, the comparison with optimal solu-
tions was possible only for small instances (m = 2, 3, 4 and n

m = 3, 4, 5).
It showed the high efficiency of both heuristics, especially of simulated
annealing, which generated mostly optimal solutions. SA found solu-
tions with 98.73%, and LA with 89.47% of the optimal revenue on av-
erage. In the computational experiments performed for large instances
(m = 5, 10, 15, 20 and n

m = 2, 5, 10, 15) SA was still able to improve
the quality of initial solutions generated by LA by 9.96% on average.
The branch and bound algorithm was obviously a very time consum-

Table 1. The efficiency of the list scheduling and simulated annealing methods

Percentage of Improvement of
optimum revenue in [%] initial revenue in [%]

(m = 2, 3, 4) (m = 5, 10, 15, 20)
LA vs. B&B SA vs. B&B SA vs. LA

n
m

3 4 5 3 4 5 2 5 10 15

TR-TD 88.43 83.34 74.62 100.00 97.66 97.62 5.66 12.62 17.46 22.10
LR-TD 92.34 93.09 90.48 97.70 99.10 98.88 0.21 5.47 10.85 8.75
TR-LD 89.89 93.36 84.73 99.39 98.67 96.59 3.87 11.95 18.14 17.23
LR-LD 100.00 91.68 91.64 100.00 98.93 98.20 0.04 4.04 9.18 11.85

ing method. It required nearly 16 hours for computational experiments
with 72 instances of the small size, while SA and LA consumed negligi-
bly short time in this case. For 320 large instances, the running time of
simulated annealing was still acceptable: it varied from a few seconds
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to 50 minutes depending on the number of jobs and the difficulty of an
instance.

5 Conclusions

We investigated the problem of simultaneous selecting and scheduling
a set of jobs on a set of identical parallel machines in order to maximize
the total revenue. We proposed the MIP formulation for this scheduling
case and designed exact and heuristic approaches, which were tested in
the extensive computational experiments. Within the future research,
we will analyze a similar problem of orders acceptance and scheduling,
which arises in a real world environment [1].
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1 Introduction

The classical job shop assumes that each job visits a machine only once.
In practice, this assumption is often violated. Recently, the reentrant
job shop has become prominent in which a certain job may visit a
specific machine or a set of machines more than once during the pro-
cess flow. Reentrant job shops can be found in many production sys-
tems, particularly in high-tech industries such as semiconductor man-
ufacturing. Another example is the manufacturing of printed circuit
boards that require both surface-mounted devices and conventional pin-
through-hole devices. It is also employed in parts that go through the
painting and baking divisions alternately for different coats of paint in
a painting shop. The problem of minimizing makespan in a reentrant
job shop is theoretically challenging. In fact, it is NP-hard in the strong
sense even for the two-machine case [1]. For the solution of job shop
scheduling problems (JSSPs), exact methods such as integer program-
ming formulations [2] and branch-and-bound algorithms [3] have been
developed to produce optimal solutions. However, their worst-case com-
putational burden increases exponentially with the size of the problem
instance. As noted in Aytug et al. [4], for industrial problems the com-
putational time of any algorithm must be short enough that the result-
ing schedule can be used. Hence, a variety of heuristic procedures such
as dispatching rules, decomposition methods, and metaheuristic search
techniques have been proposed for finding ”good” rather than optimal
solutions in a reasonably short time. While the dispatching rules are
computationally efficient and easy to use, they are generally myopic in
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both space and time and may result in poor long term performance [5].
Decomposition methods aim at developing solutions to complex prob-
lems by decomposing them into a number of smaller subproblems which
are more tractable and easier to understand. The Shifting Bottleneck
Heuristic (SBH), originally proposed by Adams et al. [6] and improved
by Balas et al. [7], is a powerful decomposition method for the JSSP to
minimize makespan (Jm ‖ Cmax). It takes advantage of the disjunctive
graph representation introduced by Roy and Sussmann [8] to model
interactions between the subproblems. At each iteration, the most crit-
ical unscheduled machine is identified and scheduled optimally. Every
time a new machine is scheduled, the constraints imposed by these
new decisions are propagated through the partial solution using the
directed graph representation. In the original SBH, each subproblem is
that of minimizing maximum lateness (Lmax) on a single machine in
the presence of release times and dues dates. This problem is NP-hard
[9] and it is solved optimally by a version of Carlier’s branch-and-bound
method [10] for small-size problems. The subproblem formulation and
solution has been later improved by Dauzere-Peres and Lassere [11]
and Balas et al. [7] with the addition of delayed precedence constraints
to insure the feasibility of the single machine subproblem solutions.
Ovacik and Uzsoy [12] later extended the SBH to minimize maximum
lateness with reentrant product flows, sequence-dependent setup times.
Oey and Mason [13] and Mason and Oey [14] studied a complex job
shop problem with reentrant flow and batch processing machines, and
proposed a modified SBH for generating machine schedules to mini-
mize the total weighted tardiness. Most of the experiments conducted
on the SBH have focused on relatively small problems and small sets of
benchmark problems available in the literature. As noted in Singer [15],
most of the proposed methods are incapable of solving large problem
instances with more than 30 jobs. Given that an instance with 30 jobs
is a rather small problem in real life, we propose a bottleneck-based
heuristic (BBH) for solving the large-scale RJSSPs with 100 or more
jobs with the objective of minimizing makespan (Jm|recrc|Cmax), in
realistic industrial contexts. The proposed BBH is adapted from the
SBH and tailored to the needs of the RJSSP. As in the SBH, the prob-
lem is decomposed into a number of single machine subproblems, and
additionally a specialized sequencing algorithm is proposed for the so-
lution of subproblems so that the large-scale RJSSPs can be handled
conveniently. The following section describes the BBH. In Section 3, a
case study in a textile factory is given, which evaluates the performance
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of the BBH in comparison to the well-known dispatching rules. Finally,
concluding remarks are given in Section 4.

2 The Proposed Bottleneck-Based Heuristic (BBH)

The solution procedure for the BBH contains the same main steps
as the original SBH. However, there are some differences related to
subproblem solution and cycle elimination procedure. A new sequenc-
ing algorithm named as SAL is developed for solving the nonpreemp-
tive single-machine maximum lateness subproblem with release times
(1|rj |Lmax). The description of the SAL is given below. Note that OU
represents the set of all operations that are not scheduled yet, whereas
OS is the set of scheduled operations. O′U is the set of all operations
that are not scheduled and have release times smaller than the sched-
uled time t on the machine.
Step 1. Initialization of the variables used in the algorithm.
Step 2. If set OU is not empty, go to Step 3, otherwise, go to Step 11.
Step 3. Compute the earliest completion time (release time plus pro-
cessing time) for all operations that are not scheduled yet. Find the
minimum completion time and assign this value to the current sched-
uled time t.
Step 4. If there is no unscheduled operation with release time smaller
than t, go to Step 2, otherwise, go to Step 5.
Step 5. Identify the unscheduled operations whose release times are
smaller than t and put them in set O′U .
Step 6. For each operation in set O′U that belongs to a job with reen-
trance property on the associated machine, repeat steps 7 to 9.
Step 7. Identify its preceding reentrant operation. If this operation has
been scheduled, then compute a new release time value by adding the
processing times of all operations between these reentrant operations
to its completion time, otherwise, update set O′U by removing this
operation.
Step 8. If the computed value is greater than its current release time,
then replace it with this value, otherwise, do not make any change.
Step 9. If the new release time is greater than t, then update set O′U
by removing this operation, otherwise, set O′U remains unchanged.
Step 10. If there is no operation left in set O′U , go to step 2, otherwise,
select an operation from set O′U with minimum due date, release time
and index values, respectively in case of ties. Schedule the selected
operation next on the machine. Update the sets OU and OS . Give a
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sequence number for the scheduled operation. Compute its completion
time. Assign this value to t. Initialize set O′U . Go to Step 4.
Step 11. Calculate the maximum lateness for the resultant operation
sequence on the machine.
The machine with the largest Lmax is determined as the ”bottleneck
machine” after the SAL is applied to all unscheduled machines at each
iteration of the BBH. The graph representing the partial schedule is
updated by fixing the disjunctive arcs corresponding to the sequence
of the operations on the bottleneck machine. The Cmax is increased by
Lmax(bottleneck). Different from the JSSP, in the RJSSP, while the
sequence of operations on the machine is being determined, the prece-
dence relationships among the operations that belong to the same job
and use the same machine must be ensured. In the SAL, the release
times of reentrant operations may need to be shifted due to the pre-
requisite operations. While the algorithm identifies the candidate op-
erations to schedule next, the release time of a reentrant unscheduled
operation must be updated according to its preceding operation on the
same machine, which has been already scheduled. If its completion time
has been shifted recently, it must be checked whether it affects the re-
lease time of this reentrant operation. This control is performed through
Steps 7-9 of the proposed algorithm. In the SBH, delayed precedence
constraints, which were proposed by Dauzere-Peres and Lassere [11]
and Balas et al. [7], are used to insure the feasibility of the single ma-
chine subproblems. Without these constraints the SBH may end up in a
situation where there is a cycle in the disjunctive graph and the sched-
ule is infeasible. Instead of imposing delayed precedence constraints, a
new cycle elimination procedure is developed to prevent infeasibility in
the BBH. This procedure restricts the SAL from selecting an operation
that will create a cycle due to the previously scheduled machines.

3 A Real Life Application in Textile Industry

The proposed BBH is applied for solving the RJSSP of the dyeing-
finishing facility of a textile factory. This facility is reentrant because
the ordered jobs have to be processed on some of the machines more
than once. The factory produces a large variety of manufactured fab-
rics, and works under a make-to-order policy in a complicated process-
ing environment ranging from yarn producing to yarn dyeing, weaving
and dyeing-finishing. Currently, the planning department loads the ma-
chines using the First Come First Served (FCFS) rule. In this applica-
tion, a 4-week production schedule has been prepared on a daily basis.
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On a typical day, more than one hundred jobs and approximately one
thousand operations have to be scheduled using 20 different machines.
Since the number of the jobs to be scheduled in a day is very high,
the unfinished jobs are delayed to the next day. The delayed jobs are
scheduled first on the relevant machines the next day and their planned
completion times on the machines are regarded as the release dates of
the waiting jobs to be scheduled on that particular day. We compared
the BBH with respect to the dispatching rules, Most Work Remaining
(MWKR), Longest Processing Time (LPT), Largest Number of Succes-
sors (LNS), Shortest Processing Time (SPT), Least Work Remaining
(LWKR), FCFS, and RANDOM. The BBH outperforms all dispatch-
ing rules based on the Cmax values. The smallest gap is 11.51 % for the
FCFS rule. The solution times are very short for all the dispatching
rules, within less than 1 minute. However, the average solution time is
less than 5 minutes for the BBH and this duration can be traded off
for the increased solution quality.
As a second performance indicator, the average delayed times of the
jobs on the last machine through which all of them must go through
are measured, which are 883, 887, 853, 979, 903, 738, and 860 minutes
respectively for MWKR, LPT, LNS, SPT, LWKR, FCFS, and RAN-
DOM, whereas it is 525 minutes for the BBH. Over the 28-day period
only 36.21 % of the jobs are completed the next day for the BBH, while
this is 83.01 %, 82.51 %, 65.21 %, 54.51 %, 48.01 %, 56.61 %, and 62.91
% respectively for the above listed dispatching rules. Thirdly, the av-
erage completion times of the jobs are analyzed. It is 948 minutes for
the BBH, whereas it is 1527, 1525, 1342, 1305, 1238, 1233, and 1357
minutes respectively for the listed dispatching rules. The average com-
pletion and waiting times of jobs are reduced, and machine utilization
rates are increased. Finally, using the paired t-test we showed that the
difference between the dispatching rules and the BBH is statistically
significant at 1 % level in solution quality.

4 Conclusion

In this paper, we present a new bottleneck-based heuristic method to
minimize the makespan in reentrant job shops. The proposed approach
is capable obtaining high-quality solution for large-size JSSPs in very
short computing times. A new heuristic algorithm has been developed
for the (1|rj |Lmax) subproblem solution in the adapted SBH. We have
evaluated the performance of the BBH through computational experi-
ments on a case study in a textile factory. We have stressed the applica-
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bility of our approach and focused on the resulting benefits and savings.
The results show that the algorithm has considerable improvements in
comparison to the dispatching rules and the average solution time is
less than five minutes. Whereas the computational burden of the orig-
inal SBH increases rapidly as the number of operations increases, the
proposed BBH is well-suited for real life applications.
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traintes disjonctives. Proceedings of SEMA, Montrouge

9. Garey MR, Johnson DS (1979) Computer and intractability: A guide to
the theory of NP-completeness. WH.Freeman, San Francisco, CA

10. Carlier J (1982) The one-machine sequencing problem. Eur J Oper Res
11:42-47

11. Dauzere-Peres S, Lasserre JB (1993) A modified shifting bottleneck pro-
cedure for job shop scheduling. Int J Prod Res 31:923-932

12. Ovacik IM, Uzsoy R (1992) A shifting bottleneck algorithm for scheduling
semiconductor testing operations. J of Electronic Manufacturing 2:119-
134

13. Oey K, Mason SJ (2001) Scheduling batch processing machines in com-
plex job shops. Proceedings of the 2001 Winter Simulation Conference,
pp 1200-1207

14. Mason SJ, Oey K (2003) Scheduling complex job shops using disjunctive
graphs: A cycle elimination procedure. Int J Prod Res 41(5):981-994

15. Singer M (2001) Decomposition methods for large job shops. Comput
Oper Res 28:193-207



Project Scheduling with Precedence
Constraints and Scarce Resources: An
Experimental Analysis of Commercial Project
Management Software

Norbert Trautmann and Philipp Baumann

Universität Bern, Departement Betriebswirtschaftslehre, AP Quantitative
Methoden, Schützenmattstrasse 14, 3012 Bern, Schweiz
{norbert.trautmann,philipp.baumann}@pqm.unibe.ch

Summary. We report on the results of an experimental analysis where we
have compared the resource allocation capabilities of recent versions of 5 com-
mercial project management software packages against state-of-the-art solu-
tion methods from the literature. For our analysis, we have used 1560 RCPSP
instances from the standard test set PSPLIB. The results indicate that us-
ing the automatic resource allocating feature of those packages may result in
project durations that are considerably longer than necessary, in particular
when the resource scarcity is high or when the number of activities is large.

1 Introduction

The resource-constrained project scheduling problem RCPSP can be
described as follows (cf. [1]). Given are a set V of n non-interruptible
activities i ∈ V , a set E of precedence relationships (i, j) ∈ V × V
among these activities, and a set R of renewable resources k ∈ R with
constant capacities Rk > 0. The execution of an activity i ∈ V takes
a prescribed amount of time pi > 0 and requires a prescribed amount
rik ≥ 0 of each resource k ∈ R. Sought is a baseline schedule, i.e. a
start time Si ≥ 0 for each activity i ∈ V , such that [a] the precedence
relationships are taken into account (i.e., Sj ≥ Si+pi for all (i, j) ∈ E),
[b] for every resource, at no point in time the total requirement exceeds
the available capacity (i.e.,

∑
i∈V :Si≤t<Si+pi rik ≤ Rk for all k ∈ R and

t ≥ 0), and [c] the project duration maxi∈V Si + pi is minimized.
For this NP-hard optimization problem, a large variety of exact and
heuristic solution methods has been presented in the literature; for a
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survey, we refer to [6]. In practice, however, it is common to use com-
mercial software packages for determining project schedules (cf. [3]). In
experimental analyses, [2, 4, 5, 7] have compared the resource alloca-
tion capabilities of such software packages with those of specific solution
methods. While all these studies are based on rather small test sets, [9]
have used the 1560 RCPSP instances with 30, 60, and 120 activities,
respectively, from the standard test set PSPLIB (cf. [8]). In this paper,
we continue that research using recent versions of the project man-
agement software packages Acos Plus.1 (ACOS Projektmanagement
GmbH), Turbo Project Professional (OfficeWork Software), CS Project
Professional (CREST Software), Microsoft Office Project 2007 (Mi-
crosoft Corporation), and PS8 (Sciforma Corporation).
The remainder of this paper is structured as follows. Section 2 outlines
the resource allocation features of the individual software packages. Sec-
tion 3 describes the design and the results of our experimental analysis.
Section 4 is devoted to some concluding remarks.

2 Software Packages

For our analysis, we installed Release 8.9a of Acos Plus.1 (ACO), Re-
lease 4.00.221.2 of Turbo Project Professional (TPP), Release 3.4.1.20
of CS Project Professional (CSP), Release 12.0.4518.1014 of Microsoft
Office Project 2007 (MSP), and Release 8.5.1.9 of PS8 (PS8) on various
standard PCs with Windows XP or Windows Vista as operating sys-
tem. In this section, we briefly explain how resource allocation can be
performed manually and automatically with the individual packages.

2.1 Acos Plus.1

In Acos Plus.1 the resource capacities and requirements need to be
specified in units per time period. An activity filter highlights activities
involved in resource overloads. Overloads can be resolved manually by
dragging and dropping activities within a Gantt-chart.
Automatic resource allocation can be performed for all or for selected
resources and activities only. Optionally, a project completion time
may be prescribed. As activity priorities, one of the options smallest
total/free float time, affiliation to the critical path, longest/shortest
processing time, number of predecessors/successors, total number of
predecessors and successors, or user-defined values can be selected. In
our analysis, we tested all these options except user-defined values and
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selected the schedule with the shortest project duration. For some in-
stances and options, however, the allocation procedure created cyclic
precedence relationships and returned an infeasible schedule; we did
not take such schedules into account.

2.2 Turbo Project Professional

In Turbo Project the resource capacities and requirements must be
defined in units per day. Activities involved in resource overloads are
indicated in an activity table. Turbo Project supports manual resource
allocation with a dialog box which allows to locate and display infor-
mation about activities involved in resource overloads.
For automatic resource allocation the user must decide whether the ac-
tual project duration may be increased or not. A resource filter allows
for removing overloads of only certain resources. The activity priorities
can be chosen manually or set to a constant value. In our analysis, we
used the latter option. The time horizon considered for the allocation
can be selected either according to the actual schedule or manually.
In the first case, automatic resource allocation may result in an infea-
sible schedule, because resource overloads beyond the current project
completion time are not resolved. Therefore, we tried both to use a
sufficiently long time horizon and to repeat calling the resource allo-
cation function until we obtained a feasible schedule, and selected the
resulting schedule with shorter project duration.

2.3 CS Project Professional

In CS Project the resource capacities and requirements must be spec-
ified in hours per day. A resource profile and a resource overload indi-
cator support manual resource allocation via drag-and-drop.
Automatic resource allocation can be performed for all or only for se-
lected activities and resources. It is also possible to freeze the actual
project completion time. The user can select one of 65536 different
priority rules by combining duration, early start, start-baseline, finish-
baseline, late finish, total/free float, and user-defined values, each in
ascending or descending order, in a four-level hierarchy. In our analy-
sis, we tested 80 of the possible priority rules, using the first two levels
of the hierarchy.

2.4 Microsoft Office Project 2007

In Microsoft Office Project the resource capacities and requirements
are modeled as aggregated workloads; correspondingly, the duration of
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an activity is in general seen as variable, but may also be fixed. Filters
and a resource chart support manual resource allocation.
For automatic resource allocation the user must specify the time hori-
zon and the period length. A resource overload occurs when the total
requirement within a period exceeds the total capacity; within a pe-
riod, however, no individual time points are considered. The activity
priorities can be set either manually or to predefined values, which are
computed according to precedence relationships and float times. In our
analysis we used these predefined values.

2.5 PS8

In PS8 the resource capacities and requirements are specified in units
per time period (e.g. a minute or a day). For manual resource allo-
cation, a Gantt-chart and a resource profile with common time line
are displayed simultaneously; moreover, the software can search for re-
source overloads.
For automatic resource allocation the user has to choose a leveling
time scale which is equivalent to the period concept in Microsoft Of-
fice Project. The allocation can be restricted to certain activities and
resources; there are no options for choosing priority values.

3 Experimental Analysis

For our analysis, we have used the 1560 RCPSP instances from the
PSPLIB test sets J30, J60, and J120 (cf. [8]). The J30 and J60 test sets
contain 480 instances with n = 30 and n = 60 activities, respectively,
and the J120 test set contains 600 instances with n = 120 activities.
We have downloaded the project durations in the optimal schedules
(J30 set) and the best known feasible schedules (J60 and J120 set) on
May 18, 2008 from the site http://129.187.106.231/psplib/. In our
analysis, we have used these project durations as reference values.
Table 1 lists the mean, the maximum, and the variance of the relative
makespan deviation from the reference values for the three test sets.
With respect to all criteria, ACOS Plus.1 and CS Project performed
best, closely followed by PS8. The results of all software packages are
getting worse when the number n of project activities increases.
As described in [8], the problem instances have been generated by sys-
tematically varying the relative resource scarcity (resource strength
RS), the mean number of resources used (resource factor RF ), and the
mean number of precedence relationships (network complexity NC).
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Table 1. Relative makespan deviation

Mean [%] Maximum [%] Variance [%2]
n 30 60 120 30 60 120 30 60 120

ACO 3.35 4.28 11.06 26.15 24.24 31.29 26.16 45.19 60.95
TPP 8.61 9.92 24.42 48.91 54.43 72.90 110.55 155.31 212.54
CSP 2.88 4.47 12.12 20.59 23.53 29.25 18.49 44.60 62.83
MSP 5.18 6.51 15.19 31.03 32.94 48.70 44.66 68.88 102.71
PS8 4.93 5.25 12.26 37.93 41.41 37.43 48.52 62.83 68.23

Table 2 shows the mean relative makespan deviation for the values of
these parameters in set J120. For all packages, the results are as follows:

• When the resource scarcity gets higher (decreasing RS value), the
deviation increases considerably.
• Interestingly, the deviation is smaller if the activities require one

resource only (RF = 0.25) or require all resources (RF = 1) than
if the activities require several, but not all resources.
• The mean number of precedence relationships NC has no strong

influence on the deviation.

Table 2. Mean relative makespan deviation in set J120

RS RF NC
0.5 0.4 0.3 0.2 0.1 0.25 0.5 0.75 1 1.5 1.8 2.1

ACO 2.39 6.82 10.79 15.56 19.72 6.02 12.73 13.39 12.09 10.35 10.86 11.96
TPP 9.27 17.67 24.28 31.33 39.53 15.71 30.05 30.09 21.82 23.78 24.47 25.01
CSP 3.38 8.41 12.32 16.56 19.96 6.11 14.17 14.77 13.45 11.59 11.93 12.85
MSP 4.70 9.61 14.22 20.07 27.37 8.41 17.83 18.45 16.07 14.65 15.02 15.90
PS8 3.60 8.12 12.13 16.66 20.79 6.03 14.51 14.96 13.54 11.80 12.01 12.97

4 Conclusions

In this paper, we have reported on the results of an experimental anal-
ysis in which we evaluated the resource allocation capabilities of 5 com-
mercial project management software packages. It has turned out that
when using any of these packages for resource allocation, a project man-
ager must be aware of the risk that the project takes considerably more
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time than necessary. This gap increases significantly with the number
of project activities and the resource scarcity. In our comparison, the
project duration computed by Acos Plus.1, CS Project, or PS8 was
generally shorter than for Turbo Project or Microsoft Office Project.
A possible reason for this behavior could be the resource allocation
algorithms used by the software packages. However, we note that in
none of the software packages it is possible to explicitly specify an ob-
jective such as e.g. minimization of the project duration. Packages like
Acos Plus.1 or CS Project Professional offer the possibility to select a
priority-rule for the resource allocation; this may explain their (relative)
better performance. In contrast, all packages offer extensive modeling
possibilities, e.g. for calendars or time-varying resource requirements.
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1 Introduction

Many attempts have been made to model and optimize supply chain
design, most of which are based on deterministic approaches, see for
example [3], [8], [4] and many others. In order to take into account
the effects of the uncertainty in the production scenario, a two-stage
stochastic model is proposed in this paper.
There are a few research works addressing comprehensive (strategic and
tactical issues simultaneously) design of supply chain networks using
two-stage stochastic models including [6], [9], [1] and [7]. [2] developed a
multi-objective stochastic programming approach for designing robust
supply chains. Then, they used goal attainment technique, see [5] for
details, to solve the resulting multi-objective problem. This method
has the same disadvantages as those of goal programming; namely,
the preferred solution is sensitive to the goal vector and the weighting
vector given by the decision maker, and it is very hard in practice to
get the proper goals and weights. To overcome this drawback, we use
STEM method in this paper to solve this multi-objective model.

2 Problem Description

The supply chain configuration decisions consist of deciding which of
the processing centers to build. We associate a binary variable yi to
these decisions. The tactical decisions consist of routing the flow of
each product from the suppliers to the customers. We let xkij , z

k
j and
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ej denote the flow of product k from a node i to a node j of the
network, shortfall of product k at customer center j and expansion
amount of processing facility j after building the plants and revealing
the uncertain parameters, respectively.
We now propose a stochastic programming approach based on a re-
course model with two stages to incorporate the uncertainty associ-
ated with demands, supplies, processing/transportation, shortage and
capacity expansion costs. Considering ζ = (d, s, q, h, f) as the cor-
responding random vector, the two-stage stochastic model, in matrix
form, is formulated as follows (see [7] for details):

Min CT y + E[G(y, ζ)] [Expected Total Cost] (1)

s.t
y ∈ Y ⊆ {0, 1}|P | [Binary Variables] (2)

where G(y, ζ) is the optimal value of the following problem:

Min qTx+ hT z + fT e (3)

s.t.

Bx = 0 [Flow Conservation] (4)

Dx+ z ≥ d [Meeting Demand] (5)

Sx ≤ s [Supply Limit] (6)

Rx ≤My + e [Capacity Constraint] (7)

e ≤ Oy [Capacity Expansion Limit] (8)

x ∈ R|A|∗|K|+ , z ∈ R|C|∗|K|+ , e ∈ R|P |+ [Continuous Variables] (9)

In this paper, the uncertainty is represented by a set of discrete scenar-
ios with given probability of occurrence. The role of unreliable suppliers
is implicitly considered in the model by properly way of generating sce-
narios.
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3 Multi-Objective Supply Chain Design Problem

To develop a robust model, two additional objective functions are added
into the traditional supply chain design problem, which only minimizes
the expected total cost as a single objective problem. The first is the
minimization of the variance of the total cost, and the second is the
minimization of the downside risk or the risk of loss. The definition of
downside risk or the expected total loss is:

DRisk =
L∑

l=1

pi ∗Max(Costl −Ω, 0) (10)

where pl, Ω and Costl represent the occurrence probability of lth sce-
nario, available budget and total cost when lth scenario is realized,
respectively. The downside risk can be calculated as follows:

DRisk =
L∑

l=1

pl ∗DRl (11)

DRl ≥ Costl −Ω ∀l (12)
DRl ≥ 0 ∀l (13)

The proper multi-objective stochastic model for our supply chain design
problem will be:

Min f1(x) = CT y +
L∑

l=1

pl(qTl xl + hTl zl + fTl el) (14)

Min f2(x) =
L∑

l=1

pl[qTl xl + hTl zl + fTl el −
L∑

l=1

pl(qTl xl + hTl zl + fTl el)]
2

(15)

Min f3(x) =
L∑

l=1

pl ∗DRl (16)

s.t
Bxl = 0 l = 1, . . . L (17)
Dxl + zl ≥ dl l = 1, . . . L (18)
Sxl ≤ sl l = 1, . . . L (19)
Rxl ≤My + el l = 1, . . . L (20)
el ≤ Oy l = 1, . . . L (21)
cT y + qTl xl + hTl zl + fTl el −Ω ≤ DRl l = 1, . . . L (22)
y ∈ Y ⊆ {0, 1}|P | (23)
x ∈ R|A|∗|K|∗L+ , z ∈ R|C|∗|K|∗L+ , e ∈ R|P |∗L+ , DR ∈ RL+ (24)
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3.1 STEM method

Step 0. Construction of a pay-off table:
A pay-off table is constructed before the first interactive cycle. Let
fj , j = 1, 2, 3, be feasible ideal solutions of the following 3 problems:

Min fj(x), j = 1, 2, 3 (25)

s.t.
x ∈ S (Feasible region of problem (14− 24)) (26)

Step 1. Calculation phase:
At the mth cycle, the feasible solution to the problem (27-30) is sought,
which is the ”nearest”, in the MINIMAX sense, to the ideal solution
f∗j :

Min γ (27)

s.t.
γ ≥ (fj(x)− f∗j ) ∗ πj , j = 1, 2, 3 (28)

x ∈ Xm (29)

γ ≥ 0 (30)

where Xm includes S plus any constraint added in the previous (m−1)
cycles; πj gives the relative importance of the distances to the optima.
Let us consider the jth column of the pay-off table. Let fmaxj and fminj
be the maximum and minimum values; then πj , j = 1, 2, 3, are chosen

such that πj = aj/
∑

i ai, where aj =
fmaxj −fminj

fmaxj
.

Step 2. Decision phase:
The compromise solution xm is presented to the decision maker(DM).
If some of the objectives are satisfactory and others are not, the DM
relaxes a satisfactory objective fmj enough to allow an improvement of
the unsatisfactory objectives in the next iterative cycle. The DM gives
∆fj as the amount of acceptable relaxation. Then, for the next cycle
the feasible region is modified as:

Xm+1 =





Xm

fj(x) ≤ fj(xm) +∆fj , if j = 1, 2, 3
fi(x) ≤ fi(xm) if i = 1, 2, 3, i 6= j

(31)

The weight πj is set to zero and the calculation phase of cycle m + 1
begins.
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4 Numerical Experiments

Consider the supply chain network design problem, as explained in [2].
A drink manufacturing company is willing to design its supply chain.
This company owns three customer centers located in three different
cities L, M, and N, respectively. Uniform-quality drink in bulk (raw
material) is supplied from four plants located in A, B, C and D. There
are four possible locations E, F, G and H for building the bottling
plants.
The problem attempts to minimize the expected total cost, the variance
of the total cost and the downside risk in a multi-objective scheme.
Now, we use the STEM method to solve this multi-objective supply
chain design problem. First, we construct the pay-off table, which is
shown in Table 1.

Table 1. Pay-off table
MEAN 1856986 307077100000 119113
VAR 6165288 0 3985288

DRISK 2179694 1495374000 4467.3

Then, we go to the calculation phase and solve the problem (27-
30) using LINGO 10 on a PC Pentium IV 2.1−GHz processor. The
compromise solution for the location (strategic) variables is [1, 1, 1, 0].
Then, in the decision phase, DM compares the objective vector f1 =
(f1

1 , f
1
2 , f

1
3 ) = (2219887, 253346, 39887) with ideal f1 = (f∗1 , f

∗
2 , f

∗
3 ) =

(1856986, 0, 4467.3). If f1
2 is satisfactory, but the other objectives are

not, the DM must relax the satisfactory objective f1
2 enough to allow an

improvement of the unsatisfactory objectives in the first cycle. Then,
∆f2 = 999746654 is considered as the acceptable amount of relaxation.
In the second cycle, the compromise solution for the location vari-
ables is still [1, 1, 1, 0]. This compromise solution is again presented
to the DM, who compares its objective vector f2 = (f2

1 , f
2
2 , f

2
3 ) =

(2132615, 1000000000, 4467.3) with the ideal one. If all objectives of
the vector f2 are satisfactory, f2 is the final solution and the optimal
vector including the strategic and tactical variables would be x2 . The
total computational time to solve the problem using STEM method is
equal to 18 : 47 (mm:ss), comparing to 02 : 26 : 37 (hh:mm:ss) in gener-
ating 55 Pareto-optimal solutions using goal attainment technique (see
[2] for details).

5 Conclusion
The proposed model in this paper accounts for the minimization of the
expected total cost, the variance of the total cost and the downside risk
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in a multi-objective scheme to design a robust supply chain network.
We used STEM method, which is an interactive multi-objective tech-
nique with implicit trade-off information given, to solve the problem.
The main advantage of the STEM method is that the prefered solution
does not depend on the goal and weight vectors, unlike goal attain-
ment technique. We also avoided using several more binary variables
in defining financial risk by introducing downside risk in this paper,
which significantly reduced the computational times.

Acknowledgement. This research is supported by Alexander von Humboldt-
Stiftung and Iran National Science Foundation (INSF).
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Summary. In the consumer goods industry there is often a natural sequence
in which the various products are to be produced in order to minimize total
changeover time and to maintain product quality standards. For instance, in
the production of beverages, the final bottling and packaging lines determine
the output rate of the entire production system. This type of production
system is called “make-and-pack”. In this paper, a so-called block planning
approach based on mixed-integer linear optimization modeling is presented
which establishes cyclical production patterns for a number of pre-defined
setup families.

1 Introduction

In the consumer goods industry the focus in production planning and
scheduling is shifting from the management of plant-specific opera-
tions to a holistic view of the entire supply chain comprising value
adding functions like purchasing, manufacturing and distribution. Con-
sequently, in order to improve the performance of the entire logistic
chain, operational planning systems have to be established which al-
locate the forecasted product demand between plants at various loca-
tions, determine the distribution of final products to warehouses, and
generate detailed schedules for manufacturing the required quantities
of products at the various sites.
The intention of this paper is to develop an integrated production and
distribution model for application in the consumer goods industry that
addresses the above-mentioned challenges. Its specific contributions are

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_29, © Springer-Verlag Berlin Heidelberg 2009

179



180 Bilge Bilgen and Hans-Otto Günther

the incorporation of cyclical patterns according to the block planning
concept proposed by [2] into the production model and the integra-
tion of a distribution model that covers the transportation between
the plants and the distribution centres in a supply chain. The model
is intended for decision support in operative planning with a typical
planning horizon of 4 to 12 weeks.

2 Scheduling “Make-and-Pack” Production

In the consumer goods industry, for example in the production of de-
tergents, cosmetics, food and beverages, as well as in the fine-chemicals
industry, there is often only one single production stage after which
final products are packed and shipped to distribution centres or in-
dividual customers. This type of production environment is known as
“make-and-pack production”. A practical and computationally efficient
approach to short-term scheduling for this type of production system
can be seen in the block planning approach proposed by [2]. The key
idea behind this approach is to schedule blocks, i.e. a predefined se-
quence of production orders of variable size, in a cyclical fashion. For
instance, one block is scheduled per period. The start and ending times
of the blocks are variable except that blocks have to be completed be-
fore the end of the period they are assigned to. This way block planning
provides a higher degree of flexibility regarding the time-phasing and
sequencing of production orders compared to classical dynamic lot siz-
ing models. Applications of the block planning approach can be found,
for instance, in the production of yoghurt (cf. [3]) or in the produc-
tion of hair dyes (cf. [2]). Figure 1 illustrates the concept of the block
planning approach and its integration with distribution planning.

Fig. 1. Block planning and its integration with distribution planning
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3 Model Formulation

In the following, a mixed-integer linear programming (MILP) model for
production and distribution planning is developed. The formulation is
based on a continuous time representation to model the production runs
for all items within a setup family and a discrete time representation
with micro-periods for the daily assignment of demand elements. The
following specific modelling assumptions should be mentioned.

• Since the location of a production line is not essential here, we num-
ber production lines consecutively irrespective of the plant location.
• Production lots on each line are consecutively numbered based on

the given setup sequence within a block. Hence, constraints which
refer to the time phasing of production activities address lots rather
than individual products.
• For each lot, a time window is defined which indicates the range of

micro-periods during which the production lot is allowed to finish.
• Major setup times of blocks occur at the end of the processing time

of a block when the equipment is prepared for the next setup family.
• Due to the unique assignment of blocks to macro-periods, the same

time index can be used for both entities.

The notation used in the model formulation is given below. For conve-
nience, we use weeks and days as lengths of macro and micro-periods,
respectively.

Indices and sets
i ∈ I plants
i ∈ Ij plants which supply DC j
j ∈ J distribution centers (DCs)
J ∈ Ji DCs which are supplied by plant i
p ∈ P products
l ∈ L production lines
l ∈ Lip lines at plant i which produce product p
k ∈ Kl consecutive number of production lots on line l
k ∈ Klt lots on line l scheduled in block t
k ∈ Kpl lots which produce product p on line l
first(lt) first lot of block t on line l
t ∈ T macro-periods: weeks (t = 1, 2, . . ., |T |)
τ ∈ D micro-periods: days (τ = 1, 2, . . ., |D|)
τ ∈ Dkl time window (micro-periods) for the completion of lot k on

line l
(τ = dkl, . . ., dkl) with dkl = length of the time window
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Parameters
cPl operating cost of line l per time unit
cSkl minor setup cost for lot k on line l
cIp inventory holding cost per unit of product p per day
cTpij transportation cost per unit of product p from plant i to

DC j
akl unit production time for lot k on line l
skl minor setup time for lot k on line l
Sl major setup time of a block on line l
Mkl maximum size of lot k on line l
αlt earliest start-off time (day) of block t on line l
γt end of week t expressed on the daily time scale
Epjτ external demand of product p at DC j on day τ

Decision Variables
xkl ≥ 0 size of lot k produced on line l
ykl ∈ {0, 1} =1, if lot k is set up on line l (0, otherwise)
zklτ ∈ {0, 1} =1, if lot k has been finished up to day τ on line l (0,

otherwise)
αlt ≥ 0 start time of block t on line l
Ωkl ≥ 0 end time of lot k on line l
δlt ≥ 0 duration of block t on line l
qklτ output from lot k at line l on day τ
upijτ quantity of product p shipped from plant i to DC j on day

τ
Fpjτ inventory level of product p at DC j at the end of day τ

The objective function aims to minimize total costs comprised of pro-
duction costs, minor set up costs for the production lots of the indi-
vidual products, inventory holding costs at distribution centers, and
transportation costs.

∑

l∈L

∑

t∈T
cPl ·δlt+

∑

l∈L

∑

k∈Kl
cSkl ·ykl+

∑

p∈P

∑

τ∈D


∑

j∈J
cIp · Fpjτ +

∑

i∈I

∑

j∈Ji
cTpij · upijτ




(1)

Constraints related to blocks

δlt = Sl +
∑

k∈Klt
skl · ykl +

∑

k∈Klt
akl · xkl ∀ l ∈ L, t ∈ T (2)

αlt ≥ αl,t−1 + δl,t−1 ∀l ∈ L, t = 2, . . ., |T | with αl1 = 0 (3)

αlt ≥ αl,t ∀l ∈ L, t ∈ T (4)
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αlt + δlt ≤ γt ∀l ∈ L, t ∈ T (5)

Constraint (2) determines the duration of a block. According to (3)
a block is allowed to start as soon as the predecessor block has been
completed. Bounds (4) define an earliest start-off day for each block.
Constraint (5) ensures that each block is completed before the end of
the assigned week.

Constraints related to production lots

xkl ≤Mkl · ykl l ∈ L, k ∈ Kl (6)

Ωfirst(lt) = αlt+sfirst(lt) ·yfirst(lt) +afirst(lt) ·xfirst(lt) l ∈ L, t ∈ T (7)

Ωkl = Ωk−1,l+skl ·ykl+akl ·xkl l ∈ L, k ∈ Klt\(first(lt), t ∈ T ) (8)

τ −Ωkl
dkl

≤ zklτ ≤ 1 +
τ −Ωkl
dkl

l ∈ L, k ∈ Kl, τ ∈ Dkl (9)

Constraint (6) enforces the lot size k on line l to zero if no corresponding
setup takes place. The calculation of the end time of the lots is expressed
in (7) for lots which are the first ones in a block and in (8) for the
remaining lots. In order to trace the completion of lots on a daily time
scale, auxiliary binary decision variables, so-called heaviside variables,
are introduced (cf. [1]). These variables indicate that lot k has been
finished on line l up to a particular day τ . (9) enforces the heaviside
variables to zero for all periods prior to the completion period of the
lot and to one for the remaining periods.

Constraints related to production output

qklτ ≤Mkl · zklτ l ∈ L, k ∈ Kl, τ = dkl (10)

qklτ ≤Mkl · (zklτ − zklτ−1) l ∈ L, k ∈ Kl, τ ∈ Dkl\dkl (11)
∑

τ∈Dkl
qklτ = xkl l ∈ L, k ∈ Kl (12)

The completion of a lot is indicated by a switch from 0 to 1 in the
periodic development of the heaviside variables according to (9). Only
at the day when the heaviside variable switches from 0 to 1, the q-
variable may take a positive value indicating that output is available
from lot k produced on line l. Otherwise, its value is enforced to zero.
(10) considers the first period in the relevant time window, (11) the
remaining periods. Constraint (12) allocates the lot size between the
daily output quantities of production lot k at line l.

Constraints related to distribution centers



184 Bilge Bilgen and Hans-Otto Günther
∑

l∈Lip

∑

k∈Kpl
qklτ =

∑

j∈Ji
upijτ p ∈ P, i ∈ I, τ ∈ D (13)

Fpjτ = Fpjτ−1 +
∑

i∈Ij
upijτ − Fpjτ p ∈ P, j ∈ J, τ ∈ D with Fpj0 = given

(14)
Constraint (13) expresses the balance between total output quanti-

ties achieved from lots producing product p at the production lines in
plant i and the shipping quantities from plant i to the connected DCs.
Inventory balances are given in (14).

4 Conclusions

Generally, the problem of determining production order sizes, their
timing and sequencing in make-and-pack production with setup con-
siderations is equivalent to a capacitated lot size problem. However, the
related models presented in the academic literature do not sufficiently
reflect the need for scheduling production orders on a continuous time
scale with demand elements being assigned to distinct delivery dates.
Moreover, issues like definition of setup families with consideration of
major and minor setup times and multiple non-identical production
lines with dedicated productline assignments are seldom addressed in
a realistic way. In this paper an MILP-based block planning concept
has been presented that is suited to make-and-pack production system
in the consumer goods industry.
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Summary. In this paper, we analyze a two-echelon inventory system with
one warehouse, one retailer and a priority customer class with direct supply
from the warehouse. The customer demands are arbitrarily distributed. At
both stockpoints, the inventory control is according to a reorder-point policy
with periodic review and fixed replenishment order sizes. For such a system,
we present a discrete-time Markov chain model to describe the inventory po-
sitions. With this model, the service levels for both customer classes can be
computed. A simple priorization rule such that the priority customer class
will be served first as well as a critical-level policy can be considered.

1 Problem Description

The warehouse faces two types of customers: retailers, and important
customers who buy directly as end consumers at the warehouse. It is
assumed that an incomplete supply to such customers leads to higher
backorder costs in comparison to the retailers. Therefore, they will be
served with higher priority.
Both, the demand of an arbitrary time period at the retailer, DR, and
the end consumer demand DW that is directed to the warehouse are
generally distributed. To restrict the state space under consideration,
we regard dmax

R and dmax
W as the maximum demand sizes. That is, we

truncate the demand distributions such that, if the maximum demands
are chosen sufficiently large, the probability of demand sizes larger than
these values are close to 0.
The replenishment lead time is deterministic on a discrete time axis
(e. g. days). It is assumed that the basic time period is chosen accord-
ing to the length of the replenishment lead time. That is, the lead
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time is exactly one period (e. g. 1 day). This assumption ensures the
Markov property in the models described later on. Otherwise, any
transition probability between two inventory positions would require
the information on how long the actual replenishment would still take.
We assume the following periodic schedule: The inventory is registered
after receiving a replenishment order. The new customer orders are
collected up to a point of time later on. They may be fulfilled by the
available stock on-hand. Finally, after delivery, a replenishment order is
triggered if the stock on-hand is reduced to or below the reorder point.
Nota bene there is a time shift between the replenishment order releases
of the retailer and those of the warehouse such that a retailer order is to
be considered as an add-on to the demand directed to the warehouse.
Anyway, a replenishment order usually is triggered at the end of a
period. It will arrive next period (just before the next inspection point
in time).
At both stockpoints, reorder-point policies are established. We assume
that the replenishment order quantities qR and qW are chosen such that
at most only one order can be outstanding at the inspection points.
That means, the replenishment order size has to be larger than the
maximum demand of one period. To ensure steady-state in the case of
a critical-level policy without partial backordering, the restriction is a
little harder: qW > 2 · (dmax

W + qR). This avoids unlimited waiting times
for the retailer.

2 The Basic Model

In case of Poisson demand, the evolution of the inventory position can
be described by a Markov model with the state space {s+1, . . . , s+q};
see [2] for stockpoints that are controlled in continuous time. It is
shown that the inventory position has an uniform distribution in the
steady-state. The probability distribution of the on-hand inventory
(see also [1]) and of the amount of backorders can be derived from
these probabilities. Similar models can be developed for multi-echelon
systems. Then, the state space consists of state vectors describing the
inventory position at each stage. The state space for the inventory
position remains the same also in the case of a discrete time axis if just
before an inspection point a replenishment order of an appropriate size
can be released.
To model class-dependent service, we take into consideration the evolu-
tion of the net inventory at the warehouse. The net inventory is equal
to the inventory position except when outstanding orders are on their
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way. According to the assumptions above, only one order of size qW
can be outstanding. Hence, the net inventory stock may be reduced
by qW units below the inventory position that includes the outstand-
ing order. The minimum possible value of the net inventory stock is
reached if the inventory position was sW +1 at the last inspection point
and if the maximum possible demand occurs. So, the net inventory is
between sW + 1 − (dmax

W + qR) and sW + qW . The lower ones of these
values can only be reached with a positive qR. That is, the retailer has
placed a replenishment order which was triggered if his net inventory
stock had fallen down to sR or below by the demand dR during the
last period before. With the same amount of dR units, the retailer’s
inventory position (that includes the outstanding order of size qR and
that is at least sR + 1 by assumption) has been reduced, too. It takes
its minimum possible value if the maximum demand dmax

R has occured,
i. e.: sR+1−dmax

R +qR = sR+qR−(dmax
R −1). Hence, in case of the max-

imum demand dmax
W and net inventories between sW + 1− (dmax

W + qR)
and sW + 1− (dmax

W + 1) = sW − dmax
W at the warehouse (i. e. with posi-

tive qR), the inventory position of the retailer is between its maximum
value (sR + qR) and at most (dmax

R − 1) units below it.
In general, a state of the system is denoted by (i, j, k), where i is
a particular net inventory stock and j the inventory position at the
warehouse. The third entry represents a particular inventory position
of k items at the retailer. The transitions between these states are
registered as changes of these inventory positions during one period.
The states will change driven by stochastic demands and according to
the pre-determined (s, q) replenishment policies. The probability of a
certain transition corresponds to the probability that during one period
a certain demand dW occurs at the warehouse, and that a certain de-
mand dR occurs at the retailer: P(DW = dW , DR = dR) =: p (dW , dR).
First, let us consider the case i = j when the system has reached a
certain state (i, j, k) at which no replenishment order has been placed
by the warehouse at this particular time instant. Then, there are four
kinds of initial states a transition into (i, j, k) may come from:
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P(i, j, k)

=
∑

dW∈D1
W

∑

dR∈D1
R

p (dW , dR) · P(i+ dW , j + dW , k + dR)

+
∑

dW∈D2
W

∑

dR∈D2
R

p (dW , dR)
· P(i+ dW + qR, j + dW + qR, k + dR − qR)

+
∑

dW∈D31
W

∑

dR∈D31
R

p (dW , dR) · P(i+ dW − qW , j + dW , k + dR)

+
∑

dW∈D32
W

∑

dR∈D32
R

p (dW , dR) · P(i+ dW − qW , j + dW , k + dR)

+
∑

dW∈D41
W

∑

dR∈D41
R

p (dW , dR)
· P(i+ dW + qR − qW , j + dW + qR, k + dR − qR)

+
∑

dW∈D42
W

∑

dR∈D42
R

p (dW , dR)
· P(i+ dW + qR − qW , j + dW + qR, k + dR − qR)
(
i, j ∈ [sW + 1, sW + qW ] =: I1 with i = j

k ∈ [sR + 1, sR + qR] =: K1

)
(1)

with

D1
W = [0,min{sW + qW − i, dmax

W }],D1
R = [0,min{sR + qR − k, dmax

R }]
D2
W = [0,min{sW + qW − qR − i, dmax

W }]
D2
R = [sR + 1 + qR − k,min{sR + qR + qR − k, dmax

R }]
D31
W = [max{0, sW + 1− (dmax

W + qR) + qW − i},
min{sW − dmax

W + qW − i, dmax
W }]

D31
R = [max{0, sR + qR − (dmax

R − 1)− k},min{sR + qR − k, dmax
R }]

D32
W = [max{0, sW + 1− dmax

W + qW − i},min{sW + qW − j, dmax
W }]

D32
R = [0,min{sR + qR − k, dmax

R }]
D41
W = [max{0, sW + 1− dmax

W − 2 · qR + qW − i},
min{sW − dmax

W − qR + qW − i, dmax
W }]

D41
R = [sR + 2 · qR − (dmax

R − 1)− k, dmax
R ]

D42
W = [max{0, sW + 1− dmax

W + qW − qR − i},
min{sW + qW − qR − j, dmax

W }]
D42
R = [sR + 1 + qR − k, dmax

R ]

For states with i = j − qW ≤ sW (i. e. a replenishment order at the
warehouse has been released and still is outstanding), it follows:

P(i, j, k) =
∑

dW∈D5
W

∑

dR∈D5
R

p (dW , dR) · P(i+ dW , j + dW − qW , k + dR)
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i ∈ [sW + 1− dmax
W , sW ] =: I2

j ∈ [sW + 1− dmax
W + qW , sW + qW ] =: J2

k ∈ [sR + 1, sR + qR] =: K2


 (2)

P(i, j, k)

=
∑

dW∈D6
W

∑

dR∈D6
R

p (dW , dR)
· P(i+ dW + qR, j + dW − qW + qR, k + dR − qR)


i ∈ [sW + 1− (dmax

W + qR), sW − dmax
W ] =: I3

j ∈ [sW + 1− (dmax
W + qR) + qW , sW + qW − dmax

W ] =: J3

k ∈ [sR + qR − (dmax
R − 1), sR + qR] =: K3


 (3)

with

D5
W = [sW + 1− i, dmax

W ],D5
R = [0,min{sR + qR − k, dmax

R }]
D6
W = [max{0, sW + 1− qR − i}, dmax

W ]

D6
R = [sR + 1 + qR − k,min{sR + 2 · qR − k, dmax

R }]
The system of steady-state equations becomes complete with the nor-
malization constraint that replaces one of the equations above:
∑

i∈I1

∑

j∈I1

∑

k∈K1

P(i, j, k) +
∑

i∈I2

∑

j∈J2

∑

k∈K2

P(i, j, k)

+
∑

i∈I3

∑

j∈J3

∑

k∈K3

P(i, j, k) = 1 (4)

3 The Service Levels

Due to priorization, the service levels differ for both customer classes.
The customers (denoted as end consumers (E)) that directly buy at
the warehouse are served first. The service level that is offered to the
retailer (R) is significantly lower. To describe the service levels, we
analyze the probability of shortages at the warehouse. For a certain in-
ventory state, backorders may occur due to according demands. Hence,
the probability of backorders are:

P(BE) =
∑

i∈Ĩ1

∑

j∈J̃1

∑

k∈K1

P(i, j, k) ·
∑

dW∈DW
P(DW = dW )

+
∑

i∈Ĩ2

∑

j∈J̃2

∑

k∈K2

P(i, j, k) ·
∑

dW∈DW
P(DW = dW )

+
∑

i∈Ĩ3

∑

j∈J̃3

∑

k∈K3

P(i, j, k) ·
∑

dW∈DW
P(DW = dW )

(5)
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Shortages only occur if the available inventory is not enough, i. e. only
for i ∈ Ĩ` which are defined as I` (and J`, respectively) without in-
ventory levels beyond dmax

W . On the other hand, only demands from
range DW = [max{i+ 1, 1}, dmax

W ] lead to backorders. For the retailer,
a backorder may occur also in the case DW = 0 if qR > i. The retailer
orders exactly the quantity qR if the demand DR is large enough such
that the retailer’s net inventory falls down from k to sR. Using mod-
ified state sets (now considering an overall demand DW + qR at the
warehouse), the probability of a retailer backorder can be calculated as
follows:

P(BR) =
∑

i∈Ĩ1

∑

j∈J̃1

∑

k∈K1

P(i, j, k) ·
∑

dW∈D̃W

∑

dW∈D̃R

p(dW , dR)

+
∑

i∈Ĩ2

∑

j∈J̃2

∑

k∈K2

P(i, j, k) ·
∑

dW∈D̃W

∑

dW∈D̃R

p(dW , dR)

+
∑

i∈Ĩ3

∑

j∈J̃3

∑

k∈K3

P(i, j, k) ·
∑

dW∈D̃W

∑

dW∈D̃R

p(dW , dR)

(6)

with D̃W = [max{i− qR + 1, 0}, dmax
W ] and D̃R = [k − sR, dmax

R ].

4 An Extended Model for Critical-Level Policies
With an additional dimension of the state space that registers the num-
ber of backordered replenishments of the retailer, the model can be
extended to consider a critical inventory level c that should be reserved
for the important customer; see for example [4], [3]. Without partial
backordering, the retailer is only served from a physical stock equal
to or larger than qR + c. This increases the service level that can be
offered to important customers.
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3. Möllering, K. T., and U. W. Thonemann (2007). An optimal critical level
policy for inventory systems with two demand classes. Working paper,
University of Cologne, Department of Supply Chain Management and
Management Science, Cologne.

4. Tempelmeier, H. (2006). Supply chain inventory optimization with two
customer classes. European Journal of Operational Research 174 (1), 600-
621.



Supply Chain Coordination Models
with Retailer’s Attitudes Toward Risk

Harikrishnan K Kanthen1 and Chhaing Huy2

1 Faculty of Engineering,Nottingham University Malaysia Campus,43500
Semenyih, Selangor, Malaysia.
Harikrishnan.kk@nottingham.edu.my

2 Graduate School of Economics,Osaka University, Toyonaka, Osaka
560-0043, Japan

1 Introduction

Supply Chain Management (SCM) to effectively integrate various facil-
ities and partners, such as suppliers, manufacturers, distributors, and
retailers is the key to yield the competitive advantage for the compa-
nies. Nowadays, integrated supply chain management is possible due
to advances in information technology. Despite these advances, it is
still difficult to achieve the best supply chain performance without the
coordination among members of a supply chain, because different fa-
cilities and partners in the supply chain may have different, conflicting
objectives (see for instance [4]).
We consider a two level supply chain model in a newsvendor’s problem.
First, we shall show a property on the supplier’s share of the supply
chain’s expected profit in a buyback contract where the retailer is risk-
neutral. Second, we discuss the effect of the attitudes toward risk of
the retailer on the coordination in a supply chain. Most of the pre-
vious literature assume the retailer is risk-neutral. But recent studies
indicate that the risk-averse approach in SCM plays a very crucial role
in achieving a better supply chain performance. For example, Wang et
al.[5] studied about the risk-averse newsvendor order at a higher sell-
ing price. Zhang et al. [7] analyzed the supply chain coordination of
loss-averse newsvendor with contract. Keren and Pliskin [2] studied a
benchmark solution for the newsvendor problem where the retailer is
risk-averse, in which the demand distribution is uniformly distributed.
We study this problem in a more general setting; using the utility func-
tions representing the retailer’s preferences, the optimal order quantity
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placed by a risk-averse retailer is compared with that of a risk-neutral
retailer under the wholesale price contract and the buyback contract
respectively. We also derive interesting properties between the retailer’s
order quantity and the Pratt’s risk aversion function in the wholesale
price contract and the buyback contract in a special case where both
the demand function and the retailer’s utility function are exponential.

2 Models Where the Retailer is Risk-Neutral

In these models, the retailer must choose an order quantity before the
start of a single selling season that has stochastic demand. Let D ≥ 0
be the demand occurring in a selling season. Let F be the distribu-
tion function of demand and f its density function. F is differentiable,
strictly increasing and F (0) = 0.
The notation we use is as follows: c the production cost per unit; w
the supplier’s wholesale price per unit; p the retailer’s selling price per
unit; b the supplier’s buyback cost per unit; ν the salvage price for
unsold item per unit at the end of the season; D demand;and Q the
order quantity.

2.1 Wholesale Price Contract Model

Under wholesale price contract, the supplier charges the retailer w per
unit purchased. The retailer gets a salvage value ν per unit unsold. It is
reasonable to assume ν < w. When the retailer is risk-neutral, he/she
wishes to maximize his/her profit function Π

(W )
R (Q),

Π
(W )
R (Q) =

∫ Q

0

[pD + ν(Q−D)− wQ]f(D) dD +

∫ ∞

Q

(p− w)Qf(D) dD

= (p− w)Q− (p− ν)

∫ Q

0

F (D) dD. (1)

The retailer’s optimal order quantity Q(W )∗
R is

Q
(W )∗
R = F−1

(
p− w
p− ν

)
. (2)

On the other hand, the supply chain’s expected profit is

Π
(W )
SC (Q) = Π

(W )
R (Q)+Π(W )

S (Q) = (p−c)Q−(p−ν)
∫ Q

0
F (D) dD, (3)
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Then the supply chain’s optimal order quantity is:

Q
(W )∗
SC = F−1

(
p− c
p− ν

)
. (4)

Since Q(W )∗
R = F−1

(
p−w
p−ν

)
< Q

(W )∗
SC = F−1

(
p−c
p−ν

)
when w > c, the

wholesale price contract does not coordinate the supply chain if the
supplier earns a positive profit (see,for more detail[1]).

2.2 Buyback Contract Model

An obvious explanation for a buyback contract is risk-sharing; that is,
the retailer returns the unsold products to the supplier or the supplier
offers a credit on all unsold products to the retailer [6]. With the buy-
back contract, the supplier charges the retailer w per unit and pays b
per unit unsold item at the end of the season. In our model, we as-
sume that all unsold units are physically returned back to the supplier,
and b ≥ ν so the supplier salvages those units. The retailer’s expected
profit, Π(B)

R (Q), under this buyback contract is

Π
(B)
R (Q) =

∫ Q
0

[pD + b(Q−D)− wQ]f(D) dD +
∫∞
Q

(p− w)Qf(D) dD

= (p− w)Q− (p− b)
∫ Q

0
F (D) dD. (5)

The retailer’s optimal order quantity is,

Q
(B)∗
R = F−1

(
p− w
p− b

)
. (6)

The supply chain’s expected profit is

Π
(B)
SC (Q) = Π

(B)
R (Q)+Π(B)

S (Q) = (p−c)Q−(p−ν)
∫ Q

0
F (D) dD, (7)

which is maximized at

Q
(B)∗
SC = F−1

(
p− c
p− ν

)
. (8)

From Eqs. (6) and (8), there exists b∗ = p(w−c)+ν(p−w)
p−c such that

Q
(B)∗
R = Q

(B)∗
S = Q

(B)∗
SC .

Observe that
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Π
(B)
S (Q) = (w − c)Q− (b∗ − ν)

∫ Q
0 F (D) dD = w−c

p−c Π
(B)
SC (Q)

and

∂

∂Q

(
Π

(B)
S (Q)

Π
(B)
SC (Q)

)
= [QF (Q)−

∫Q
0 F (D) dD]

(p−c)[(p−c)Q−(p−ν)
∫Q
0 F (D) dD]2

(b∗ − b).

Then we have

Theorem 1.

1. For b = b∗ = p(w−c)+ν(p−w)
p−c , the supplier’s share of the supply

chain’s expected profit is the same (equals to w−c
p−c ), regardless of

the order quantity Q.
2. if b < b∗, the supplier’s share of the supply chain’s expected profit is

increasing in the order quantity Q.
3. if b > b∗ the supplier’s share of the supply chain’s expected profit is

decreasing in the order quantity Q.

Note that , for b=b*, the pie (the supply chain’s profit) is maximized
at Q(B)∗

R .

3 Models Where the Retailer is Risk-Averse

Let u(x) be the utility function which represents the retailer’s prefer-
ences. Assume that u(x) is strictly increasing and twice continuously
differentiable at all x, then u′(x) > 0 for all x.
As is well-known, the decision maker is risk-averse if and only if her
utility function is concave. In what follows, assume that the retailer is
risk- averse. Thus u′′(x) ≤ 0 for all x. According to [3], a measure of
risk aversion to indicate the extent that the decision maker wants to
averse the risk is r(x) = −u′′(x)/u′(x).

3.1 Wholesale price contract model

The retailer’s expected utility is

Eu
(W )
R,a (Q) =

∫ Q

0

u[pD+ ν(Q−D)−wQ]f(D) dD+

∫ ∞

Q

u[(p−w)Q]f(D) dD. (9)

Let Q(W )∗
R,a be the solution which maximizes Eu(W )

R,a (Q). Then observe
that
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∂Eu
(W )
R,a

(
Q

(W )∗
R

)

∂Q
≤ −(p− ν)u′

[
(p− w)Q(W )∗

R

](p− w
p− ν

)

+ (p− w)u′
[
(p− w)Q(W )∗

R

]
= 0

=
∂Eu

(W )
R,a

(
Q

(W )∗
R,a

)

∂Q
. (10)

Since
∂Eu

(W )
R,a

∂Q is a decreasing function, we obtain

Theorem 2. The optimal order quantity for a risk averse retailer is
less than or equal to that of a risk neutral one; that is, Q(W )∗

R,a ≤ Q
(W )∗
R .

A Special Case

Assume that the retailer’s utility function is u(x) = −e−kx, where k is
a positive number and that the random demand for the item follows
an exponential density function, f(D) = λe−λD. Therefore, the risk
aversion function is: r(x) = k. Noting that

Q
(W )∗
R,a =

1
kp− kν + λ

ln
(

(p− ν)(kp− kw + λ)
λ(w − ν)

)
, (11)

we have

Theorem 3. The more risk-averse the retailer is, the less the order
quantity is. That is, the order quantity Q(W )∗

R,a decreases as k increases.

3.2 Buyback Contract Model

The retailer’s expected utility is

Eu
(B)
R,a(Q) =

∫ Q

0

u[pD+ b(Q−D)−wQ]f(D) dD+

∫ ∞

Q

u[(p−w)Q]f(D) dD. (12)

Let Q(B)∗
R,a be the solution which maximizes Eu(B)

R,a(Q). Then we have

Theorem 4. The optimal order quantity for a risk-averse retailer is
less than or equal to that of a risk neutral one; that is, Q(B)∗

R,a ≤ Q
(B)∗
R .

A Special Case
Under the same assumptions as a special case in 3.1, we have

Theorem 5. The more risk-averse the retailer is, the less the order
quantity is. That is, the order quantity Q(B)∗

R,a is decreases as k increases.
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4 Conclusions

We have derived a property on the supplier’s share of the supply chain’s
profit in a buyback contract. Then we explored some fundamental prop-
erties of the order quantity of risk-averse retailer. In particular, we can
conclude that the optimal order quantity of a risk-averse retailer is less
than or equal to that of a risk-neutral one, and so the supply chain
performance in the risk-averse is worse off than that in the risk-neutral
case. Furthermore, the more risk-averse the retailer is, the less the per-
formance of the supply chain is. Therefore, if there is a significant risk
aversion in a supply chain then our findings would suggest that some
care to be given to the retailer’s order quantity in order to maximize
the system’s profit.
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Zur Erweiterung der Kennlinientheorie auf
mehrstufige Lagersysteme
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1 Einleitung

Zum Design logistischer Systeme sowie zur Planung und Kontrolle lo-
gistischer Prozesse ist es notwendig, messbare Kenngrößen zu deren
Beurteilung heranzuziehen sowie qualitative und quantitative Rela-
tionen zwischen diesen Kenngrößen einschätzen zu können. Für die
Darstellung funktionaler Zusammenhänge zwischen wichtigen Kenn-
größen und deren graphische Umsetzung in Form von Kurvenverläufen
wird im ingenieurwissenschaftlichen Bereich der Begriff der “logisti-
schen Kennlinie” verwendet. In ihrer Monografie “Logistische Kennli-
nien” beschreiben die Autoren P. Nyhuis und H.-P. Wiendahl [2] unter
anderem, wie sich ein solcher Zusammenhang für die Kenngrößen mitt-
lerer Bestand und mittlerer Lieferverzug in einem einstufigen Lagersys-
tem approximativ ableiten lässt. In mehreren Arbeiten erweitern Inder-
furth und Schulz (siehe unter anderem in [1]) diesen Ansatz dahinge-
hend, dass sie eine Methodik zur exakten Ableitung der Lagerkennlinie
erarbeiten und diese dem approximativen Ansatz nach Nyhuis und
Wiendahl gegenüberstellen.
In diesem Beitrag soll die exakte Methodik auf ein mehrstufiges Lager-
system erweitert werden, womit an theoretische Aspekte der mehrstufi-
gen stochastischen Lagerhaltung (siehe unter anderem in Tempelmeier
[3]) angeschlossen wird. Dazu soll im folgenden Abschnitt der Modell-
rahmen kurz erläutert und die Extrempunkte der exakten Kennlinie
(Maximalwerte von mittlerem Bestand und mittlerem Lieferverzug)
bestimmt werden. Der Verlauf der Kennlinie zwischen den Extrem-
punkten steht im Mittelpunkt der Analyse des dritten Abschnitts,
bevor die Arbeit im letzten Kapitel kurz zusammengefasst und ein Aus-
blick auf zukünftige Forschungsrichtungen gegeben wird.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_32, © Springer-Verlag Berlin Heidelberg 2009
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2 Festlegung der Extrempunkte der Kennlinie

In diesem und dem nächsten Unterpunkt soll die exakte Kennlinien-
analyse von Inderfurth und Schulz auf ein mehrstufiges Lagersys-
tem erweitert werden. Es wird als Modellrahmen ein serielles zweistu-
figes Lagersystem ohne Lieferzeiten zugrundegelegt, das aus einer Vor-
und einer Endstufe besteht. Das Lager der Endstufe sieht sich einer
zufälligen konstanten Nachfragerate gegenüber und wird dabei durch
Bestellungen beim Vorstufenlager aufgefüllt. Das Vorstufenlager muss
den Bestellungen der Endstufe nachkommen und wird selbst durch
einen stets lieferfähigen Lieferanten versorgt. Beide Lager werden mit
einer (t,S)-Regel disponiert, bei der nach Ablauf einer Kontrollperi-
ode t das Lager auf den disponiblen Bestand S aufgefüllt wird. Die
Bestellgrenzen, welche im Folgenden für Vor- und Endstufe mit SV

bzw. SE bezeichnet werden, können dabei unabhängig voneinander
festgelegt werden. Um die Mehrstufigkeit des Systems angemessen zu
berücksichtigen, werden die Bestellintervalle beider Lager miteinander
gekoppelt und im Folgenden beispielhaft durch die Relation tV = 2 · tE
miteinander verknüpft. Durch diese Relation kommt es innerhalb einer
Kontrollperiode der Vorstufe tV zu folgenden Ereignissen. Zu Be-
ginn der Kontrollperiode liegen die physischen Bestände auf beiden
Lagerstufen bei SV bzw. SE Einheiten, was gleichzeitig bedeutet,
dass sämtliche in vorherigen Kontrollperioden verursachte Fehlmen-
gen getilgt wurden. Nach Ablauf der ersten Kontrollperiode der End-
stufe tE , in der eine stetige Kundennachfrage das Lager der Endstufe
kontinuierlich verringert, erhöht das Endstufenlager seinen disponiblen
Bestand auf SE Einheiten, in dem es beim Lager der Vorstufe eine
entsprechende Bestellung aufgibt. Da nicht immer genügend Einheiten
im Vorstufenlager vorhanden sein müssen, kann es durchaus vorkom-
men, dass zu Beginn der zweiten Kontrollperiode des Endstufenlagers
der physische Lagerbestand nicht bei SE Einheiten liegt.
Zur Berechnung der Extremwerte der Lagerkennlinie werden zur Ver-
einfachung der Analyse noch folgende Annahmen gemacht. Die Nach-
fragerate der Kunden in jedem Kontrollintervall tE kann lediglich
zwei Ausprägungen annehmen, eine hohe (mit ro bezeichnet) und
eine niedrige (mit ru bezeichnet). Zur Auswertung der möglichen Be-
standsverläufe müssen stets zwei konsekutive Teilzyklen der Endstufe
mit der Länge tE untersucht werden, die zusammen dem Bestellzyklus
der Vorstufe tV entsprechen. Daraus folgt, dass unter den gewählten
Annahmen insgesamt vier verschiedene Nachfrageszenarien ausgewer-
tet werden müssen, die in Tabelle 1 aufgeführt und mit I bis IV
gekennzeichnet sind.
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Table 1. Nachfrageausprägung in den Teilzyklen der Nachfrageszenarien

1. Teilzyklus 2. Teilzyklus

Nachfrageszenario I niedrige Nachfrage niedrige Nachfrage
Nachfrageszenario II niedrige Nachfrage hohe Nachfrage
Nachfrageszenario III hohe Nachfrage niedrige Nachfrage
Nachfrageszenario IV hohe Nachfrage hohe Nachfrage

Eine Kennlinie weist stets zwei Extremwerte auf, den maximal mögli-
chen mittleren Lieferverzug Lmax sowie den maximal möglichen mitt-
leren Bestand Bmax. Analog zur Analyse von Inderfurth und Schulz in
[1] können diese beiden Punkte durch eine Gewichtung der Kenngrößen
aller möglichen Szenarien errechnet werden. Dabei gilt es zu beachten,
dass die Lagerstände beider Stufen für die Berechnung des mittleren Be-
standes genutzt werden, während nur die Fehlmengen auf der Endstufe
in den mittleren Lieferverzug eingehen. Der maximal mögliche mittle-
re Lieferverzug Lmax ist genau dann zu beobachten, wenn in keinem
Nachfrageszenario ein Bestand im System vorliegt. Dies wird unter den
gegebenen Annahmen für ein mehrstufiges System durch die Bestell-
grenzen SV = SE = 0 erreicht. In Abbildung 1 sind alle vier poten-
tiellen Nachfrageszenarien für die Nachfragedaten ru = 5 und ro = 10
sowie für ein Kontrollintervall tE = 1 beispielhaft dargestellt. Der ma-
ximal mögliche mittlere Bestand Bmax, der gerade den Punkt signa-
lisiert, bei dem das System keinen Lieferverzug aufweist, wird unter
den gegebenen Annahmen durch die Bestellgrenzen SV = SE = tEro
erreicht. Die vier potentiellen Nachfrageszenarien zur Bestimmung von
Bmax sind in Abbildung 2 dargestellt.
Nach Auswertung der einzelnen Nachfrageszenarien für beide Extrem-
werte können folgende Ergebnisse ermittelt werden, wobei mit r die
mittlere Kundennachfrage pro Periode bezeichnet wird:

Lmax = tE (1)
Bmax = tE · r + 2 · (ro − r). (2)

Vergleicht man die Lage der Extrempunkte mit dem einstufigen Fall aus
[1], wird man feststellen, dass sowohl Lmax als auch Bmax exakt doppelt
so groß sind wie im einstufigen Fall. Nachdem die exakte Ermittlung der
Extrempunkte der Lagerkennlinie für ein serielles zweistufiges Lager-
system bei unsicherer Nachfrage in diesem Kapitel vorgestellt wurde,
konzentriert sich das folgende Kapitel auf den Verlauf der Kennlinie
zwischen diesen beiden Punkten.



200 Karl Inderfurth und Tobias Schulz

1 0

2 4 6 8

1 0

  0

- 1 0

- 2 0

2 4 6 8

S z e n a r i o  I S z e n a r i o  I I S z e n a r i o  I I I S z e n a r i o  I V

V o r s t u f e

E n d s t u f e

0
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rechnung von Lmax
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Fig. 2. Bestandsverlauf zur Be-
rechnung von Bmax

3 Exakter Verlauf der Lagerkennlinie

Im Gegensatz zur Extremwertberechnung weist die Ermittlung des ex-
akten Verlaufs der Lagerkennlinie im mehrstufigen Fall einen gravieren-
den Unterschied im Vergleich zum einstufigen Fall auf, der die ex-
akte Analyse erheblich erschwert. Hierbei handelt es sich um die
Tatsache, dass keine eineindeutige Zuordnung eines mittleren Liefer-
verzugs zu einem mittleren Bestand vorgenommen werden kann, da
nun zwei unterschiedliche Bestellgrenzen das Systemverhalten deter-
minieren. Durch Variation der beiden Bestellgrenzen lässt sich im
mehrstufigen Fall für unterschiedliche Parameterkombinationen aus SV

und SE unter Umständen der gleiche mittlere Bestand beobachten.
Allerdings weisen diese Kombinationen trotz eines identischen mitt-
leren Bestands üblicherweise einen anderen mittleren Lieferverzug auf.
Da dieses Charakteristikum der mehrstufigen Kennlinienanalyse eine
Vielzahl von Kennlinien für einen bestimmten Artikel zulässt, soll im
Folgenden lediglich die sogenannte effiziente Kennlinie herausgearbeitet
werden. Diese ist dadurch gekennzeichnet, dass für jeden beliebigen
mittleren Bestand B (mit 0 ≤ B ≤ Bmax) der minimal mögliche mitt-
lere Lieferverzug bestimmt wird. Bei einer genauen Analyse der ef-
fizienten Kennlinie ergeben sich die folgenden, generell gültigen Eigen-
schaften. Die effiziente Kennlinie kann in zwei Abschnitte unterteilt
werden, die im Folgenden mit A und B bezeichnet und in Abbildung 3
für das im letzten Kapitel vorgestellte Beispiel präsentiert werden (mit
r = 7, 5). Für alle Punkte auf der effizienten Kennlinie in Abschnitt
A gelten die folgenden Bestellgrenzen: SV =0 und 0 ≤ SE < tEro. In
Abschnitt B liegen die Bestellgrenzen aller effizienten Parameterkom-
binationen in den Intervallen: 0 < SV ≤ tEro und SE=tEro.
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Fig. 3. Die effiziente Lagerkennlinie im mehrstufigen Fall

Nachdem die effiziente Kennlinie näher analysiert wurde, soll nun ver-
sucht werden, den Kennlinienverlauf mithilfe einer mathematischen
Funktion exakt zu beschreiben. Um den Kennlinienverlauf zwischen
den Extrempunkten Lmax und Bmax exakt zu bestimmen, muss die
Kennlinie in bis zu fünf Teilbereiche (L1 und L2 für Abschnitt A
sowie L3 bis L5 für Abschnitt B) unterteilt werden. Für jeden dieser
Teilbereiche lässt sich dann in Abhängigkeit der Systemparameter ein
geschlossener Ausdruck ermitteln.

L(B) =





L1 für SV = 0 , 0 ≤ SE ≤ tEru
L2 für SV = 0 , tEru ≤ SE ≤ tEro
L3 für 0 ≤ SV ≤ tE(2ru − ro) , SE = tEro
L4 für max(0, tE(2ru − ro)) ≤ SV ≤ tEru , SE = tEro
L5 für tEru ≤ SV ≤ tEro , SE = tEro

Die einzelnen Teilabschnitte unterscheiden sich nach dem Auftreten
von Fehlmengen in den einzelnen Nachfrageszenarien. So tritt beispiels-
weise im ersten Teilbereich L1 in allen vier Nachfrageszenarien eine
Fehlmenge auf, wohingegen im fünften Teilbereich L5 nur im Nach-
frageszenario IV eine Fehlmenge zu beobachten ist. Eine Besonder-
heit bei der Analyse sind der dritte und vierte Teilbereich der exak-
ten Kennlinie. Sollte ru größer als ro/2 sein, muss der dritte Teilbe-
reich für die exakte Kennlinie ausgewertet werden. Ist diese Bedingung
nicht erfüllt, kann bei der Ermittlung des Kennlinienverlaufs direkt
vom zweiten zum vierten Teilbereich übergegangen werden. Auf eine
beispielhafte Auswertung des mathematischen Zusammenhangs soll an
dieser Stelle verzichtet werden, da die einzelnen Teilbereichsfunktio-
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nen, in die auch die Wahrscheinlichkeiten für das Auftreten der un-
terschiedlichen Nachfrageraten eingehen, sehr komplexer Natur sind.

4 Schlussbetrachtung und Ausblick

Die vorliegende Arbeit thematisiert die exakte Bestimmung der Lager-
kennlinie, die bisher nur für einstufige Lagersysteme analysiert wurde,
für ein serielles zweistufiges Lagersystem. Dabei können die Extrem-
werte der Kennlinie Lmax und Bmax analog zu einem einstufigen Sys-
tem ermittelt werden. Beim exakten Verlauf der Kennlinie zwischen den
Extremwerten kann allerdings nicht vollständig auf die Methodik für
ein einstufiges System zurückgegriffen werden, da aufgrund der Bestell-
grenzen SV und SE für einen bestimmten mittleren Bestand je nach Pa-
rameterkonstellation mehrere mittlere Lieferverzüge beobachtet werden
können. Es ist allerdings möglich, für jeden mittleren Bestand den mi-
nimalen Lieferverzug zu ermitteln, um damit die sogenannte effiziente
Kennlinie aufzuspannen.
Der in dieser Arbeit vorgestellte Modellrahmen kann in vielerlei Hin-
sicht erweitert werden. So könnte zum Beispiel in zukünftigen For-
schungsarbeiten versucht werden, die angenommene Relation zwischen
den Kontrollintervallen der beiden Stufen zu verallgemeinern, so dass
gilt: tV = n · tE . Ebenso ist es möglich, die effiziente Kennlinie bei
Vorliegen mehrerer Unsicherheitsquellen (wie stochastische Lieferzeit
und Liefermenge) sowie bei stetigen Wahrscheinlichkeitsverteilungen
für die einzelnen Quellen der Unsicherheit in einem mehrstufigen Lager-
system zu ermitteln. Außerdem könnte die Untersuchung für andere
Dispositionsregeln als die (t,S)-Regel vorgenommen werden. Schließlich
besteht eine weitere herausfordernde Aufgabe darin, die vorgenommene
Analyse auf komplexere mehrstufige Systeme mit konvergierender oder
divergierender Struktur auszudehnen.
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1 Motivation

The model utilized in this paper captures a supply chain planning prob-
lem, in which the buyer asks the supplier to switch the delivery mode
to Just-in-Time (JiT). We characterize the JiT mode with low order
sizes. The buyer faces several multidimensional advantages from a JiT-
delivery, which we aggregate to the buyer’s holding costs per period.
Hence, if the buyer faces high holding costs she is supposed to have
high advantages from a JiT-delivery, and vice versa. On the other hand,
smaller order sizes can cause an increase of the supplier’s setup and dis-
tribution costs. In our modelling approach, the supplier’s setup costs
per period reflect these disadvantages. Yet, it is well known that small
order sizes are not sufficient for a successful implementation of the JiT
concept. Setup cost reduction, thus, is regarded to be one main facilita-
tor for JiT to be efficient. Our model depicts the need for accompanying
process improvements by the supplier’s option to invest in setup cost
reduction (see [4]). From a supply chain perspective, an implementation
of a JiT strategy will only be profitable, if the buyer‘s cost advantages
exceed the supplier‘s cost increase. Yet, this is not always the case. The
supplier, thus, may have a strong incentive to convince the buyer to
abandon the JiT strategy, i.e. to accept higher order sizes. However, the
buyer is supposed to be in a strong bargaining position and will not be
convinced unless she is offered a compensation for the disadvantages of
not implementing the JiT strategy. Yet, as long as pareto improvements
are possible, the supplier can compensate the buyer while improving
his own performance. Nonetheless, the above-mentioned advantages of
a JiT strategy contain to a major extent private information of the
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buyer. Thus, they can not be easily observed and valued by the sup-
plier. The buyer, thus, will apparently claim that switching towards
higher order sizes causes substantial costs and that a high compensa-
tion is required. Assuming the strategic use of private information, it is
in the supplier’s best interest to offer a menu of contracts (see [1]). Ba-
sically, this menu of contracts aligns the incentives of the supply chain
members such that a buyer with low advantages of a JiT delivery will
agree upon higher order sizes than a buyer with high advantages of this
supply mode. However, the incentive structure provided by this menu of
contracts causes inefficiencies, because the resulting order sizes are too
low compared to the supply chain’s optimal solution. Starting from this
insight, our main focus in this study is to analyse the impact of invest-
ments in setup cost reduction on this lack of coordination. Summing
up, there are basically two streams of research (namely the inefficiencies
due to asymmetric information and the optimal set-up cost reduction
in an integrated lot-sizing decision) this paper combines.

2 Outline of the Model

This paper analyses a simplified Joint-Economic-Lotsizing model (see
[2]). In a dyadic relationship, composed of a buyer (B) and a supplier
(S), the buyer decides upon the order lotsize (Q) from her supplier.
Let f denote the setup costs for each delivery incurred by the supplier.
These setup costs are a decision variable for the supplier’s decision
problem. The cost for reducing the setup costs from its original level
fmax by fmax − f,∀f ≥ fmin ≥ 0 are captured by the investment
function k(f). The investment k(f) leads to a setup cost reduction
over the whole (infinite) planning horizon. Hence, the supplier faces
costs of r · k(f) in each period, where r denotes the company specific
interest rate. The buyer faces holding costs h per item and period.
The demand is, without loss of generality, standardized to one unit
per period. Hence period costs equal unit costs. As the supplier’s full
information about all JiT related advantages of the buyer is a very
critical assumption we study a situation in which the supplier can
only estimate these advantages. We formalize this estimation with a
probability distribution pi (i = 0, ..., n) over all possible holding cost
realizations hi (hi < hj ∀ i < j; i, j = 0, ..., n) that is assumed to be
common knowledge. For simplifying forthcoming formulas we addition-
ally define: p0 = 0 and h0 = 0. Let the indices AI and FI refer to the
situation under asymmetric information and full information, respec-
tively. The supplier minimizes his expected cost by offering a menu of
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contracts QAIi , TAIi (i = 1, ..., n), where TAIi denotes the buyer’s com-
pensation for accepting higher order sizes. However, for analyzing the
impact of setup cost reduction on supply chain coordination it is not
necesssary to present details on the amount of these side payments.
The incentive scheme provided by the menu of contracts ensures that
the buyer facing holding costs hi chooses the order size QAIi as long as
hi + (hi − hi−1) ·∑i−1

t=0 pt/pi < hj + (hj − hj−1) ·∑j−1
t=0 pt/pj ∀ i =

1, ..., n − 1; j = 2, ..., n; j > i holds. Please refer to [3] for a detailed
discussion of the model characteristics and assumptions.

3 Coordinating the Supply Chain Through Setup Cost
Reduction?

If the supplier faces no asymmetric information, he knows with cer-
tainty the buyer’s holding costs hi. In this situation, the supplier will of-

fer the supply chain optimal order size QFIi =
√

2 · fFIi /hi, ∀i = 1, ..., n
which is the well known economic order quantity. The optimal order

size under asymmetric information is QAIi =
√

2 · fAIi / (hi + φi),∀i =

1, ..., n with φi = (hi−hi−1)·∑i−1
t=0 pt/pi, ∀ i = 1, ..., n. In the following,

we will show that there is an overinvestment due to asymmetric infor-
mation, i.e. fAIi ≤ fFIi , ∀i = 1, ..., n. As φi ≥ 0, ∀i = 1, ..., n holds, it
follows directly that the well-known downward distortion of order sizes
(i.e. QFIi ≥ QAIi , ∀i = 1, ..., n) is prevalent if setup reduction is possi-
ble. We refer for a derivation and discussion of this menu of contracts
to [3].

Overinvestment due to asymmetric information: Next, we show that
asymmetric information leads to an overinvestment in setup cost re-
duction. We restrict our analysis to a convex investment function k(f).
Let MR(fi)AI =

√
(hi + φi) / (2 · fi) and MR(fi)FI =

√
hi/ (2 · fi)

denote the marginal revenues (i.e. cost savings) for reducing the setup
cost level fi. The marginal costs MC(fi) = −r · dk(fi)

dfi
for reduc-

ing the setup cost level fi are the same under asymmetric and full
information. If the optimal setup cost levels fAIi and fFIi are inte-
rior solutions, they can be computed from MC(fi) = MR(fi)AI and
MC(fi) = MR(fi)FI , respectively. Otherwise, the optimal setup cost
level is a corner solution (i.e. fmin or fmax). Comparing the marginal
revenues under asymmetric and under full information, we find that
MRAI(fi) ≥ MRFI(fi),∀i = 1, ..., n holds. The downward distortion
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of order sizes due to asymmetric information, thus, increases the ben-
efits from setup cost reduction.

Fig. 1. Overinvestment in case of a convex investment function.

Figure 1 depicts the case of (i) a monotonically decreasing TM -curve
of total marginal cost savings and (ii) a monotonically increasing TM -
curve, where TM(fi) = MR(fi) − MC(fi). If the TM -curve is not
monotonic at all, there are multiple interior solutions. However, the
argumentation in this situation can either be reduced to case (i) or (ii).
In case (i), all setup cost levels which are higher than the root of the
TM -curve cause a loss, as the marginal revenues are smaller than the
marginal costs. The root of the TM -curve, thus, is a cost maximum
instead of a cost minimum and the optimal setup cost levels are cor-
ner solutions, i.e. fAI and fFI are either fmin or fmax. However, as
the marginal revenues of setup cost reduction are higher under asym-
metric information (i.e. MRAI ≥ MRFI) the setup cost level may be
distorted, i.e. fFIi = fmax > fmin = fAIi . Figure 1(i) depicts this case.
Please note, that it can be shown that the analysis for a concave or
linear investment function reduces to this case, see [3]. In case (ii), the
root of the TM -curve is a cost minimum. As the marginal revenues
increase due to asymmetric information we observe again an overin-
vestment in setup cost reduction (see figure 1(ii)).
As such, one can summarize that there is always the possibility of an
overinvestment in setup reduction, regardless of the actual shape of the
investment function. Yet, it is not obvious if the coordination deficit
(i.e. the performance gap between supply chain optimum and screening

fmax

fi

TMFI(fi)

MRFI(fi)

MC(fi)
MRAI(fi)

TMAI(fi)

fmax

MRFI(fi)
MC(fi)

TMFI(fi)

MRAI(fi)

fiAI fiFI
 

Overinvestment

TMAI(fi)

fi

fmin
 

Overinvestment
fmin

(i) (ii)
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contract) is increasing or decreasing due to an investment in setup cost
reduction. In the following, we illustrate the previous analysis for the
investment function ki(fi) = a · f−bi − d, with a = 4700, b = 0.094 and
d = 2500 (see [4]). We assume that fmin = 0, h1 = 1, h2 = 5, p1 = 0.5
and p2 = 0.5. The interest rate r is varied for a comparative static
analysis. Let KSC

i (Qi, fi) = fi
Qi

+ hi
2 Qi + r

(
af−bi − d

)
, i = 1, 2 denote

the supply chain costs that result if the buyer faces holding costs hi.
Additionally, E

[
KSC

]
=
∑2

i=1 pi · KSC
i denote the expected supply

chain costs. To analyse the impact of the option to invest in setup cost
reduction we introduce Qfmaxi which is the order size that results if
no setup cost reduction is possible. As there is no coordination deficit,
if the buyer faces holding costs h1 (φ1 = 0) we restrict the analy-
sis for the coordination deficit to the cases in which the buyer faces
holding costs h2. The coordination deficit with setup cost reduction,
then, results from CD = KSC

2

(
QAI2 , fAI2

)
− KSC

2

(
QFI2 , fFI2

)
. In con-

trast, CDfmax = KSC
2

(
QAI,fmax2 , fmax

)
− KSC

2

(
QFI,fmax2 , fmax

)
de-

notes the coordination deficit without the option to reduce setup costs.
The change in the coordination deficit, thus, results from ∆CD =
CD − CDfmax . If ∆CD > 0, the supply chain deficit increases due
to the option to invest in setup cost reduction. To analyse the effect on
the overall supply chain performance we compute the expected change
in supply chain costs that result if setup cost reduction is possible, i.e.
∆P = E

[
KSC

(
QAI,fmaxi , fmax

)]
− E

[
KSC

(
QAIi , fAIi

)]
. If ∆P < 0,

the supply chain performance deteriorates in the presence of the setup
cost reduction option due to asymmetric information. Figure 2 depicts
∆CD and ∆P in dependence of the interest rate r.
Obviously, the impact of the option to invest in setup cost reduction is
ambiguous. Setup cost reduction, thus, is a proper coordination device
if the investment is inexpensive (i.e., if r is sufficiently small). Oth-
erwise, the overinvestment caused by asymmetric information leads to
an even greater coordination deficit. This coordination deficit may even
cause a deterioration of the overall supply chain performance.

4 Conclusion

JiT delivery has received ever-increasing attention in the recent past.
Typically, the implementation of JiT strategies is accompanied by setup
cost reductions. The supplier’s optimal reaction is offering a pareto
improving menu of contracts if he only possesses imperfect information
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Fig. 2. Changes in supply chain deficit and performance in dependence from
interest rate r.

about the buyer’s cost position. Obviously, the supplier will not be
worse off in terms of expected profits, as the status quo (i.e. fmax) is still
feasible. Yet, the effect on supply chain coordination and performance
is ambiguous. The incentive structure provided by the optimal menu
contracts can lead to suboptimally low order sizes. In turn, this can
lead to suboptimally high investments in setup cost reduction. This
analysis is robust for a wide variety of investment functions. Hence,
the coordination deficit caused by asymmetric information can typically
not be overcome by setup cost reduction. Particularly, if the investment
is expensive the overinvestment can even seriously harm the supply
chain performance and increase the coordination deficit.

References

1. C.J. Corbett and X. de Groote. A supplier’s optimal quantity discount
policy under asymmetric information. Management Science, 46(3):444-
450, 2000.

2. S.K. Goyal. An integrated inventory model for a single supplier-single
customer problem. Int. J. Product. Res., 15(1):107-111, 1977.

3. K. Inderfurth and G. Voigt. Setup cost reduction and supply chain coordi-
nation in case of asymmetric information. FEMM Working Paper Series,
No. 16/2008, 2008.

4. E.L. Porteus. Investing in Reduced setups in the EOQ Model. Manage-
ment Science, 31(8):998-1010, 1985.



A Heuristic Approach for Integrating Product
Recovery into Post PLC Spare Parts
Procurement

Rainer Kleber and Karl Inderfurth

Otto-von-Guericke University Magdeburg, Faculty of Economics and
Management,
{rainer.kleber,karl.inderfurth}@ovgu.de

Summary. Product recovery gains increasing importance in spare parts ac-
quisition, especially during the post product-life-cycle (PLC) service period.
Considering product recovery in addition to traditional procurement options
(final order, extra production) makes the underlying stochastic dynamic plan-
ning problem highly complex. An efficient heuristic for solving the integrated
procurement problem is developed, which can be used to exploit the flexibility
offered by product recovery.

1 Introduction

The efficient procurement of spare parts is one of the core issues in
after-sales service. This task is especially complicated because of the un-
certainty surrounding spare parts demand and its inherently dynamic
nature (see [5, 1]). An especially challenging situation is present during
that part of the service period, which lies after the end-of-production
of the parent product, where the conditions for re-supply often funda-
mentally change.
This research is motivated by an industry project with a large Euro-
pean car manufacturer, which operates a central warehouse for spare
parts. Because of the high profitability of the after-sales service but also
due to legal obligations, the manufacturer guarantees a service period
of 15 years after producing the last car of a certain model and even
worse, after having regular production processes available. Providing
spare parts in an efficient way therefore poses a large challenge for the
manufacturer. Legal take back obligations (e.g. AltfahrzeugG in Ger-
many) yield a stream of returning used cars and thus, also product
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recovery is becoming increasingly important for extending the scope of
possible sourcing options.
Procurement options include a so-called final order for parts at low unit
cost which is placed at the time when regular sourcing ends. However,
when used to satisfy demand over a long period this is connected with
large stocks and a low level of flexibility yielding a high risk of obsoles-
cence of the stored parts. More flexibility can be provided by adding
options such as extra production and remanufacturing of used products
(for a comprehensive overview on further options see [8]). Extra pro-
duction/procurement incurs high flexibility since this option can react
on additional information about demand becoming available during the
service period. Because of the loss of scale economies, variable produc-
tion cost is higher than regular production cost, and often considerable
lead times apply. Remanufacturing of used products normally causes
only moderate variable cost. However, that cost must be adapted to
include a price discount for selling a ‘refurbished’ part instead of a new
one. Flexibility of this option is limited by the availability of recover-
able products, yielding further uncertainty in timing and quantity of
remanufacturable returns.
Quantitative approaches for spare part sourcing focus on the determi-
nation of the final lot size (for an overview see, e.g., [7]). Most papers
only consider a single additional source and therefore can not efficiently
coordinate all three supply sources, but there are a few exceptions.
Spengler and Schröter [9] evaluate different strategies to meet spare
parts demand in the electronics industry using a System Dynamics ap-
proach and Inderfurth and Mukherjee [4] present a formulation of the
problem as a stochastic dynamic decision problem.
In this paper we aim to give decision support by providing a heuristic
that efficiently coordinates all three supply sources. The paper is or-
ganized as follows. In Section 2 we formulate the problem and provide
basic ideas of our heuristic approach. Results of a limited performance
test are shown in Section 3 and Section 4 provides some conclusions.

2 A Heuristic for Determining Final Ordering,
Remanufacturing and Extra Production

2.1 Assumptions and Model

We consider a periodic review system with a finite planning period
of length T . Each period t, a random number of spare parts Dt is
demanded and a random number of used products Rt returns. In the
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first period the size of the final order y is set. Furtheron, in each period
the stocks of serviceables and recoverables are observed and decisions
are made on remanufacturing rt and extra production pt quantities.
Extra production increases stock level after a lead time lP . Two state
variables are relevant: the net serviceables stock ISt and the stock of
used products IRt . The time invariant cost structure includes:
cF/P/R unit cost for final lot production / extra production /

remanufacturing
h holding cost of serviceable spare parts per unit and period
v backorder cost of serviceable spare parts per unit and period
p per unit penalty for unsatisfied demand at the end of hori-

zon
In order to restrict to situations where all options are used we assume
that following inequality w.r.t. sourcing cost holds: cF ≤ cR ≤ cP .
Holding cost for returned used products are neglected since the capital
tied up in returns is more or less zero. We distinguish between backor-
der cost v for postponing the supply of a demanded item and a penalty
p which we incur if it is not possible to meet a demanded part at all.
We consider the following model (let (x)+ denote max{x; 0} and pt = 0
∀t < 1)

minTEC = E

{
cF · y +

T−lp∑

t=1

cP ·pt +
T−1∑

t=1

[
cR ·rt + h·

(
ISt+1

)+
+ v ·

(
−ISt+1

)+]

+cR ·rT + h·
(
IST+1

)+
+ p·

(
−IST+1

)+
}

(1)

ISt+1=

{
y + p1−lp + r1 −D1 for t = 1
ISt + pt−lp+ rt −Dt for t = 2, ..., T

(2)

IR1 = 0 and IRt+1= IRt − rt +Rt for t = 1, ..., T (3)

y ≥ 0, pt ≥ 0, and 0 ≤ rt ≤ IRt for t = 1, ..., T (4)

The objective (1) is to select values of the decision variables that
minimize total expected cost TEC over the entire planning period T .
It includes sourcing cost, holding cost for serviceable parts, backorder
cost when not immediately satisfying demand, and a penalty for unmet
demand at the end of the planning period. Constraints (2) and (3)
are inventory balance equations, where for ease of presentation initial
stocks are set to zero. Restrictions (4) assure validity of decisions.

2.2 A Three Stage Procedure to Determine Policy
Parameters
Problem (1)-(4) has the basic structure of a multi-period stochastic
inventory control problem with proportional cost. From [2] it is known,
that the optimal policy has a simple structure with two order-up-to
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levels (Mt for remanufacturing and St for extra production) only in
the case of zero lead time. However, in our heuristic we use this policy
structure also for the general lead time case in the following way:

rt =

{
min{(M1 − IS1 − y)+, IR1 } for t = 1
min{(Mt − ISt − pt−lp)+, IRt } otherwise

(5)

pt =





(S1 − IS1 − y − IR1 )+ for t = 1
(St − ISt −

∑lp
i=1 pt−i − IRt )+ for 2 ≤ t ≤ T − lp

0 otherwise
(6)

Parameter determination is separated into three stages where in a first
step remanufacture-up-to levels Mt are set according to a newsvendor
approach. In a second step produce-up-to levels St are obtained using
an adapted version of the approach put forth in [6]. In the last step the
final order size y is calculated under marginal cost considerations and
incorporating parameter values derived in the previous steps.
In this way, parameters are fixed as follows. Remanufacture-up-to levels
Mt are given by

Mt : ΦDt (Mt) =

{
v

v+h for t < T
p−cR
p+h for t = T

(7)

where ΦDt is the cumulative density function of demand in period t.
Produce-up-to levels St are determined by

St : Ψt(St) =

{
v−(cP−cR)αt+lP

v+h for t < T − lP
p−cP
p+h for t = T − lP

(8)

where αt is the probability of gathering more returns than required
after period t, i.e. αt = P

{∑T−1
i=t Ri >

∑T
i=t+1Di

}
, and Ψt is the cumu-

lative density function of relevant net demand
∑t+lP
i=t Di −

∑t+lP−1
i=t Ri.

For determining the final order size y+, we calculate an approximate
value for its marginal impact on the objective function. Assuming con-
vexity of total expected cost, we choose y+ such that

y+ = arg min{c(y) ≥ 0} (9)

where c(y) is given by

c(y) = cF + θ(y) · h− π(y) · cP − β(y) · cR. (10)

Here, θ(y) denotes the expected number of periods a marginal item is in
stock: θ(y) = 1 +

∑T
t=2 P

{
y −∑t−1

i=1 Di > Mt

}
. π(y) is an approximation
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of the probability of reducing extra production by one unit, i.e. π(y) =
P
{
y −∑T−lP−1

i=1 Di +
∑T−lP−1
i=1 Ri < ST−lP

}
. β(y) stands for the proba-

bility of not reducing extra production but instead being able to lower
remanufacturing by one unit: β(y) = (1−π(y))·P

{
y −∑T−1

i=1 Di < MT

}
.

3 Numerical Test

In order to assess the performance of our heuristic, a numerical test
was conducted where the heuristic was compared with the optimal
solution obtained by stochastic dynamic programming. For this test,
we considered two demand and return scenarios: a static and a dynamic
one with identical total number of expected demands and returns over
a planning horizon of ten periods. Demand and returns approximately
follow normal distributions with means as given in Table 1 and constant
coefficients of variation ρD and ρR, respectively.

Table 1. Expected demand and returns in the considered scenarios

static scenario
Period 1 2 3 4 5 6 7 8 9 10

expected demand 6 6 6 6 6 6 6 6 6 6
expected returns 3 3 3 3 3 3 3 3 3 0

dynamic scenario
Period 1 2 3 4 5 6 7 8 9 10

expected demand 2 3 5 7 8 8 6 4 2 1
expected returns 1 2 3 5 5 4 4 3 2 0

With respect to all relevant parameters we used a full factorial de-
sign including two values for each parameter except for final order
production cost, which was normalized to 10. Parameter values are
cR ∈ {12, 16}, cP ∈ {16, 20}, h ∈ {1, 3}, v ∈ {25, 75}, p ∈ {75, 200},
ρD ∈ {0.1, 0.4}, and ρR ∈ {0.1, 0.4}. The lead time for extra produc-
tion ranged between 0 and 2 periods, yielding a total number of 768
combinations.
For each instance we determined the relative costs deviation of our
heuristic approach from the optimal solution ∆TEC. Average cost de-
viations over these instances are depicted in Table 2.

Table 2. Worst case and average performance of the heuristic

∆TEC overall static scenario dynamic scenario
[in %] lp = 0 lp = 1 lp = 2 lp = 0 lp = 1 lp = 2 lp = 0 lp = 1 lp = 2

maximum 2.15 3.86 5.83 0.16 2.66 3.46 2.15 3.86 5.83
average 0.22 0.99 1.59 0.01 0.59 1.16 0.43 1.38 2.02
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Results reveal that the average cost deviation of the heuristic is quite
small for all scenarios. Since also the worst case performance is within
the 6% limit the heuristic seems very promising.

4 Conclusions and Outlook
In this paper we developed an efficient heuristic approach for the co-
ordination of sourcing decision for spare parts procurement after end-
of-production. This heuristic can also be used to assess the value of
flexibility when using remanufacturing and extra production in addi-
tion to the final order. A first numerical study (see [3]) reveals under
realistic conditions that the additional flexibility of each of these op-
tions results in considerable profitability gains. Further improved and
extended versions of our heuristic would allow to extend the scope of
flexibility studies.
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Summary. The paper presents a new problem class, the Economic Lot and
Supply Scheduling Problem (ELSSP). The ELSSP deals with the simultaneous
vehicle routing and production planning and is an extension of the well known
Economic Lot Scheduling Problem (ELSP). To solve the described problem
the junction point method of Yao and Elmaghraby (2001) for the solution
of the ELSP under a power-of-two policy is modified and extended in order
to consider the vehicle routing problem caused by the deliveries of the input
materials.

1 Problem Description

The Economic Lot and Supply Scheduling Problem (ELSSP) consid-
ers a single capacitated production facility on which several end items
j, j ∈ P have to be produced with an end item specific production
rate pj , j ∈ P . Each of the end items faces a constant demand rate
dj , j ∈ P . These assumptions are identical to the ones from the ELSP.
In addition to the ELSP, the ELSSP assumes that the production of
each end item requires a specific amount of dedicated input materials
i, i ∈ S, aij , i ∈ S, j ∈ P . The input materials are purchased from
geographically dispersed suppliers by a given fleet of vehicles with lim-
ited capacity Q. Furthermore, the input materials have to be available
at the production site before the related production of an end item
starts. The input materials can be stored between delivery and pro-
duction in an inbound warehouse which causes inventory holding costs
hi, i ∈ S per unit and time unit. The end items are stored in an out-
bound warehouse where the customer demand occurs. This causes in-
ventory holding costs hj , j ∈ P per unit and time unit. Similar to the
ELSP an infinite planning horizon is assumed. Therefore, the solution
of the ELSSP results in a cyclic plan with cycle time T . In addition,
we assume that the production plan satisfies the base period approach
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with a power-of-two policy. Thus, a common base period B and for
every end item a multiplier kj have to be determined. The multipliers,
however, satisfy the power-of-two condition. Since the product kjB de-
notes the end item specific cycle time, the overall cycle time is given
by T = maxj∈P {kjB}.
Figure 1 shows the inventory levels for an ELSP under a power-of-two
policy. These inventory levels are adequate to the inventory levels of the
end items in the outbound warehouse under the ELSSP assumptions.
The displayed example consists of three end items having multipliers
k1 = 1, k2 = 2, and k3 = 4. Obviously, the multiplier of end item 3
determines the overall cycle time T , so T = k3B.

Fig. 1. Inventory levels of an ELSP under a power-of-two policy

The aim of the ELSSP is to determine simultaneously the delivery
quantities qi, i ∈ S of the input materials, the routes for the deliveries,
the production sequence of the end items, and the production lot-sizes
in order to minimize the average transportation, inventory holding, and
production costs. The objective function TC({kj}, B) of the ELSSP
under a power-of-two policy can be formulated as follows:

∑

j∈P

∑

l∈Lj

TSP (S(l)
j )

kjB
+ (1)

+
∑

j∈P

1
kjB

(∑

i∈S

1
2
tp

2

j aijpjhi +
1
2
hjkjB(pj − dj)tpj + qibijt

s
j + sj

)

The overall costs consist of transportation, inventory holding, and setup
costs. The first term of the objective function denotes the average trans-
portation costs per unit time. In this term the function TSP (S(l)

j ) de-
scribes the transportation costs of an optimum tour along all suppliers
supplying the input materials of end item j, j ∈ P who are pooled to
an identical tour l. The set of suppliers belonging to a certain tour l
is denoted by S(l)

j . The set Lj , however, denotes all tours necessary to

Time

Inventory level

k
3
*B

End item 1 End item 2
End item 3

k1*B

k2*B

k1*Bk1*Bk1*B

k2*B
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supply the input materials of end item j. Thus, the set Lj , j ∈ P con-
tains all tours related to end item j, j ∈ P . We assume that all tours
start and end at the production site.
Term

∑S
i=1

1
2 t
p2

j aijpjhi in the objective function represents the costs
for storing the input materials. The input materials have to be stored
during the production time of end item j, tpj , j ∈ P . The inventory
holding costs for the end items are given by the term 1

2hjkjB(pj−dj)tpj
which are identical to the ELSP case.
The inventory holding costs for the input materials occurring during the
setup time of the production facility are modeled by the term qibijt

s
j .

The parameters bij , i ∈ S, j ∈ P indicate whether an input material
is needed for producing end item j (bij = 1) or not (bij = 0). And
tsj , j ∈ P donate the setup times for end item j, j ∈ P . The last term of
the objective function represents the sequence independent setup costs
for end item j, j ∈ P , sj .

2 Literature Review
The ELSSP combines the Economic Lot Scheduling Problem (ELSP)
[2] and the Capacitated Vehicle Routing Problem (CVRP) [9]. The lit-
erature suggests different approaches to combine production planning
and transportation planning. The problem of determining optimal or-
der quantities for several products with respect to group specific order-
ing costs is described by the Joint Replenishment Problem (JRP) [5].
The linkage between the ELSP and the problem of delivering the pro-
duced end items to the customers is treated by the Economic Lot and
Delivery Scheduling Problem (ELDSP) [4]. However, the transporta-
tion costs considered in an ELDSP model are not given by the solution
of an VRP. Therefore, the transportation costs are independent of the
location of the customers. The coordination of outgoing deliveries from
a central warehouse to geographically dispersed regional warehouses,
facing a constant demand rate, is the focus of the Inventory Routing
Problem (IRP) [1]. Thus, the overall costs, consisting of transporta-
tion costs for the deliveries and inventory costs caused by storing the
end items at the regional warehouses, have to be minimized. The IRP,
however, neglects production costs.
The ELSSP is the first approach considering lot-sizing, production and
supply decisions simultaneously.

3 Solution Method
To solve the ELSSP model under a power-of-two policy we modify the
junction point method of Yao and Elmaghraby ([12]). The junction
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point method, however, is not restricted to the ELSP under a power-
of-two policy and has already been used to solve different lot-sizing and
scheduling problems ([7], [11], [10]).
The objective function (1) can be separated in |P | objective functions,
one for each end item j, j ∈ P :

TCj(kj , B) =
∑

l∈Lj

TSP (S(l)
j )

kjB
+ (2)

+
1
kjB

(∑

i∈S

1
2
tp

2

j aijpjhi +
1
2
hjkjB(pj − dj)tpj + qibijt

s
j + sj

)

This leads to a modified formulation of the objective function, which
is useful for further investigations.

TCopt({kj}, B) =
P∑

j=1

minkjTCj(kj , B) (3)

From equation (3) it is obvious that for a given base period B a set
of optimal multipliers {kj}, j ∈ P has to be found. The basic idea of
the solution method is to find intervals of B, where the set of opti-
mal multipliers is equal for all values of B within the interval. As an
implication of equations (1) and (2) it follows that only the functions
TCj(kj , B), j ∈ P have to be considered in order to find an optimal
solution. It can be shown that TCj(kj , B), j ∈ P are piecewise con-
vex functions which is a result of the intersections of the functions
TC

kj
j (B), j ∈ P with a fixed kj . Therefore, intervals can be found with

optimal multipliers and every junction point indicates a change of one
of the optimal multipliers.
In addition, with decreasing B the limited capacity of the vehicles may
be reached which again leads to new multipliers kj .
A third reason for a change in the optimum value of kj results, since
the optimal solution of the CVRP may change; equivalent as described
in [6].
The mentioned conditions result in three different junction points which
can be calculated quite easily. Obviously, a junction point is equivalent
to a change in the set of optimal multipliers. So, the multiplier has to
be changed as soon as an intersection, a new feasibility of the CVRP,
or a change in the costs of the CVRP occurs. Therefore, it is possi-
ble to calculate intervals in which TCj(kj , B) is convex and therefore
TC({kj}, B) is convex within these intervals too.
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4 Results

The ELSSP under a power-of-two policy is analyzed by a sequential and
a simultaneous procedure. The sequential procedure solves the ELSP
first under a power-of-two policy using the junction point method ([12]).
The solution is then used to calculate the delivery times and quanti-
ties. Afterwards the corresponding CVRP is solved. The simultaneous
procedure solves both problems in an integrated manner. The CVRP
is solved in both approaches with the savings algorithm ([3]) in combi-
nation with the 2-opt improvement method ([8]).
The analysis considers 24 instances with different setup costs. The setup
costs vary from 0.5 to 50 monetary units. The results of the simulta-
neous procedure and the sequential solution approach are compared
in terms of relative cost savings by the simultaneous procedure. The
results are shown in figure 2.

Fig. 2. Relative costs savings by a variation of the setup costs

In the case of low setup costs the integrated solution of the ELSSP re-
sults in cost savings of nearly 80%. This is caused by small production
cycles for the end items, which allows a higher utilization of the supply
tours and savings in transportation costs and inventory holding costs
due to smaller delivery quantities. With increasing setup times the cost
savings gained from reduced transportation costs and inventory hold-
ing costs are not able to compensate the higher setup costs any more.
This results in less opportunities to save transportation and inventory
holding costs. With higher setup costs the simultaneous solution ap-
proach can still realize cost savings of about 4% due to higher utilized
transports.

5 Conclusion

The described ELSSP can be found in a lot of industrial sections. The
automobile industry as well as the retail industry are examples for
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potential applications. The ELSSP offers one possibility to model such
systems and the results in Section 4 indicate noticeable cost savings
applying the simultaneous planning approach.
The presented model and solution approach is only a first attempt to
model and solve integrated transportation and production problems.
The results so far justify a more intensive research in this area. In
doing so, extensions according to the model and its assumptions are
worth to examine. The ELSSP, as presented in this paper, may be an
appropriate starting point for further research.
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1 Introduction

An acceleration in technological change and shorter product life cy-
cles lead among other things to companies’ concentration on their core
competencies and to a parallelization of formerly sequential processes.
This results in an increasing number of collaborations between firms.
This trend can also be observed in research and development, where
projects are often conducted corporately by various partners. An ex-
ample for such a cooperation is the development of embedded systems.
Embedded systems are characterized by a modular design of differ-
ent interacting hard- and software components. Thereby, the perfor-
mance of the overall system depends on the interaction of the individ-
ual components’ performances. In current system industry’s practice,
these components are developed by specialized suppliers and are then
combined to the embedded system by a system integrator. Since these
partners are usually legally and economically independent companies,
the cooperation is regularized by contractual agreements. In practice,
fixed-price contracts are most commonly used. In these contracts, com-
ponents’ requirements as well as prices are fixed ex-ante by the system
integrator. However, uncertainties exist with regard to the outcome of
the development process. For instance, the performance of components
as well as of the overall system cannot be predicted with certainty. Ad-
ditionally, partners may follow different objectives. Thus, inefficiencies
in the design process as well as in the design of the embedded sys-
tems often occur. Some of these uncertainties and inefficiencies might
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be absorbed by making use of existing substitutional dependencies be-
tween components. However, this is not possible when inappropriate
contracts as well as insufficient incentive structures are applied, since
these lead to a decreasing flexibility in the development process and
thus to an increase in development costs. Thereby, economic risk for
suppliers and integrators increases. Overcoming these difficulties re-
quires improved coordination of the partners ahead of and during the
development process. Hence, the aim of this contribution is to improve
collaborative development processes of embedded systems by adapting
mechanisms from supply chain management to development processes.
As in supply chain management cooperation is regularized by contracts.
In addition, uncertainties exist in the decentralized development pro-
cesses as in supply chain management, which lead to inefficiencies in
the cooperation. Supply chain management has rich experience in flexi-
ble contracting with various incentives, targeting overall flexibilization,
risk mitigation, and economic fairness [1]. Unlike in supply chain man-
agement there are substitutional dependencies between components’
attributes in the development process. However, differences between
production and development processes currently prevent an easy adop-
tion of these mechanisms. First approaches to the flexibilization of con-
tracts in embedded system development processes are given by [2, 3].
In the following section a mathematical model for cooperative develop-
ment processes is described and analyzed with regard to the optimal
actions of the partners.

2 A Model for the Development of Embedded Systems

This section studies coordination in embedded system development pro-
cesses with one omniscient integrator and two independent suppliers. In
the following, we first describe the model. Afterwards we analyze a de-
terministic case in a centralized as well as in a decentralized setting. In
the deterministic case both suppliers can determine the result of their
development with certainty. The centralized setting is analyzed first, i.e.
how the decision would be taken by one actor developing and integrat-
ing both components. Then, the deterministic decentralized setting,
i.e. decision making by independent actors, is analyzed with regard to
coordination ability of a fixed-price contract. Thereby, the omniscient
integrator specifies the parameters of the contract to influence the deci-
sions of the suppliers and thus the result of the development. The model
is then expanded by taking into account uncertainties of one supplier
with regard to the attribute of the component. In the stochastic case a
centralized setting is analyzed.
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2.1 Model Description
In this (single-period) model, there are three independent actors, one
integrator and two suppliers. The two suppliers each develop one com-
ponent of an embedded system for the integrator. The operability of the
embedded system, and thus the utility of the integrator, depends on the
attributes ai of the components to be developed, with i = 1, 2 indicat-
ing the two different suppliers. There is a substitutional dependency,
with regard to the components’ attributes. The function a2 = s(a1)
describes the efficient boundary of combinations of values of the com-
ponents’ attributes in the interval [ai,min, ai,max], for which the overall
system is executable. If the system is executable, the utility of the inte-
grator is one, otherwise it is zero. These interdependencies are shown in
Figure 1. To model the 0-1-character of the utility function naI of the in-
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Fig. 1. Interdependencies between a1 and a2.

tegrator I in a continuously differentiable manner, it is approximated
by a three-dimensional Sigmoid-function. To take the substitutional
dependency between the two components into account, the Sigmoid-
function is adjusted, such that the function s(a1) runs exactly through
its turning point. This results in the following utility function of the
integrator, with d specifying the slope in the turning point, d→∞:

naI (a1, a2) = 1/(1 + exp (d · s(a1)) · exp (−d · a2)) (1)

The results of the development process, as realized values of the com-
ponents’ attributes, depend on the efforts wi of the suppliers. This
coherence between effort wi and value ai can be described by the func-
tion ai = ki(wi). Thus, the utility function of the integrator can be
rewritten as follows:

nwI (w1, w2) = 1/(1 + exp (d · s(k1(w1))) · exp (−d · k2(w2))) (2)
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The development costs depend on the effort wi of supplier i and are
described by the function ci(wi).

2.2 Model Analysis

Deterministic Case. In the central setting (z), one decision maker can
control development processes at suppliers as well as the integration.
Hence, its aim is to maximize the total profit Π of the development
process. This profit results from the utility of the integrator nwI minus
the development costs ci of the suppliers as follows:

Π(w1, w2) = nwI (w1, w2)− c1(w1)− c2(w2) (3)

The optimal efforts w∗i,z of the suppliers, that lead to maximized profit
of the overall system, result from the analytical determination of the
extreme point of this function. In the central setting, these parame-
ters can be set by the central decision maker, i.e. the integrator. In
the decentralized setting (d), the omniscient integrator determines the
parameters of the fixed-price contracts, i.e. the required efforts ŵi of
the suppliers. Based on these parameters, the integrator then specifies
the transfer payment function determining the amount to be paid by
the integrator to the supplier. For a fixed-price contract, an effort of
wi < ŵi results in no payment, while for efforts wi ≥ ŵi the payment
correspond to the development costs ci(ŵi) (see Figure 2). To model

transfer payment

ci ( i )

effort wi
 i wi,maxwi,min

Fig. 2. Fixed-price contract.
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Fig. 3. Interdependencies between a2 and w2.

the 0-1-character of the transfer payment function in a continuously
differentiable manner, it is approximated by a Sigmoid-function. The
turning point of the Sigmoid-function is described by the required effort
ŵi. This results in the transfer payment function ti, where m specifies
the slope in the turning point, m→∞:

ti(ŵi, wi) = ci(ŵi)/(1 + exp (m · ŵi) · exp (−m · wi)) (4)
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Since the integrator is omniscient and he wants to maximize his utility,
he chooses the required effort ŵi in accordance to the optimal efforts
w∗i,z in the central case. The supplier then determines the effort wi, with
which he can maximize his profit πi based on the transfer payments set
by the integrator and resulting development costs. The optimal effort
w∗i,d of the supplier results from the analytical determination of the
extreme point of the following function:

πi(wi) = ti(ŵi, wi)− ci(wi) (5)

The analysis shows that the optimal effort in the deterministic decen-
tralized setting with fixed-price contract corresponds to the optimal
effort in central planning: w∗i,d = ŵi = w∗i,z.
Interpretation: In the deterministic case, the omniscient integrator is
able to set the parameters of the fixed-price contract in a manner, that
the operability of the overall system is achieved with minimal costs. Due
to the transfer payment structure of the fixed-price contract, suppliers
choose exactly the required effort. A higher and thus more costly effort
would not be profitable for the suppliers, because the transfer payment
does not increase, while a lower effort would result in zero transfer
payment. Thus, suppliers choose the effort, which is optimal for the
overall development process. This means that the fixed-price contract
coordinates the cooperation partners during the development process.

Stochastic Case. In the following, the model is enhanced taking uncer-
tainties with regard to development results of one of the suppliers into
account. This is done, replacing the functional relationship ai = ki(wi)
between effort wi and resulting value ai of the components’ attributes
by a stochastic correlation. It is assumed that the probability of a cer-
tain value ai of the component’s attribute is uniformly distributed in
the interval [ai,min, ai,max]. Such a uniform distribution is typical for
new developments, where no experiences of similar projects exist and
the development outcome is totally uncertain within a certain inter-
val. However, the supplier can still influence the development results
with effort wi. Every effort wi > 0 shifts the lower interval limit to
the right by wi, so that the existing interval of uncertainty is reduced
to the interval [ai,min + wi, ai,max]. Thus, an increase in effort shifts
the expected value to the right, as can be seen in Figure 3. Optimal
efforts of the suppliers from the perspective of a central planner in the
stochastic case (s) are calculated integrating the stochastic correlation
between effort and value of the component attribute of one supplier
(here supplier 2) as follows:
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nEWI (w1, w2) = E[nwI (w1, w2)] =∫ a2,max

a2,min+w2

1
1 + exp (d · s(k1(w1))) · exp (−d · a2

a2,max−(a2,min+w2))
d(a2)

(6)

The development costs ci(wi) of the suppliers remain the same. The
optimal efforts w∗i,s of the suppliers result from the analytical determi-
nation of the extreme point of the following function:

Πs(w1, w2) = nEWI (w1, w2)− c1(w1)− c2(w2) (7)

The analysis shows that the optimal efforts w∗i,s of suppliers differ from
w∗i,z and lead to an expected combination of components’ attributes
which is on the right side of the efficient boundary a2 = s(a1) of the
deterministic case. Hence, uncertainties with regard to the develop-
ment results of one supplier can lead to configurations of the overall
system, which are overdimensioned and thus inefficient compared to
the deterministic case.

3 Conclusion and Outlook

In this paper we presented a mathematical model for cooperative devel-
opment processes of embedded systems. We analyzed a deterministic
case in centralized and decentralized setting as well as a stochastic case
in centralized setting, each with regard to optimal action of the part-
ners. Future research will concentrate on the decentralized setting in
the stochastic case.
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Summary. Supply chain optimization has emerged as an important topic in
several industries. In the automotive industry supply chains are prevalently
composed of independent agents with specific preferences, e.g. distinct firms or
profit centers in holdings. In either case, one must expect that no single party
has control over the entire chain, and no partner has the power to optimize
the whole chain by hierarchical planning. Under such decentralized decisions a
way to improve supply chain performance is achievable through coordination
and synchronization. The field of collaborative planning offers novel coordi-
nation concepts for such situations. We characterize issues in such concepts in
automotive supply chains under asymmetric cost allocations. Here, and as well
in other industries, few assembly sites (mostly owned by OEM’s) are linked to
multiple suppliers in a converging structure. We find, that under such setting,
an iterative negotiation-based process based on counter-proposals is little dif-
ferent to upstream-planning, as local supplier-side savings have comparatively
small effects. Further, we study the interaction between collaborative planning
and the hold-up problem (i.e. at least one party performs relationship-specific
investments), as an additional characteristic in the automotive industry.

1 Introduction

After the introduction of Japanese pull techniques in the 1990’s, Euro-
pean car manufacturers and their suppliers are realizing that mastering
these techniques alone is no longer enough to achieve competitive ad-
vantage. Increased pressure to attain annual cost reduction is driving
the industry to re-evaluate their respective supply chain activities and
relationships as they strive to improve overall performance. Such strat-
egy, however, requires the ability to consider additional information
that is beyond the individual planning domain. To align plans beyond
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the local planning domain, the concept of ‘collaborative planning’ (CP)
can be used. The main idea is to “[...] directly connect planning pro-
cesses that are local to their planning domain in order to exchange the
relevant data [...]” [5, p.259]. There are, however, practical difficulties
when creating such collaboration process involving different partners.
We study the current state of practice of CP, as a method to align
plan between independent organizational units that have agreed on
a supplier-buyer relationship using evidence of real-world automotive
supply chains. Even after recent supplier base reductions, there remain
several suppliers actively managed from a car manufacturer. Further,
we study the hold-up problem and its impact in CP. The hold-up situ-
ation results as at least one party has to perform specific investments.

2 Collaborative Planning in Automotive Supply Chains

From the functional viewpoint of a car manufacturer, the supply chain
is convergent to the point of the final assembly. The bill-of-material is
strictly convergent and the final assembly operations are dominant.
Sales and distributions networks of final products have a divergent
structure, typically from central sales to market organisations respon-
sible for certain regions and a high number of retailers or whole sale
agents (see [4, 8]). A collaboration process with suppliers is achieved
today by using different concepts, such as Vendor Managed Inventory,
kanban, Just-in-Time or Continuous Replenishment. Most of these con-
cepts have been introduced on operational level, based on the idea to
create a visible demand pattern that paces the entire chain to enable
synchronized supply. A seamless and real-time data exchange has been
introduced that enables partners in the supply chain to perform calcula-
tions regarding their inventory and capacity on call-off level. Web-based
systems are implemented to report mismatches to the car manufacturer.
Collaboration needs to be shifted from operational to tactical level
(i.e. from execution to planning) to further avoid mismatches and im-
prove overall performance. Here, plans rather then schedules can be
coordinated along the supply chain. Several publications propose ‘col-
laborative planning’ to combine mathematical programming and dis-
tributed decision making to achieve inter-organizational plan alignment
[9]. Those concepts are not used from German car manufacturers, yet.
Two aspects are barriers to practical introduction: (1) intra-domain de-
cision model(s) and (2) a collaboration mechanism for the inter-relation
between decision domains.
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The choice of the intra-domain decision model depends on the involve-
ment of the organisational departments, i.e. the objective governing
decisions. A typical intra-domain planning model is the multi-level ca-
pacitated lot-sizing problem by Stadtler. The model objective is to min-
imize the total cost of fulfilling given deterministic customer demand. In
order to create feasible plans, capacity constraints and multi-level stage
manufacturing structure (i.e. consumption of dependent demands such
as components, parts, raw materials, and other intermediate goods) are
considered. For car manufacturers, however, the availability of compo-
nents under stochastic customer demand is a core planning objective.
This objective is challenging and interacts with the question: “how to
plan component demand for complex configurable products under par-
tial information?” Model styles, engine types, and interior options are
only the most common categories within a customer can choose to con-
figure a modern car. Due to the combinatorial possible, even a small
number of those features amounts to an exponentially growing num-
ber of different (and valid!) product configurations, which each result
in a distinct component demand pattern. As not all customer orders
are received in the relevant time horizon, the component demand pat-
tern remains unknown, and can be only roughly estimated with given
methods. It has been reported that further important tasks such as
master production scheduling are performed forecast-driven and often
only supported by spreadsheet modelling [8].
In recent time, considerable investments in IT systems by European
car manufacturers can be observed. While the average total annual
spending on IT by manufacturers in Europe is around 2 to 3% of to-
tal turnover, a considerable proportion of this is used in maintaining
the existing legacy infrastructure. Several manufacturers have to deal
with up to 200 individual IT systems per plant, unable to ‘switch off’
applications that have been built onto existing legacy platforms. Such
situation makes it particular challenging to introduce CP based on the
use of fast decision support systems.
Concerning the use of coordination mechanisms in CP, issues arise from
asymmetric cost situations in the car industy. The dominant supply
chain operation is still the final assembly. In this operation more then
10.000 different components are assembled to create a modern car. The
customization trend is unbroken and results in an immense variety. Due
to recent supplier base reduction about 50 first tier (‘key’) suppliers
contribute to more then 80% of the value of sourced components per car
model. However, more then 500 first tier suppliers have to be actively
managed at a large car manufacturer, as the final assembly operations
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relies on the timely availability of all components in a Just-in-Time
manufacturing environment.
The relative power in the buyer-supplier relationship has a strong im-
pact on CP. All phases of the collaboration are tangled by power, e.g.
the definition of collaboration conditions, bargaining, exception hand-
ling. Power can be theoretical exercised by any of the partners, e.g. in
terms of know-how, financial resources, access to customers. For the
coordination mechanisms, the largest share in the value creation of the
final product is of particular importance and defines power in auto-
motive supply chains. To measure power in this context, the amount
of cost contributed by each supplier compared to total manufacturing
cost can be used.
In the German car industry, typically no single component sourced
from suppliers contributes to more then 10% of total manufacturing
cost. Under this situation, available coordination mechanisms using a
bilateral negotiation are hardly different to the most basic upstream
planning coordination see [1]. Negotiation based CP schemes are based
on the idea to iteratively compute plans and exchange them between
buyers and suppliers to improve the over supply chain performance cost
wise [3]. Each re-negotiation proposal from the buyer impacts all supply
requirements, and can also result in cost changes for other suppliers.
With costs at the buyer domain being asymmetric high, any supplier-
side cost saving due to a new supply proposal to the initial supply
requirement is relatively small compared to overall manufacturing cost.
Transactional costs and the organisational challenge to coordinate a
large supplier base during renegotiations results in the situation that
the transactional burden for CP can be higher then saving opportunities
in current practice.
How CP interacts with behaviour in buyer-supplier relationships (e.g.
moral hazard, adverse selection, hold-up) remains unstudied yet. Al-
though agent’s behaviour has a major impact on results, decision mod-
els used in CP suppress such behavior. In general, there are only a few
exceptions in coordination models that capture both the processing
dynamics and the agent’s behaviour, e.g. [2].

3 Hold-Up Problem and Collaborative Planning

The hold-up problem plays an important role as a foundation of mod-
ern contract and organization theory. The research is based on the
case study ‘Fisher Body - GM’ by Coase and is commonly used for
economic studies in supplier-buyer relationships [6]. Hold-up interacts
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also with CP, as processes in most coordination schemes are based on
the assumption of long-term partnership.
The hold-up situation arises as part of the return on a supplier’s
(buyer’s) relationship-specific investments is ex post expropriable by
the buyer (supplier). The main inefficiency results from the situation,
that investments are often geared towards a particular buyer-supplier
relationship, in which case the returns on them within the relationship
exceed those outside it [7]. Once an investment is sunk, the investor has
to share part of the gross returns with the other partner. This prob-
lem is inherent in many buyer-seller relationships. In the automotive
industry, manufacturers and suppliers often customize their production
equipment and further processes towards a specific relationship. The
risk being held up discourages the capacity investor from making desir-
able investments. In following, a simple model of the hold-up problem is
described to illustrate the main under-investment hypothesis (see [10]
for a formal proof).
Consider a manufacturer and his supplier, denoted M and S, trade
quanitity: q ∈ [0, q], where q > 0. The transaction can benefit from the
supplier (specific and irreversible) investment, modelled with a binary
decision: I ∈ {0, 1}, where I = 1 stands for ‘invest’ and I = 0 stands
for ‘not invest’. The investment I cost the supplier k · I, where k > 0.
Given investment I, the manufacturer’s gross surplus from consuming
q is vI(q) and the cost of delivering q by the supplier is cI(q), where
both vI and cI are strictly increasing and vI(0) = cI(0) = 0. Let
φI = maxq∈Q[vI(q) − cI(q)] denote the efficient social surplus given
S’s investment, and let (q∗I ) be the efficient level of trade. The net
surplus is then W (I) := φI − k · I. Suppose that

φI − k > φ0 (1)

gives S the interest to invest in the desirable capacity amount. An
important assumption is that S’s investment is not verifiable (even it
might be observable), therefore it can not be contracted upon. Let us
assume both parties contract a la Nash, yielding an efficient decision qI
and splitting the gross surplus φI equally between both partners. One
party (in this example, the supplier) thus appropriates only a fraction
(here, the half) of the investment returns, while bearing the cost of
investment k, so the net payoff will be Us(I) := 1

2φI − k · I, following
her investment. Suppose that

1
2
φI − k <

1
2
φ0 (2)
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then, even though the investment is overall desirable, S will not invest.
An underinvestment arises, which influences coordination within the
supplier-buyer relationship. Hence, the underinvestment impacts sup-
ply chain performance and renegotiation in CP, as the initial capacity
portfolio in distributed ownership (buyer-supplier relationship) is less
efficient compared to vertical integration (central coordination).

4 Conclusion

The current state-of-practice concerning ‘collaborative planning’ at car
manufacturers has been described. Issues with coordination mecha-
nisms under asymmetric cost allocations have been discussed. Due to
the strictly converging supply chain structure of operations, we find
that, an iterative negotiation-based process based on counter-proposals
is little different to upstream-planning, as local supplier-side savings
have comparatively small effects. We study further that renegotia-
tion opportunities in ‘collaborative planning’ interact with the hold-up
problem (i.e. at least one party performs relationship-specific invest-
ments), as a further characteristic in the automotive industry.
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1 Introduction

Given the criticality of the supplier network and the increasing number
of supplier defaults [3], automotive OEMs are well advised to actively
manage their supplier networks, consider supply risks [9], and avoid
negative and exploit positive consequences of supplier defaults. We aim
to extend the research on supplier defaults along two dimensions:
First, with a few exceptions [1, 10], previous studies have focused on
the default consequences of individual suppliers [2]. However, since sup-
pliers do not operate in isolation, their financial situation is often in-
terlinked. We argue that default dependence (also default correlation)
exists in supplier networks and that OEMs should manage the entire
network as a group and consider interdependencies among suppliers.
Second, all studies that have considered default dependencies have ex-
clusively modeled positive dependence, i.e., they have assumed that,
given two suppliers 1 and 2, the default of supplier 2 is positively re-
lated to the default of supplier 1. In contrast, we model negative default
dependence (i.e. scenarios where supplier 2 benefits from the default of
supplier 1).
Our results highlight that in the presence of negative default depen-
dencies between two suppliers the default of one supplier increases the
survival probability of the second supplier.
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2 Model Development and Estimation

The core of our approach consists of copulas which can model the
marginal distributions and the dependence structure of the random
variables separately [7].

2.1 The Default Model

We use Li’s [6] default model as a starting point and apply it to sup-
plier networks. Let τ = (τ1, . . . , τn) be the random vector of default
times of the n suppliers in the network. The default time τi of sup-
plier i is exponentially distributed with parameter λi in the way that
Fi(ti) = P (τi ≤ ti) = 1− e−λiti . Supplier i has defaulted by time ti if
τi ≤ ti, so that the default probability is Fi(ti). Dependence is now in-
troduced using a copula C according to Sklar’s theorem, so that the
dependence structure is totally determined by the copula. Thus, the
joint default distribution is as follows (applicable to any copula C):

P (τ1 ≤ t1, . . . , τn ≤ tn) = C(F1(t1), . . . , Fn(tn)). (1)

For τi > 0, there is no closed form solution for this problem. For this
reason, we realize our approach by means of Monte Carlo simulation.

2.2 Estimation Methodology

In addition to an appropriate copula C representing the dependence
structure, two input factors are necessary: (1) the default intensity of
each supplier and (2) the dependence level between the suppliers in the
network represented by a Kendall’s tau value.
To estimate the suppliers’ individual default intensities λi, we applied
Jarrow and Turnbull’s [5] defaultable claims pricing model, since it
is analytically tractable and the most parsimonious intensity-based
model. It models independency between the interest rate risk and
the default risk and assumes a frictionless, arbitrage-free, and com-
plete market. For the estimation of the default intensities, the Jar-
row/Turnbull model requires (1) the default-free zero-coupon bond
prices b(t, T ), (2) the recovery rate δ, and (3) the default-risky zero-
coupon bond (market prices) v(t, T ). The default-risky zero-coupon
bond is priced under the risk-neutral martingale measure as follows:

v(t, T ) = b(t, T ) · (δ + (1− δ) ·Q(τ > T )) (2)

Where Q(τ > T ) represents the probability that the underlying bond
will survive at least the maturity T . The price of a default-risky coupon



Negative Default Dependencies 235

bond with maturity T , V (t, T ), is then the linear combination of its
cash flows C(t) at time t. We use one market price of the default-risky
bond and the default-free bond and can directly calculate the default
intensity λ for the considered companies solving the former equation.
Similar to [4], we a priori fixed the recovery rate at a reasonable δ of
50% for all bonds.
The second ingredient is the level of the suppliers’ default dependence.
In practice, it is nearly impossible to estimate the default dependence
of two companies and calculate a corresponding Kendall’s tau because
defaults are rare events and there are not enough time-series data on
corporate defaults available. For this reason, we will simulate various
levels of default dependence ranging from the independence case to a
Kendall’s tau of −0.60.

3 Negative Supplier Default Dependence: A Model and
Simulation Results

3.1 Model Specification

We take the perspective of an automotive OEM that works with two
distinct suppliers (dual sourcing): supplier 1 and 2 (subsequently called
the OEM’s supplier portfolio). The suppliers’ individual default proba-
bilities follow exponential marginal distributions, the standard distribu-
tion for modeling survival times, with default intensities λ1 and λ2. We
consider, w.l.o.g., the scenario where supplier 1 folds in τ1 ∈ [0, z1], in
order to examine the effect of supplier 1’s default on supplier 2’s survival
probability P (τ2 > z2 = (z1 + a)|τ1 ∈ [0, z1]) with a = 1, 2, . . . years.
In order to investigate the dependence structure between supplier 1
and 2, we specify the model with the Gauss and t copula, respectively.
The choice of the copula reflects the dependence structure and risk pro-
file of the supplier portfolio. The Gauss copula is the standard copula
for many applications, but has the main shortcoming that it does not
model dependence between extreme events. The t copula, here specif-
ically the t5 copula, can be regarded as the common extension of the
Gauss copula in a way also captures fat tails.

3.2 Data

Financial data of automotive supplier firms necessary for specifying
and adjusting our model were drawn from the Datastream database.
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For the estimation of the default intensities, the prices of the default-
risky coupon bonds were considered from April 2006 to March 2007.
The price at the coupon payment date was taken in this interval, so that
no coupon time transferring problems occurred. For the calculation of
the European risk-free bond prices, we used daily estimates of the [8]
model from the Deutsche Bundesbank. For the US bonds the zero curve
interest rates are applied.

3.3 Simulation Results

For the dependence structure (captured by a copula) and dependence
level (captured by a Kendall’s tau value), we generated 500,000 random
pairs (τ1, τ2) of default times for supplier 1 and 2. Based on these
numerical results, we approximated the joint default distribution of this
supplier portfolio. Our interest focuses on the effect of negative default
correlation and on the influence of different dependence structures. We
simulated the models with the parameters z1 = a := 2 years. Then, we
subjected the obtained data to a comparative static analysis illustrating
the impact of negative default correlation in supplier portfolios.
First, we constructed homogenous portfolios, i.e., the two suppliers
1 and 2 have identical default intensities. The first portfolio (Fig-
ure 1(a)) contains two suppliers with rather low default intensities of
λ1 = λ2 = 0.0073 (level of Bosch). The second portfolio (Figure 1(b))
consists of two suppliers with significantly higher default intensities of
λ1 = λ2 = 0.1368 (level of Lear). The comparison of the two Figures
plainly shows that the effects are stronger, if the individual default
probability is higher. When the dependence structure is characterized
by a Gauss copula, a rather low Kendall’s tau of −0.2, for instance,
increases the survival probability of the second supplier by 2.7% when
both suppliers’ default intensity is low, and by 15.4% when both sup-
pliers have a high default intensity. Moreover, looking at the imposed
dependence structure, we find that the survival probability of supplier
2 increases stronger under the dependence structure determined by the
Gauss copula than under the one determined by the t5 copula.
Second, we built a realistic portfolio of automotive suppliers with het-
erogeneous default intensities. That is, the portfolio contains a supplier
with a low and another with a high default intensity. The results show
the interesting effect that it is critical which supplier of the portfolio de-
faults first. If supplier 1 (here Michelin) has a low default intensity and
folds, the survival probability of supplier 2 (here Goodyear) increases
drastically with increasing (negative) dependences levels (Figure 1(c)).
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Fig. 1. Portfolios with two suppliers: Survival probability of supplier 2
P (τ2 > 4 years|τ1 < 2 years).

In contrast, in case supplier 1 with high default intensity folds first, the
survival probability of supplier 2 is not as much affected (Figure 1(d)).

4 Discussion and Implications

Summarizing the results of our simulation and comparative static anal-
ysis we can provide several insights. First, the simulation results depict
that negative default dependence among suppliers in a supplier network
has consequences for the suppliers’ survival probabilities. The higher
the individual default intensity of a supplier, the stronger the effect
of negative default correlation on the survival probability of a second
supplier. Second, the dependence structure, reflected by the choice of
copula, is decisive. There is a variety of copulas which differ in the de-
pendence structure they represent. Our results demonstrate that the
Gauss copula imposes a dependence structure that increases the sur-
vival probability of the second supplier more drastically than the t5
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copula. It is up to the decision maker to decide which copula approxi-
mates the reality best.
Several implications for corporate practice and automotive OEMs can
be derived. Purchasing managers should be aware that negative default
dependence between suppliers is not at all an exceptional phenomenon
and take this into account for their sourcing decisions. Since the depen-
dence levels and dependence structures among all suppliers in a firm’
supplier network are not readily available to purchasing managers, firms
should begin with a qualitative evaluation. Likewise, since the depen-
dence structures underlying the supplier default model (i.e., Gauss or
t5 copulas) have a significant impact on the survival of the second sup-
plier, managers should also follow a “contingency approach” and expert
judgment. Most likely, the symmetric dependence structures would be
the standard choice.
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1 Introduction and Problem Description

Difficult financial situations in most German cities and increasing com-
petition in waste management between private and public companies
require an efficient allocation of all resources that are involved in the
waste disposal process. The two major resources are waste collection
vehicles and crews. They can be assigned to the corresponding plan-
ning steps of finding so called waste collection districts and appropriate
crew schedules which are planned manually at the moment. This paper
focuses on the optimization of the crew scheduling process where differ-
ent crews have to be allocated to specific waste collection districts and
vehicles respectively. The paper shows first results of a joint research
project1 including the Universities of Braunschweig and Dortmund as
well as two companies from the private and public sector.
In the context of our paper waste management means the disposal of
household waste which in Germany includes the four so called fractions
paper, household-like wrappings, biowaste, and residual waste. Start-
ing point of the planning process is a waste disposal area which usually
is determined by city authorities. Within this area all four fractions of
waste have to be disposed in a periodic way. A first planning step –
which is prior to the crew scheduling phase and not part of this paper –
implies the generation of optimal waste collection districts. Each waste
collection district is a part of the waste disposal area and represents
a set of households that have to be disposed by one vehicle within a
given period, the so called waste disposal cycle. Waste collection dis-
tricts have to be generated for each fraction and therefore can differ in
size and length of the associated waste disposal cycle. Figure 1 shows
1 funded by the German Federal Ministry of Education and Research (BMBF)
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Fig. 1. Waste Collection District with a Waste Disposal Cycle of 2 Weeks

a waste collection district belonging to one specific fraction and ve-
hicle respectively for a waste disposal cycle of two weeks which then
can be iterated. The main parameters that influence this part of the
optimization are the capacity and speed of the used waste collection
vehicles, the applied working time model, and the number of employees
belonging to vehicle crews. Working time models control the regular or
maximal working time per day or week as well as the (number of) free
days within the deployment cycles of employees which are usually a
multiple of a waste disposal cycle (see Fig. 2) [4]. Free working days
are necessary in order to realize a higher utilization of the vehicles by
longer working times per day or additional work on saturdays because
companies are very skeptic in terms of crew changes which are common
practice in many other areas of transportation [2, 3].

t

Deployment Cycle

Waste Disposal Cycle of 2 Weeks Alternating free Days

Fig. 2. Deployment Cycle

The above illustrated first phase of waste management planning pro-
vides specific information about all generated waste collection districts
which have to be covered by crews in the subsequent crew schedul-
ing phase. Thereby, each day of every waste collection district (of all
fractions) has to be covered with at least one driver and a determined
number of loaders for the waste bins. Additional requirements like dis-
trict knowledge, crew reserves, or the working time model have to be
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considered, too. In the following chapter we present a modelling ap-
proach that tries to find optimal crew schedules by allocating specific
waste disposal cycles to each employee such that all households get dis-
posed. In the current sequential optimization approach the number of
required crews is indirectly determined in the previous planning phase
of the waste collection districts. Thus, we are focussing on important
soft factors in the crew scheduling optimization phase.

2 Mathematical Modelling

Let N be the set of crew members, Z the set of deployment cycles, W
the set of waste disposal cycles, D the set of working days in a waste
disposal cycle, R the set of waste collection districts, and F the set
of fractions. The appertained index to a set is in each case the lower
alphabetic character. (M > 0 is an auxiliary skalar.)

Input Parameters:

czwdf





1, fraction f is disposed in deployment cycle z in
waste disposal cycle w on (working) day d

0, else

edrf





1, fraction f has to be disposed in waste collection district
r on working day d of a waste disposal cycle

0, else
bdrf number of crew members necessary for the disposal of fraction f

in waste collection district r on day d in a waste disposal cycle
ldrf number of crew members which have to be familiar in the

disposal of fraction f in waste collection district r on day d

in

{
1, if crew member n is a reserve pool employee in principle
0, else

un maximum number of waste collection districts a crew member n
can be assigned to

qn

{
1, crew member n has a driving license
0, else

pmin
n minimum percentage of work crew member n has to be

appointed to unfamiliar waste collection districts
pmax
n maximum percentage of work crew member n is allowed to

be appointed to unfamiliar waste collection districts

knrf





1, crew member n is familiar with the disposal of
fraction f in waste collection district r

0, else
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Variables:

αnz

{
1, crew member n works to the rules of deployment cycle z
0, else

βnwdrf





1, crew member n is assigned to fraction f in waste
collection district r on day d in waste disposal cycle w

0, else

γnwdrf





1, crew member n is a relief person for fraction f in waste
collection district r on day d in waste disposal cycle w

0, else

ωnr





1, crew member n is assigned to waste collection district r
at least once

0, else

λwdrf





1, fraction f in waste collection district r on day d of
waste disposal cycle w is covered by a relief person

0, else

Mathematical Program:

max
∑
w∈W

∑
d∈D

∑
r∈R

∑
f∈F

λwdrf

s.t.
∑
w∈W

∑
d∈D

∑
f∈F

(βnwdrf + γnwdrf ) ≤M · ωnr ∀n, r (1)
∑
n∈N

γnwdrf ≥ λwdrf ∀w, d, r, f (2)
∑
r∈R

ωnr ≤ un ∀n (3)
∑
n∈N

βnwdrf = bdrf · edrf ∀w, d, r, f (4)
∑
n∈N

knrf · βnwdrf ≥ ldrf · edrf ∀w, d, r, f (5)
∑
n∈N

qn · βnwdrf ≥ edrf ∀w, d, r, f (6)
∑
w∈W

∑
d∈D

∑
r∈R

∑
f∈F

(1− knrf ) · βnwdrf
≥ pmin

n · ∑
w∈W

∑
d∈D

∑
r∈R

∑
f∈F

βnwdrf ∀n (7)
∑
w∈W

∑
d∈D

∑
r∈R

∑
f∈F

(1− knrf ) · βnwdrf
≤ pmax

n · ∑
w∈W

∑
d∈D

∑
r∈R

∑
f∈F

βnwdrf ∀n (8)
∑
z∈Z

vnz = 1 ∀n (9)
∑
r∈R

βnwdrf + γnwdrf =
∑
z∈Z

vnz · czwdf ∀n,w, d, f (10)
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Constraints Explanation:

(1) The helping variables ωnr are forced to contain the correct value.
(2) The helping variables λwdrf are forced to contain the correct value.
(3) The number of waste collection districts crew member n is allowed

to work in is bounded by un.
(4) The required number of crew members of each day of all waste

collection districts has to be covered.
(5) The required number of crew members familiar with the waste dis-

posal district (and a fraction) has to be satisfied for each day.
(6) At least one driver has to be assigned to each (vehicle) crew.
(7) Minimum and maximum boundaries of work of a crew member in
(8) unfamiliar waste collection districts have to be observed.
(9) Exactly one deployment cycle has to be assigned to a crew member.
(10) Each crew member has to work to the rules of its assigned cycle.

Objective Function
The objective function presented in the mathematical program above
honours a broad and even distribution of the reserve pool members
to different days and fractions of the waste collection districts. We
identified and implemented many other of these soft objective functions
based on different needs of the employees and the companies. They
can be formulated considering different aspects of crew planning and
usually need additional variables and constraints respectively.

3 Test Results

The process and complexity of crew planning in the two involved waste
management companies is quite different. This also results in different
input data for the mathematical programm:

n z w d r f # Variables # Constraints
Company 1 104 1 1 10 25 1 54954 5056
Company 2 47 10 5 10 11 2 9805 105487

CPlex finds an optimal solution for company 1 in a few seconds, but
CPlex is not able to find an optimal solution for company 2. The calcu-
lation was aborted after 5 days of computing. If we lower the number
of waste collection districts to 8 and the number of cycles to 5, CPlex
finds an optimal solution in about 1 hour. As the input size of many
other waste disposal areas, for example in huge cities like Berlin or
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Hamburg, will be even bigger, additional efforts to increase the per-
formance of our models (and future algorithms) are necessary. Further
difficulties may be caused by very complex objective functions (with
additional variables or constraints) in order to reproduce one or maybe
more of the above mentioned soft objectives in crew scheduling.

4 Outlook

Current and future areas of research include an extension of the existing
models like consideration of workload, balanced age structures within
crews, and meeting different desires of employees. In order to handle
the complexity of the given problem we intend to develop problem spe-
cific algorithms based on column generation and lagrangean relaxation
approaches [1, 3]. In the last phase of the research project we want to
realize an integrated optimization of waste collection districts, vehicles,
and crews in order to achieve additional optimization potential which
actually gets lost in a sequential approach.
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1 Introduction

Milk runs are an important transportation concept, e.g. in the auto-
motive industry. Trucks start from a depot, pick up goods at different
suppliers, and deliver those goods to a single customer. Therefore, milk
runs are technically a pick up and delivery problem with multiple pick
ups and a single delivery. They make it possible to deliver small lots
efficiently and thus lower average inventory levels. Prerequisite is that
there are several frequent orders from suppliers that are closely located,
otherwise transshipment centers will be used in spite of handling costs.
Pickup&Delivery problems calculate routes for single days, sometimes
with the additional restriction of time windows for delivery. Models and
algorithms for these problems exist and can help in practice as lead-
times are usually very short, in most cases only one day. It has been
discussed whether it would be better to allow for delivery windows of
a few days so that carriers have more leeway for route optimization
(cf. [1]). Now the routing problem is extended with the problem of
allocating orders to days. The integrated solution requires vehicles to
make multiple trips and is formulated as the VRP with Multiple Trips
(VRPM)1. The VRPM has found only little attention so far: ”Although
in practice multiple route assignment is common, there is a shortage of
papers covering this feature.”[2] It is even more interesting to look at
the problem from a dynamic point of view, i.e. to iterate through the
days and to assign incoming orders to days without having information
on future orders.
Some researchers have tackled similar problems. An early work has

1 The VRPM is sometimes also referred to as the Vehicle Routing Problem with
Multiple Use of Vehicles

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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been presented by Brandão and Mercer[3]. Gendreau et al. [4],[5] have
repeatedly investigated the problem and presented algorithms for op-
timal solutions. Zhao et al. [6] also stress the fact that the problem of
vehicle routing with multiple use of vehicles within the concerned time
horizon is of practical relevance but seldomly studied. They present a
tabu search algorithm. A similar approach is given by Taillard et al.
[7]. A genetic algorithm for the VRPM is presented by Salhi and Petch
[8]. An introduction to online VRP can be found in Allulli et al. [9].

2 Problem Formulation

The four-index vehicle flow formulation is based on the one given by
Zhao et al. [6] for the MTCDVRP2. It adds three restrictions (4, 7, and
8) which will be discussed. The problem will be called VRPPDMTW3

and DVRPPDMTW when it adresses the online version.
The objective funtion is:

min.

N∑

j

L∑

l

T∑

t

x0jlt ∗ f +
N∑

i

N∑

j

L∑

l

T∑

t

cij ∗ xijlt (1)

N is the set of nodes including the depot and the customer. f are the
fix costs for each truck. cij are the costs for traveling from i to j. xijlt
is binary and indicates if truck l travels from i to j in period t. Node
0 will be regarded as the depot, node 1 as the customer. Nodes 2 to n
are suppliers.

N∑

i

L∑

l

T∑

t

xijlt = 1 ∀j ∈ N \Depot, Customer (2)

N∑

i

xiplt −
N∑

j

xpjlt = 0 ∀p ∈ N, l ∈ L, t ∈ T (3)

Restrictions 2 and 3 let every node except depot and customer be vis-
ited exactely once. Also, each node that is visited has to be left as
well.

2 Multi trip capacity and distance vehicle routing problem
3 VRP with pickup and delivery and multiple use of vehicles and time windows;

note that the solution given in this paper particularly addresses milk runs and is
not a generalized pickup and delivery problem



Milk Run Optimization 249

N∑

i

N∑

j

xijlt ≤ x1,0,l,t ∗M ∀l ∈ L, t ∈ T (4)

Restriction 4 assures that every truck in every period travels from the
customer to the depot in case it travels to any supplier, thus forming a
valid milk run that starts and ends at the depot and visits the customer
last.

N∑

i

N∑

j

(di ∗ xijlt) ≤ C ∀l ∈ L, t ∈ T (5)

N∑

i

N∑

j

(cij ∗ xijlt) ≤ D ∀l ∈ L, t ∈ T (6)

Restrictions 5 and 6 enforce tours to be within capacity limits set by the
amount of goods that can be transported by a truck and the distance
it can travel.

aj ≤
N∑

i

L∑

l

T∑

t

(xijlt ∗ t) ∀j ∈ N (7)

bj ≥
N∑

i

L∑

l

T∑

t

(xijlt ∗ t) ∀j ∈ N (8)

Restrictions 7 and 8 set the time windows for each order. a is the earliest
day for pick up, b the latest.

∑

i∈S

∑

j∈S
xijlt ≤ |S| − 1 S ⊆ N, |S| ≥ 2 ∀l ∈ L, t ∈ T (9)

Subtour elimination is guaranteed by restriction 9.

3 Test Instance

The data set includes 1,000 orders from 10 suppliers that are within a
range of 100 km around the depot. The orders cover 100 days and are
served by a fleet of 10 trucks. A truck can transport 300 units over a
distance of 500 km. Order sizes are uniformly distributed between 10
and 50 units. 10% of the orders do not have a time window, i.e. the
day they have to be served is fixed. If there is a time window, its size
is uniformly distributed between 2 and 4 days. 10% of the orders have
no leadtime, i.e. they are announced one day in advance. The rest has
a leadtime of 2 to 5 days which again is uniformly distributed.
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4 Heuristic

The heuristic can run in two different modes. The first mode runs in
two stages. In the first stage incoming orders for a certain period are
randomly assigned to days. Orders within one day are optimized using
the parallel Clark and Wright Savings algorithm. Orders that cannot
be served are put on hold. Then, orders are shifted between days using
a tabu search algorithm. These stages run in a loop until all orders
are assigned to a day or ultimatively have to be rejected. All accepted
orders are then fixed which means they cannot be moved in future
periods. After that the orders of the next period are looked at. If the
period length is the total number of days the solution represents the
offline solution. The second mode does not use the tabu search part. It
daily receives new orders which have to be fixed on a date. Orders are
sorted by descending sizes and then assigned to that day within their
time window which currently holds the shortest distance to travel. At
this point the method deviates from the tabu search optimization. The
latter will only in certain cases shift orders to empty days because this
creates tours from and to the depot and customer. This contradicts the
myopic goal of shortening routes. The idea is to spread orders over the
days to leave buffers in every day so that orders arriving later can still
be served. Not being able to serve an order is the worst case.
In contrast to most VRP implementations, the number of vehicles is
limited so that the situation may arise that orders have to be rejected.
This mimics reality where only a limited number of trucks is available.
Further capacity has to sourced from the so-called spot market at a
higher price. This resource is currently not included.

5 Results

All results were produced using the heuristic because the size of data
sets solvable to optimum by mathematical solvers is limited and less
than the size used in this work. The quality of results is expressed by
the following formula:

TotalOrderSize−RejectedOrderSize
TotalDistance

(10)

It rewards the amount of orders served and penalizes long tours and
rejected orders. The test set described in 3 produced the average results
given here:
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Table 1. Results

Approach Quality Rejected orders
1 day horizon 0.32 105
2 day horizon 0.34 58
5 day horizon 0.49 0
10 day horizon 0.53 0
Offline (= 100 days) 0.57 0
1 day equal distribution 0.56 0

As expected, the offline heuristic performs best and results are getting
better the longer the horizon is. The competitive ratio is 1.78 and
there are 10.5% missed orders on average when employing a single day
planning. The approach of trying to spread the orders equally over all
days performs considerably well. Its competitive ratio is 1.02.

6 Conclusion and Outlook

A heuristic was presented which can solve special pickup and delivery
problems, so-called milk runs, with time windows and the multiple use
of vehicles. It has been shown that methods that deliver good results
for the offline version do not necessarily have to deliver good results in
the online case, i.e. if decisions have to be made which affect the future
which holds considerable uncertainty in terms of additional incoming
orders. A simple method, assigning orders to the least booked day,
delivered very good results in a test case. However, the impact of certain
parameters such as the size of the time window or the leadtime has to
be examined in detail. Also, the question of whether the results remain
equally good when workload is increased has to be studied closely. Last,
it might be interesting to include the spot market to see when orders
should be handled externally. The major challenge however is to include
other distributions than the uniform distribution regarding the share
of orders each supplier holds, the order sizes, and the time windows
and leadtimes. This allows for more sophisticated hedging methods
and probability calculations.
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Summary. We present MEFISTO, a pragmatic framework for transport op-
timization algorithms that has been jointly developed by the authors and is
integral part of logistics planning solutions provided by PTV AG. We present
design aspects that have led to the architecture of the framework using a vari-
ant of Granular Tabu Search. For the case of vehicle routing problems with
pickup and delivery transports, we present a specialized local search proce-
dure. Summarized results on benchmark and real world problems are given.

1 Introduction

In this paper, we introduce MEFISTO (Metaheuristic Framework
for Information Systems in Transport Optimization), a metaheuristic
framework developed jointly by the authors of this paper. Throughout
this article, we first present the framework in section 2 and continue
with an application to vehicle routing problems with pickup and deliv-
ery transports in section 3. We present a summary of computational
results for both artificial benchmark problems and real world instances
and close with directions for further research.

2 Metaheuristic Framework

The development of the framework was motivated by the observation
that, until recently, the main concerns of commercial VRP package

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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users were the accuracy of the planning model representing their op-
erations as closely as possible and computation time of planning. This
has led to quite complex restrictions like asymmetric distances and
travel times, multiple customer time-windows and resource operating
intervals, heterogeneous fleets, waiting time limits, multiple capacity di-
mensions, precedence constraints, customer-vehicle type and customer-
driver assignment patterns etc. This type of problems is usually known
as rich vehicle routing problems and has received some attention in
the past (see [2]). Low computation times used to be a key distinctive
feature, eventually leading to fast constructive heuristics possibly with
a subsequent post-optimization4 phase.
More recently, customers started to focus more strongly on solution
quality without neglecting the above mentioned aspects. At the same
time, the advance of computer hardware had led to a situation where
the computation time for planning was well below the user accepted
threshold. This development opened the path to more elaborated search
algorithms and made it possible to introduce metaheuristic search tech-
niques on a general scale beyond single customer specific projects.
Looking at the metaheuristic landscape it became clear that the rapid
development of the field would require more than an implementation of
a single metaheuristic. In order to being able to change the underlying
metaheuristic without modification of the interfaces to other compo-
nents of the planning system, a more general framework was needed.
MEFISTO was created having the following objectives in mind:

• Offer an application and algorithm independent framework for a
large set of metaheuristic techniques,
• provide a simple interface to users of the framework,
• allow the reuse of existing code through a strong separation of con-

cerns,
• include mechanisms for a dynamic control of search.

The resulting system is a C++ framework with a three-layered ar-
chitecture: The topmost layer is both application and metaheuristic
independent and is basically a template of a general metaheuristic. It
offers base classes for elementary metaheuristic elements like the meta-
heuristic itself, a move generator, moves, local searches, and search
spaces. The central layer is built by specific metaheuristic classes de-
rived from abstract base classes at the topmost layer and implements

4 In using the term optimization here we refer to the process of generating eventu-
ally improving solutions. We do not claim to achieve provably optimal solutions
with the methods presented here.
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the metaheuristic functionality. The undermost layer is application spe-
cific and implements algorithm elements strongly dependent on the
problem type at hand, e.g. for vehicle routing applications it imple-
ments classes describing node- or arc-exchanging moves.

2.1 Granular Tabu Search

The first5 metaheuristic we realized within MEFISTO was the Granular
Tabu Search (GTS) method by [6]. Figure 1 shows the three-layered
architecture with classes derived for GTS.

Fig. 1. MEFISTO’s three layered-architecture

GTS was chosen because it is an algorithm that is controllable by a
small number of parameters and shows good and stable performance in
benchmark tests. Moreover, it is a method without any randomization
techniques, thus it is able to reproduce results even on different plat-
forms – a behaviour very strongly required in commercial environments.
Unlike the original publication, the granularity filter was changed from
an arc-length based criterion to the node-based k-closest-neighbours
criterion. Furthermore, a set of classical local search algorithms for
VRP-type problems (see also [6], namely the crossover-, relocate-, or-
exchange and swap-moves, were implemented.
The results obtained when applied to customer problem instances were
quite satisfactory, leading to considerably better solution in terms of

5 Apart from the greedy method which is the default behaviour of the framework
and, in a sense, could be seen as a pathological case of a metaheuristic without
any mechanism of exiting local optima.
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total distance resp. travel time and the number of vehicles used. En-
couraged by the progress made using the MEFISTO framework, we
decided to address a special case of the VRP, namely the VRP with
pickup and delivery-transports. Here, we first had to devise a move type
capable of efficiently dealing with the precedence constraints imposed
by pickup and delivery restrictions.

3 Pickup & Delivery Transport

Quite a few papers have been published on the pickup and delivery
problem (P&D-problem). P&D-problems add precedence constraints
between two stops requiring that the same vehicle picks up a load at
one location and delivers it at a second location later on the same tour.
The P&D-setting is easily extended to more than two stops. In [5] , [4],
[1] and other publications local search algorithms have been presented.
Analyzing these methods for a possible integration into our MEFIS-
TO-based solution, we found that these methods mostly are designed
for problems with only P&D-stops. Moreover, they do not explore all
possible insertion positions for a pair consisting of a pickup and a de-
livery stop. The usual strategy to overcome this drawback is to concat
P&D-moves of different types. However, this can lead to an unneces-
sarily large number of feasibility checks. The complexity of feasibility
checks for rich vehicle routing models can generally be considered as
the performance bottleneck. It is thus advisable to minimize the num-
ber of moves to be evaluated and it is interesting in this context, that
the local search algorithms published can generate duplicates, i.e. these
methods generate the same stop sequence more than once.

3.1 PD-Relocate

We have developed a simple relocate move for P&D-pairs that avoids
the generation of duplicates. Figure 2 shows which arcs are exchanged
by the PD-relocate move. In the figure, bold dashed lines indicate
newly inserted arcs and light dotted lines represent arcs that are re-
moved. P&D-stop a (with pickup stop a1 and delivery stop a2) is to
be inserted before stop b (with pickup at b1 and delivery at b2). Arcs
(πbi , bi), (πai , ai) and (ai, σai) are removed and arcs (πbi , ai), (ai, bi) and
(πai , σai) are reinserted.
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Fig. 2. Principle of the PD-Relocate move

4 Computational Results

We have chosen the benchmark instances from [3] to compare our ap-
proach to the existing ones from the literature. In a second step, we
have solved a number of practical instances with MEFISTO augmented
by the PD-Relocate move. Due to spatial restrictions, we do not report
the full set of results here, rather we summarize our findings and draw
conclusions from the results.
Our experiments have compared the solution quality of the currently
available constructive heuristic with the results obtainable from the
metaheuristic approach and the literature benchmark. In general, we
were able to get close to the literature results for easy instances and fall
short for less clustered instances. Analyzing the results we feel that this
is mainly due to deficiencies of the constructive heuristic that produces
solutions quite far away from the benchmark. As we currently do not
employ a local search method especially designed to reduce the number
of tours, the improvement phase is not able to compensate for the bad
initial decisions. A second reason is the type of granularity check used
that better fits standard VRPs without pairs of stops. Using k-closest
neighbours, pickup and delivery stop pairs with stops distant from each
other, frequently do not pass the granularity filter.
One of the real world instances we have tested the approach with con-
sists of 26 P&D-orders and 224 deliveries. The stops are distributed in
two semi-circles around two major seaports and there is a fleet of 43
vehicles available. A subset of stops has time-windows. Figure 3 shows
this example.
The solution of this instance takes roughly the double amount of moves
compared to the system without the PD-Relocate move. The total
number of vehicles could be reduced from 26 (result after construc-
tive heuristic) to 24 and total distance was reduced from 9364km to
8691km.
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Fig. 3. Real world problem instance

5 Concluding Remarks

The development and introduction of MEFISTO was a successful step
that has improved the planning results and has enabled us to quite
easily introduce a new dedicated local search procedure into the system.
Applying the system to benchmark instances and practical problems
has shown the necessity to both improve the construction heuristic and
to introduce a local search procedure dedicated to the reduction of the
number of tours resp. vehicles.
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Summary. In this paper we present first results of a simulation study analyz-
ing the effect of alternative compensation schemata in a courier network com-
pared to alternative organizational settings: centralized collaborative planning
and individual non-collaborative planning.

1 Motivation

During the last years, transportation firms have faced an increasing
cost pressure and revenue erosion at the same time. Large express car-
riers serving ad-hoc one-way shipping orders can solve the problem
of dead-head trips by consolidating and combining orders to efficient
roundtrips. Small-sized companies may compensate their competitive
disadvantage by allying with partners to a cooperation network to es-
tablish a more profitable portfolio of orders. Each partner in the net-
work plans his orders and his vehicle fleet independently with the op-
tion to exchange orders with partners. While end customers are charged
based on a specific price function, a carrier operating an order for a net-
work partner receives a monetary compensation specified by a generally
agreed upon compensation schema.
Our experience with a distributed real-time internet-based collabora-
tive Decision Support System (DSS) for a large courier network (see
[1]) has shown, that the success is highly depending on the potential to
detect and realize a sufficient number of orders which can be fulfilled
efficiently by one of the partners. Figure 1 shows the architecture of
our DSS and points out the planning paradigm: decentralized planning
at each partner site with a central supporting system that searches and
proposes options of profitable exchanges in real-time based on data
from the individual dispatching systems and fleet telematics.
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der exchange for both partners involved. Hence, the design of the com-
pensation schema with respect to incentiveness and fairness is a key
factor for the overall performance of the network. An analysis of the
effect of alternative compensation schemata and a comparison with al-
ternative planning approaches is the foundation for an optimization of
the potentials of the collaboration.

2 Planning Situation

Let P be the set of partners in the network. Each partner p ∈ P is
located at a specific depot depp and owns a set of vehicles Vp. Each
vehicle v is assigned to a vehicle class vcv which describes physical
and technical transportation capabilities. The set of vehicle classes is
assumed to be partially ordered with the semantic that a vehicle of
a ‘larger’ class can always transport orders which require a ‘smaller’
vehicle class. For each vehicle class vc we use two cost rates: pricevc

the transportation price for the customer and impCostvc an internal
calculatorial imputed cost rate representing the operational costs. Each
order o is defined by its pickup location po, its delivery location do,
time windows for pickup and delivery and its capacity requirement,
where vco denotes the minimum required vehicle class for the order.
Note, that each vehicle can transport more than one order at a time
and that it is the task of the partners’ local dispatching to combine
orders to tours. Under this static view, a vehicle will always return
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Fig. 1. DSS architecture

The compensation schema determines the profitability of a specific or-
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to its depot after serving all orders of a tour, yet, due to the highly
dynamic business all plans have to be adapted constantly and a vehicle
may receive new orders on tour. For two locations x and y let l(x, y)
denote their distance. Then the revenue rev(p, o), which a partner p
obtains from his customer after serving its order o, is calculated as
follows, where for picking up the order only the distance exceeding lfix

is charged:

rev(p, o) = pricevco

[
max

(
0; l(depp, po)− lfix

)
+ l(po, do)

]
(1)

Now, the carrier p has two options: to serve the order o with his own
fleet or to have it served by one of the partners. In the first case, the con-
tribution to profit ctp(p, o) is calculated as usual, reducing the revenue
by the marginal imputed costs. The following formula calculates this
contribution in the simple case that the order is served by a dedicated
tour on vehicle v:

ctp(p, o)=rev(p, o)−impCostvcv

[
l(depp, po)+l(po, do)+l(do,depp)

]
(2)

In the second case, if one of the partners, say q, serves the order, the
compensation comp(q, o) is contractually determined. Here we have to
distinguish several cases: If the order is served by a dedicated tour, the
calculation is similar to the revenue above, with the only difference that
twice the imputed cost rate is applied:

comp(q, o) = 2 · impCostvco

[
max

(
0; l(depq, po)− lfix

)
+ l(po, do)

]
(3)

If the order can be inserted into a tour already served, and thus can be
combined efficiently with other orders, then the load distance l(po, do)
plus the marginal cost caused by the service of o applies. This more
complicated calculation is formalized and illustrated in figure 2 for the
case that o is combined with two other orders r and s, respectively (bold
arrows indicate legs actually driven, while dashed arrows symbolize
empty trips):

comp(q, o) = impCostvco [l(po, do) + l (pr, po) + l (po, dr)− l (pr, dr)
+l (ps, do) + l (do, ds)− l (ps, ds)] (4)

Note, that in the two latter cases the cost rate of the required vehicle
class is applied, not the rate of the vehicle actually serving the order.



Based on this compensation model, the DSS checks all partners’ ve-
hicles for the best slot for an acceptable insertion. Here, an insertion
is acceptable if comp(q, o) > ∆impCost(q, o), i.e. the partner takes an
advantage from serving o. Now, a recommendation is communicated
to p and that partner q, offering the acceptable insertion with lowest
marginal cost, if ∆impCost(p, o) > comp(q, o).

3 Design of the Simulation Study

3.1 Simulation Data

For the simulation study we have used real data from a European-wide
operating cooperative logistic network consisting of 49 carriers collected
over seven randomly chosen weeks in 2008. The whole network has a
capacity of 8905 vehicles assigned to five vehicle classes. This high num-
ber of vehicles reflects the fact that in this courier network each carrier
has access to a virtually unlimited number of subcontractors. This car-
rier and vehicle data has been considered as static, while the order data
is highly dynamic. To gather real order data we have timestamped and
logged every change of order data for all carriers. All data changes
reflecting order exchanges between carriers have been marked by use
of an order-fingerprint and have been eliminated from the simulation
input, because such decisions are subject to the planning approach in
the simulation.

3.2 Planning Scenarios and Methods

We have analyzed the impact of alternative organizational settings:
the collaborative planning approach supported by our DSS, a non-
collaborative scenario where each carrier plans his own orders only
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Fig. 2. Compensation in case of combined order execution
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and a centralized approach where vehicles and orders of all carriers are
planned simultaneously as if owned by only one single carrier. The non-
collaborative scenario requires to solve a set of Dynamic Pickup and
Delivery Problems with Time Windows (DPDPTW), while the central-
ized approach requires to solve a single Dynamic Pickup and Delivery
Problem with Time Windows and Multiple Depots (DPDPTWMD)
(see [3]). We have solved the non-collaborative scenario problems mod-
ifying a heuristic PDPTW-solver called ROUTER, which had been
developed at our institute (see [2]). ROUTER first constructs good
feasible solutions using a cost-based cheapest insertion strategy and
then applies a local search based metaheuristic for improvement in a
second phase. In order to realistically mimic the carriers’ dispatching
in the extremely dynamic environment we have omitted the time con-
suming improvement phase. To cope with the dynamic problems we
use a single event optimization paradigm with the static solver, i.e at
each time a data change occurs a static problem is solved with all
orders fixed which are already in execution. We found that the real-
world DPDPTWMD resulting from centralized planning approach are
solved best with a very simple cheapest insertion heuristic considering
all orders already planned to be fixed and continuously evaluating the
cheapest insertion position for each incoming or updated order.

3.3 Compensation Schemata

We have analyzed the impact of two different compensation concepts:
the one presently used in our real-world DSS and another simple
marginal cost-based scheme:

compalt(q, o) =
1
2

[∆impCost(p, o) +∆impCost(q, o)] (5)

i.e. we calculate the marginal imputed costs obtained from cheapest
insertion of o into the transportation plans of p and q respectively.
compalt is incentive compatible in the sense that whenever there is
the potential for decreasing the total network-wide costs through an
exchange then there is a positive gain from it for each of the involved
carriers.

4 Simulation Results

Table 1 lists the network-wide total imputed costs as percentage of
those costs arising in the isolated planning scenario. Here it is interest-
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ing to note that applying the marginal cost-based compensation schema
compalt yields the same plans and costs as simulating centralized plan-
ning, which under an optimization aspect would always yield the small-
est operational costs. The results indicate that cooperative planning
pays off in general and that the choice of the compensation schema has
an enormous impact on the magnitude of cost savings with 5.2% at
average for comp and 18.3% at average with compalt. All values have
only small variances over the calendar weeks and their relative order is
stable.

Table 1. Simulation results

CW2 CW4 CW5 CW6 CW9 CW10 CW16 Average

#Orders 1248 1421 1292 1355 1636 1641 1499 1442
Isolated planning [%] 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0
Simulation comp [%] 94.1 93.7 96.0 95.6 95.9 94.3 93.7 94.8
Simulation compalt/ 81.9 79.9 83.0 82.1 81.8 80.4 82.5 81.7
Centralized planning [%]

5 Conclusion and Further Research

In this paper we have presented a simulation-based analysis for study-
ing the advantage of collaboration over independent planning. We have
shown that the selection of the compensation scheme has an enormous
impact on the cost savings. Future work will extend the analysis of the
different compensation schemata and focus on the impact on fairness,
which is an essential property to ensure sustainability of the network.
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Summary. Stability describes the ability of a plan to remain feasible and to
give acceptable results under different variations of the operating environment
without any modifications of the plan. In this paper we explore the effect of
crews changing aircrafts on the stability of airline schedules using a simulation
model for delay propagation, considering the interdependence between aircraft
rotations and crew pairings.

1 Introduction

Airline schedules are created several months in advance to the day of
operations. A detailed flight schedule, i.e. given departure and arrival
times for all flights, provides the basis for the operational scheduling
tasks. The first step is typically the assignment of an aircraft fleet type
to each flight, considering the demand forecasts, the capacity and the
availability of the aircrafts. After the fleet assignment a specific aircraft
is assigned to each flight subject to maintenance constraints (aircraft
routing). Crew scheduling is typically decomposed into two processes.
In the crew pairing phase anonymous crew itineraries are generated re-
garding general regulations, such as maximal allowed working or flying
time per duty. In the second phase, individual crew members are as-
signed to these itineraries. The main goal of this operational scheduling
is cost optimality. For a detailed description of the airline scheduling
process and the objective functions see [2].
On the day of operations disruptions lead to infeasible aircraft and crew
schedules, due to absence of resources or violation of crew rules. The
process of finding new schedules is called recovery or disruption man-
agement. [1] provide a comprehensive review of concepts and models
used for recovery of airline resources.
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Besides disruption management on the day of operations the possibility
of disruptions can be also considered during the schedule construction.
This is called robust scheduling. The goal of robust scheduling is to
construct schedules, which remain feasible and near cost optimal un-
der different variations of the operating environment. Lot of literature
about robust scheduling exist in the airline field, see for example [6],
[3] and [5].
[4] distinguish two aspects of robustness: stability and flexibility. Sta-
ble schedules are likely to remain feasible and near cost-optimal under
changing operating environment, there against flexible schedules can
be adapted to changing operating environment efficiently. Especially
in the airline field robust schedules have to be stable and flexible at
the same time. Recovery options are in many cases very complex and
challenging for the operations control of the airlines, but at the same
time often necessary to operate efficiently.
The natural way to measure the robustness of a schedule is to mea-
sure the additional operational costs caused by disruptions on the day
of operations. Such costs can be specified for reserve crews and crew
overtime as well as for loss of revenue due to canceled flights and dis-
rupted passengers. To get an idea of real costs the consequences of
delays should also be tracked at other operational fields, like gate and
runway schedules at airports.
To predict the operational costs of schedules in advance an integrated
model of all airline operations and information about gate and runway
schedules at airports and schedules of other airlines would be neces-
sary. But this is hardly possible due to lack of information. Instead,
the adherence to the original schedule can be measured as an indica-
tor for the recovery effort. One possibility to measure the punctuality
performance of a schedule is the on-time performance. This describes
the percentage of flights arriving or departing at the gate on-time. An
arrival or departure is on-time if it is within x minutes of the originally
scheduled time. x is usually 0, 5, 15 and 60 minutes.
In this paper we measure the stability of schedules in a schedule simu-
lator. We distinguish between primary and propagated delays. Primary
delays arise due to external influences, i.e. technical errors or missing
passengers. Propagated delays result from delayed aircrafts or crews
during a duty. We do not propagate delays due to violations of pairing
rules, such as maximal flying time or minimal rest time. In such cases
propagation is not allways realistic and would lead to long propagated
delays and thus falsify our results. Instead, we count the number of
violations of pairing rules. The consideration of sophisticated recovery
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actions for crew and aircrafts in the simulation model is one impor-
tant goal for future development. Such aircraft and crew recovery make
possible to guarantee the legality of aircraft maintenance and pairing
rules restrictions and is therefore necessary to measure the flexibility
of schedules.

2 Generating Stable Crew Pairings

One important aspect of generating efficient crew schedules is to plan
crews to change aircrafts during a duty. On the other side, such air-
craft changes are considered to be less robust. An arrival delay of an
incoming flight before an aircraft change can lead to propagated delays
of two different outgoing flights, the next flight of the crew and the
next flight of the aircraft. To explore the effect of aircraft changes on
the stability of the schedules we construct crew pairing schedules with
different penalties for aircraft changes.
For crew pairing optimization we use a method based on column gen-
eration. The master problem is a set-partitioning model and the pric-
ing problem is a resource constrained shortest path model. Aircraft
changes can be easily detected and penalized during the pairing gener-
ation, without changing the structure of the problem. The easiest way
to get less aircraft changes is to penalize each aircraft change with a
fixed penalty factor cγ . We call this strategy acfix. Another possibility
is to penalize aircraft changes according to the buffer time. Therefore
for each aircraft change the propagation factor π(f1, f2) is computed,
see eq. (1). An aircraft change between the flights f1 and f2 is then
penalized with the product cγ · π(f1, f2). This strategy is called acprop.

π(f1, f2) = 1−
(

connection time−minimal connection time
minimal connection time

)2

(1)

Table 1 shows the average costs of ten different schedules for different
settings for crew pairing optimization. Each schedule has a period of
three days and contains between 340 and 470 flights. The first setting,
called ”‘cost optimal”’ reduces the number of production hours and
does not penalize aircraft changes. The amount of production hours
and aircraft changes of the cost optimal solutions represents the 100%
level. The results for other settings are described as relative increase
of costs and relative decrease of aircraft changes compared to the cost
optimal solution. The penalty costs for aircraft changes are defined
relative to the cost of one production hour (ch).
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Table 1. Solution properties of crew pairing schedules

Production hours Aircraft changes

Cost optimal 100% (1572) 100% (56.5)

acfix, cγ = 5 · ch +1.5% (1596) -44% (31.5)
acfix, cγ = 10 · ch +1.8% (1601) -44% (31.6)

acprop, cγ = 5 · ch +0.3% (1576) -14% (48.4)
acprop, cγ = 10 · ch +0.8% (1584) -18% (46.2)
acprop, cγ = 15 · ch +1.7% (1599) -17% (46.7)

With the strategy acfix the amount of aircraft changes is significantly
lower, although the increase in costs is relatively small. The reduction
of aircraft changes with the strategy acprop is noticeable low, although
the increase in cost for the higher penalty factors is comparable with
the strategy acfix. Therefore in the next section we discuss among
others the question how the amount of aircraft changes coheres with
the on-time performance.

3 Evaluation of Robustness

Each crew schedule described in section 2 is simulated using the fol-
lowing model of airline operations, desribed by equations (2) - (3). For
a set F of flights we distinguish between scheduled and actual times of
departure and arrival. The scheduled departure time is given for each
flight f ∈ F by τSDf and the actual departure and arrival times are
given by τADf and τAAf . The actual time of arrival τAAf mainly depends
on the actual time of departure τADf and the block time τBf as shown
in equation (2).

τAAf = max{τSAf , τADf + τBf } (2)

Before a flight can depart the turn process of the aircraft as well as
the ground task of the crew have to be finished. Equation (3) shows
this dependency. τAG((r(f),f) and τCG((p(f),f) represent the ground times for
aircrafts and crews. The predecessor flights are given by r(f) for aircraft
rotations and by p(f) for crew pairings.

τADf = max{τSDf ,max{τAAr(f) + τAG(r(f),f), τ
AA
p(f) + τCG(p(f),f)}} (3)

In the experiments in this paper we consider only departure delays of
flights due to disruptions of aircraft ground tasks. Given the actual and
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Table 2. Operational performance of airline schedules

Flights with propagated delays of Violations of
1 - 5 min 6 - 15 min ≥ 16 min pairing rules

No crew 7.9% 7.1% 5.9% –

Cost optimal 10.1% 9.2% 7.6% 7.7

acfix, cγ = 5 · ch 9.1% 8.3% 6.8% 7.8
acfix, cγ = 10 · ch 9.1% 8.3% 6.9% 7.1

acprop, cγ = 5 · ch 9.3% 8.5% 7.1% 7.8
acprop, cγ = 10 · ch 9.1% 8.3% 6.9% 7.6
acprop, cγ = 15 · ch 8.9% 8.2% 6.8% 7.7

scheduled times the computation of the departure delay xDf for flight
f is shown in equation (4).

xDf = τADf − τSDf (4)

We assume that some flights are more liable to be affected by a delay
than other. Therefore, for each flight f ∈ F an individual disruption
value δf = (a ∈ {0 . . . 1} , b > 0) describes the combination of the prob-
ability that a delay occurs and an expected length of the delay. The
length of the delays is exponentially distributed. The experiments in
this paper were performed with following flight delay settings: 40% of
flights with δf = (30%, 30min), 10% of flights with δf = (20%, 120min)
and 50% without any delays.
Table 2 shows the amount of flights with propagated delays greater
than 0, 5 or 15 minutes and the amount of violations of pairing rules.
The first row describes the average on-time performance of the aircraft
rotation schedules without crew pairings. The following rows show the
results for crew pairing schedules simulated together with the aircraft
rotation schedules. Thus, the on-time performance of the aircraft rota-
tion schedule represents a lower bound for any crew pairing schedule
simulated together with the aircraft rotation schedule.
There are several noticeable results. First, all described strategies to
penalize aircraft changes reduce the amount of flights with propagated
delays, but do not reduce the amount of violations of pairing rules,
significantly. The strategy acprop with the penalty factor cγ = 10 · ch
leads to a comparable on-time performance as the strategy acfix, but at
less production hours. The on-time performance of the strategy acprop

does not correlate with the amount of aircraft changes, but with the
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height of the penalty factor. The increase of the penalty factor for the
strategy acfix does not show any effect on the punctuality.

4 Conclusion and Outlook

The results show, that penalizing aircraft changes generally leads to less
propagated delays during a daily duty, but penalizing aircraft changes
with little or no buffer time is more efficient. Nevertheless this does
not help to reduce the number of violations of pairing rules. Therefore
the next important step is to extend the pairing optimization model to
reduce the number of violations of pairing rules.
Another important task is the consideration of sophisticated aircraft
and crew recovery actions in the simulation model to allow measuring
the flexibility of schedules.
The results also show that most propagated delays result from the
aircraft rotation schedule. Therefore, it is important to research how
the integration of aircraft routing and crew scheduling can improve the
overall robustness of the schedules.
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1 Introduction

Many emergency service providers, especially ambulance departments
and companies who provide non-public maintenance services, face the
problem that their fleet of vehicles has to provide two different types
of services:

1. Cover a certain region and provide immediate service when an emer-
gency occurs;

2. Provide some regular service (e.g., the pick-up and delivery of pa-
tients, predetermined service tasks, periodic pick-ups . . . ).

This is the current situation for the largest Austrian emergency service
providers (e.g., the Austrian Red Cross), where the same fleet is used
to provide both types of services. Dynamic aspects thus directly influ-
ence the schedule for the regular service. When an emergency occurs
and an ambulance is required, the vehicle with the shortest distance
to the emergency is assigned to serve the emergency patient. There-
fore, it may happen that an ambulance vehicle that has to carry out
a scheduled transport order of a patient, which has not started yet, is
used to serve the emergency request and the schedule for the regular
services has to be re-optimized and another vehicle has to be reassigned
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to the regular patient. Ambulances that carry out emergency transport
become available at the hospital after the emergency service and can
be then used to carry out regular transport orders. Again, the schedule
for regular services has to be re-optimized.
From the perspective of managing the regular services, the objective is
minimizing the total traveling distance subject to certain restrictions
(e.g., be on time). From the perspective of minimizing the response
time for servicing an emergency request, it is necessary to locate and
schedule the vehicles in such a way that each possible location where an
emergency case may occur can be reached within a given time (see [4]).
These two objectives are not totally contradictory, but they certainly
conflict: on the one hand, for the emergency transport requests, one
has to account for the fact that vehicles are changing positions and are
blocked for some time due to some regular service assignment; on the
other hand, when regular orders are assigned to vehicles, it is important
to keep a certain coverage level to ensure a satisfactory service of the
emergency cases, which may require relocating some of the vehicles.
Emergency service providers thus want to find a robust solution for a
specific day of the week in order to minimize routing costs, as well as
the response time for servicing emergency patients, taking into account
that the two types of the transportation services have to be realized
with a single fleet.
Some related work has been published where pickup and delivery re-
quests occur dynamically (see [1, 3, 6]). Note that in our case only
emergency orders occur dynamically. The nearest empty vehicle is used
to serve the emergency immediately. Since subsequent scheduled reg-
ular transport requests on the redirected vehicle are not covered any
more, a re-optimization step is initiated.
In order to study different dispatch strategies for the real world patient
transportation problem, we need a simple, fast and effective solution
procedure. Hence, we implemented a constructive heuristic approach.
In the construction phase, we exploit the temporal structure of the re-
quests and use a nearest neighbor measure inspired by [5]. The main
challenge is to deal with the dynamic nature of the problem, which
implies that new solutions can be calculated in very short time. Every
time a new emergency request occurs, the distance information for the
empty vehicles has to be updated in order to identify very quickly the
next empty vehicle to the emergency request. Then, one has to resolve
the remaining problem with one less vehicle available to serve the reg-
ular orders. When an emergency order is fulfilled and the patient has
been unloaded at the hospital, an additional vehicle is made available
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and it can be used to fulfill regular patient transportation orders. When
this situation occurs, the schedule for the regular transport orders has
also to be re-optimized to take advantage of this additional vehicle to
improve the objective function.
To evaluate the solution quality various scenarios have to be calculated.
In the evaluation of the different scenarios, vehicle movements and the
spatial distribution of empty vehicles are monitored over time. The
distance matrix is also updated whenever an emergency request occurs.

2 Problem Description

In our study we consider a combination of two problems

• the Dial-a-Ride Problem (DARP) for regular patient transportation
and
• dispatching ambulance vehicles for emergency cases.

In the classical DARP, a set of requests announced beforehand are
served from a single depot. These requests have hard time windows
and a preferred pickup or delivery time. In the problem of dispatching
ambulance vehicles for emergency cases, one must ensure short response
times in a dynamic environment. The regular patient transportation
problem can be considered to be a variation of DARP with additional
real world constraints regarding customer preferences or requirements.
A comprehensive description of the DARP is given in [2].
Each transport order or request incorporates a pickup location and a
delivery location. For each transportation request a time window and
a service or loading time for each pickup and delivery location is given.
Concerning time windows, we have two different situations - on the one
hand, patients should be picked-up as late as possible from their home
when they are being transported to hospitals (outbound request); on
the other hand, patients should be picked-up as early as possible when
they are transported from the hospital back home (inbound request).
Time window violations are not allowed and deviations from the de-
sired pick-up and drop-off times within the specified time window are
considered in the objective function.
Time windows for each request are defined either by a desired deliv-
ery time for outbound requests or a desired pickup time for inbound
requests. The resulting time window is calculated by allowing an early
pickup or an early delivery by 30 minutes. The pickup or delivery has
to be performed within this time window. We allow also a maximum
ride time for each passenger. This maximum ride time is defined for
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each customer by calculating the shortest path from the pickup to the
delivery location and allowing an additional ride time of 30 minutes. In
our computational tests the vehicle capacity is two, therefore the max-
imum number of patients that can be transported at the same time is
two. Waiting is not allowed with a passenger on board.
In our real world problem for the regular patients it is desired to min-
imize transportation costs and to maximize quality of service for pa-
tients. And for the emergency patients it is desired to minimize response
time for emergency requests.
In the objective function for the constructive procedure the regular pa-
tients (transportation costs, quality of service) are considered whereas
the response time minimization is considered in the different waiting
strategies. Quality of service for the regular transport orders is mea-
sured by the deviation of the preferred delivery time for the outbound
request and the deviation of the preferred pickup time for the inbound
request respectively.

3 Dynamic Aspects

After computing a solution for the problem at hand using one of the
proposed solution procedures, improving the coverage criterion is possi-
ble without changing the solution structure. More precisely, movements
of vehicles may be delayed or pushed forward in time while the sequence
of transport requests on each tour remains unchanged.
The distribution is measured at discrete points in time for all empty
vehicles, e.g., at equal intervals from the first pick-up to the last drop-
off during the day or optimization period. Besides the empty vehicle
positions, we use a set of equidistant raster points in the respective
area. The covered raster points by the empty vehicles within a certain
radius are calculated and used as a proxy for the response time.
Therefore, we distinguish four different waiting strategies to influence
movements of empty vehicles on their way from a delivery location to
the next pickup location. The first two strategies are static ones called
’early arrival’ and ’late arrival’. Early arrival means, that a vehicle
departs to its next pickup location immediately after delivering the last
patient and waits at the pickup location until the next pickup starts.
On the contrary, late arrival means, that a vehicle waits at the last
delivery location just as long as possible to arrive at the next pickup
location in time.
The last two strategies are dynamic variants of the former ones, which
use late arrival or early arrival as default, but may change the strategy
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for each single request if an individual coverage calculation indicates
an improvement. For each single request both coverage values (late
and early arrival) are calculated. The strategy with the better global
coverage is performed. Note that potential movements of other vehicles
while the respective vehicle drives from delivery to pickup location are
not considered in this proxy evaluation.

4 Evaluation of the Approach

In order to test the solution procedures with a comprehensive set of
parameters and emergency instances, a simulation environment for the
problem at hand was implemented. The efficiency of the solution proce-
dures was evaluated with real world data from the city of Graz provided
by the Austrian Red Cross. We used 15 problem instances with a num-
ber of regular transport requests ranging from 152 to 286 and grouped
them into three classes of five instances each. The small instances en-
counter from 152 to 192, the medium instances from 200 to 220 and the
large instances from 260 to 286 transport requests. All requests occur
after 6:00 a.m. and before 5:00 p.m. and for each outbound request a
corresponding inbound request occurs a few hours later.
In the computational studies, we evaluated the impact of different wait-
ing strategies as described above. Hence, we evaluated response times
to artifical emergency transport requests for a large number of runs. For
each instance and each waiting strategy we measured response times for
three randomly distributed emergency requests over 2000 independent
runs. In Table 1 we report average response time, maximum response
time and coverage for each instance class as well as for each waiting
strategy. The improvements of the dynamic strategies compared to the
static counterpart are reported in the last two rows of the tables (imp.).
The results show that the dynamic strategies outperform the static
ones, whereas early arrival generally performs better than late arrival.
The average response time using early arrival strategy can be reduced
from 5.04 to 5.01 minutes. Also the maximum response time in the
case of early arrivals can be reduced from 7.87 minutes to 7.83 min-
utes. The improved coverage enables these improvements. By using a
dynamic waiting strategy the coverage can be improved e.g. for the
early arrival strategy by 1.65 %. Improvements from the static to the
dynamic strategies are remarkably higher for late arrival.

Acknowledgement. Financial support from the Austrian Science Fund (FWF)
under grant #L286-N04 is gratefully acknowledged.
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Table 1. Response times and coverage subject to waiting strategies
average response time maximum response time

instance class small medium large average small medium large average
static late arrival 5.38 5.19 5.12 5.23 8.32 8.09 7.93 8.11
static early arrival 5.20 5.00 4.94 5.04 8.07 7.85 7.69 7.87
dynamic late arrival 5.17 5.00 4.97 5.05 8.03 7.83 7.72 7.86
dynamic early arrival 5.14 4.97 4.93 5.01 8.01 7.81 7.67 7.83
imp. late arrival 4.06% 3.65% 2.97% 3.57% 3.49% 3.39% 2.74% 3.21%
imp. early arrival 1.18% 0.54% 0.21% 0.65% 0.78% 0.50% 0.20% 0.50%

coverage
instance class small medium large average
static late arrival 30.0% 32.4% 31.0% 31.2%
static early arrival 30.6% 33.2% 32.2% 32.0%
dynamic late arrival 32.0% 34.4% 33.1% 33.2%
dynamic early arrival 32.2% 34.6% 33.3% 33.4%
imp. late arrival 6.16% 5.81% 6.43% 6.13%
imp. early arrival 4.90% 3.93% 3.56% 4.12%
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1 Einleitung

Die Einsatzplanung für Busse, die sogenannte Umlaufplanung, ist eine
Hauptaufgabe des operativen Planungsprozesses eines Verkehrsbetrie-
bes im Öffentlichen Personennahverkehr (ÖPNV). In ihr werden Fahr-
zeuge einer vorgegebenen Menge von Servicefahrten zugewiesen, so
dass die Kosten minimal sind. Die Kosten setzen sich zusammen aus
Fixkosten pro eingesetztem Fahrzeug, variablen Kosten pro gefahrenem
Kilometer und variablen Kosten pro Zeiteinheit, die ein Bus außer-
halb des Depots verbringt. Ein Umlaufplan ist genau dann zulässig,
wenn jede Servicefahrt mindestens einem Fahrzeug zugewiesen ist,
alle Servicefahrten nur Fahrzeugen zulässigen Typs zugewiesen sind
und jeder Fahrzeugumlauf in einem zulässigen Depot startet und
am Ende des Planungshorizontes in dieses wieder zurückkehrt. Für
eine genauere Beschreibung des Umlaufplanungsproblems und der ver-
schiedenen Lösungsmethoden siehe [1].
Die Umlaufpläne werden im ÖPNV traditionell mehrere Wochen vor
dem Tag der Ausführung erstellt. Deshalb können in dieser Planung
nicht die tatsächlichen Fahrtzeiten berücksichtigt werden. Stattdessen
wird mit Erfahrungswerten für verschiedene Strecken und Tageszeiten
geplant. Somit gehen die Störungen im Fahrbetrieb und die daraus
resultierenden Verspätungen nicht in diese offline Umlaufplanung ein.
In den letzten Jahren sind die Umlaufpläne durch den Einsatz spe-
zialisierter Planungssoftware und Verbesserungen bei den verwende-
ten Methoden immer kostengünstiger geworden. Mit der Senkung der
geplanten Kosten geht aber eine Erhöhung der Störanfälligkeit ein-
her, da die Wartezeit der Busse verringert wird, die zum Auffan-
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gen von Verspätungen zur Verfügung steht. Dies führt bei Auftreten
von Störungen zu einem außerplanmäßigen Mehreinsatz an Fahrzeu-
gen und zu Strafzahlungen, die der Verkehrsbetrieb an die staatliche
Verwaltung entrichten muss, wenn eine vertraglich vereinbarte mini-
male Servicefahrt-Pünktlichkeit unterschritten wird (siehe [2]). Deshalb
steigen manchmal die tatsächlichen Kosten entgegen der ursprünglichen
Zielsetzung an, obwohl die geplanten Kosten gesunken sind.
Um diesen unerwünschten Effekt zu vermeiden, gibt es verschiedene
Möglichkeiten: Die Umlaufpläne können während der Ausführung er-
stellt bzw. laufend an die aktuellen Gegebenheiten angepasst werden.
Methodisch wird dies umgesetzt durch den Einsatz von online Algorith-
men oder dem Lösen von Recovery Problemen. In diesen Bereich fällt
auch der in [2] vorgestellte Ansatz der Dynamischen Umlaufplanung.
Wir verfolgen hier einen anderen Ansatz: Die Umlaufplanung wird wie
bisher offline ausgeführt, wobei jetzt aber auch potenzielle Störun-
gen berücksichtigt werden. So wird eine zu starke Verringerung der
Wartezeit vermieden. Ein so berechneter Umlaufplan ist in einem gewis-
sen Maß robust, oder genauer gesagt stabil, gegenüber Störungen. Er
ist in der Lage, eine bestimmte Menge an Verspätungen aufzufangen
d.h. zu tolerieren. Die soeben verwendeten Begriffe der Robustheit und
Stabilität werden in [3] in einem allgemeineren Kontext als der Um-
laufplanung definiert.
In Abschnitt 2 präsentieren wir eine Methode, die diesen offline Ansatz
in Form eines Verbesserungsverfahrens umsetzt. Wir nutzen dabei
eine Heuristik auf Basis des in [4] vorgestellten Simulated Anneal-
ing for Noisy Environments, abgekürzt SANE. Ausgehend von einem
z.B. kostenoptimalen Umlaufplan wird die Zuordnung von Fahrzeu-
gen zu Servicefahrten iterativ abgeändert. So wird die Störungstoleranz
schrittweise verbessert, ohne hierbei die Kosten zu vernachlässigen. In
Abschnitt 3 werden einige Testläufe und Ergebnisse präsentiert.

2 Heuristik zur Erhöhung der Robustheit

Vor der Beschreibung unseres Verfahrens muss der Begriff der “Ver-
spätung” genauer definiert werden. In der Literatur (z.B. [5]) wird
zwischen primären und sekundären Verspätungen unterschieden. Pri-
märe Verspätungen sind aus Sicht der Planung exogen und direkt durch
Störungen hervorgerufen. Sekundäre Verspätungen dagegen sind endo-
gen und entstehen aus den primären durch die Abhängigkeiten der
Fahrten eines Fahrzeugs untereinander. Nur die sekundären Verspä-
tungen können durch Änderungen des Planes beeinflusst werden.
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Wir setzen hier sekundäre Verspätungen mit propagierten Verspätungen
synonym, weil bezüglich der Messung der Stabilität von Umlaufplänen
der Einsatz von Recovery-Maßnahmen nicht sinnvoll ist. D.h. Verspä-
tungen werden immer propagiert bis sie durch Wartezeiten aufgefangen
werden oder der Fahrzeugumlauf endet. Außerdem werden propagierte
Verspätungen nur auf Servicefahrten gemessen, da zu spät startende
Leerfahrten für Kunden und Verkehrsbetriebe nicht von Bedeutung
sind. Nur so ist die Bewertung der Stabilität unverfälscht.

2.1 Konzept

Simulated Annealing for Noisy Environments ist eine mono-kriterielle
Meta-Heuristik, die genutzt werden kann, wenn der Zielfunktionswert
einer Lösung stochastischer Unsicherheit unterliegt. Unsere Zielfunk-
tion z ist in Anlehnung an die in [2] verwendete definiert als:

z = geplante Kosten + Verspätungskosten (1)

Verspätungskosten =
∑

(Länge prop. Verspätung)2 · Bus Fixkosten
19202

(2)
Dabei sind die geplanten Kosten deterministisch für jeden Umlaufplan.
Die propagierten Verspätungen dagegen sind nur anhand einer Menge
von primären Verspätungen berechenbar. Um eine repräsentative Menge
primärer Verspätungen zu erhalten, verwenden wir Monte-Carlo Simu-
lation und eine Wahrscheinlichkeitsfunktion, die steuert, ob und wieviel
jede Fahrt primär verspätet ist. Die Länge (in Sekunden) jeder so
berechneten propagierten Verspätung einer Servicefahrt wird in der
Zielfunktion quadriert und mit den Fixkosten des jeweiligen Fahrzeugs
gewichtet (für eine Begründung dieser Berechnung siehe [2]). Dadurch
sind die Verspätungskosten stochastisch beeinflußt und somit auch der
Zielfunktionswert. Deshalb verwenden wir SANE als Basis für unsere
Methode und kein herkömmliches Simulated Annealing.
Unsere Methode läuft wie in Algorithmus 2.1 dargestellt ab: Aus-
gehend von einer Initiallösung und einer Nachbarschaftslösung wird
σ2
∆E geschätzt. Als nächstes wird die Initialtemperatur zufällig gesetzt

mithilfe des Temperature Equivalent für eine Stichprobe (siehe [4]) und
einer im Intervall [0; 1[ gleichverteilten Zufallsvariable. In einer Schleife
werden nun solange Nachbarschaftslösungen generiert, bewertet und
entweder akzeptiert oder verworfen, bis die Abbruchbedingung erfüllt
ist. Dabei werden anders als in [4] mindestens 50 Stichproben des Ziel-
funktionswertes pro Nachbarschaftslösung gezogen, weil wir nicht nur
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die Fitnesswertdifferenz schätzen, sondern auch die Varianz der Fit-
nesswertdifferenz.
Wie die Nachbarschaftsgenerierung abläuft, wird in Abschnitt 2.2
beschrieben. Die Akzeptanzprüfung nach Ceperley und Dewing und das
Sequentielle Sampling mit Akzeptanzprüfung nach Glauber laufen wie
in [4] dargestellt ab. Der im Algorithmus 2.1 beschriebene Annealing
Schedule verringert die Temperatur alle 20 Iterationen um 2%. Dies
hat sich in unseren Tests als gut herausgestellt, weshalb wir hier nur
diesen behandeln.

2.2 Nachbarschaftsgenerierung

In der Nachbarschaftsgenerierung muss ausgehend vom aktuellen Um-
laufplan ein leicht veränderter Umlaufplan, die sogenannte Nachbar-
schaftslösung, erzeugt werden. Der von uns verwendete Nachbarschaft-
soperator wählt zufällig eine Servicefahrt aus dem aktuellen Umlauf-
plan und ordnet diese einem anderen Fahrzeug zu, das diese Ser-
vicefahrt typgerecht und ohne zeitliche Kollision bedienen kann. Falls
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kein solches Fahrzeug existiert, wird dem Umlaufplan ein Fahrzeug
hinzugefügt, dem die Servicefahrt zugeordnet wird. Dieses neue Fahr-
zeug ist vom selben Typ wie das Fahrzeug, dem die Servicefahrt
bisher zugeordnet war. In jedem Fall muss die Gültigkeit der beiden
geänderten Umläufe bzw. des geänderten und des neuen Umlaufs durch
Hinzufügen und Entfernen von Leerfahrten hergestellt werden. In Ab-
bildung 1 ist dieser Vorgang für zwei geänderte Umläufe A und B
grafisch als Time-Space Netzwerk dargestellt, wobei die neu zugeord-
nete Servicefahrt mit T bezeichnet ist.

Fig. 1. Nachbarschaftsoperator

3 Ergebnisse

Wir haben unsere Methode mit realen Fahrplänen vier deutscher Städte
getestet. Als Initiallösung wurden kostenoptimale Umlaufpläne ver-
wendet, weil wir davon ausgehen, dass ein kostengünstiger robuster
Umlaufplan sich nicht stark von einem kostenoptimalen Umlaufplan
unterscheidet. Für die Simulation der primären Verspätungen wurde
für alle Fahrten folgende zusammengesetzte Wahrscheinlichkeitsfunk-
tion benutzt: Anhand eines Bernoulli-Experiments wurden die 20%
der Fahrten identifiziert, die primär verspätet sind. Die Länge jeder
primären Verspätung in Sekunden wurde aus einer Dreiecksverteilung
im Intervall [1;600] mit Dichtemaximum bei 1 gezogen. Alle Berech-
nungen wurden auf einem Windows-PC mit einer Pentium M 2 GHz
CPU und 2 GB RAM ausgeführt.
In Tabelle 1 sind die geplanten Kosten, die Wahrscheinlichkeit einer
sekundären Verspätung pro Servicefahrt und die erwartete Länge einer
sekundären Verspätung pro Servicefahrt in Sekunden dargestellt, wobei
jeweils die Initiallösung (I) dem Ergebnis der Verbesserungsheuristik
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(H) gegenübergestellt ist. Um besser vergleichen zu können, wurden
diese Werte nicht aus der Heuristik übernommen, sondern neu mit
jeweils den gleichen primären Verspätungen simuliert. Für eine genaue
Schätzung wurden jeweils 500 Simulationsläufe durchgeführt. Außer-
dem sind jeweils die Laufzeit der Verbesserungsheuristik in Minuten
und der Name der Instanz angegeben1.

Table 1. Testergebnisse

Instanz CPU geplante Kosten P(SD>0) E(SD|SD>0)
I H I H I H

424 1 1 5 2951679 2966818 10,0% 7,9% 180,9 172,2
426 1 1 20 1934170 1936769 25,7% 22,6% 210,0 208,0
867 2 3 1336 74110 105469 26,0% 14,3% 267,8 211,2
1296 1 3 208 54271025 57975354 19,0% 16,9% 215,6 212,0

Wie aus der Tabelle zu ersehen ist, kann die vorgeschlagene Methode die
Störungstoleranz von Umlaufplänen verbessern, sowohl bezüglich der
Häufigkeit als auch der Länge der propagierten Verspätungen. Gleich-
zeitig steigen die geplanten Kosten nur wenig an.
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Summary. The Berth Allocation Problem consists of assigning berthing
times and berthing positions to container vessels calling at a seaport. We
extend this problem by a so-called cut-and-run option, which is used in prac-
tice to ensure that vessels meet their liner schedules. A mathematical problem
formulation, meta-heuristics, and computational tests are provided.

1 Introduction

A main reason for liner schedule disturbances is unexpected waiting
time of vessels before their service at a container terminal (CT) starts,
see [4]. Hence, deciding on berthing times and positions of vessels within
the Berth Allocation Problem (BAP) is a main determinant of service
quality of terminals, which motivates intensive scientific investigations,
see [5]. One assumption in the vast majority of BAP studies is that
all vessels are served completely, where tardy departures are allowed.
In practice, however, vessels with a time-critical liner schedule must
depart at their due date even if served partially only. This policy is
known as cut-and-run and incorporated into the BAP in our paper. We
explain basic principles in Section 2, provide a mathematical model in
Section 3, and describe and test meta-heuristics in Sections 4 and 5.

2 Cut-and-Run

Cut-and-run bases on three principles. First, strict due dates, i.e. latest
times of departure, are given for the vessels. Due dates follow from liner
schedules or from tide-dependent accessibility of a CT, see [4].
Second, vessels that cannot be served completely up to their latest
time of departure receive at least a partial service, where remaining
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containers have to wait for a next vessel. This potential of cut-and-run
makes it a preferable option compared to the complete rejection of such
vessels as proposed by [2] and [6].
Third, minimizing the total waiting and handling time of vessels, as
is typically pursued in BAP studies to achieve high service quality,
is an improper objective in presence of the cut-and-run option. Since
cut-and-run may lead to a partial service of vessels, maximum service
quality depends also on minimizing the amount of unprocessed work-
load. For a precise measurement of (un)processed workload of vessels,
quay crane (QC) operations must be considered within the BAP, as
done in [3]. The model of [3] is taken up to incorporate cut-and-run
into the BAP.

3 Modeling the BAP with a Cut-and-Run Option

3.1 Notation

A terminal with a quay length L, measured in segments of 10 meters
length, is considered. A number of Q QCs is available to serve vessels. A
set of n vessels V = {1, 2 . . . n} is projected to be served. The planning
horizon is H hours, where T is a corresponding set of 1-hour time
periods, i.e. T = {0, 1 . . . H − 1}.
For each vessel i ∈ V its length li, measured in segments of 10 meters
length, an expected time of arrival ETAi ≥ 0, and a latest time of
departure LTDi ≤ H are given. The workload of vessel i, i.e. the con-
tainer volume to transship, is represented by a crane capacity demand
mi, measured in QC-hours. The minimum and maximum number of
QCs to assign to the vessel are denoted by rmin

i and rmax
i .

The decisions to make are to assign a berthing time si (si ≥ ETAi),
a berthing position bi, and a number of cranes qit in period t ∈ T to
vessel i ∈ V . qit is either 0 or taken from the range [rmin

i , rmax
i ]. si and

ei point to the begin of the first period and to the end of the last period
with cranes assigned to vessel i. Furthermore, binary variable rit is set
to 1 if cranes are assigned to vessel i at time t, i.e. qit > 0, and binary
variables yij and zij indicate the relative positioning of vessels i and j
in time and space.
To evaluate a solution, the waiting time wi = si − ETAi of vessel i is
penalized by cost c1

i per time period. Unprocessed workload of vessel i,
as caused by cut-and-run, is penalized by cost c2

i per missing QC-hour.
The objective is to minimize the total penalty cost Z of a solution.
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Berth Plan:

Terminal data:
L = 50, H = 14, Q = 5

Vessel data:
i 1 2 3
li 30 20 25
mi 22 10 15
rmin
i 4 1 1
rmax
i 5 2 3
ETAi 2 4 5
LTDi 10 9 14
c1i = 2, c2i = 1 ∀i ∈ V

Fig. 1. Example solution (left) and instance data (right).

A solution of an example instance with n = 3 vessels and Q = 5 QCs
is depicted in a space-time diagram in Fig. 1. In this solution, Vessels
1 and 2 are served immediately upon arrival. Merely Vessel 3 shows a
waiting time of w3 = 2 hours, leading to penalty cost of 4 with c1

3 = 2.
The service of Vessel 2 is ended by cut-and-run at time e2 = LTD2 = 9.
Although the vessel requires m2 = 10 QC-hours for a complete service,
only 7 QC-hours are assigned in the solution. The unprocessed workload
of 3 QC-hours leads to cost of 3 with c2

2 = 1. Total cost are Z = 7.

3.2 Optimization Model

minimize Z =
∑

i∈V

(
c1i ·wi + c2i ·

(
mi −

∑

t∈T
qit

))
(1)

subject to
∑

i∈V
qit ≤ Q ∀t ∈ T, (2)

∑

t∈T
qit ≤ mi ∀i ∈ V, (3)

qit ≥ rmin
i · rit ∀i ∈ V,∀t ∈ T, (4)

qit ≤ rmax
i · rit ∀i ∈ V,∀t ∈ T, (5)∑

t∈T
rit = ei − si ∀i ∈ V, (6)

(t+ 1) · rit ≤ ei ∀i ∈ V,∀t ∈ T, (7)
t · rit +H · (1− rit) ≥ si ∀i ∈ V,∀t ∈ T, (8)

wi = si − ETAi ∀i ∈ V, (9)
bj +M · (1− yij) ≥ bi + li ∀i, j ∈ V, i 6= j, (10)
sj +M · (1− zij) ≥ ei ∀i, j ∈ V, i 6= j, (11)

yij + yji + zij + zji ≥ 1 ∀i, j ∈ V, i 6= j, (12)
si, ei ∈ {ETAi, . . . LTDi} ∀i ∈ V, (13)
bi ∈ {0, 1, . . . L− li} ∀i ∈ V, (14)

wi, qit ≥ 0, integer ∀i ∈ V,∀t ∈ T, (15)
rit, yij , zij ∈ {0, 1} ∀i, j ∈ V,∀t ∈ T. (16)
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The Objective (1) is the minimization of total penalty cost for wait-
ing of vessels and for unprocessed workload as caused by cut-and-run.
Constraints (2) enforce that at most Q cranes are utilized in a period.
Constraints (3) ensure that a vessel receives no more crane capacity
than needed for a complete service. Constraints (4) and (5) ensure that
the number of cranes at a vessel is in the range [rmin

i , rmax
i ]. The start-

ing times and ending times for serving vessels without preemption are
set in (6) to (8). Waiting times of vessels are determined in (9). Con-
straints (10) and (11) set the binary variables yij and zij , used in (12)
to avoid overlapping in the space-time diagram. Constraints (13) en-
sure that the service of a vessel takes place within the time interval
spanned by ETAi and the latest time of departure LTDi. Note that
LTDi effects a strict due date, i.e. cut-and-run is applied instead of
accepting tardiness. From (14) vessels are positioned within the quay
boundaries.

4 Solution Methods

A construction heuristic that uses a priority list of vessels to gener-
ate a solution for the combined problem of berth allocation and crane
assignment is proposed in [3]. Moreover, two meta-heuristics are pre-
sented, namely Squeaky Wheel Optimization (SWO) and Tabu Search
(TS). Both explore changes of the priority list in order to improve the
quality of berth plans. SWO and TS are briefly described in the fol-
lowing with particular focus on the necessary adaptations to cope with
cut-and-run.

4.1 Squeaky Wheel Optimization

The idea of SWO is to identify weak performing elements in an ex-
isting solution to a combinatorial optimization problem, see [1]. These
elements receive higher priority in the solution process by moving them
towards the top of a priority list. The new list serves to build a new
solution using a base heuristic of the problem. SWO attracts by its abil-
ity to eliminate multiple weaknesses of a given solution at one strike
without a time consuming exploration of a neighborhood.
SWO is applied to the BAP with a cut-and-run option as follows. First,
the individual cost contribution of each single vessel to the total cost of
a given solution is calculated. Next, weak performing vessels, i.e. those
that show high individual cost, receive higher priority by partially re-
sorting the priority list. This is realized by swapping consecutive vessels,
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if the cost incurred by the first vessel is lower than the cost incurred
by the second vessel. Then, the new priority list is used to construct a
new solution. Afterwards, a new iteration is started by analyzing the
new solution in the first step and so on. SWO terminates after a preset
number of iterations without improvement of the best known solution.
As an example for an SWO iteration consider the solution in Fig. 1, as
derived from the priority list P = (1, 2, 3). The corresponding cost of
Vessels 1, 2, and 3, are 0, 3, and 4, respectively. From partially resorting
the priority list, positions of Vessels 1 and 2 are swapped (P = (2, 1, 3))
and, then, positions of Vessels 1 and 3 are swapped (P = (2, 3, 1)). The
derived list is used to construct a new solution for the next iteration.

4.2 Tabu Search

The used TS implementation explores the pairwise-exchange neighbor-
hood of the priority list completely. New solutions are constructed from
the modified priority lists. The new solution with least total penalty
cost for waiting and unprocessed workload of vessels replaces the cur-
rent solution. The tabu list management is described in [3]. TS ter-
minates after a given number of iterations without finding a new best
solution.

5 Computational Study

We assess the performance of SWO and TS using thirty test instances
generated by [3], with ten instances of size n = 20, n = 30, and n = 40,
respectively. The instances are modified by increasing the crane capac-
ity demand mi of vessels to simulate a highly congested terminal situ-
ation where the use of cut-and-run is inevitable. Within the instances,
vessels are distinguished into feeder, medium, and jumbo class with
waiting cost rates c1

i set to 1000$, 2000$, and 3000$, respectively. The
penalty cost rate for unprocessed workload is set to c2

i = 1000$ per
QC-hour for all vessels. SWO and TS terminate after 200 iterations
without gaining improvement. For comparison, ILOG CPLEX 9.1 is
applied to the optimization model with a runtime limit of one hour per
instance.
Table 1 reports the total cost Z (in thousand $) of the solutions deliv-
ered by CPLEX, SWO, and TS. The best known solution of an instance
is shown bold face. As can be seen, CPLEX delivers a best known solu-
tion for instance #3 only. Unfortunately, even for this instance CPLEX
does not terminate within the runtime limit and, therefore, optimality
of the solution is not proven. SWO delivers best known solutions for
24 of the instances, whereas TS delivers best known solutions for 10
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instances. The cost of SWO solutions are on average 49% below the
cost of CPLEX solutions, whereas the cost of TS solutions are on aver-
age 45% below the cost of CPLEX solutions. The average runtime per
instance on a PC P4 2.4 GHz is 279 seconds for SWO and 493 seconds
for TS. Summarizing, SWO delivers the best solution quality for the
BAP with a cut-and-run option within shortest computation time.

Table 1. Performance comparison of solution methods.

n = 20 n = 30 n = 40

# CPLEX SWO TS # CPLEX SWO TS # CPLEX SWO TS

1 173 12 16 11 279 161 170 21 401 282 303
2 37 0 0 12 154 20 33 22 359 285 294
3 82 90 94 13 564 76 86 23 533 345 362
4 102 43 43 14 166 60 79 24 548 451 446
5 68 46 50 15 283 93 133 25 1366 351 334
6 49 32 32 16 206 82 94 26 405 388 420
7 39 30 29 17 217 86 86 27 1003 370 353
8 18 4 6 18 182 66 99 28 442 412 452
9 54 48 43 19 1049 124 146 29 497 282 282

10 40 16 25 20 306 113 125 30 453 382 399

6 Conclusions

A cut-and-run option has been incorporated into the Berth Allocation
Problem to plan the service of vessels with a time-critical liner schedule.
A mathematical model has been formulated that respects the principles
of cut-and-run. Meta-heuristics have been presented, where Squeaky
Wheel Optimization outperforms Tabu Search and the CPLEX solver.
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1 Introduction

Since April 2007 the new EC Regulation No 561/2006 concerning driv-
ing hours in road transport is effective. This regulation restricts the
length of time periods for driving and requires minimum breaks and
rest periods for drivers [2]. An analysis of the EC Regulation with
respect to vehicle routing can be found in [3]. In this paper the re-
strictions on driving times and the need for breaks are formalized and
integrated in an optimization model of the TSPTW. The solution space
of the extended traveling salesman problem with time windows and EU-
constraints (TSPTW-EU) contains all Hamiltonian circuits which fulfil
the given time windows and restrictions of the Regulation relevant for
a time period up to one week. The presented approach for extending
the TSPTW to the TSPTW-EU is also applicable for the extension of
the VRPTW and PDPTW, thus offering a possibility to include the
EC Regulations in vehicle routing and scheduling.

2 Integration of the EC Regulation into the TSPTW

For the integration of the Regulation a position-based formulation of
the TSPTW is used since it allows the calculation of driving times of
sub-routes. It represents the position q, at which a location j will be
visited within a route (see e.g. [1]). For its formulation the following
sets and variables are introduced.
I: set of locations i ∈ {0, 1, . . . , n} with 0 as starting point of the route
P: I \ {0}
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Q(j): set of positions q, at which location j can occur
I(j,q): set of locations i, from which can be traveled to j, so that j occurs
at position q
J(i): set of locations j, to which can directly be traveled from i
J(i,q): set of locations j, to which can be traveled from i, so that j occurs
at position q
Q(i,j): set of positions q, at which j can occur, if j is reached from i
We assume that each driver is assigned to a fixed vehicle. In this case the
driving times of a driver can simply be modeled by the wheel turning
times of the assigned vehicle. The goal of the TSPTW-EU consists
in minimizing the total time used for the route including breaks. This
results in the objective function (1) where trueck denotes the time when
the route is completed.

min f = trueck (1)

Let wijq be a binary variable with wijq = 1 iff the route leads from
location i to location j so that j is reached at position q. Let ttij denote
the traveling time needed to travel from i to j including breaks. Using
the above definition of sets the following restrictions for the TSPTW
can be formulated.

∑

i∈I

∑

q∈Q(i,j)

wijq = 1 ∀j ∈ I (2)

∑

j∈P
w0j2 = 1 (3)

∑

i∈P
wi0,n+1 = 1 (4)

∑

i∈I(s,q)
wisq =

∑

j∈J(s,q+1)

wsj,q+1 ∀s ∈ P, q ∈ Q(s) (5)

Restriction (2) requires that each location is reached exactly once. By
(3) and (4) it is required that the depot is left at the beginning of the
route and is reached again at position n+1. Restriction (5) means: If a
location s is reached at position q of the route it must be left so that the
location which is visited next will be reached at position q+1. If ti > 0
denotes the arrival time at location i ∈ P , the following restrictions (6)
and (7) guarantee that the arrival times at all locations of the route
are conform to the traveling times ttij . The restrictions (8) and (9)
postulate that the time windows [ai, ei] for each location i are met.
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tj ≥ ti + ttij −M(1−
∑

q∈Q(i,j)

wijq) ∀i ∈ I, j ∈ J(i) \ {0} (6)

trueck ≥ ti + tti0 −M(1−
∑

q∈Q(i,0)

wi0q) ∀i ∈ P (7)

ti ≥ ai ∀i ∈ P (8)

ti ≤ ei ∀i ∈ P (9)

For modeling the breaks included in the traveling times ttij the follow-
ing variables and data are introduced. Let P15ijq be the integer variable
for the number of those 15 minute breaks which are taken between the
locations i and j, while j is at position q of the route. Let P30ijq be
the integer variable for the number of second parts of regular breaks
with a length of 30 minutes, also between i and j with j at position q.
The integer variable pijq denotes the number of regular breaks separat-
ing different driving periods between i and j. Of course, each of these
regular breaks can consist of a single break of 45 minutes or two parts
with 15 and 30 minutes belonging together to a regular break. Let the
variable TRij denote the duration of a daily rest period taken between
the locations i and j. Then, the traveling times ttij and tti0 in (6) and
(7) can be calculated by (10) and (11).

ttij = dij +
∑

q∈Q(i,j)

(P15ijq ∗ 0.25 + P30ijq ∗ 0.5) + TRij

∀i ∈ I, j ∈ J(i) \ {0} (10)

ti0 = di0 +
∑

q∈Q(i,0)

(P15i0q ∗ 0.25 + P30i0q ∗ 0.5) + TRi0 ∀i ∈ P (11)

The equations (10) and (11) presume that driving between any two
customer locations will not require more than one daily rest pe-
riod. The total driving time necessary to travel from the starting
point 0 to the location at the position q of the route amounts to
GZq =

∑q
q′=1

∑
j∈I
∑

i∈I(j,q) dijwijq′ . The following constraints (12) to
(15) refer to the positioning of the breaks during the route. Constraints
(12) and (13) ensure that breaks can only be taken at connections be-
tween locations which are part of the route. Constraint (14) requires
that there are enough breaks before reaching the location at position
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q, and (15) prevents that breaks are taken in advance in order to use
them later on.

pijq + P15ijq ≤M ∗ wijq ∀i, j ∈ I, q ∈ Q(i, j) (12)

P30ijq ≤ pijq ∀i, j ∈ I, q ∈ Q(i, j) (13)

GZq ≤ 4.5((
q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
pijq′) + 1) ∀q ∈ Q(l), l ∈ I (14)

GZq ≥ 4.5(
q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
pijq′) ∀q ∈ Q(l), l ∈ I (15)

The conditions (16) to (18) arrange the combination of parts of breaks
to regular breaks. The constraint (16) causes that up to an arbitrary
position q of the route the number of 15-minute-breaks must be greater
or equal than the number of regular breaks. Constraint (17) postulates
that up to q the number of 30-minute-breaks must be equal to the num-
ber of regular breaks and (18) requires that at any position q at most
one 15-minute-break is countable towards input for a regular break. Al-
together, the effect is that couples of short breaks of 15 and 30 minutes
duration are combined to regular breaks and that a 15-minute-break
has always to be taken earlier than its corresponding 30-minute-break.

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
pijq′ −

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
P15ijq′ ≤ 0 ∀q ∈ Q(l), l ∈ I (16)

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
pijq′ −

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
P30ijq′ = 0 ∀q ∈ Q(l), l ∈ I (17)

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
pijq′ + 1 ≥

q∑

q′=1

∑

j∈I

∑

i∈I(j,q)
P15ijq′ ∀q ∈ Q(l), l ∈ I (18)

The following constraints (19) to (25) formulate the conditions for the
positioning and length of the daily rest periods. Let tpijq be the binary
variable with tpijq = 1 iff there is a daily rest period between i and j
at position q. The binary variable dredij = 1 iff the daily rest period
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between the locations i and j is cut down to a reduced daily rest period.
Let bdriveijq be the binary variable indicating whether on the way from
location i to j at position q the daily driving time has exceptionally been
extended from 9 to 10 hours.

bdriveijq + tpijq ≤ 2wijq ∀i, j ∈ I, q ∈ Q(i, j) (19)

TRij ≥ 11− 2 ∗ dredij −M(1−
∑

q∈Q(i,j)

tpijq) ∀i, j ∈ I (20)

∑

i∈I

∑

j∈I
dredij ≤ 3 (21)

dredij ≤
∑

q∈Q(i,j)

wijq ∀i, j ∈ I (22)

q′′∑

q=q′

∑

i∈I

∑

j∈I
dijwijq ≤ 9 + 9(

q′′∑

q=q′

∑

i∈I

∑

j∈I
tpijq) +

q′′∑

q=q′

∑

i∈I

∑

j∈I
1 ∗ bdriveijq

∀q′, q′′ ∈ Q(i, j), q′ < q′′ (23)

∑

i∈I

∑

j∈I

∑

q∈Q(i,j)

bdriveijq ≤ 2 (24)

q′′∑

q=q′
bdriveijq −

q′′∑

q=q′
tpijq ≤ 1 ∀i, j ∈ I, q′, q′′ ∈ Q(i, j), q′ < q′′ (25)

The condition (19) specifies that daily rest periods and driving time
extensions are only possible on used connections (i,j). In (20) it is re-
quired that a regular daily rest period must at least last 11 hours and
can be reduced by two hours in dependence of the value of dredij . Con-
straint (21) ensures that the possibility to reduce the daily rest period
is used at most three times. Restriction (22) states that reductions of
daily rest periods are only allowed on used connections. The condition
(23) guaranties that for an arbitrary sub-route from any position q’ to
q” the accumulated driving times are not greater than the total time of
the maximal allowed daily driving times that are situated between the
positions q’ and q”. The number of daily driving times situated between
them depends on the number of daily rest periods on the considered
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sub-route and on the possible prolongation of single daily driving times
by means of bdriveijq. The inequality (24) states that the extension of
the daily driving time can only be applied twice a week. Constraint (25)
enables that the daily driving time can be extended up to 10 hours by
allowing only one variable bdriveijq to equal 1 between two daily rest
periods.
The weekly driving time must not exceed 56 hours per single week and
45 hours on average for any two consecutive weeks. Let Wlzw−1 be the
driving time in the previous week, then ∆Wlz denotes the deviation
from the average driving time, i.e. ∆Wlz = 45−Wlzw−1. In constraints
(26) and (27) the restriction of the weekly driving time is applied to
the weekly planning period.

∑

i∈I

∑

j∈I

∑

q∈Q(i,j)

dijwijq ≤ 56 (26)

∑

i∈I

∑

j∈I

∑

q∈Q(i,j)

dijwijq ≤ 45 +∆Wlz (27)

The above objective function (1) and the constraints (2) to (27) yield
a complete model for the TSPTW-EU incorporating all rules of the
EC Regulation which are statutory for the planning of a single weekly
planning period, except the rule that a new daily rest period has to be
started at least 24 hours after the end of a daily rest period.
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Summary. This paper presents a method for the crew recovery problem with
the possibility to retime flights to avoid large modifications of the original
schedule. In the presented method a new neighborhood search for the crew
scheduling problem is embedded in a tabu search scheme. Dynamic program-
ming on leg based networks is used for generation of pairings. We test our
method on different crew schedules and disruption scenarios and show the
effects of flight retiming.

1 Introduction

On the day of operations disruptions like aircraft breakdowns or bad
weather conditions may disturb the planed schedules. In such situations
an airline has to recover many resources, i.e. aircrafts, crews and airport
gates, considering different constraints. To recover from the disruption
a plan of crew and aircraft swapping, reserve utilization and flight re-
timing is needed. A decision support system for this purpose consists
of many modules, including simulation and optimization, i.e. see [1].
Delaying the departing times as recovery action can be essential to find
solutions of good quality, but most optimization modules used for crew
recovery regard the scheduled departing times as hard constraints. We
integrate a method for flight retiming into a meta heuristic for crew
recovery. This allows the method to find good solutions quickly. We
consider the main objective of the recovery problem being to cover all
flights and to minimize the use of reserve crews. Further objectives
are to minimize the use of additional deadheads, hotel stays and delay
minutes.
[3] provide a comprehensive review of concepts and models used for re-
covery of airline resources. Here we give a short overview about a small

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_48, © Springer-Verlag Berlin Heidelberg 2009

295



296 Felix Pottmeyer, Viktor Dück, and Natalia Kliewer

selection of methods for airline recovery only. [7] present a heuristic
that aims at quickly finding a solution that covers all flights and has as
few changed crew pairings as possible. The problem is modeled as an
integer multi-commodity network flow problem. A branch and bound
algorithm is used to solve the model. A node in the search tree is rep-
resented by a set of uncovered flights and a list of modified pairings.
Then an uncovered flight is picked and for each possible assignment
of a crew to this flight a new branch is created. [6] use an integer
multi-commodity network flow problem too. The model is solved by a
column generation method. In order to generate new pairings a duty
based network is build for every crew member. The objective is to cover
all flights at minimum costs and with minimum changes to the crew
schedules. In order to solve the model quickly, a recovery period is
used and only a subset of crews is considered in the optimization. [4]
propose another method to reduce the size of the recovery problem.
Therefore a maximum number of candidate crews per misconnected
flight is defined before the recovery. Then a set covering model with
additional variables for canceled flights and deadheads is solved by a
column generation method. The aim is to minimize the changes in the
crew schedule. [5] present a duty based network model for the airline
crew recovery problem. The model is solved with a branch and price
method. The set of feasible duties is obtained through enumeration.
To reduce the size of the recovery problem only a subset of crews is
considered in the optimization.
[2] proposes tabu search and simulated annealing meta heuristics for
the aircraft recovery problem. In the underlying local search procedure
new rotations for two aircrafts are computed using the uncovered flights
and the flights from both rotations. The heuristics use a tree-search
algorithm to find new aircraft rotations. Flights can be delayed for
recovery, but no maintenance constraints are considered.
In this paper we transfer the method of [2] to crew pairing recovery.
We use a similar local search procedure with a tabu search method.
For pairing generation we use a network algorithm and propose an
alternative method of delaying flights for recovery.

2 Method for Crew Recovery

The main idea of this recovery method is to define the neighborhood in
the local search as a set of solutions, which can be reached by reschedul-
ing the pairings of any two crews. To generate new pairings we use
connection-based networks and incorporate the ability to delay flights
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in this network. This local search method is used inside a tabu search
method to find near optimal solutions. To reduce the size of the re-
covery problem we implement a preprocessing method. Algorithm 2
outlines the main method.
The first step at line 1 is to reduce the number of considered crews
for recovery. Active crews are those, which are assigned to disrupted
flights or are at an airport when other disrupted flights are arriving or
departing. This method is based on the preprocessing method of [5].
Another important aspect for problem reduction, the recovery period,
is not stated in the algorithm explicitly. The recovery period determines
which period of each pairing is allowed to change and is a parameter
to the algorithm.

The neighborhood N(s) of a solution s consists of all solutions that
can be reached from s by applying a local search move. Let a solution
be given by a set P of pairings and a set N of uncovered flights. Then
for the local search move two crews p1 and p2 ∈ P are chosen and
all feasible new pairings for each of them generated, using only the
flights of the two crews and the uncovered flights N . Then the best
combination of one new pairing for p1 and one new pairing for p2 is
chosen. As long as the numbers of generated pairings are not too big,

Algorithm 1: Recovery method
Data: set of uncovered flights N
Data: set of tabu solutions T = ∅
Data: best solution sbest

Define the set of active pairings P1

/* meta search loop */
repeat2

Data: best local solution slocal

/* local search loop */
foreach (p1, p2), p1 ∈ P, p2 ∈ P do3

Ntmp = N ∪ p1 ∪ p24

P1 = GenerateAllPairings(Ntmp, p1)5

P2 = GenerateAllPairings(Ntmp, p2)6

Choose two new pairings from P1 ∪ P2,7

so that the new solution stmp /∈ T8

minimizes the objective function9

if stmp < slocal then slocal = stmp10

end11

T = T ∪ slocal12

if slocal < sbest then sbest = slocal13

until cancelation criteria apply14
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a simple pair-wise evaluation is sufficient. This step is repeated for
every combination of two distinct crews. Afterwards the solution with
the best objective value is saved. You find the local search loop in
algorithm 2 at line 3.
In order to generate new pairings we use a connection based network
with nodes for each flight and arcs connecting flights, which can be
flown in succession. For recovery we have to take into account the
scheduled parts before and after the recovery period. Therefore a dis-
tinct network for each crew with corresponding source and sink nodes
is generated. A path from the source to the sink node represents a se-
quence of legs that a crew can fly. New pairings are generated with a
simple depth first enumeration algorithm. All constraints concerning
the connection of two flights in a pairing are considered during the net-
work is build. Other constraints, like maximal working and flying time,
are checked during the generation of pairings.
In order to be able to use flight delays as a recovery action, we ex-
tended the network with additional nodes for delayed flights. Adding
all possibilities for delays into the network would increase the network
size and the computation time to forbidden ranges. Hence we allow
only delays for successor flights in aircraft rotations of flights, which
were disrupted or modified during aircraft rotation recovery. Moreover
we restrict the length of secondary delays, so that all aircraft rotations
remain feasible.
The presented local search procedure is extended to a tabu search meta
heuristic by introducing a tabu list. The tabu list saves the last n
solutions that have been visited, line 4 in algorithm 2. During the search
a new solution is only allowed to be visited if it is not part of the tabu
list. The outer loop at line 2 in algorithm 2 is the meta search loop.
We use a time limit as termination criteria for the outer loop.

3 Computational Results

We present results for our method for two different aircraft fleets and
three different disruption scenarios applied to the crew schedule of each
fleet. Table 1 gives an overview about the size and the properties of the
crew schedules. The three disruptions scenarios are:

Scenario 1: delay three random flights which depart close in time at
different airports for 120 minutes,

Scenario 2: forbid departures at an airport for one hour delaying all
those flights,
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Table 1. Problem instances

Fleet A Fleet B

Planning horizon 4 weeks 2 weeks
Airports 23 62
Flights 649 1250
Aircraft Rotations 649 1250
Crew Pairings 54 120

Scenario 3: delay one flight for 30 minutes where the successor flight
of the aircraft is flown by another crew.

The proposed method was implemented using Microsoft C#.NET and
tested on a Windows PC with 1.6 GHz and 2 GB Ram. Before applying
this recovery method, the aircraft rotations are recovered by simply
propagating all delays.
We found a recovery period of 48 hours to be the best choice regarding
both, solution time and solution quality. Therefore we present in table
2 the results for this recovery period. The results are average values
for ten random disruptions for each disruption scenario. The column
solution time shows the seconds until the best solution was found. The
first feasible solution that covered all flights was always available within
10 seconds. The last column shows the average length of secondary
delays. In 4 of 10 test cases for fleet A and in 3 of 10 test cases for fleet
B secondary delays between 3 and 30 minutes were used. Each time
a secondary delay prevented the use of an otherwise needed reserve
crew. The other columns show the use of additional deadheads using
only regular flights of the own airline, additional hotel stays and reserve
crews.

Table 2. Results for recovery period of 48 hours

Scenario solution time deadheads hotel stays reserve delays
(seconds) crews (minutes)

1 7 0.4 0.4 0.4 0
Fleet A 2 55.8 0 0 0 0

3 15.2 0.2 0.3 0.1 0.4

1 11.6 0 0 0.4 0
Fleet B 2 20.3 0 0.4 0.2 0

3 9.1 0 0.1 0.2 0.3
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4 Conclusion and Outlook

The presented local search move for the crew recovery problem en-
ables meta heuristics to find good solutions quickly. Our experiments
show that secondary delays are indispensable for obtaining economical
disruption management decisions.
Despite the already very good results the current implementation offers
many possibilities for improvement. The pairing generation process can
be accelerated by using a time-space network representation. During
the local search it is very time consuming to compute all neighborhood
solutions; hence there is a need for a scheme how to find good local
search moves heuristically
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Summary. The vehicle routing problem with simultaneous delivery and pick-
up (VRPSDP) is an extension of the capacitated vehicle routing problem in
which products have to be transported from the depot to customer locations
and other products have to be trucked from customer locations to the de-
pot. Each customer requires a simultaneous delivery and pick-up of goods
by the same vehicle. The VRPSDP is a basic problem in reverse logistics: In
addition to the distribution process to the customers, re-usable goods have
to be transported in the reverse direction. We implement a branch-and-cut
approach and study how it can be applied to the solution of the VRPSDP.
The computational tests have been performed on known benchmark instances.
Some benchmark problems are solved to optimality for the first time.

1 Introduction

Many Companies are forced by environmental laws to take back their
products, i.e. batteries, household chemicals or paints, as well as waste
electrical or electronic equipment. For these companies, the recovery
of used or unused products is normally more profitable than disposal.
In addition, competition, marketing and the growing environmental
awareness of customers have pushed companies into product recovery
activities. Figure 1 shows the supply chain from production through
delivery to the customer (forward flow) and from the customer to re-
manufacturing or the disposal facilities (backward flow). It is obvious
that in reverse logistics networks, each customer requires two types
of service: a delivery and a pick-up. To avoid serving customers twice
during the planning horizon, the delivery and pick-up must be made
simultaneously. The resulting problem faced by companies in the re-
verse logistics field is an extension of the capacitated vehicle routing
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problem (CVRP). In addition to the distribution activities, re-usable
products have to be trucked in the reverse direction.

2 Problem Description and Mathematical Formulation

In this paper we consider the vehicle routing problem with simultaneous
delivery and pick-up (VRPSDP). Firstly, we start by describing a new
mixed integer linear programming formulation for the VRPSDP. The
model is a two-index flow formulation that contains |V |2 binary and
2|V | + |C| auxiliary variables. Let G = (V,A) be a complete digraph,
where V = {0, . . . , n} = C ∪ {0} is the node set and A = {〈i, j〉 |
i, j ∈ V } is the arc set. Each node i ∈ C represents a customer, while
node 0 corresponds to the depot. Two nonnegative weights cij and tij
are associated with each arc 〈i, j〉 ∈ A which represent the travel costs
and the travel time from node i to j, respectively. We assume that
cii := 0 for all i ∈ V and the cost and travel time matrices satisfy the
triangle inequality, i.e. cik ≤ cij + cjk for all i, j, k ∈ V . A set of M
identical vehicles, each with capacity Cap, is available at the depot.
Each customer i ∈ C is associated with a demand di ≥ 0 that should
be delivered and a demand pi ≥ 0 that should be picked-up, whereas
di+pi > 0. For the depot, we set d0 := p0 := 0. We measure the demand
of customers in abstract transport units which can be calculated from
the dimension and weight of the individual product. To ensure that the
feasible region is not empty, we assume that di, pi ≤ Cap for all i ∈ V .
The service time si > 0 is the time which is necessary for the loading
and unloading activities at node i ∈ C. For the depot, we define s0 := 0.
The capacity of the vehicles as well as a total travel and service time
Tmax may not be exceeded. With the decision variables

xij :=
{

1, if arc 〈i, j〉 belongs to the solution
0, otherwise

i, j ∈ V and the auxiliary variables
fi ≥ 0 required travel and service time to node i ∈ V ,
ld i ≥ 0 amount of load that has to be delivered to node i ∈ V and to

all other following nodes,
li ≥ 0 amount of load after visiting customer i ∈ C

Disposal

Customer

Production

RemanufacturingCompany location

Customer location
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we formulate the VRPSDP as a mixed integer linear (MIP) program.

Minimize
∑

i∈V

∑

j∈V
cijxij (1)

subject to∑

i∈V
i 6=j

xij = 1 j ∈ C (2)

∑

i∈V
i 6=j

xji = 1 j ∈ C (3)

∑

i∈C
x0i ≤M (4)

f0 = 0 (5)
fj ≥ fi + si + tij − Tmax(1− xij) i ∈ V, j ∈ C (6)
fi + si + ti0 ≤ Tmax i ∈ C (7)
ld i ≥ ld j + di − Cap(1− xij) i ∈ V, j ∈ C (8)
li ≥ ld i − di + pi − Cap(1− x0i) i ∈ C (9)
lj ≥ li − dj + pj − Cap(1− xij) i, j ∈ C (10)
di ≤ ld i ≤ Cap i ∈ V (11)
pi ≤ li ≤ Cap i ∈ C (12)
xij ∈ {0, 1} i, j ∈ V (13)

Objective function (1) represents the transportation costs which are to
be minimized. The indegree and outdegree constraints (2) and (3) en-
sure that each customer is visited exactly once by a vehicle. Constraint
(4) states that no more than M routes are created. Inequalities (5) –
(7) guarantee that the prescribed travel and service time Tmax may not
be exceeded. With constraints (8) we specify the delivery quantity that
has to be loaded at the depot. Constraints (6) and (8) force an order for
customer visits in the routes. Therefore, they ensure that no subtours
without the depot are generated. Constraints (9) and (10) declare the
amount of load of vehicles after the visit of the first customer and the
other customers in the routes, respectively. Inequalities (11) and (12)
guarantee that the capacity of the vehicles may not be exceeded. Since
all decision and auxiliary variables are bounded the feasible region of
the VRPSDP is a convex polytope. The model (1) – (13) can be used as
input to a MIP solver (e.g. CPLEX). But before solving the VRPSDP,
it is appropriate to restrict the domains of auxiliary variables and “big-
M-constraints” in the model. For the required travel and service time
to node i ∈ C and for the amount of load after visiting customer i ∈ C
we obtain

t0i ≤ fi ≤ Tmax − si − ti0
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li ≤ Cap −max{di − pi, 0}.

A common possibility for linearizing disjunctive constraints is the so
called “big-M-form”, where a “big-M” is introduced to satisfy the wrong
way constraints. For example, the inequalities

li ≥ ld i − di + pi −M0i(1− x0i) i ∈ C (8)
lj ≥ li − dj + pj −M′ij(1− xij) i, j ∈ C. (10)

are “big-M-constraints” with M0i = M′ij = Cap, i, j ∈ C. It is
well known that big-M-constraints have lousy computational behav-
ior. Therefore, it is important that each big-M is as small as possible.
In (8) and (10), we are able to displace the big-Ms as follows

M0i = Cap − di i ∈ C
M′ij = Cap −max{dj , di − pi + dj} i, j ∈ C.

We solved the VRPSDP with CPLEX 10.0 using a branch-and-cut
approach with problem-specific preprocessing techniques and cutting
planes.

3 Branch-and-Cut Approach

Branch-and-cut is a generalization of the branch-and-bound principle
where the problem under consideration is divided into subproblems.
At each subproblem additional cutting planes (cuts) are inserted, in
order to determine an integral solution for the current subproblem or
to strengthen the lower bound given by an optimal solution of the
underlying linear programming (LP) relaxation. If one or more cuts are
identified by solving the so called separation problem, they are added
to the subproblem and the LP is solved again. If no cuts are found, the
branching is executed. The features of CPLEX allow the generation
of general cuts for mixed-integer linear programs during optimization.
In our branch-and-cut approach we consider Gomory fractional, clique,
cover, flow cover, mixed integer rounding (MIR), and implied bound
cuts. Additionally, we take into consideration the rounded capacity
(RC) cuts which are special inequalities for the CVRP. To insert RC
cuts, we use the “CVRPSEP package” implemented by [3]. The package
is created especially for the symmetric CVRP, and therefore we have
to make some necessary adjustments. If we transfer the LP solution
x̃ to the separation algorithm, we identify the decision variable x̃[i,j]

(specifies if edge [i, j] is in the solution) with x̃[i,j] := x̃ij + x̃ji. The
rounded capacity inequalities
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∑

i∈Q

∑

j∈V \Q
xij + xji ≥ 2r(Q) Q ⊆ V \ {0}, Q 6= ∅ (11)

impose the vehicle capacity restrictions and also ensure that the routes
are connected. Let r(Q) be the minimum number of vehicles needed to
serve a customer set Q ⊆ C. For the VRPSDP we obtain

r(Q) =
⌈
max{∑i∈Q di,

∑
i∈Q pi}/Cap

⌉
.

The separation problem of the rounded capacity cuts is known to be
NP-hard. For the computational tractability, we add RC cuts only at
400 nodes of the branch-and-bound tree.

4 Discussion and Computational Results
The computational tests have been performed on the instances of [1]
which are derived from the extended Solomon instances R121, R141,
R161, R181 and R1101. The benchmark is composed of 25 instances,
ranging from 15 to 20 customers. Each instance is solved twice: once
by inserting only the RC cuts (test run 1) and once by inserting all
explained CPLEX cuts together with RC cuts (test run 2).

Table 1. Computational Results

Problem n Cap costs m tcpu Problem n Cap costs m tcpu

R121 15 80 610,80 3 5,20 R121 15 120 542,2 2 1,22

R141 15 80 750,06 3 0,39 R141 15 120 669,72 2 0,14

R161 15 80 1166,82 2 0,13 R161 15 120 1162,58 2 12,94

R181 15 80 1968,38 2 49,09 R181 15 120 1755,95 2 0,09

R1101 15 80 2033,88 2 1,92 R1101 15 120 1809,69 2 0,34

R121 17 80 726,06 4 159,34 R121 17 120 564,39 2 0,42

R141 17 80 791,10 3 0,38 R141 17 120 757,74 2 0,45

R161 17 80 1211,22 3 0,25 R161 17 120 1192,99 2 1,13

R181 17 80 1991,59 3 110,38 R181 17 120 1786,75 2 0,48

R1101 17 80 2295,88 2 100,77 R1101 17 120 2052,03 2 0,36

R121 20 120 623,67 2 6,41 R181 20 120 1865,87 2 6,00

R141 20 120 798,39 2 2,38 R1101 20 120 2119,54 2 1,25

R161 20 120 1279,51 2 5,20

Table 1 shows the computational results for the benchmark problems,
whereas in column tcpu the best CPU time (in seconds) is given. The
five instances in bold type are solved to optimality for the first time.
m ≤ M is the resulting number of routes required to cover all cus-
tomers. Additionally, we examine the real-life instance of [4] that con-
tains 22 customers. We solved the instance within 6,59 seconds to op-
timality. The objective function value of 88 monetary units is less than
the solution of 89 obtained by [2].
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Table 2 shows the average numbers of cuts added in test run 2 during
optimization. For instances of [1], we indicate in the first column the
number of cuts of instances with 15, in the second with 17 and in
the third with 20 customers. Especially, implied bound and rounded
capacity cuts are created in the subproblems.

Table 2. Average numbers of cuts

Cuts Chen & Wu (2006) Min (1989)

Gomory 3,6 3,2 3,2 2

Clique 5,6 5,6 7,0 6

Cover 1,1 1,8 0,2 0

Flow Cover 6,1 9,3 7,6 4

MIR 0,4 0,1 0,2 0

Implied Bound 317,0 567,5 216,0 236

Rounded Capacity 18,9 20,7 26,4 55

Sum 333,8 588,6 234,2 303

5 Conclusion

The paper considers a new mixed integer linear model for the VRPSDP.
We solved the model using CPLEX 10.0 for small and medium instances
of the problem in reasonable time. The selective use of preprocessing
techniques and cuts improves the solver performance during the branch-
and-cut approach. The computational tests shows that the approach
is fast enough to be used for practical applications. Future work will
concentrate on extensions to the described model (e.g. time windows).

References

1. Chen J-F, Wu T-H (2006) Vehicle Routing Problem with Simultane-
ous Deliveries and Pickups. Journal of the Operational Research Society
57:579–587

2. Dethloff J (2001) Vehicle Routing and Reverse Logistics: The Vehicle
Routing Problem with Simultaneous Delivery and Pick-up. OR Spektrum
23:79–96

3. Lysgaard J (2004) CVRPSEP: A Package of Separation Routines for
the Capacitated Vehicle Routing Problem. Working Paper 03–04, De-
partment of Business Studies, Aarhus School of Business, University of
Aarhus, Danmark

4. Min H (1989) The Multiple Vehicle Routing Problem with Simultaneous
Delivery and Pick-up Points. Transportation Research, Series A 23A:377–
386



Vehicle and Commodity Flow Synchronization

Jörn Schönberger1, Herbert Kopfer1, Bernd-Ludwig Wenning2, and
Henning Rekersbrink3

1 University of Bremen, Chair of Logistics
{jsb,kopfer}@uni-bremen.de

2 University of Bremen, Communication Networks
wenn@comnets.uni-bremen.de

3 University of Bremen, BIBA - Bremer Institut für Produktion und
Logistik GmbH
rek@biba.uni-bremen.de

1 Introduction

Network freight flow consolidation organizes the commodity flow with
special attention to the minimization of the flow costs but the efficiency
of transport resources is not addressed. In contrast, vehicle routing tar-
gets primarily the maximization of the efficiency of transport resources
but the commodity-related preferences are treated as inferior require-
ments. This article is about the problem of synchronizing simultane-
ously the use of vehicles and the flow of commodities in a given trans-
port network. Section 2 introduces the investigated scenario. Section 3
proposes a multi-commodity network flow model for the representation
of the flow synchronization problem and Section 4 presents results from
numerical experiments.

2 The Flow Synchronization Problem

Related and Previous Work. The synchronization of flows along
independently determined paths in a network is investigated under
the term multi-commodity network flow problem [3]. While most of
the contributions aim at minimizing the sum of travel length (or sim-
ilar objectives) only little work has been published on the assignment
of commodity path parts to transport resources with intermediate re-
source change [1, 2].
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Fig. 1. Example Network with six nodes.

An Example of the Synchronization Challenge. Fig. 1 presents
an example with three commodities γ ∈ {1, 2, 3} in a network G =
(V,A, c, δ) (node set V, arc set A, arc cost function c and travel time
function δ. The path PP (γ) was selected by commodity γ connecting its
start node (site of availability of commodity γ) with its target node (site
of demand for commodity γ): PP (1) = (C,B,D), PP (2) = (B,D,F )
and PP (3) = (A,B,E).
A package hop Hp(i, j) describes the movement along the arc (i, j) ∈ G.
The hop Hp(i, j) cannot leave from i towards j before time aHp(i,j) and
dtHp(i,j) is its actually determined departure time. Transport resources
hopping along the arcs in G execute the hops. A transport resource car-
ries several commodities on a service hop HS(i, j). Internal service
hops have a unchangeable departure time. In our example, an own ve-
hicle travels along PV (1) = (A,C,D, F ). It starts at A at time 0 and
visits the subsequent stops C,D, F using three internal service hops
HS(A,C), HS(C,D) and HS(D,F ). An external service hop can
be booked at every time. External service hops are provided by logistic
service providers (LSP) which are paid according to a previously known
tariff for executing hops at the determined time (subcontraction).
A hop sequence Hp(i1, i2), Hp(i3, i4), . . . ,Hp(ik−3, ik−2), Hp(ik−1.ik) is
concatenated if i2 = i3, i4 = i5 and so on. Two concatenated hop
sequencesH1(i1, i2), . . . ,H1(il−1.il) andH2(j1, j2), . . . ,H2(jk−1.jk) are
compatible if and only if i1 = j1 and il = jk. In Fig. 1 the second hop of
PP (2) is compatible with the last hop in PV (1) and the concatenated
package hop sequence Hp(C,B), Hp(B,D) in PP (1) is compatible with
the internal service hop Hs(C,D).
Solving the synchronization problem requires the assignment of each
hop sequence associated with PP (1), . . . , PP (K) to exactly one com-
patible sequence of (internal and/or external) service hops, so that the
following requirements are met: If a package departs from a node then
it has been brought to this node before (C1). The hop associated with

g2

g3

g1

g4

F

D

E

A

C
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the first arc in PV (m) (m ∈ {1, . . . ,M}) departs at time 0 (C2). The
arriving and the departure time of a vehicle at a node coincide and
neither a loading nor an unloading operation consumes time (C3). The
initial hop in PP (γ) starts not before time 0 (C4). The difference be-
tween the departure times belonging to two consecutively visited nodes
i and j is at least δ(i, j) (C5). If a package hop sequence is assigned to a
service hop sequence the first package hop Hp(ii, i2) must be available
before the first service hop Hs(j1, j2) starts, e.g. aHp(ii,i2) ≤ dtHs(j1,j2)

(C6). The sum of flow costs is minimal (C7).

3 Construction of the Matching Network

The nodes in the vehicle paths PV (·) and in the package paths PP (·)
are re-labeled pair wise distinctly by 1, 2, ... In σ(i) the original label
of node i is stored. Only one departure time must be managed for
each node. The relabeled nodes are shown in Fig. 2. The vehicle path
PV (1) := (A,C,D, F ) is now (1, 2, 3, 4), the package path PP (1) :=
(C,B,D) is (5, 6, 7) and so on.
The set N veh contains all relabeled nodes from PV (1), . . . , PV (M),
N pac consists of the nodes appearing in PP (1), . . . , PP (K) and N ∗ :=
N veh ∪N pac. All arcs from the vehicle paths form the set Aveh and all
arcs forming the package paths are collected in the set Apac. Vehicle
paths and the package paths are connected by transfer arcs. A transfer
arc connects a node i in a vehicle path with a node j in a package path if
and only if the two nodes i and j are the same in graph G (σ(i) = σ(j)).
The set Atransfer := {(i, j) ∈ N veh×N pac∪N pac×N veh | σ(i) = σ(j)}
contains all transfer arcs. The solid arcs in Fig. 2 represent the internal
service hops, the dotted arcs give the external service hops and the
dashed arcs are the transfer arcs for changing the transport resource.
The flow synchronization graph is defined as G∗ := (N ∗,A∗, c∗f , δ)
where δ represents the travel times between the nodes along the arcs in
A∗ := Aveh∪Apac∪Atransfer. The cost for transferring an arc depends
upon the type of the arc. It is assumed that loading and unloading
operations do not produce any costs so that travelling along a transfer
arc is free. The cost function c∗f assigning flow costs to the arcs in A∗ is
defined by c∗f := 0 if (i, j) ∈ Aveh∪Atrans, c∗f := f ·c(i, j) if (i, j) ∈ Apac.
If f > 0 then the LSP incorporation is more expensive than the usage
of the own vehicle but if f = 0 then internal and external service hops
cause equal costs.
The cost reducing effect of reassigning package hop sequences from a
sequence of external service hops to a sequence of internal service hops
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Fig. 2. Matching-Network (original labels of the nodes in brackets)

is demonstrated by the grey arcs in Fig. 2: If commodity γ = 1 uses the
external service hop sequence H(5, 6), H(6, 7) then the journey from 5
to 7 (C → B → D) causes costs at 2+2.8=4.8 money units. In case
that the commodity uses the transfer hop H(5, 2), then the internal
service hop H(2, 3) and finally the transfer hop H(3, 7) then no costs
are accounted.
Multi Commodity Network Flow Model. Let K denote the num-
ber of commodities merged in the set R. With D(i, γ), we denote
the offer (D(i, γ) > 0) of commodity γ at node i and the demand
(D(i, γ) < 0) respectively. The initial node in the path of vehicle
m ∈ {1, . . . ,M} is denoted by v+

m and the initial node in the path
of commodity γ is named i+γ . M is a sufficiently large number (“Big
M”).
In order to code the necessary flow decisions, we introduce three families
of decision variables. The earliest starting time of hops originating from
node i is saved in the decision variable di. If the arc (i, j) ∈ A∗ is used
then the binary variable uij is 1. The portion of the overall demand
of commodity γ that flows along the arc (i, j) is represented by the
continuous decision variable xijγ .
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∑

i∈N ∗

∑

j∈N ∗

K∑

γ=1

c∗f (i, j) · xijγ → min (1)

∑

j∈N ∗
xjiγ −

∑

j∈N ∗
xijγ = D(i, γ) ∀i ∈ N ∗ ∀γ ∈ R (2)

dv+
m

= 0 ∀m ∈ {1, . . . ,M} (3)

di + δ(i, j) = dj ∀(i, j) ∈ Aveh (4)
di+γ ≥ 0 ∀γ ∈ R (5)

di + δ(i, j) ≤ dj ∀(i, j) ∈ Apac ∪ Atrans (6)

uij ≥
M∑

γ=1

xijγ ∀i, j ∈ N ∗ (7)

M · (uij − 1) + dj + δ(i, j) ≤ dj∀(i, j) ∈ A∗. (8)

Eq. (1) represents C7, (2) addresses C1, (3) corresponds to C2, and (4)
to C3. Similarly, (5) ensures C4 and (6) does the same for C5. Finally,
(7) and (8) addresses C6.
Test Cases. A set of 36 artificial test cases has been generated, each
consisting of a transport graph G, α = 1, 2 or 3 vehicles, β = 1, 2, 3 or
4 commodities and vehicle as well as path proposals PV (·) and PP (·).
In the original network G := (N ,A, c, δ) the first 25 nodes from the
Solomon instance R104 (dropping the time windows) form the node
set N . A minimal spanning tree connecting the 25 nodes generated by
Kruskal’s algorithm determines the arc set N . The Euclidean Distance
δ(i, j) gives the distance matrix and the costs c(i, j) for traversing the
arc (i,j) are set to one money unit for each distance unit. For each com-
modity γ, a demand and an offer location are randomly generated and
the shortest path PP (γ) in G is calculated using the Dijkstra-algorithm.
The path PV (·) starts at an arbitrarily selected node, it continues on a
shortest path to a randomly selected stop in PP (1), follows PP (1) for
a randomly generated number of hops. Then, it continues on a shortest
path to a node in the PP (2) and so on.

4 Numerical Experiments

Setup of the Experiments. The flow synchronization graph calG∗

is set up for each of the 36 test cases and the model (1)-(8) is solved
once with f = 0 (internal and external service hops cause the same
costs) and once with f = 1 (external service hops are more expensive).
The lp solve mixed-integer linear program solver is deployed for the
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derivation of the optimal solution for the model (1)-(8). For each sce-
nario (α, β) we have calculated the averagely observed number lf (α, β)
of used external service hops and the increase l(α, β) := l1(α,β)

l0(α,β) − 1 of
this number has been calculated. Similarly, we have determined the
increase v(α, β) of used internal service hops and the increase t(α, β)
of used transfer hops.
Results. The observed values for l(α, β), v(α, β) and t(α, β) are com-
piled in Table 1. If the number of vehicles or the number of commodities
is increased then the number of used external service hops decreases
(l(α, β) decreases). At the same time, the number of used internal ser-
vice hops is lifted (v(α, β) grows up). The utilization of the transfer
arcs also increases (t(α, β) increases).

Table 1. Variation of the number of used hops.

α = 1 α = 2 α = 3
β l(α, β) v(α, β) t(α, β) l(α, β) v(α, β) t(α, β) l(α, β) v(α, β) t(α, β)

3 0% 0% 14% -33% 18% 43% -63% 20% 13%
4 -25% 25% 33% – – – -77% -19% 133%
5 -30% 35% 67% -64% 50% 113% – – –
6 -46% 26% 138% – – – – – –

– not solved within 15 minutes

5 Conclusions

We have introduced and modeled the problem of synchronizing path
proposals of transport resources and commodities. A mixed integer lin-
ear program is proposed. The experimental results demonstrate the
intricacy of the flow synchronization. Even for a small number of in-
volved resources and commodities the identification of the best syn-
chronization decisions is impossible. Future research is dedicated to
the development of hybrid algorithms that combine a heuristic search
with the linear programming in order to shift the border of solvability
to larger number of vehicles, commodities and nodes.
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1 Introduction

The need for synchronizing timetables occurs when several public trans-
portation companies interact in the same area, e.g. a city with busses,
trains and trams. Existing approaches that optimize a global, waiting
time oriented objective function reach their limit quite fast concerning
real-life applications. While optimizing public transportation timeta-
bles, “winners” and “losers” will inevitably come about and the traffic
planner has to keep control of this process. Thus, we propose an op-
timization approach that enhances the overall situation without losing
sight of the deficiencies arising at particular stations.

2 Concept of Timetable Synchronization in Public
Transport

In our concept for optimizing public transportation timetables, the goal
is to synchronize a set of lines (e.g. busses, trains, ...) by changing their
starting times such that passengers can transfer more conveniently. For
this, we do not take the often used approach of simply minimizing
waiting times, but we use a concept of trying to achieve transfers that
can be called convenient. For these, the time should not be too long,
but also not too short, in order to reduce the risk of missing a transfer if
the arriving vehicle is delayed. For optimization purposes, we assign to
all possible waiting times at a transfer a corresponding penalty-value.
One of our goals is to minimize the sum of these penalties over all
transfers. For a detailed introduction, see [4].
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We introduce the following notation: In a public transportation network
we have a set of lines L = {l1, ..., lm} with the index set M = {1, ...,m}.
For each line we define the set of allowed shifts Si = {si1, ..., sini},
sij ∈ Z, with the index set Ni = {1, ..., ni} for i ∈ M . The task is
to assign to each line li a shift out of Si, which can be modelled as a
Quadratic Semi-Assignment Problem (QSAP) - see [5]. The shift that
is assigned to line li is called si and this means that all vehicles serving
this line start their tour si minutes later.
Whenever two lines meet, a theoretical transfer possibility occurs, but
in reality most passengers change between lines only at certain impor-
tant points in the network. These points, called network nodes, do not
necessarily consist of just a single station, but also of several stations
within walking distance.

3 MIP Formulation

For a better mathematical handling of the concept, we give a graph
theoretical representation of the problem that was first proposed by
Voss [5]. For this, we build a multipartite graph G = (V,E) with all
elements sij ∈ Si for each i ∈ M as vertices (the corresponding vertex
to sij is called vij). We set edges between every two vertices whose
corresponding elements sij and skl belong to different lines li, lk ∈ L,
i.e. i 6= k.
Therefore, we get

V = {vij | i ∈M, j ∈ Ni} and

E = {〈vij , vkl〉 | vij , vkl ∈ V, i 6= k} .
Figure 1 shows such a complete m-partite graph. A shift pattern cor-
responds to an m-clique (a complete subgraph with m vertices) and
our goal is to find the m-clique with minimal edge-weights, which is an
NP-hard problem.
With this graph we get the following MIP formulation for the given
QSAP:
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(MIP) min
∑

e∈E
be · ye

s.t.
∑

j∈Ni
xvij = 1 ∀i ∈M

− xvij +
∑

l∈Nk
y〈vij ,vkl〉 = 0 ∀vij ∈ V ∀k ∈M \ {i}

ye ≥ 0 ∀e ∈ E
xv ∈ {0, 1} ∀v ∈ V.

This problem can be solved by a MIP solver (e.g. CPLEX), but for
larger problem instances the solution process takes an unreasonable
amount of time. These long calculation runs are already known from
QASPs that have many local minima. Figure 2 shows the surface of
the penalty function for two lines and this simple example already
illustrates how complex the given problem is.

Fig. 1. Graph representation of
a QSAP.

Fig. 2. plot of the surface of the
first objective function

A lower bound for the QSAP can be achieved by a relaxation of the
integrality of the variables xij , but the optimality gap of the linear
relaxation of MIP is too large for useful solutions.

4 Metaheuristics for Multi-criteria Optimization

The MIP approach has the disadvantage that it models the problem in a
single-criteria way, so it cannot reflect the multi-dimensional character
of the problem. In this section we choose three objective functions to
model the intentions of the traffic planners:

1. Minimize the overall penalty,
2. Minimize the worst result at a network node,
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3. Minimize the changes made to the current timetable.

Because the problem is NP-hard even for a single objective, we use
different metaheuristics to approximate the pareto front. These are
presented in the following sections.

4.1 Ant Colony Optimization

In Ant Colony Optimization (ACO), a colony of virtual ants explores
the search space of a given problem to find good solutions. For the
timetable synchronization problem, each ant tries to construct a max-
clique on the graph from section 3. The ants share information about
promising edges via stigmergy, an indirect way of communicating by
changing the environment with pheromones. ACO is considered for our
problem because it has proven to give promising results on quadratic
assignment problems. For more information about ACO, see [1].
We deal with the multi-dimensional character of our problem by using
several ant colonies. Each colony is responsible for a certain area in the
objective space and an ant that finds a promising solution in an area
adds pheromone of the type of the associated colony. The algorithm
is hybridized with a local search that further improves the solutions
found. Here, the initial solutions are optimized w.r.t. single dimensions
in the search space, represented by lines, until a local minimum of a
weighted sum of the objective functions is reached.

4.2 Evolutionary Algorithm

Currently, Multiobjective Evolutionary Algorithms (MOEA) are one of
the standard approaches for multiobjective combinatorial optimization.
It is a population based technique inspired by biological evolution. It
starts with initial seeding, followed by iterative application of fitness
assignment, and three genetic operators which emulate reproduction:
selection (choosing parents for the next generation with preference to-
wards higher fitness by binary tournament), recombination (choosing
different genotype portions from selected parents uniformly) and mu-
tation (binomial random novelty). Instead of using binary strings, we
encode the genetic information in a manner which utilizes the structure
of the problem at hand.
Much of the research in MOEA is concentrated on fitness assignment
and parent selection. We have implemented the legacy VEGA as a
reference and the state-of-the-art SPEA-2 and NSGA-II strategies. The
later are elitist, e.g. they mix old population with new individual and
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get the best with respect to non-dominance and a specific population
density measure. Detailed presentation of MOEA ranging from basics
to latest technical and theoretical details can be found in [2].

4.3 Simulated Annealing

Simulated Annealing (SA) models the way a metal cools into a min-
imum energy state. Starting from a certain point, the search space is
analyzed by choosing a neighbor and moving to that position either if
the energy is lower or if the temperature is still high enough to allow
transitions to worse states. For more information about SA, see [3].
We define a state as a vector of shifts (s1, s2, ..., sn) and its energy as the
weighted sum of the three objective functions used. To find a neighbor,
we pick a random line and consider a percentage p of the possible shifts
this line can have. Out of those, the one that minimizes the energy is
applied and all other lines are kept the same. p increases throughout the
run, making the probability to choose a worse neighbor smaller, since
more shifts are analyzed. Therefore, when the system reaches a low
temperature and does not allow transitions to higher energy states, p
will already be large enough to guarantee that most selected neighbors
are better. This way, the time wasted on choosing worse states and
rejecting them is reduced.
Each run receives a random starting point and a direction in the ob-
jective space, consisting of a vector of weights that establish how much
each objective influences the energy. The SA solver uses such runs it-
eratively with different directions to approximate the pareto front.

5 Results

The example we use arises from the current timetable of the city of
Kaiserslautern (100.000 inhabitants), including city-busses, regional-
busses and trains. There are 31 lines meeting at four network nodes
and creating approx. 10.000 transfers in a time period of four hours.
On this example, the computation of the exact MIP solution (single-
criterion), CPLEX 11.1 needed slightly more than 25 hours. For the
metaheuristics, we used 30 runs for each solver and computed the vol-
umes of the pareto fronts after three time milestones, of about one
minute, ten minutes and one hour. The results are presented in Figure
3, which shows how close the average pareto fronts volumes were to
the one obtained from the set of all best solutions found. The time
milestones are represented here by the number of evaluations of the
objective function (which is the most computationally expensive).
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Fig. 3. Results that measure how close the meta-heuristic algorithms got the
the pareto front volume (represented by 100%) after the three time milestones.
EA (bottom), ACO and SA (top).

6 Conclusions

For the problem at hand, metaheuristics are preferable, as they reach
quality solutions within the first few seconds of optimization. Among
these, SA and ACO performed best on the tested scenario. However, a
lot of interesting research topics are still to be addressed. The traffic
planner will be allowed to influence the optimization process by set-
ting constraints (e.g. to force a single transfer to become better or to
forbid the transfer possibilites between two lines to become worse). Fur-
thermore, a hybridization of metaheuristics and the MIP model seems
promising. Finally, the methods should be tested on more benchmark
files that include such constraints.
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1 Introduction

Transportation planning in realistic scenarios has to deal with a dy-
namic uncertain environment. The actual state of all information rele-
vant to planning can be estimated and be the base of a static planning
environment which is often the base for classic planning algorithms.
If the environment differs from the one used for planning, either by a
wrong estimation or due to the dynamics in the environment the actual
plan has to be adapted. Dynamic transportation planning is currently
an active research area; nevertheless it is not a new problem in the liter-
ature. A good overview of the development of this field can be found in
[1]. Different technologies like agents or meta-heuristics and their pos-
sible integration are in discussion [2]. Even if a lot of research has been
done on the question how these problems can be solved, the dynamics
has been rarely tried to measure. Commonly, dynamic transportation
planning is characterized by the occurrence of disturbing events that
invalidate the current plan. What kinds of events occur depends on the
planning problem that was assumed. In the current state of research dif-
ferent technologies claim to be fruitful in more dynamic environments.
Larsen [3] points out the importance of measuring dynamics for effi-
cient and sufficient performance comparison. Therefore he defines the
degree of dynamism (DoD).Moreover, from an engineering perspective
it would be very useful to have metrics and measurements at hand that
can help to choose one technology for a given problem. The vision is
that based on the characteristics of the given application one could
decide which is the most appropriate technology. Therefore, different
questions have to be answered, like how can dynamics be measured,
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to what DoD classical approaches are competitive, and how different
technologies perform on a varying DoD.
In this article we tackle the first question. Therefore, we discuss here
different existing approaches to measure dynamics in transportation
planning. Based on the well-known multiple depot vehicle routing prob-
lem with time windows (MDVRPTW) problem, we present an extended
version of the measurement of the DoD. In section 3, we present em-
pirical results and finally we discuss our findings.

2 Metrics for Dynamics in Transportation Planning

In the following we look at abstract problems like the MDVRPTW,
but our argumentation is valid for the VRPTW as well, as we did not
argue about the existence of different depots so far. The MDVRPTW
describes the problem to deliver uniform goods to a set of customers
from a set of depots with vehicles with heterogeneous capacities. The
delivery has to be done within a customer-specified time window and
the vehicles need to return to the same depot where they have started.
Each customer has to be delivered once. A customer i is represented as
quintuple (idi, gi, dsi, ei, li) with

• idi identifies a customer i,
• gi describes the demand of the customer,
• dsi the needed service time of customer i,
• ei earliest arrival for service and
• li latest arrival for service

The definition of time windows in this case refers to the definition of so-
called soft time windows from Chiang and Russell [4]. If a time window
is missed, the plan is still valid but the resulting delay will be measured
by a penalty P .
Larsen [3] presents a DoD for the dynamic VRP problem with and
without time windows which he calls the Effective Degree of Dynamism
(EDOD(TW)). The EDODTW is defined on dynamic vehicle routing
problem (DVRP)-instances where only new customers are liable to a
time window restriction but not the customers known from the begin-
ning. This makes a slight modification of the EDODTW formula nec-
essary. Thereby nd defines the number of new customer requests. The
following formula makes sure that only the time window restriction of
new customers in the MDVRPTW influences φmdvrptw:

φmdvrptw =

nd∑
i=1

[T−(li−ti)]/T
nd

.
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But it has to be mentioned that Larsen only regards one event, the
occurrence of new customers. This limits the measurement of dynamism
as a lot of other events may occur depending on the given application.
Within the MDVRPTW one could think of ten different events that
can occur. These are: the set of customers can change, the demand of
a customer can change (gi), the earliest delivery time can change (ei),
the latest delivery time can change (li) and the distance between two
points can change (dij). By change we mean it can decrease or increase.
It is an open question if events that did not invalidate the current plan
have to be regarded, measuring the DoD. One could argue that due
to these events improvement potential arises which could be relevant
in a comparison between online and offline algorithms. As we do not
want to address this question here, we restricted the regarded events
in this work to those events that can invalidate or at least decrease the
solution quality of a plan. Those events are:

1. Decrease of li
2. Increase of ei
3. Increase of distance dij
4. Increase of demand gi of customer i
5. New customer requests.

We extend the DoD presented by Larsen [3] incorporating these five
events. The question if and how the remaining events can be incor-
porated in the measurement of the DoD has to be subject of further
research.
Let Γ be the set of the regarded events. Then Γ is composed of the
following types of γ: It is always necessary to find the latest point in
time pit when an event has to be integrated into the route plan. pit can
be calculated using a function h regarding event γ with h (γ). The event
type of γ is represented as binary quintuple with γ = (c1, c2, c3, c4, c5):
ci = 1 for event type i and cj = 0 ∀ j 6= i. Thus the formula by Larsen
will be modified as follows:

φmdvrptw =

∑
∀γ∈Γ

[T−(h(γ)−tγ)]/T

|Γ |

The function h (γ) examines whether or not an event γ ∈ Γ and thus
should take effect on φmdvrptw. In case of an event of type 1 (decrease
of li to l′i, represented by γ = (1, 0, 0, 0, 0)), l′i describes the desired
point in time pit. In case of an increasing ei to e′i causing a delay at
one customer j that follows customer i in this route lj has to be used.
If the distance dij increases between two customers i and j, the latest-
time restriction lk of the first following customer k in this route where
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the time window is missed. If there is an increase of gi, the value pit
is given by the departure time to the first following customer x in the
considered route whose demand gx cannot be satisfied by the remaining
goods of the vehicle. pit in case of event type new customer request i
remains li as hitherto.
Let us assume ai is the planned arrival time of the vehicle at customer
i, a route Tour represents an ordered list of customers, CAP is the
capacity of the vehicle used on the regarded route and ∆ describes the
modification of the changed information li, ei and dij to l′i, e

′
i and d′ij

with ∆ei = e′i−ei, ∆dij = d′ij−dij and ∆gi = g′i−gi. Then the function
h (γ) can be defined as follows:

h (γ) =





li, if c1 = 1 ∧ ai > li

lj , if c2 = 1 ∧ ∃ min j ≥ i : aj +∆ei > lj

lk, if c3 = 1 ∧ ∃ min k > i : ak +∆dij > lk

ax − dx−1,x, if c4 = 1 ∧∆gi +
∑
∀j∈Tour gj > CAP :

x is first customer holds
x∑

k=n

gk > ∆gi

li, if c5 = 1
0 else, can’t be reached by the definition of Γ

Of course, the formula holds only under the ceteris paribus assump-
tion, that is here that there exists no event in the future that changes
parameters of that formula. It has to be mentioned that the extended
DoD depends on the computed route plans, and therefore on the so-
lution techniques. To compute this DoD two ways are possible. One
could compute the DoD after an initial plan has been generated (off-
line DoD) or one compute it during the plan execution respecting the
plan modifications that were done in earlier repair steps (online DoD).

3 Measuring Dynamics: A Case Study

We implemented a tabu-search meta-heuristic with an incorporated re-
pair technique based on local search, details are provided in [5]. We
use the large problem instances pr06, pr10, pr16 and pr20 presented by
Cordeau et al. [6]. We used an event generator that creates all possible
events randomly but uniformly distributed along the planning horizon
varying the number of events from 40 up to 150. In figure 1 one can
see the results for the offline and online DoD. These results are mean
values and base on 179 tests. The offline DoD overestimates the online
DoD except for a large number of disturbing events. The reason for
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Fig. 1. DoD for different numbers of disturbing events

this is that it cannot incorporate the consequences of earlier plan mod-
ifications. As the events are uniformly distributed among the planning
horizon, one could expect a linear curve for the offline DoD which is
nearly met in our experiments. The curve of the online DoD is more
interesting. As expected the DoD increases with the number of events.
But one can see three phases of this increasing. We interpret this as fol-
lows: First, when only a few events occur the DoD increases faster. This
implies that the initial plan has to be adapted. In the second phase,
the DoD remains quit constant, even if the number of disturbing events
increases. In this phase, the existing plan is quite robust, among other
this is a consequence of the repair actions in the first phase. If the
number of disturbing events increases more, the DoD increases faster
again, as the plan is no longer robust and the need for further plan
adaptions occurs. The fraction of events that can possibly invalidate
the current plan is 71.71% of all events that occur. Thereby the frac-
tion of events that really causes a repair action is 30.71%. Whereas
in the offline computation only 20.97% of all events where assumed
to cause a repair action. So the offline computation underestimates the
number of critical events by nearly 10%. The fraction of the event “new
customer” is 16.42% of all events. Thus, the fraction of events that can
be monitored with our extension of the DoD that really forces a plan
repair increases by 87.02%. Thus we can broaden our view of dynamic
events in tour planning significantly.
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4 Discussion of our Findings

As we pointed out in the previous section, we can broaden the varity
of disturbing events that make plan adaptions necessary within the
computation of the DoD. This is a first necessary step towards a more
detailed measurement of dynamism in transportation planning.
One possible criticism of this extension is the fact that the computation
depends on the route planning algorithm used, now. For the calculation
of h (γ) information about the current route plans are needed, like the
sequence of customers in each route and the planned arrival time at
each customer. Thus, the computation of the DoD can hardly be done in
analytical studies, moreover simulation studies seem more appropriate.
It is debatable if such an extension is reasonable. We are convinced that
it is, as it is a first step to broaden the field of dynamic tour planning
towards more realistic scenarios. For algorithm selection in dynamic
planning environments it is important to quantify the dynamism within
different applications, therefore the extension of the DoD could be a
reasonable way.
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1 Introduction

Large amounts of dangerous goods are kept constantly on the move
in Europe because of their significant impact on economic growth and
to support quality of life. According to available statistics [3], road
transportation accounts for the movement of the major part of dan-
gerous goods within Europe (58% in 2002). The access to a well built
and distributed road infrastructure gives higher flexibility and door to
door capabilities [7]. Consequently, transport purchasers perceive this
transportation mode as highly effective and economically advantageous.
However, the same factors stated above oblige material flows to travel
through highly-populated areas or highly-trafficed road segments. As a
consequence the exposure of civilians to accident risks increases dras-
tically [3].
History shows that accidents which take place during the transporta-
tion of hazardous material can have the same magnitude as those occur-
ring in industrial plants [13]. Possible consequences may include fatality
of human beings or ecological disaster if the cargo is dispersed in wa-
ter catchment areas [8],[6]. The ramifications on private stakeholders
may include delayed shipment, undelivered shipment, wasted cargo and
higher transportation costs (i.e. bridge collapse) [8],[2].
Dangerous goods or hazardous materials (hazmat) are any solid, liquid
or gas substances that can have harmful effects for living organisms,
property or environment [11]. Laws and regulations for the transporta-
tion of dangerous goods in Europe are first collected by the United Na-
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tions Economic Commission for Europe, UNECE and then extended to
all transportation means (road, rail, sea and air) through specific orga-
nizations. The transportation of dangerous goods over European roads
is regulated by the Agreement concerning the International Carriage
of Dangerous Goods by Roads (ADR) that is enforced in Sweden by
the Swedish Rescue Services Agency (SRSA)[11]. The SRSA publishes
yearly dangerous goods recommended and restricted road segments.
Recommended roads are classified as primary, for throughway traffic
and secondary, for local transportation from and to the primary net-
work. The restricted roads are road tunnels and segments in proximity
of water catchment areas [10].
Restricted roads are defined in the ADR regulations, while primary and
secondary roads are defined independently by each Swedish municipal-
ity to grossly avoid densely populated areas. Since municipalities don’t
perform quantitative risk assessments based on the OD of transporta-
tion assignments, there could be further route alternatives that may
minimize population exposure to accident risks. In addition, drivers
seeking to optimize shipments’ efficiency may prefer to minimize trav-
elling time by avoiding only the forbidden segments instead of taking
into account both forbidden and recommended segments.
Previous research shows that is possible to model transportation routes
by applying heuristic techniques (shortest path algorithms) to minimize
a cost function including risk, costs, safety in terms of vehicle collisions,
potential exposure of population, road users affected, and travel delays
[8],[4],[6]. This investigation is part of a research project co-financed
by Volvo Trucks, Volvo Logistics, Ericsson Microwave systems and the
Swedish Governmental Agency for Innovation Systems (VINNOVA).
The aim of this study is to compare 1) fastest routes computed on
the entire transportation network exclusive of restricted roads, with 2)
fastest routes on DGR restricted and recommended routes and finally
3) minimum night and day risk routes computed on the whole trans-
portation network excluding the DGR restricted segments. The main
objective is to demonstrate how the Swedish recommendations function
to minimize societal exposure to accident risks. Additionally, the anal-
ysis of the routes will also show how efficiency factors in terms of travel
time are affected when avoiding densely populated areas. The analysis
is performed on a case study based on Volvo Logistics’ real transport
operations of material flows containing 2-propanol to be delivered to
the Port of Gothenburg, in the region of Vastra Gotaland, Sweden. The
results include the development of a Decision Support System, based
on Geographic Information Systems (GIS), capable of calculating safer
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and efficient routes. In addition, this paper discusses the importance
of developing a cooperative platform for emergency preparedness and
resiliency management including dynamic routing (based on real-time
information) and evacuation planning to optimally direct rescue service
operations.

2 Method

Shortest path algorithms are exploited to compute minimum cost
routes between two points (o/d). These algorithms are based on the rep-
resentation of the transportation network in oriented graphs, which are
structures composed by nodes (roads intersections) and arcs (road seg-
ments connecting the nodes). Graphs are mathematically represented
with G = (V,E), where V is the set of nodes and E the set of arcs
of the graph. To compute shortest paths it is important to assign an
impedance function i : E → < (the amount of resistance required
to traverse a line) to each arc (u, v) ∈ E, with u, v ∈ V . The total
impedance of a path between two generic nodes u and v is given in the
equation below [1].

i(p) =
k∑

j=1

i(vj−1, vj) (1)

A path between the nodes u and v can be formalized as a sequence
of nodes p = (v0, v1, ..., vj , ..., vk) where vj ∈ V, (vj , vj+1) ∈ E, j =
1, ...k, v0 = u and vk = v. As a consequence, the shortest path can be
defined as in equation 2 [1].

δ(u, v) =

{
min

{
i(p)u

p→v , if a path exists

∞, otherwise (2)

A commercial database including geometrical and operational charac-
teristics of the transport network (TeleAtlas MultiNet) was configured
and used in the GIS environment. In addition, to compute the short-
est paths, this study exploits a hierarchical routing algorithm and two
impedance functions. The first function is based on travel time to tra-
verse the road segments and the second on a risk index as defined in
equation 3. Risk is traditionally defined as a combination of three fac-
tors: a scenario, the likelihood of the scenario, and its consequences
[5]. However in the analysis of hazard transportation other factors to
be considered are accident frequency (α), release probability (ρ), conse-
quences (γ) and the risk preferences of the decision maker (ϕ) [6],[4],[8].
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Risk = α · ρ · (γ)ϕ (3)

The accident rate statistics have been extracted from the Swedish Traf-
fic Accident Data Acquisition database (STRADA). Yearly severity
and frequency of traffic accidents is defined, identified and localised by
means of geographical coordinates. It is assumed the shipment taking
place on urban multi-lane roads in tank trailers with a material release
frequency of 0.067 [9]. Accident consequences are measured in terms of
exposed population at night and day time within an area of 300 me-
ters around every travelled segment (buffer zone). The Day and Night
population density are based on parcel point coordinates provided by
Statistics Sweden (SCB). Buffer zone techniques are then exploited to
determine the population density per square meter in the proximity of
the segments. The damage to society, in form of human fatality, has
been estimated by the Swedish Road Administration to about EUR1.5
million [12]. Risk preferences are assumed to be neutral, thus ϕ = 1. Fi-
nally, the material shipped by Volvo Logistics contains 2-propanol and
it is part of the production process of the vehicle industry. 2-propanol
is a highly toxic and flammable substance. For this reason, the ADR
has classified it as a class III flammable liquids dangerous good (flash
point at a temperature below 60.5 ◦C) [11].

3 Results

This section presents the results obtained by running a shortest path
algorithm minimizing travel time and risks on different network config-
urations. Table 1 shows how travel time (TT), travel distance (TD),
accident frequency (AF), Night and Day Population Exposure (NPE
and DPE) and risks (RISK), according to equation 3, are affected. The
same paths shown in the table are depicted in figure 1. The first path

Table 1. Routing analysis impact measures

Path Parameter to minimize TT (min) TD (km) NPE DPE AF RISK

1 Travel Time 26 39 0,20 1,02 0,256 32236,2
2 SRSA Travel Time 33 47 0,08 0,17 0,317 8307,1
3 Night Risk 59 62 0,02 0,05 0,04 378,2
4 Day Risk 68 62 0,05 0,03 0,04 403

is computed by minimizing travel time on the whole transportation
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network excluding the ADR restricted roads. In the table it is possible
to notice the elevated risk level of this route. Thus, drivers considering
only the forbidden segments place the general population in consider-
able danger. The second path is instead obtained by minimizing the
travel time on the forbidden and recommended roads by the SRSA.
This path shows a relatively slight increase of the travel time (+27%)
and length (21%) and a noticeable decrement of the risks (-74%), high-
lighting an optimal trade-off between efficiency and risk factors. The
third and fourth routes are computed by minimizing night and day risks
on the transportation network deprived of the ADR restricted roads.
Comparing them with the second path, travel times (+78% path 3 and
+106% path 4) and distances (+32.7% path 3 and 32.6% path 4) in-
crease considerably. However, the exposure to traffic accidents so as
of night and day population decreases significantly, determining a fun-
damental reduction of the risks (-95.5% path 3 and -95.2% path 4).

Fig. 1. Routes computations results

4 Discussion

The results of this investigation show that the SRSA recommended and
forbidden routes provide an optimal balance of efficiency and risk fac-
tors. However, if transport operators behave in an opportunistic way
by avoiding only forbidden routes, accident risks increase significantly.
Finally, the optimization on day and night population exposure shows
the possibility to decrease risks at the cost of efficiency factors (time
and length). This study highlights the capability of geographic infor-
mation techniques to easily handle complicated dangerous goods trans-
portation problems by combining information about the transportation
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network, class of chemicals transported, population distribution, and
traffic statistics into an integrated environment. Additionally, the im-
portance of real-time routing and monitoring of dangerous goods is
highlighted as a means to decrease societal risk exposure. Thus, future
research has to be oriented towards the integration of the developed
methodology into an extended Decision Support System in which vehi-
cles can communicate and exchange information with a central server,
where different actors can interact and make decisions.
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1 Introduction

The worldwide transportation of cargo is steadily growing and forward-
ing agencies handling less-than-truckload freight are no exception. The
performance of these companies is influenced strongly by varying trans-
port times between two consecutive points. Surprisingly, traffic informa-
tion is hardly used within the forwarding industry, even though vehicle
location is available in real-time. Numerous unknown customer orders,
increasingly received shortly before the actual pickup, are impacting
the performance, too.
Typical forwarding agencies perform the pickups and the deliveries con-
joined. They have to cope with hundreds of pickups and deliveries each
day and a few tens of vehicles are necessary to service the customers
in the short-distance traffic region. Furthermore, inquiries of business
customers cannot be neglected. In the following we focus on one part
of the problem dealing with the integration of varying travel times, of-
ten resulting in late deliveries and penalties. Especially in urban areas
for many roads rush hour traffic jams are known, but this informa-
tion is hardly used within forwarding agencies. In particular, real-time
approaches solving pickup and delivery problems (PDP) with inhomo-
geneous goods, capacities of general cargo, time windows, varying travel
times, and unknown customer orders, which cannot be neglected, are
missing. Thus, the objective is to develop a customized dynamic rout-
ing model capable of handling all requirements and assisting forwarding
agencies in routing vehicles efficiently in real-time.
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2 Literature Review

Primarily, there are two ways to solve dynamic problems: A priori
models which account in their optimization strategy for changes which
might occur and dynamic models which restart computing new solu-
tions, every time new information is available. Often the assumption of
constant travel times is unrealistic; therefore, Malandraki and Daskin
distinguish two types of variations in travel time [1]. The first type
compromises stochastic and unforeseen events like, accidents, weather
conditions, vehicle brake downs, or other random events. The second
type compromises temporal events like hourly, daily, weekly, or seasonal
variations (e.g., heavy traffic during rush hours). Only temporal events
can be included by using time dependent functions.
Several papers deal with average speeds for specific areas, a method
similar to directly assign a travel time to a link. Therefore, often the
FIFO (“first-in-first-out”) property does not apply ([2], [3]). Ichoua et
al. work with travel speeds and ensure the FIFO property, but they
do not assume constant travel speeds other the entire length of a link
[4]. The time spent in an interval is calculated by dividing the speed of
that interval by the distance covered during the interval. If the planning
horizon is divided into three time intervals with different speeds, then
the entire travel time for one edge is the sum of the time spent in each
interval. This is one of the first approaches to use time dependent travel
speeds which satisfy the FIFO property. The time windows used are
soft ones, except for the depot, though no capacities are considered.
Fleischmann et al. criticize Ichoua et al., because the drawback of mod-
els with varying speeds and constant distances is that they do not
pay attention to potential changes of the shortest paths, which might
change the distances [5]. Besides, the forward and backward algorithms
go through all time slots. With constant travel times the direct link be-
tween each pair of visits is taken as the shortest path, but with time
varying speeds it might happen that taking other links requires less
travel time. Therefore, an approach using Euclidean distances and no
real roads is only valid, if the speed distribution preserves the trian-
gle inequality. Fleischmann et al. describe the derivation of travel time
data and built a vehicle routing model working with time-varying travel
times. The problem is solved using savings and insertion heuristics and
a 2-opt improvement heuristic.
Dynamic models can be differentiated in models which anticipate and
consider possible incoming orders and models which simply start a re-
calculation, if new information becomes available. In the following the
time dependent modeling is depicted, thus only a small overview of dy-
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namic approaches is given. Fu, for example, analyzes scheduling a dial-
a-ride paratransit with tight service time windows and time-varying,
stochastic congestion and applies successfully a parallel insertion algo-
rithm [6]. Several other authors analyze time dependent routing prob-
lems and different solution techniques (e.g., [7]). Fleischmann et al. also
consider a dynamic routing system using forecasted data, where cus-
tomer orders arrive at random during the planning period [8]. Rarely
approaches dealing with dynamic or varying travel times consider all
relevant requirements of forwarding agencies, which motivated us to
develop an integrative approach suited to these requirements.

3 Optimization Approach

The objective within a first step was to determine how far and under
what premises freight forwarding agencies might benefit (i.e., reduction
of expenses) from a real-time intelligent planning system, due to the
fact that within the freight transportation industry enlarging the low
profit margins becomes increasingly important (e.g., [9]).
A mixed integer problem developed earlier is modified to account for
time dependent travel times [10]. Besides other modifications, the travel
time matrix associated with E is modified according to different time
zones (z), which give the corresponding travel times ttzij , where z ∈ Z
and Z = {1, 2, 3}. That is an arc has not only one travel time, instead
the travel time depends on the time of the day (T (0), T (1), . . . , T (n)),
resulting in a step function. Hence, each vehicle k travels a link (i, j) in
a certain time zone z: xzijk, but still has to comply with all other restric-
tions (e.g., (1)). In this context the FIFO (“first-in-first-out”) property,
a method originally applied in inventory management, is important. In
vehicle routing it means a vehicle entering a road first, will leave the
road first. The FIFO property is violated by using a step function, but
not by working with a non step function with a slope of at most minus.
We maintain FIFO in allowing vehicles to wait (cf. [1]); accepting the
disadvantage of unnecessary waiting.

aik + si + ttzij −R ∗
(
1− xzijk

)
≤ ajk∀ i, j ∈ V \ {v1} , k ∈ K, z ∈ Z(1)

In the state of North Rhine-Westphalia (NRW) numerous sensors are
constantly recording traffic data on the interstates. The regional au-
thorities for central police services provided us with data for one year
for detailed analyzes and testing. Subsequently, we determined time
zones reflecting the traffic situation in NRW. Figure 1 shows the aver-
age number of traffic jams per hour within one week on all interstates
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in NRW. Every morning around 6:30 am the number for traffic jams
increases clearly and drops around 9 am. Likewise in the afternoon be-
tween 3 pm and 6 pm the number of traffic jams increases. An inter-
esting point is that at the beginning of a week the morning spikes are
higher than the afternoon ones, but as the weekend nears the afternoon
spikes grow in height and width.
Time zones valid for all interstates are established to reduce computa-
tional complexity, increase reliability and preserve the triangle inequal-
ity for all time zones (di,j ≤ di,p + dp,j ∀ i, j, p ∈ N). Figure 2 visualizes
the three groups of travel times our analysis yielded. In the morning, af-
ter 6 am, the average travel time increases on most interstates. Around
7 am the zone with the slowest average travel time is reached, but after
9 am it drops already back to the intermediate zone. Similar character-
istics can be observed in the afternoon.
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Fig. 1. Number of traffic jams over
168 hours (Monday to Sunday)
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Fig. 2. Travel times zones in North
Rhine-Westphalia over 24 hours

The objective is to find a set of routes with minimal total travel time
using the previously derived travel time zones, starting and ending at a
single depot and serving demands of all customers. Furthermore, vehicle
capacity, driving time restrictions and time windows are considered. In
addition, the number of vehicles used is minimized, because this is a
crucial cost driver. The mixed integer model is implemented in GAMS
(22.2145) and is solved with the Branch-and-Cut of CPlex 10.0 for
small test instances, but even an explicit column generation approach
could not improve computational times for industrial size scenarios.
Additionally, the approach is designed for a future real-time routing
and dispatching system, requiring a quick response.
Considering objective function, degree of dynamism, and demand rate,
we develop a modified tabu search heuristic, an evolved and established
solution technique. A tabu search explores only parts of the solution
space by moving at each iteration to the most promising neighbor of the
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current solution, even if this requires a decrease of the objective func-
tion. The objective function z(xη) associated with a particular solution
η of an iteration is characterized by the vector xη = xz,ηijk, denoting
the used edges (i, j) for every vehicle k and time zone z. Cycling is
avoided by using a tabu list, where recently considered solutions are
blocked out for a number of iterations. The initial solution is made up
by an insertion algorithm inserting all n − 1 customers according to
their proximity. The neighborhood N (i, j, η) of a solution η contains
only solutions, where the removed customer j can be inserted approx-
imately to customer i complying all restrictions under time dependent
travel times. For a moved vertex a reinsertion or displacement is tabu
until the iteration η + θ.

4 Computational Experiments

The algorithm is tested using Solomon instances of type R1 modified
to fit industrial pickup and delivery scenarios for equally distributed
customers. Table 1 compares the results of static and time dependent
optimization. Time dependent optimization results in longer overall
travel times (t), but still the number of vehicles (k) remains the same.
The obtained routes for static and time dependent travel times are
tested using the average rush hour slow downs in NRW. At least two
customers cannot be served on time using static optimization, whereas
with time dependent routing delays (κ) through rush hour traffic jams
can be avoided. Anyhow, using real travel times (i.e., including random
events) would increase the lateness of both, but with stronger impact
on statically planned tours.

Table 1. Static versus time dependent solutions

Instance Static Time dependent
t k κ t k κ ∆t

R1A 1858.18 21 2 2050.60 21 0 192.42
R1B 1999.09 22 2 2123.17 22 0 124.08
R1C 1462.49 15 3 1627.60 15 0 165.11
R1D 1766.36 17 2 1887.81 18 0 121.45
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5 Conclusions

In this paper we successfully derived travel time zones and modeled
a PDP incorporating practical complexities which received only little
attention in literature. The presented algorithm is capable of indus-
trial size problems and computational experiments showed that the
algorithm performs well with time dependent travel times and is very
helpful in decreasing the probability of lateness due to rush hours slow
downs within PDP customized for forwarding agencies.
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Summary. In this paper, we address the Vehicle Routing Problem with
Time Windows, both time-independent and -dependent cases. In the time-
independent case, our objective is to minimize the total distance. To solve
this problem, we propose an Ant Colony Optimization algorithm. Then we
implement the algorithm to solve the time-dependent case where the objective
is to minimize the total tour time. The time dependency is embedded in this
model by using a deterministic travel speed function which is a step function
of the time of the day. An experimental evaluation of the proposed approach
is performed on the well-known benchmark problems.

1 Introduction

Optimizing a distribution network has been and remains an important
challenge both in the literature and in real-life applications and the
routing of a fleet of vehicles is the most widely addressed problem in a
distribution network. The Vehicle Routing Problem (VRP) determines
a set of vehicle routes originating and terminating at a single depot
such that all customers are visited exactly once and the total demand
of the customers assigned to each route does not violate the capacity of
the vehicle. The objective is to minimize the total distance traveled. An
implicit primary objective is to use the least number of vehicles. The
Vehicle Routing Problem with Time Windows (VRPTW) is a variant of
VRP in which lower and upper limits are imposed to the delivery time of
each customer. The arrival at a customer outside the specified delivery
time is either penalized (soft time windows) or strictly forbidden (hard
time windows). The interested reader is referred to [1] for more details
on VRPTW.
In the Stochastic Vehicle Routing Problem, the customer demands
and/or the travel times between the customers may vary. Although
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stochastic travel times and demand distributions have been frequently
used in the literature, time-varying travel speeds and time-dependent
VRPTW (TDVRPTW) have seldom been addressed. In the literature,
time dependency is taken into consideration in two ways: stochastic
travel times and deterministic travel times. First introduced by [2],
stochastic travel times are mainly examined by [4] and [3]. [5] proposed
a deterministic travel time based model in which the important non-
passing property is introduced. [6] and [7] also use deterministic travel
times in a setting where the day is divided into time intervals.
Many exact and heuristic solution approaches were presented for solv-
ing VRP and its extensions. One recent approach, Ant Colony Opti-
mization (ACO) is a population-based metaheuristic that can be used
to find approximate solutions to difficult optimization problems. A de-
tailed study of ACO and its variants can be found in [8].
In this study, an ACO approach is developed to efficiently solve
VRPTW and TDVRPTW with hard time windows. In the next section,
we provide a description of the two problems. In Section 3, the proposed
algorithm is presented. Section 4 is devoted to the computational study
and concluding remarks are given in Section 5.

2 Problem Description

In VRPTW, N geographically dispersed customers are serviced by a
homogenous fleet of K vehicles with capacity Q. All vehicle routes
start and end at a central depot visiting each customer i, i=1,...,N,
exactly once. Each customer has a demand qi, service time si and time
window [ei, li]. The service time is the loading or unloading service
times at the customer i where the terms ei and li denote the earliest
and latest available service start time for customer i. The time window
may prohibit the visit of certain customer pairs one after the other.
VRPTW is in fact a special case of TDVRPTW. In TDVRPTW the
travel time between any source and destination pair on the road net-
work is not a function of the distance alone and is subject to variations
due to accidents, weather conditions or other random events. Speed
limitations imposed by the road type and the traffic density distribu-
tion of the road which is also affected by the time of the day are two
main components that cause fluctuations in travel speeds. That is, the
travel time between two customers is not constant during the entire
scheduling horizon and changes with the changing sub-divisions of the
horizon, called time-intervals.
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In TDVRPTW, the feasible and infeasible customer pairs are not nec-
essarily same as in the time-independent case. A dynamic travel time
calculation is required to check the feasibility in the route construction
phase. The arrival time to the next customer may be realized earlier or
later compared to the time-independent case.

3 The Proposed Ant Colony Optimization Approach

3.1 ACO for VRPTW

Our ACO approach is inspired from the rank-based Ant System1 in-
troduced by [10] and is outlined as follows.

Route Construction - Initially, N ants are placed at the N nearest
customers to the depot. After a vehicle has returned to the depot, it
starts from the customer with the largest attractiveness value. To put
a limit on the exploration and to speed up the algorithm, we use a
candidate list which consists of the nearest CL (candidate list size)
neighbors of the customer. The customers are added to the list by
taking their feasibility and distance into account. The next customer
is selected from the candidate list using the probabilistic action choice
rule as described in [10].

Local Search - In this study, two types of local search procedures,
namely Swap and Move, are utilized to improve the solution qual-
ity. These procedures are applied at the end of each iteration and
pheromone trails are updated afterwards. The simple idea behind the
Swap procedure is to exchange two customers in a single route (intra-
route) or between routes (inter-route) until no further improvements
are available. The Move procedure attempts to improve the solution
by removing a customer and inserting it between two other customers,
intra-route or inter-route.

Pheromone Update - The pheromone levels are initialized as N/L0,
where L0 is total distance obtained using the nearest neighbor heuris-
tic. After all ants have constructed their tours, first the pheromone
trails are evaporated at the rate ρ then k elitist ants are allowed to re-
inforce the trails. In our pheromone reinforcement strategy, we utilize
k-1 best-ranked ants for the first P iterations (referred to as prelimi-
nary iterations) and in the remainder of iterations we allow best-so-far
ant along with the k-1 best-ranked ants to deposit pheromone. Our
aim in adopting this strategy is to avoid a quick stagnation.
1 (ASrank)
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3.2 Extensions to TDVRPTW

In TDVRPTW, the objective function and travel speeds are adapted
accordingly. In addition, the local search and pheromone update proce-
dures are modified in line with the new objective function of minimiz-
ing the total travel time. Since the scheduling horizon is divided into
multiple time-intervals, the pheromone network also comprises multi-
ple dimensions. An ant in time-interval t deposits pheromone on the
corresponding dimension in the network.

4 Computational Study

The performance of the algorithm is tested on the time-independent
benchmark problems of [9] using real numbers (float precision). The
time-dependent versions are obtained by dividing the scheduling hori-
zon into three time intervals and utilizing different road types which
are randomly assigned to each arc. Time-dependent travel speeds are
embedded in the algorithm by utilizing a travel time matrix similar to
the approach of [6]. In the preliminary runs, we observed that heuristic
information such as ”1/distance” or ”savings” does not improve the so-
lution quality much due to the high performance of local search. Thus,
no visibility function is implemented. For each problem, 10 runs are
performed with the following parameter setting: α = 1, β = 0, ρ =
0.15, number of iterations = 100, P = 25, number of ants = N, k =
6, CL = 50. Both one dimensional and three dimensional pheromone
networks are tested in the time-independent case. The algorithm is
shown to be efficient and then applied to the time-dependent case. The
primary objective of the time-independent models is to minimize the
total distance (TD) whereas total tour time (TT) is minimized in the
time-dependent case. The algorithm is coded in C# and executed on a
Pentium 2.40 GHz processor.
Table 1 gives the average distance of each problem type for 10 runs as
well as the average number of vehicles (VN). In the class column, C
and R refer to problem types where the customers are clustered and
uniformly randomly distributed, respectively. RC refers to the prob-
lem type which includes a combination of clustered and randomly dis-
tributed customers. Since a three-dimensional network is needed for
time-dependent case we also experimented the effect of such network
structure on the time-independent problem. For C problem sets, both
one- and three-dimensional pheromone networks exhibit the same per-
formance as a result of the clustered network structure which nar-
rows the feasible region. One-dimensional network outperforms the
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Table 1. Average Results

Time-independent Time-dependent
ACO-Average ACO-Best Best-Known

class TD NV TD NV TD NV TD NV TT

C1 828.380 10.00 828.380 10.00 828.380 10.00 1093.140 10.47 9945.998
C2 590.259 3.00 589.859 3.00 589.859 3.00 941.016 4.16 9854.871
R1 1191.432 13.73 1187.282 13.58 1181.453 13.08 1499.805 12.72 2298.308
R2 913.806 5.78 901.507 5.55 898.067 5.55 1627.551 3.69 2352.808
RC1 1368.344 13.54 1357.403 13.25 1339.235 12.75 1645.410 12.64 2405.311
RC2 1044.907 6.55 1027.401 6.50 1015.738 6.38 1988.114 4.25 2672.617

three-dimensional network in type 1 problems where time windows
are narrower and the vehicle capacities are smaller whereas a three-
dimensional network is more suitable for type 2 problems. Overall,
we observed that a three-dimensional network slightly outperforms the
one-dimensional network on the overall average solution quality. There-
fore, we report the average and best results belonging to the three-
dimensional network setting. For comparison, we also provide best-
known solutions as reported in [11]. As seen in Table 1, our distances
are comparable to the best-known distances and the average gap is only
0.66 %. Furthermore, we note that we have been able to improve the
best-known distance of six instances.
For the time-dependent problems, we report the average tour times
as well as the corresponding average distances. The distances are 48.1
% longer on the average compared to the time-independent case. This
is an expected result since the two problems have different objective
functions. On the other hand, the average number of vehicles is 8.89 %
less in time-dependent case. We also observe that type 2 problems are
more sensitive to the time-dependent travel times. The distances for
type 2 problems increase dramatically due to the existence of tighter
constraints.

5 Conclusion

In this paper, we propose an ACO algorithm for solving the VRPTW
and TDVRPTW. Our preliminary experimental results show that the
proposed algorithm provides good quality results; however, the com-
putation times are rather long. We have observed that the local search
procedure enhances the solution quality of ACO significantly. On the
other hand, a large portion of the computational time is consumed by
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the local search procedure. Further research may focus on a selective
local search policy to reduce the computational effort. To improve the
performance of the algorithm, a visibility function using the time win-
dow information can be implemented and a more detailed analysis on
the trade-off between the solution quality and computational effort may
be conducted.
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Summary. Tax holidays, that exempt firms (fully or partially) from tax pay-
ment for a certain period of time, have been widely used over the world as
one of the most effective stimuli for investment attraction (see [1]).
Below, we present the model of investment attraction by means of tax hol-
idays (for other mechanisms of investment attraction see, e.g., [2]). Within
the framework of this model, we compare two alternative mechanisms of tax
holidays: tax holidays of deterministic (fixed) duration and tax holidays based
on the payback period of the initial investment.

1 The Model of Investment Waiting

In this section we study the general investment waiting model. This
model describes the behavior of the potential investor who wishes to
invest in a project of creating a new enterprise (firm), which produces
certain goods, consuming certain resources.
Investment necessary for the project of creation and start of the new
firm, is considered to be instantaneous and irreversible so that they
cannot be withdrawn from the project anymore and used for other
purposes (sunk cost). We also assume that the firm starts to produce
immediately after investing.
The most important feature of the proposed model is the assumption
that at any moment, the investor can either accept the project and
start with the investment, or delay the decision before obtaining new
information on its environment (prices, demand etc). In other words
investor waits for the most appropriate moment to invest, that is why
such a model is called an investment waiting model.
Let us suppose that the investment starts at time τ , and that Iτ be the
amount of required investment. Let πττ+t be the “operational profit”
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of the firm at time τ + t, i.e. the difference between the value of the
produced goods and its production cost.
The economic environment can be influenced by different stochastic
factors (uncertainty in market prices, demand, etc.). For this reason,
we will consider that the cost of necessary investment (It, t≥0) evolves
as a stochastic process, and operational profit (πττ+t, t≥0) is modeled
by a family (in τ≥0) of random processes, given on some probability
space (Ω,F,P) with the flow of σ-fields F=(Ft, t≥0) (the observable
information about the system), and random processes are assumed to
be F-adapted.
The lifetime of the project is considered as infinite in our model, capital
funds have also a very long useful lifetime (nearly infinite) that is why
depreciation charges are not taken into account. Moreover, the model
does not take into account maintenance costs of the capital funds.
The corporate profit taxation system will be characterized by the two-
level corporate income tax rates: the federal rate γf (paid into the
federal budget), the regional tax rate γr (paid into the regional budget),
and the duration of tax holidays ν (during the period of tax holidays,
the firm is exempted from the regional part of the profit tax).
The after-tax expected present value of the firm can be described by
the following formula

Vτ=E
(∫ ν

0
(1−γf )πττ+te

−ρtdt+
∫ ∞

ν
(1−γf−γr)πττ+te

−ρtdt

∣∣∣∣ Fτ
)
, (1)

where ρ is the discount rate, and E(·|Fτ ) stands for the conditional
expectation provided by information about the system up to time τ .
For simplicity we limit our study solely to corporate profit tax. More
complicated model with various taxes one can find in [4].
The behavior of the investor, which consists in the choice of investment
time, is assumed to be rational in the sense that he chooses time τ
(investment rule), in order to maximize his expected net present value
(NPV):

E (Vτ − Iτ ) e−ρτ → max
τ
, (2)

where the maximum is considered over all Markov times τ (with respect
to the flow of σ-fields F).
Simultaneously, the expected tax payments from the future firm into
both federal and regional budgets, discounted to investment time τ , are
equal to:

T τf = E
(∫ ∞

0
γfπ

τ
τ+te

−ρtdt

∣∣∣∣ Fτ
)
, T τr = E

(∫ ∞

ν
γrπ

τ
τ+te

−ρtdt

∣∣∣∣ Fτ
)

(3)
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respectively.

Mathematical Assumptions

The dynamics of operational profits (πττ+t, t ≥ 0) is specified by a family

of stochastic equations πττ+t=πτ+
∫ τ+t

τ
πτs (α1ds+σ1dw

1
s), t ≥ 0, where

(w1
t , t≥0) is a Wiener process, α1 and σ1 are real numbers.

We assume that at any moment τ , observing the current prices on
both input and output production one can calculate πτ = πττ , which is
the profit at the “initial moment” of creation of firm, and, hence, can
evaluate the future profits from the project before the actual creation
of the firm. We suppose that the process πτ is a geometric Brownian
motion with parameters (α1, σ1).
The amount of required investment It is described by geometric Brow-

nian motion It=I0+
∫ t

0
Is(α2ds+σ2dw

2
s), t≥0, where (w2

t , t≥0) is a

Wiener process, α2 and σ2 are real numbers, and I0 is a given ini-
tial state of the process. The pair (w1

t , w
2
t ) is two-dimensional Wiener

process with correlation r.

2 Deterministic (Fixed) Tax Holidays

For this type of tax holidays their duration ν is a given deterministic
non-negative value.
Let β be a positive root of the quadratic equation

1
2σ

2β(β−1)+(α1−α2)β−(ρ−α2)=0, (4)

where σ2=σ2
1−2rσ1σ2+σ2

2 is “total” volatility of the investment project.
The following theorem specifies an optimal rule for investing under the
fixed tax holidays with duration ν.

Theorem 1. Let σ>0, α1−1
2σ

2
1 ≥ α2−1

2σ
2
2, and ρ>max(α1, α2). Then

the optimal investment time for the problem (2) is

τ∗= min{t ≥ 0 : πt≥p∗It}, where p∗ =
β

β−1
· ρ−α1

1−γf−γre−(ρ−α1)ν
. (5)

Knowing the optimal investment time one can find the expected NPV
as well as expected present tax revenues into the budgets at different
levels under the optimal behavior of the investor:
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N = E(Vτ∗ − Iτ∗)e−ρτ
∗

=
I0

β−1

(
π0

I0p∗

)β
; (6)

Tf = ET τ
∗

f e−ρτ
∗

=
γfI0p

∗

ρ−α1

(
π0

I0p∗

)β
; (7)

Tr = ET τ
∗

r e−ρτ
∗

=
γrI0p

∗

ρ−α1
e−(ρ−α1)ν

(
π0

I0p∗

)β
, (8)

where p∗ is defined in (5).
In [3] we proposed an optimization approach for such type of tax hol-
idays. Thus, for a given duration of deterministic tax holidays ν, one
can calculate (using (5)) the optimal investment threshold p∗ = p∗(ν)
and the corresponding expected present tax payments in the regional
budget Tr = Tr(ν). Region determines tax holidays ν∗, which maximize
expected present tax payments in the regional budget. We obtained the
following explicit formula for optimal tax holidays ([3]):

ν∗ =
{

0, if β ≤ (1−γf )/γr
(ρ− α1)−1 log [βγr/(1−γf )] , if β > (1−γf )/γr.

(9)

3 Tax Holidays Based on Payback Period

In the present paper, as the payback period (PP) of the project we
will consider the duration of the time interval (starting from the first
occurrence of balance sheet profit), at the end of which the expected
profit of the firm (discounted to the investment time) will equal the
initial cost. Since the profit of the firm is a stochastic process, the
payback period is a random variable.
The generalization of PP is the “modified payback period” (MPP) νθ. It
is defined as the duration of time interval at the end of which the ratio
of the expected discounted net profit (accumulated on this interval) to
the initial investment, equals the predefined payback coefficient θ:

νθ = min{ν ≥ 0 : E
(∫ ν

0
πττ+te

−ρtdt

∣∣∣∣ Fτ
)
≥ θIτ},

(if the minimum is not attained then νθ = ∞). νθ is Fτ -measurable
random variable, but not necessary finite. The standard payback period
is a particular case of MPP (with θ=1).
The optimal investment rule, given the MPP tax holidays (with coeffi-
cient θ) is characterized by the following theorem.
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Theorem 2. Suppose that σ>0, α2−1
2σ

2
2 ≥ α1−1

2σ
2
1, ρ>max(α1, α2),

and θ< [1−γf−(1−γf−γr)/β]−1. Then the optimal investment time
for the problem (2) is

τ∗= min{t ≥ 0 : πt≥p∗θIt}, where p∗θ =
β

β−1
· (ρ−α1)(1−γrθ)

1−γf−γr
. (10)

On the basis of (10), we can obtain explicit formulas for the expected
NPV, the expected present tax payments from the created firm in fed-
eral and regional budgets (given optimal investment behavior), as in
(6)-(8):

N=
I0(1−γrθ)
β−1

π∗, Tf=
γfI0p

∗
θ

ρ−α1
π∗, Tr=γrI0

(
p∗θ

ρ−α1
−θ
)
π∗, π∗=

(
π0

I0p∗θ

)β

where p∗θ is defined in (10).
As in the case of deterministic tax holidays, we can propose an op-
timization approach, through which the region chooses the payback
coefficient θ∗, which maximizes expected present tax payments in the
regional budget. One can show that :

θ∗ =





0, if β ≤ (1−γf−γr)/γr
1
γr
· βγr − (1−γf−γr)
βγr + (β − 1)(1−γf−γr)

, if β > (1−γf−γr)/γr. (11)

Let us note that the dependence of the optimal payback coefficient on
the parameters of the project and the discount rate has been completely
specified by β characteristic of the project (4).

4 Comparative Analysis of the Effectiveness of Various
Types of Tax Holidays

On the basis of the obtained explicit formulas for optimal tax holi-
days (9) and optimal payback coefficient (11), it is possible to compare
the following types of tax holidays, depending on their impact on the
present tax payments in federal Tf and regional Tr budgets, as well as
expected investor’s NPV N :

• optimal MPP tax holidays – νθ∗ ;
• tax holidays based on standard payback period – ν1;
• optimal deterministic tax holidays – ν∗.
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The value of the optimal payback coefficient θ∗ (when β is not too
large) is less than 1. This means that the use of the standard payback
period as the duration of tax holidays brings, in most cases, decreased
expected tax payments from the created firm in the regional budget.
If β is not too large (β<β0) the following relations hold:

Tr(ν1) < Tr(ν∗) < Tr(νθ∗).

Tf (ν∗) < Tf (νθ∗) < Tf (ν1), N (ν∗) < N (νθ∗) < N (ν1).

So, for the regional budget, the most effective tax holidays are optimal
MPP holidays, and tax holidays based on the standard payback period
are the least effective. As for both federal budget and investor, the tax
holidays based on the standard payback period are the most effective.
As our calculations showed, the parameters of the most “reasonable”
investment projects are situated inside the “appropriate” area {β<β0}.
Let us notice as well that optimal MPP tax holidays stimulate an earlier
arrival of the investor than optimal deterministic tax holidays. But
increasing of uncertainty (volatility of the project) generates a loss of
efficiency of the various types of optimal tax holidays.
The financial support of RFBR (project 08–06–00154) and of the grant
# NSh-929.2008.6, School Support, is gratefully acknowledged.
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1 Introduction

Let ξ := ξ(ω) (s×1) be a random vector defined on a probability space
(Ω, S, P ); F, PF the distribution function and the probability measure
corresponding to the random vector ξ. Let, moreover, g0(x, z), g1

0(y, z)
be functions defined on Rn × Rs and Rn1 × Rs; fi(x, z), gi(y), i =
1, . . . , m functions defined on Rn × Rs and Rn1 ; h := h(z) (m × 1)
a vector function defined on Rs, h

′
(z) = (h1(z), . . . , hm(z)); X ⊂

Rn, Y ⊂ Rn1 be nonempty sets. Symbols x (n× 1), y := y (x, ξ) (n1 ×
1) denote decision vectors. (Rn denotes the n–dimensional Euclidean
space, h

′
a transposition of the vector function h.) .

Stochastic programming problems with recourse (in a rather general
setting) can be introduced as the following problem:
Find

ϕ(F ) = min
x∈X

EF {g0(x, ξ) + min
{y∈Y :gi(y)≤hi(ξ)−fi(x,ξ),i=1,···,m}

g1
0(y, ξ)}, (1)

where EF denotes the operator of mathematical expectation corre-
sponding to F.
A special case of the problem (1) is a stochastic programming problem
with linear recourse, where Y = Rn1 and, furthermore,

ϕ(F ) = min
x∈X

EF {g0(x, ξ) + min
{y∈Rn1 :Wy=h−Tx,y≥0}

q
′
y} (2)

with q := q(ξ)(n1 × 1), T := T (ξ)(m × n),W := W (ξ)(m × n1),m ≤
n1,m ≤ n (generally) random vectors and matrices.
If we denote

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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Q(x, ξ) = min
{y∈Y :gi(y)≤hi(ξ)−fi(x,ξ),i=1,...,m}

g1
0(y, ξ)},

f0(x, ξ) = g0(x, ξ) +Q(x, ξ),
(3)

then evidently the problem (1) is covered by a more general problem:
Find

ϕ(F ) = inf{EF f0(x, ξ)|x ∈ X}, (4)

with f0(x, z) arbitrary real valued function defined on Rn ×Rs.
In applications very often the “underlying” distribution function F has
to be replaced by an empirical distribution function FN . Evidently,
then the solution is sought with respect to the “empirical” problem:
Find

ϕ(FN ) = inf{EFN f0(x, ξ)|x ∈ X}. (5)

If X (F ),X (FN ) denote the optimal solution sets of the problems (1)
and (5), then under rather general assumptions ϕ(FN ),X (FN ) are
“good” stochastic estimates of ϕ(F ),X (F ) (see e.g. [1], [4], [5], [12],
[13]). There were introduced assumptions guaranteing the consistency,
asymptotic normality and convergence rate. Especially, it means in the
last case that

P{ω : Nβ|ϕ(F )−ϕ(FN )| > t} →(N→∞) 0 for t > 0, β ∈ (0,
1
2

). (6)

To obtain the relation (6), the Hoeffding inequality (see e.g. [2], [5]),
large deviation (see e.g. [4]), Talagrand approach (see e.g. [10]) and the
stability results (see e.g. [11]) have been employed. To obtain new as-
sertions, we employ stability results [8] based on the Wasserstein metric
determined by L1 norm in Rs. Consequently, our results are based on
the assumption of thin tails of one–dimensional marginal distribution
functions Fi(z), i = 1, . . . , s corresponding to F (z).

2 Some Auxiliary Assertions

Let P(Rs) denote the set of all Borel probability measures on Rs, s ≥ 1;
M1(Rs) = {P ∈ P(Rs) :

∫
Rs
‖z‖1sP (dz) <∞}, ‖ · ‖1s the L1 norm in Rs.

First, we recall a little generalized result of [7].
Proposition 1. Let G be an arbitrary s–dimensional distribution func-
tion such that PG ∈M1(Rs). Let, moreover, PF ∈M1(Rs), f0(x, z) be
defined on Rn×Rs. If for every x ∈ X, f0(x, z) is a Lipschitz function of
z ∈ Rs with the Lipschitz constant L(x) (corresponding to L1 norm),
then
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|EF f0(x, ξ)−EGf0(x, ξ)| ≤ L(x)
s∑

i=1

+∞∫

−∞

|Fi(zi)−Gi(zi)|dzi for x ∈ X.

(Symbols Fi, Gi, i = 1, . . . , s denote one–dimensional distribution func-
tions corresponding to F,G.)
Evidently, Proposition 1 reduces (from the mathematical point of view)
stability results considered with respect to s–dimensional distribution
functions to one–dimensional case. The next assertion has been proven
in [8].
Proposition 2. Let s = 1, t > 0, R̄ > 0. If

1. PF is absolutely continuous with respect to the Lebesgue measure
on R1,

2. there exists ψ(N, t) := ψ(N, t, R̄) such that the empirical distribu-
tion function FN fulfils for N = 1, 2, . . . the relation

P{ω : |F (z)− FN (z)| > t} ≤ ψ(N, t) for every z ∈ (−R̄, R̄),

then for t
4R̄

< 1, N = 1, 2, . . . it holds that

P{ω :
∞∫
−∞
|F (z)− FN (z)|dz > t} ≤

(12R̄
t + 1)ψ(N, t

12R̄
, R̄) + P{ω :

−R̄∫
−∞

F (z)dz > t
3}+

P{ω :
∞∫
R̄

(1− F (z))dz > t
3}+ 2NF (−R̄) + 2N(1− F (R̄)).

(7)

To recall the next auxiliary assertion (proven in [9]), let ξ̄, η̄ be random
values defined on (Ω,S, P ). We denote by F(ξ̄,η̄), Fξ̄, Fη̄ the distribu-
tion functions of the random vector (ξ̄, η̄) and marginal distribution
functions of ξ̄ and η̄.
Lemma. Let ζ̄ = ξ̄η̄ := ξ̄(ω)η̄(ω), Fζ̄ denote the distribution function
of ζ̄. If

1. PFξ̄ , PFη̄ are absolutely continuous with respect to the Lebesgue
measure on R1 (we denote by fξ̄, fη̄ the probability densities corre-
sponding to Fξ̄, Fη̄),

2. there exist constants C ξ̄1 , C
ξ̄
2 , C

η̄
1 , C

η̄
2 > 0 and T

′
> 0 such that

fξ̄(z) ≤ C ξ̄1 exp{−C ξ̄2 |z|} for z ∈ (−∞, −T ′)⋃(T
′
,∞),

fη̄(z) ≤ C η̄1 exp{−C η̄2 |z|} for z ∈ (−∞, −T ′)⋃(T
′
,∞),
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then, there exist constants C ζ̄1 , C
ζ̄
2 > 0, T̄ > 1 such that for z > T̄

Fζ̄(−z) ≤
C ζ̄1

C ζ̄2

exp{−C ζ̄2
√
z}, (1− Fζ̄(z)) ≤

C ζ̄1

C ζ̄2

exp{−C ζ̄2
√
z}.

3 Convergence Rate

Let {ξi}∞i=1 be a sequence of independent s–dimensional random vectors
with a common distribution function F, FN be determined by {ξi}Ni=1.

3.1 General Case

Theorem 1. [8] Let t > 0, X be a compact set. If

1. PFi , i = 1, . . . , s are absolutely continuous with respect to the
Lebesgue measure on R1 (we denote by fi, i = 1, . . . , s the proba-
bility densities corresponding to Fi),

2. there exist constants C1, C2 > 0 and T > 0 such that for i = 1, . . . , s

fi(zi) ≤ C1 exp{−C2|zi|} for zi ∈ (−∞,−T )
⋃

(T,∞),

3. f0(x, z) (defined by the relation (3)) is a uniformly continuous, Lip-
schitz (with respect to L1 norm) function of z ∈ Rs, the Lipschitz
constant L is not depending on x ∈ X,

then

P{ω : Nβ|ϕ(FN )− ϕ(F )| > t} →(N→∞) 0 for β ∈ (0,
1
2

). (8)

Remarks.

1. Some cases, under which f0(x, z) (defined by (3)) fulfils the assump-
tion 3 of Theorem 1, are introduced e.g. in [6].

2. If Q(x, z) corresponds to the case (2) (with q and simultaneously
with at least one of h or T random), then evidently, the assumption
3 of Theorem 1 has not to be fulfilled (for more details see e.g. [3]).
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3.2 Stochastic Programming Problems with Linear Recourse

Considering the linear case (2), we assume:

A.1 a. W is a deterministic matrix,
b. W is a complete recourse matrix (for the definition of the com-

plete recourse matrix see e.g. [3]),
A.2 there exists u ∈ Rm such that u

′
W ≤ q a.s.

Theorem 2. [8] Let t > 0, X be a compact set, the assumptions A.1,
A.2 and the assumptions 1, 2 of Theorem 1 be fulfilled. If

1.
f0(x, ξ) = g0(x, ξ) +Q(x, ξ)

Q(x, z) = min
{y∈Rn1 :Wy=h−Tx,y≥0}

q
′
y},

2. g0(x, z) is a uniformly continuous, Lipschitz (with respect to L1

norm) function of z ∈ Rs, the Lipschitz constant L is not depending
on x ∈ X,

then

P{ω : Nβ|ϕ(F )− ϕ(FN )| > t} →(N→∞) 0 for t > 0, β ∈ (0,
1
2

).

Proof. Employing the assertion of Propositions 1, 2, Lemma and the
technique employed in [8] we obtain the assertion of Theorem 2. �

4 Conclusion

The paper deals with the convergence rate of the optimal value of the
empirical estimates in the case of the stochastic programming with
recourse. It is known that if X is a convex, nonempty, compact set and
either f0(x, z) a strongly convex (with a parameter ρ > 0) function on
X or some growth conditions ([8], [12]) are fulfilled, then also

P{ω : Nβ‖x(FN )− x(F ))‖2 > t} →(N→∞) 0 for t > 0, β ∈ (0,
1
2

). (9)

To see the conditions under which Q(x, z) is a strongly convex function
on X see e.g. [11].
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Summary. Empirical testing of random number generators includes good-
ness-of-fit tests with many numbers. The tests involve sorting and classifi-
cation of random numbers. We study the effects of sorting routines on the
computation time of tests of uniformity and propose improvements.

1 Introduction

Unbiased tests must be applied using statistical quantitative measures
to judge whether a sequence of numbers is random or not [1].

1.1 Goodness-of-Fit Tests

Two regularly applied statistical goodness-of-fit tests are the χ2-test
and the Kolmogorov-Smirnov test (KS test).
The χ2-test uses a fairly large number, n, of independent observations.
The number of observations falling in each of k categories (we may call
buckets) is counted and a test variable χ2 is computed.
If the test value χ2 is below the 1% percentile of the χ2-distribution
or above the 99% percentile we reject the numbers as not sufficiently
random. Values between 1% and 5% or 95% and 99% are suspect. The
χ2 test detects global non-random behavior [1].
For a continuous distribution function F (x) the KS test is based
on the maximal difference D of the hypothetic distribution function
F (x) and the empirical distribution function Fn(x) for observations
x1, x2, . . . , xn. We consider the uniform distribution F (x) = x on the
unit interval [0, 1] here.
With the observation, that F (x) is increasing and Fn(x) increases only
in finite steps at values xi one derives the procedure in Table 1. A C++

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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Table 1. Algorithm K ([1])

Step 1 Input the independend observations x1, x2, . . . , xn

Step 2 Sort the observations xπ(1) ≤ xπ(2) ≤ . . . ≤ xπ(n)

Step 3 d = maxi=1, ... , n { in − F (xπ(i)) , F (xπ(i))− i−1
n }

Step 4 p = PKS(D ≤ d) .

implementation using quicksort can be found in [2].
We propose to apply the distribution function F (x) before Step 2 and
to use linear time sorting algorithms for keys with known range [0, 1].
In addition partial sorting of the data can be sufficient to calculate d.

Remark 1. Both statistical tests require counting rather than sorting.

1.2 Sorting

Good references for the theory of sorting are [3] and [4] and for imple-
mentations [5]. We consider internal sorting of a given array of (ran-
dom) floating point numbers with a given (uniform) distribution.
We sort by counting and distribution using bucket sort, esp. radix sort.
Radix sort uses the random numbers as keys and distributes them in
order of their digits into buckets giving raise to two principal methods
last significant digits radix sort (LSD) and most significant digits radix
sort (MSD). Radix sort can outperform quicksort (see [5, Sect. 10.7]).
LSD radix sort requires an auxiliary field to hold a copy of the data,
decreasing the number of data that can be sortet internally.

2 Implementation

We generate double floating point random numbers using ran.h [2]. We
use a simple function (Table 2) to extract the kth digit dk ∈ [0, R− 1]
from a = 0.d0d1d2 . . . db−1 ∈ [0, 1] (factor = Rk+1).
For LSD radix sort we take [5, program 10.4] followed by insertion sort
[5, program 6.3].

2.1 Counting

Bin sorting algorithms are based on the basic counting procedure in
Table 2. The field count[j] holds the cumulative absolute frequency of
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the value j for digit dk count[j] = card {dk(a[i]) | dk(a[i]) < j, actl ≤
i ≤ actr }, shiftet by actl, the lower left index of the part actually
being sorted, (i.e. the index range [actl, actr] is sorted during the
iterations of MSD radix sort).

Table 2. Counting

inline int digit(double a, double factor, int R)
{ return ((int)(floor(a * factor )) \% R ) ;}

for (j = 0; j < R+1; j++) count[j] = 0;
for (i = actl; i <= actr; i++)

count[digit(a[i],factor,R) + 1]++;
count[0] = actl;

for (j = 1; j < R+1; j++) count[j] += count[j-1];

This counting information can be used to compute the χ2 statistic:

χ2 =
R−1∑

j=0

(count[j + 1]− count[j]− n/R)2

n/R
.

Remark 2. Sorting can be stopped as soon as the numbers are rejected
being non-sufficiently random when the χ2 statistic is too big.

2.2 Lower Bounds

For subsets K ⊆ R we get lower bounds for the KS distance maxK |x−
Fn(x) | ≤ supR |x− Fn(x) | = d. In MSD radix sort K := {actxlj | j =
0, . . . , R− 1 }, the lower bounds of values in a bucket (Table 3).

Table 3. Lower bound on d

xj = actxl + j/factor; H = (double)(count[j])/n;
d = max(d, abs(xj-H));

Remark 3. Sorting can be stopped as soon as the random numbers are
rejected because the KS distance is too big.
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2.3 Priority Queue

Like in branch-and-bound algorithms we do not need to inspect all the
buckets but only those where the KS distance can exceed the already
found lower bound d. Maximal increases are obtained when all the
data xi in bin j have the lowest possible value actxl+j/factor or the
highest possible value (actxl+(j+1)/factor)-eps, giving a bound for
bin j as in Table 4.

Table 4. Inspection value of bin j

value = max(actxl+(j+1)/factor-(float)(count2[j])/n ,
(float)(count2[j+1])/n-(actxl+j/factor) );

The algorithm is controlled by a priority queue. The bin in the queue
with highest value is analysed by counting (the lower bound on d might
increase due to the counting results). New bins with values higher than
d are inserted into the queue for (possible) later analysis. The exact
KS distance d is computed when no bins with values higher than d are
in the queue.

2.4 Adaptive, In Place Sorting

Our implementation is based on the MSD radix sort program in [5,
program 10.2]. Using permutation loops, MSD radix sort can sort in
place, i.e. using the same array to store and sort the data [6].
Adaptive radix sort algorithms use different numbers of buckets for dif-
ferent sizes n of data [7]. Counting requires random access to a memory
array, possibly slowing down the program [9] considerably. Fine tuning
of the memory allocation process can make MSD radix sort approx.
three times faster compared to quicksort [10].

3 Experimental Results

Our tests are performed on a Intel Core2 E6600 CPU with 2.4 GHz
processor core frequency, 2 GB RAM, 4 MB L2 cashe and 1066 MHz
system bus frequency.
We use Microsoft Visual Studio 2008 C++ as compiler with the only
additional option /Ot and the Microsoft Windows XP x64 operating
system – probably not the best execution and storage control.
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We generated sequences of 2e, e = 20, . . . , 27, random numbers and
recorded the execution times in seconds. Table 5 shows the mean of 30
runs and their standard deviation.

Table 5. Computational Results

Quicksort 20 21 22 23 24 25 26 27
mean 0.161 0.338 0.706 1.476 3.079 6.402 13.28 27.53
sdv 0.007 0.008 0.006 0.008 0.010 0.015 0.018 0.032

LSD 20 21 22 23 24 25 26 27
mean 0.100 0.196 0.395 0.797 1.62 3.33 6.84 2823.
sdv 0.009 0.008 0.007 0.003 0.007 0.008 0.016 284.4

MSD 20 21 22 23 24 25 26 27
mean 0.130 0.260 0.537 1.075 2.255 4.590 10.93 24.91
sdv 0.007 0.008 0.008 0.007 0.007 0.007 0.185 0.013

MSD KS 20 21 22 23 24 25 26 27
mean 0.063 0.136 0.269 0.582 1.183 2.591 6.527 16.54
sdv 0.008 0.011 0.010 0.041 0.055 0.206 0.169 0.610

4 Conclusions

The Kolmogorov-Smirnov statistic can be computed significantly faster
when the probability function is applied before sorting and special sort-
ing routines are used. Various χ2-statistics can be computed simulta-
neously.
Tests using LSD radix sort on the upper digits followed by insertion
sort turn out to be approximately two times faster than computations
using quicksort (as long as internal sorting is possible) and the LSD
radix sort information can be used to compute χ2-statistics.
In place MSD radix sort needs less memory and can be adapted to the
hardware to run faster than quicksort. Using the information gener-
ated by MSD radix sort, many χ2- and KS-statistics can be computed
simultaniously.
Requiring exact computation of the KS-statistic only and using MSD
radix sort is on average nearly three times faster than tests with com-
plete sorting by quicksort and is also faster than using LSD radix sort.
The increase of variance in computation time is due to the fact that
for less uniformly distributed random numbers approximate sorting is
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significantly faster than for perfectly distributed numbers. Computing
the KS statistics for non-uniform data is approx. two times faster than
for uniform data, also solving worst case considerations for radix sort.

Remark 4. Approximative calculations are even faster.
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1 Introduction and Notation

We consider a Markov decision chain X = {Xn, n = 0, 1, . . .} with
finite state space I = {1, 2, . . . , N} and finite set Ai = {1, 2, . . . ,Ki} of
possible decisions (actions) in state i ∈ I. Supposing that in state i ∈ I
action a ∈ Ai is selected, then state j is reached in the next transition
with a given probability pij(a) and one-stage transition rewards rij(a)
and sij(a) will be accrued to such transition. We shall suppose that the
streams of transition rewards are evaluated by an exponential utility
function, say uγ(·), with risk aversion coefficient γ < 0 (the risk averse
case) or γ > 0 (the risk seeking case). Then the utility assigned to
the (random) reward ξ is given by uγ(ξ) := sign(γ) exp(γξ). Hence the
expected utility

U (γ)(ξ) = sign(γ) E[exp(γξ)], (E is reserved for expectation) (1)

and for the corresponding certainty equivalent Zγ(ξ) we have

uγ(Zγ(ξ)) = E [uγ(ξ)]⇐⇒ Zγ(ξ) = γ−1 ln{E [exp(γξ)]}. (2)

A (Markovian) policy controlling the chain identified by π = (fn) where
fn ∈ A ≡ A1 × . . . × AN for every n = 0, 1, 2, . . . and fni ∈ Ai is the
decision at the nth transition when the chain X is in state i. Policy
which takes at all times the same decision rule, i.e. π ∼ (f), is called
stationary. Stationary policy π ∼ (f) is randomized, if in state i selects
decision f

(j)
i with a given probability α(j)

i ≥ 0 (where
∑

j α
(j)
i = 1); Ā

denotes the set of all stationary randomized policies. Let

ξnX0
(π) =

n−1∑

k=0

rXk,Xk+1
(fkXk), ζnX0

(π) =
n−1∑

k=0

sXk,Xk+1
(fkXk), (3)
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be the sum of transition rewards received in the n next transitions of
the considered Markov chain X, and similarly let ξ(m,n)

Xm
(π), ζ(m,n)

Xm
(π)

be reserved for the total (random) additive rewards obtained from the
mth up to the nth transition if policy π = (fn) is followed. Since uγ(·)
is separable and multiplicative we immediately conclude by (3) that

uγ(ξnX0
(π)) = exp[γ rX0,X1(f0

X0
)] · uγ(ξ(1,n)

X1
(π)) (4)

uγ(ζnX0
(π)) = exp[γ sX0,X1(f0

X0
)] · uγ(ζ(1,n)

X1
(π)). (5)

Supposing that the chain starts in state X0 = i and policy π = (fn)
is followed, then for expected utility in the n next transitions, the cor-
responding certainty equivalent, and for mean value of the certainty
equivalent we have (Eπi denotes expectation if policy π is followed and
the starting state X0 = i)

Uπi (γ, n) := Eπi [uγ(ξnX0
(π))], Ūπi (γ, n) := Eπi [uγ(ζnX0

(π))], (6)

Zπi (γ, n) :=
1
γ

ln [Uπi (γ, n)], Z̄πi (γ, n) :=
1
γ

ln [Ūπi (γ, n)], (7)

Jπi (γ) := lim sup
n→∞

1
n
Zπi (γ, n), J̄πi (γ) := lim sup

n→∞

1
n
Z̄πi (γ, n). (8)

Similarly, for m < n if the starting state Xm = i we write

Uπi (γ,m, n) :=Eπi [uγ(ξ(m,n)
Xm

(π))], Ūπi (γ,m, n) :=Eπi [uγ(ζ(m,n)
Xm

(π))]. (9)

We introduce the following matrix notation:
Uπ(γ, n), resp. Uπ(γ,m, n), is reserved for the (column) vector whose
ith element equals Uπi (γ, n), resp. Uπi (γ,m, n),
Q(f) = [qij(fi)], resp. Q̄(f) = [q̄ij(fi)], is an N×N nonnegative matrix
with elements qij(fi) := pij(fi) ·eγrij(fi), resp. q̄ij(fi) := pij(fi) ·eγsij(fi),
P (f) = [pij(fi)] is the transition probability matrix, and e is the (col-
umn) vector of all ones.
In this note we focus attention on the asymptotic properties of the ex-
pected utility and the corresponding certainty equivalents, if the opti-
mal values considered with respect to transition rewards rij(·) must ful-
fill certain additional constraint on the expected utility or the certainty
equivalent generated by transition rewards sij(·). Obviously, this addi-
tional constraint can also interpreted as fulfilling guaranteed growth
rate under a different value of the risk aversion coefficient. Our analy-
sis is based on properties of a collection of nonnegative matrices arising
in the recursive formulas for the growth of expected utilities.
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2 Risk-Sensitive Optimality and Nonnegative Matrices

Since the considered utility functions are separable and the control
policy is Markovian on taking expectations we conclude that for X0 = i

Eπi u
γ(ξnX0

) = Eπi {exp[γ rX0,X1(f0
i )] · EπX1

[uγ(ξ(1,n)
X1

)|X1]}
=
∑

j∈I
pij(f0

i ) · eγrij(f0
i ) · Eπj uγ(ξ(1,n)

X1
) (10)

that can be also written as (recall that qij(fi) = pij(fi) · eγrij(fi))

Uπi (γ, 0, n) =
∑

j∈I
qij(f0

i )·Uπj (γ, 1, n) with Uπi (γ, n, n) = sign(γ) (11)

or in vector notation as

Uπ(γ, 0, n) = Q(f0) ·Uπ(γ, 1, n) with Uπ(γ, n, n) = sign(γ) e. (12)

Iterating (12) we get if policy π = (fn) is followed

Uπ(γ, n) = Q(f0) ·Q(f1) · . . . ·Q(fn−1) · sign(γ) e. (13)

SinceQ(f) is nonnegative by the Perron–Frobenius theorem (see e.g. [1,
3]) spectral radius ρ(f) of Q(f) is equal to the eigenvalue of Q(f) with
the largest modulus and the corresponding left and right eigenvectors,
say y(f), resp. v(f), can be selected nonnegative, i.e.

ρ(f)y(f) = y(f)Q(f), ρ(f)v(f) = Q(f)v(f). (14)

Moreover, if every Q(f) is irreducible, then y(f), v(f) can be selected
positive. Let for f, f ′ ∈ A, ϕ(f, f ′) := [Q(f)−Q(f ′)]v(f ′).

Proposition. If every Q(f) is irreducible, then there exist f̂ , f̃ ∈ A,
ρ̂ := ρ(f̂), v̂ := v(f̂), ρ̃ := ρ(f̃), ṽ := v(f̃) such that for every f ∈ A

ρ̂ v̂ = max
f∈A

Q(f) · v̂ = Q(f̂) · v̂ ≥ Q(f) · v̂ and ϕ(f, f̂) ≤ 0 (15)

ρ̃ ṽ = min
f∈A

Q(f) · ṽ = Q(f̃) · ṽ ≤ Q(f) · ṽ and ϕ(f, f̃) ≥ 0. (16)

The above facts can be easily verified by policy iterations based on
Lemma. Let f, f ′ ∈ A and ϕ(f, f ′) > 0, resp. ϕ(f, f ′) < 0. Then
ρ(f) > ρ(f ′), resp. ρ(f) > ρ(f ′).

The assertion of Lemma follows immediately since for f, f ′ ∈ A by (14)
Q(f)[v(f)−v(f ′)]+ ϕ(f, f ′) = ρ(f) [v(f)−v(f ′)]+[ρ(f)−ρ(f ′)]v(f ′)
and on premultiplying the above equality by y(f) > 0 we immediately
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get y(f)ϕ(f, f ′) = [ρ(f) − ρ(f ′)]y(f)v(f ′). Hence if ϕ(f, f ′) > 0,
resp. ϕ(f, f ′) < 0, then ρ(f) > ρ(f ′), resp. ρ(f) < ρ(f ′) (for details
and slight extensions see e.g. [4, 6, 7]). �
In virtue of Lemma we can easily construct finite sequence {f (k)∈A}
such that {ρ(f (k)), k = 0, 1, . . . ,K} is increasing, resp. decreasing, and
f (K) = f̂ fulfills (15), resp. f (K) = f̃ fulfills (16).
Since eigenvectors are unique up to multiplicative constant, on condi-
tion that v̂ > 0 we can choose v̂ ≥ e or v̂ ≤ e. Then in virtue of (15)
we immediately conclude that if v̂ ≥ e for any policy π = (fk)

n−1∏

k=0

Q(fk) · e ≤
n−1∏

k=0

Q(fk) · v̂ ≤ (Q(f̂)n · v̂ = (ρ̂)n v̂ (17)

and if v̂ ≤ e then for policy π̂ ∼ (f̂) it holds (Q(f̂))n · e ≥ (ρ̂)n v̂.
Quite similarly, by (16), we can show that for suitably selected ṽ ≤ e

n−1∏

k=0

Q(fk) · e ≥
n−1∏

k=0

Q(fk) · ṽ ≥ (Q(f̃)n · ṽ = (ρ̃)n ṽ (18)

and if ṽ ≥ e then for policy π̃ ∼ (f̃) it holds (Q(f̃))n · e ≤ (ρ̃)n ṽ.
Conclusions. Under irreducibility of all P (f)’s, and hence also of all
Q(f)’s and Q̄(f), the growth rate of Uπ(γ, n) as well as the mean
values of the certainty equivalent (cf. (6) – (8)) are independent of the
starting state and bounded from above, resp. from below, by ρ̂, resp. by
ρ̃, that can be obtained as a solution of (15), resp. (16). Similarly, the
growth rate of Ūπ(γ, n) and the mean value of the certainty equivalent
are bounded from above, resp. from below, by ρ̄, resp. by ρ̆, that can be
obtained (along with ϕ̄(f, f ′) :=[Q(f)−Q(f ′)]v(f ′)) as a solution of

ρ̄ v̄ = max
f∈A
{Q̄(f)·v̄} = Q̄(f̄)·v̄ ≥ Q̄(f)·v̄, hence ϕ̄(f, f̄) ≤ 0. (19)

ρ̆ v̆ = min
f∈A
{Q̄(f)·v̆} = Q̄(f̆)·v̆ ≤ Q̄(f)·v̆, hence ϕ̄(f, f̆) ≥ 0. (20)

Unfortunately, if we impose some constraints on the growth of Ūπ(γ, n)
policy optimizing the growth rate of Uπ(γ, n) need not be feasible. In
what follows we present policy iterations method yielding stationary
policy π∗ ∼ (f∗), in general randomized, maximizing the growth of
Uπ(γ, n) (i.e. the spectral radius of ρ(f) of Q(f) or mean value of the
corresponding certainty equivalent) on condition that the growth rate
of Ūπ(γ, n) (i.e. the spectral radius ρ̄(f) of Q̄(f) or mean value of the
certainty equivalent) is nonsmaller than a given value d (of course, we
suppose that there exists such f ∈ A that ρ̄(f) ≥ d).
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Quite similarly we can proceed for finding minimal growth rate of
Ū
π(γ, n) (or mean value of the corresponding certainty equivalent)

under constraints on the growth rate of Ūπ(γ, n) (or mean value of
the corresponding certainty equivalent), what may happen if the risk
aversion criterion is considered.

3 Finding Optimal Solutions Under Constraints

Employing policy or value iterations (see e.g. [2, 4, 6, 7]) we can find
policy π̂ ∼ (f̂) maximizing the growth rate of Uπ(γ, n) or mean value of
the certainty equivalent Jπi (γ), i.e. the value ρ(f̂), cf. (15). In case that
ρ̄(f̂) < d for finding optimal policy under a given constraint the fol-
lowing algorithmic procedure, generating decreasing (resp. increasing)
sequence ρ(f (n)) (resp. ρ̄(f (n))) can be used; similar approach works for
minimizing growth rate under constraints, and after some modifications
also for constrained average Markov decision processes, cf. [5].
Algorithm. (Maximizing growth rate under constraint)

Step 0. Set f (0) := f̂ .
Step 1. For n = 0, 1, . . . on employing f (n) ∈ A find f̃ (n) ∈ A such that
f̃

(n)
i = f

(n)
i except of one f̃ (n)

in
such that for ϕin(f̃ (n), f (n)) < 0

ρ̄(f̃ (n))− ρ̄(f (n))
|ρ(f̃ (n))− ρ(f (n))|

= max
f∈A

ρ̄(f)− ρ̄(f (n))
|ρ(f)− ρ(f (n))|

(to this end check fin = argmaxi∈I,f∈A{ϕ̄i(f, f (n))/|ϕi(f, f (n))|}, and
calculate ρ̄(f̃n).
Step 2. If ρ̄(f̃ (n))<d set f (n+1) := f̃ (n) and go to Step 1, else to Step 3.
Step 3. Randomize policies f̃ (n), f (n) to obtain decision vector f∗ ∈ Ā
such that ρ̄(f∗) = d.
The randomized stationary policy π∗ ∼ (f∗) yields maximal growth
rate ρ(f) (or mean value of the corresponding certainty equivalent)
on conditions that the growth rate ρ̄(f) ≥ d (or mean value of the
corresponding certainty equivalent is nonsmaller than d).
Illustrative Example. Consider a controlled Markov reward chain
with two states and only three possible actions in state 1. Then

P (f (1))=

[
1
3

2
3

2
3

1
3

]
, P (f (2))=

[
2
3

1
3

2
3

1
3

]
, P (f (3))=

[
1
6

5
6

2
3

1
3

]
,

are the transition probability matrices that along with transition re-
ward matrices

R=

[
3
4

3
10

3
4

3
4

]
, S=

[
3
10

3
4

3
4

3
4

]
fully characterize the transition and reward

structures of the considered Markov chain. Simple calculation yields
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Q(f (1))=

[
1
4

1
5

1
2

1
4

]
, Q(f (2))=

[
1
2

1
10

1
2

1
4

]
, Q(f (3))=

[
1
8

1
4

1
2

1
4

]

ρ(f (1)) = 0.566, ρ(f (2) = 0.631, ρ(f (3)) = 0.546,

Q̄(f (1))=

[
1
10

1
2

1
2

1
4

]
, Q̄(f (2))=

[
1
5

1
4

1
2

1
4

]
, Q̄(f (3))=

[
1
20

5
8

1
2

1
4

]

ρ̄(f (1)) = 0.681, ρ̄(f (2)) = 0.579, ρ̄(f (3)) = 0.718.
Obviously, stationary policy π(2) ∼ (f (2)), resp. π(3) ∼ (f (3)), max-
imizes growth rate of Uπ(γ, n), resp. Ūπ(γ, n). On the other hand
to maximize the growth rate of Uπ(γ, n) under condition that the
growth rate of Ūπ(γ, n) is nonsmaller than a given value d, it is neces-
sary to randomize decisions f (1), f (2), f (3). For example, to maximize
the growth rate of Uπ(γ, n) under condition that the growth rate of
Ū
π(γ, n) is nonsmaller than d = 0.6, as a simple calculation shows, it

is necessary to follow randomized policy employing in state 1 decision
f

(1)
1 with probability equal to 0.16 and decision f

(2)
1 with probability

equal to 0.84. This randomized policy defines optimal policy π∗ ∼ (f∗)
that cannot be further improved. After small algebra we get

Q(f∗)=
[

0.46 0.12
0.5 0.25

]
, ρ(f∗)=0.621, v(f∗)=

[
0.742

1

]

Q̄(f∗)=
[

0.18 0.29
0.5 0.25

]
, ρ̄(f∗)=0.600, v̄(f∗)=

[
0.70

1

]
.
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Summary. This paper introduces the PEM algorithm for estimating mix-
tures of Markov chains. The application to website users’ search patterns
shows that it provides an effective way to deal with massive data sets.

1 Introduction

Web usage mining involves using data mining techniques in the discov-
ery of web navigation patterns from web log data. Consider a sample
of n web users and let i, i = 1, ..., n, denote a web user. Web user i
is characterized by a sequence of states xi = (xi0, xi1, ..., xiTi), where
xit, t = 0, 1, ..., Ti, denotes the tth page visited by the web user i. The
length of each sequence - Ti - may differ among web users i. Under the
Markov property the sequence xi can be viewed as a Markov chain. Its
probability is given by p(xi) = p(xi0)

∏Ti
t=1 p(xit|xi,t−1), where p(xi0) is

the initial probability and p(xit|xi,t−1) is the probability that web user
i is in state xit at time t, given that he is in xi,t−1 at time t−1. Mixture
models of Markov chains allow the clustering of individuals into differ-
ent behavioral segments characterized by different patterns of change
[2]. Let S be the number of clusters. Then the marginal distribution of
xi is given by p(xi) =

∑S
s=1 πsp(xi;θs), where πs is the probability that

web user i belongs to segment s (with πs ≥ 0 and
∑S

i=1 πs = 1) and
θs is the segment specific vector parameter. Integrating the sequential
dependency within each cluster, a finite mixture of Markov chains is
obtained:

p(xi) =
S∑

s=1

πs

K∏

j=1

λ
I(xio=j)
sj

K∏

j=1

K∏

k=1

a
ηijk
sjk , (1)
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where K denotes the number of states, I(.) is the indicator function of
the user’s i initial state, ηijk is a counter of the number of transitions
between states done by user i, λsj = p(xi0 = j|i ∈ s) and asjk = p(xit =
k|xi,t−1 = j, i ∈ s) are the initial and transition probabilities, respec-
tively. The vector of parameters is ϕ = (π1, ..., πS−1,θ1, ...,θS), where
θs includes λsj , j = 1, ...,K and asjk, j, k = 1, ...,K. The log-likelihood
function for ϕ is `S(ϕ; x) =

∑n
i=1 log p(xi;ϕ), and the maximum likeli-

hood estimator (MLE) is ϕ̂ = arg max
ϕ

`S(ϕ; x).

The Expectation-Maximization (EM) algorithm [1] has become the
standard approach for finding maximum likelihood estimates of param-
eters in model-based clustering models. Given the vector of parameters
obtained at iteration h, ϕ(h), the E Step computes the conditional ex-

pectation that i belongs to cluster s as α(h+1)
is = π

(h)
s fs(xi;θ

(h)
s )∑S

r=1 π
(h)
r fr(xi;θ

(h)
r )

,

where fs(xi;θ
(h)
s ) =

∏K
j=1[λ(h)

sj ]I(xio=j)
∏K
j=1

∏K
k=1[a(h)

sjk]
ηijk . At the M

Step, the EM computes a new parameter approximation:

πs
(h+1) =

1
n

n∑

i=1

α
(h+1)
is (2)

λ
(h+1)
sj =

∑n
i=1 α

(h+1)
is I(xi0 = j)

∑n
i=1 α

(h+1)
is

(3)

a
(h+1)
sjk =

∑n
i=1 α

(h+1)
is ηijk∑n

i=1

∑K
r=1 α

(h+1)
is ηijr

. (4)

The EM algorithm stops as soon as the difference between two con-
secutive log-likelihood values becomes smaller than a given tolerance.
This algorithm may present some problems, namely being extremely
slow in convergence (linear convergence). When one deals with large
data sets the major problem relies on the E Step which encompasses a
complete pass through the data. This burden has been mostly tackled
by down scaling techniques (e.g., [4]). The main idea behind the PC-
aggregated EM (PEM) algorithm is to provide better initial parameter
estimates than the random initialization of the EM algorithm, reducing
the number of iterations needed to converge. We propose to use princi-
pal component analysis to boost the EM algorithm speed for massive
data sets. The structure of this paper is as follows. Sections 2 and 3
present the algorithm and results, respectively. The paper ends with a
short conclusion.
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2 The PEM Algorithm

Under the Markovian process, the sequence xi can be summarized by its
sufficient statistics: the initial state ϑij = I(xi0 = j) and the transitions
between states ηijk. Without loosing information, under the Markov
property xi is equivalent to x̃i = {ϑi1, ..., ϑiK , ηi11, ..., ηiKK}. Because
all vectors x̃i have the same length, the matrix X̃ = {x̃i}ni=1, with n
rows and p = K(K+1) columns, contains all the sufficient statistics. As
it is very unlikely that two objects have the same sequence (x̃i = x̃i′),
the data set cannot be aggregated by using weights in the likelihood
function. However, some sequences may be very similar.
We apply principal component analysis (PCA) to reduce data dimen-
sionality. Let yir be the score of the object i on dimension r given by
principal component PCr, yir = a1rx̌i1 + ... + aprx̌ip.The estimated
matrix A of coefficients (loadings) is orthogonal (AT = A−1) and con-
sequently uncorrelated PC’s are extracted by linear transformations of
the original variables. Principal components are based on the covari-
ance matrix of X̃, which means that the original data (x̃i) is centered
(x̌i), resulting principal components with mean zero. The PCA com-
putes the loadings avr in such away that PC1 has the largest variance
in the original data set, PC2 has the second largest variance and so on.
Thus, the first few PCs retain most of the variance in the original data
set [3].
Let q be the number of principal components to extract with q � p;
and let Y be an n × q matrix with the new values of the n objects
projected on the q dimensions. As the first component captures the
largest heterogeneity in the original patterns, it defines the first level
of patterns clustering or aggregation. Thus, based on PC1 or level 1 of
the tree, one obtains two groups {0, 1} with the mean as cut-off point,
i.e., the indicator function I(yi1 > 0) yields the classification into group
0 or 1. For example, the first two components {I(yi1 > 0), I(yi2 > 0)}
yields the aggregation of the data set into four groups.
To reproduce the total variability of the original p variables, one needs
all p PCs. However, if the first q PCs account for a large proportion of
the variability, one achieves the objective of dimension reduction. The
proportion of the first q eigenvalues of the covariance matrix of data set
X̃ gives the proportion of explained variance, and this is the criterion
we set for component extraction.1 Let G be the number of groups with
at least one observation and ng the number of observations in group

1 For example, for q = 10 components objects are allocated into a maximum of
210 = 1024 groups.
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g, g = 1, ..., G (only groups with ng 6= 0 need to be retained) with∑G
g=1 ng = n.

The PEM algorithm comprises three main phases:

1. PCA phase: uses PCA to compress original data into groups. The
output of this first phase and input to the next is a set of groups
with their corresponding weights (ng) and the average vector of
sufficient statistics within (x̃g = 1

ng

∑
i∈g x̃i);

2. Aggregate phase: estimates model parameters using the EM algo-
rithm on the aggregate data and random starts. Even loosing part
of the information, this phase can provide good estimates. Because
G� n, it is extremely fast and can be repeated several times;

3. Disaggregate phase: estimates model parameters using the EM al-
gorithm with original data and phase two best parameter estimates
as initial values.

All procedures were implemented in MATLAB 7.0 and ran on a Per-
sonal Computer Core2 Duo 2.2 GHz with 2.0 GB RAM.

3 Results

This paper uses the well-known msnbc.com anonymous web data in
kdd.ics.uci.edu/databases/msnbc/msnbc.data.html. In our study, we
used 50000 sequences of page views with at least one transition. We
set the number of clusters based on the Bayesian Information Crite-
rion, resulting in S = 2 (see [2] for more details on the data set).
To understand the performance of the PEM algorithm our experimen-
tal study controls: the percentage of explained variance (ExpV ), the
number of runs performed at the aggregate phase (Aggr), and the con-
vergence tolerance level at the aggregate phase (Tol). ExpV was set at
two levels: 80% and 90%. This leads to 10 and 13 components extracted,
and 467 and 1235 number of non-empty groups, respectively for 10 and
13 components. Aggr was set at levels 1 and 10. At level 10, one selects
the best estimate based on the maximum likelihood value. The toler-
ance level was set at levels 10−6, 1 and 10. For each of the 12 cells of
the 3× 22 full factorial design, the PEM algorithm ran 25 times. Each
run starts with a randomly generated solution. The tolerance level was
set at 10−6 in the disaggregate phase. For the standard EM algorithm
we have random initialization and 10−6 as tolerance level.
We use a percentage deviation to analyse the results. Let ResPEM and
ResEM be the results provided by 25 runs of the PEM algorithm and
the EM algorithm, respectively. The percentage deviation is defined by:
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Dev = 100× ResPEM −ResEM
abs(ResEM )

, (5)

where abs(x) is the absolute value of x. To evaluate the quality of
the retrieved solutions, ResPEM and ResEM represent the best log-
likelihood (LL) values.

Table 1. Descriptive statistics for each factor

Factor Level LL Iter Time

Min Aver Max STD Min Aver Max STD Min Aver Max STD

ExpV 80% -0,07 -0,07 -0,06 0,00 -40,64 -31,04 -23,55 6,47 -39,24 -27,37 -19,17 6,63
90% -0,03 0,01 0,02 0,02 -25,60 -13,17 -0,12 11,41 -14,03 1,97 13,50 12,22

Aggr 1 -0,07 -0,04 0,02 0,04 -29,93 -17,84 -0,12 11,76 -28,92 -13,05 10,44 17,17
10 -0,07 -0,02 0,02 0,05 -40,64 -26,37 -2,30 13,48 -39,24 -12,36 13,50 20,37

Tol 10−6 -0,07 -0,04 0,02 0,04 -29,93 -26,61 -21,06 4,21 -28,92 -14,82 9,19 17,23
1 -0,06 -0,02 0,02 0,05 -40,64 -18,28 -2,30 17,50 -25,94 -5,29 13,50 20,16
10 -0,07 -0,03 0,02 0,04 -36,53 -21,43 -0,12 15,32 -39,24 -18,00 5,62 19,06

A negative minimum, average or maximum percentage deviation means
that EM performs better than PEM algorithm. These factors have an
impact on the quality of the solutions (Table 1). On average, the qual-
ity of the best solution increases as the level of ExpV or Aggr increase.
What is perhaps surprising is the strong effect on the average percent-
age deviation produced by the ExpV factor: exception made to level
10−6 of Tol, deviations are positive only if ExpV =90% (Table 1 and
Table 2). This result was expected given that more explained variance
leads to more groups. For Tol factor (Table 1) it is difficult to establish
a direction of association.

Table 2. Average percentage deviation for each cell

Aggr Tol ExpV

80% 90%

LL Iter Time LL Iter Time

10−6 -0,07 -29,93 -28,92 -0,03 -21,06 -14,03
1 1 -0,06 -23,55 -25,94 0,02 -6,62 10,44

10 -0,06 -25,75 -25,46 0,00 -0,12 5,62

10−6 -0,06 -29,84 -25,51 0,02 -25,60 9,19
10 1 -0,06 -40,64 -19,17 0,02 -2,30 13,50

10 -0,07 -36,53 -39,24 0,02 -23,31 -12,91

Besides the performance on retrieving good solutions, we compare
both algorithms on the computer effort measured by the running time
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(Time), in seconds, and the number of iterations (Iter). For the PEM
algorithm we only took into account the number of iterations in the
disaggregate phase. This allows a better understanding of the starting
solution effect on the algorithm performance. Time is the total run-
ning time. In order to compute Time and Iter percentage deviations
we use average values instead of best values. Overall, factors have an
impact on Time and Iter percentage deviation (Table 1). The direction
of association depends on the factor.
Analysing LL, Iter and Time average percentage deviation simultane-
ously (Table 2), it turns out that an improvement in running time is
at expenses of the quality of the best retrieved solution.

4 Conclusion

This paper introduces the PEM algorithm in which principal compo-
nent analysis is used to set initial estimates for the EM algorithm. The
results show that the speed of the EM algorithm can be boosted with-
out sacrificing much the quality of the solutions. In future work we
intent to conduct research on the performance of the PEM algorithm
for extremely large data sets.
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1 Introduction

Developing model-based decision support systems for combinatorial
problems you often encounter the situation that the problem owner
is not able to explicate all necessary information to set up the system
of constraints and objectives but that he is able and willing to criticise
solutions which are obtained from some model implementation. Thus
in such scenarios it is necessary for the success of the project to design
a development process based on a sequence of models with associated
prototype systems and to integrate the problem owner into an iterative
and experimental procedure in which (additional) components can be
added or dropped from the model base. Heuristics based on indirect
search have shown to be suitable and rather powerful in these environ-
ments. These problems are typical scenarios in DSS-development and
have motivated the development of our new framework: they require
new problem-specific representational and algorithmic knowledge which
has to be acquired during an initial conceptual phase, flexibility rather
than absolute accuracy as in literature problems is a dominant system
requirement, and, to allow for rapid system development the use of gen-
eral problem solving capabilities captured in standard coding schemes
and metaheuristic strategies is more or less mandatory. In earlier papers
we have reported successful applications of the so-called GIST-approach
to non-standard real-world decision problems which had been given to
us in form of a semi-structured planning task and for which we had
to develop a decision support systems (cf.[1],[2]and[3]).In this paper
we describe how evolutionary system development using the GIST-
approach can be supported by a framework called AgileGIST which
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has been motivated by two concepts from different areas: mathemat-
ical programming languages and the dependency injection framework
from software engineering.

2 Indirect Search and the GIST-Approach

GIST is based on the concept of indirect (evolutionary/local) search
where we work in an auxiliary search space Saux, a space of simple
and general, not problem specific representations. Here the definition of
feasible moves is more or less trivial, a broad spectrum of metaheuristics
is applicable and the operations on this abstract level do not require
problem-specific knowledge. The (only) problem specific task in indirect
search is to re-map, i.e. decode a given string-code.
A decoder-concept which allows flexible handling of constraints is that
of a greedy decoder. In general, a decoder can be seen as a con-
struction heuristic on S where the specific encoding s′ ∈ Saux gener-
ates/determines the instructions or assignments. A common construc-
tion principle is the greedy-principle. Here, starting from the empty
solution, the heuristic solution is built through a sequence of partial
solutions, and the steps can be interpreted as reducing the degree of
freedom by “fixing some variables” in a way which is feasible as well as
optimal with respect to some myopic criteria. Thus a greedy construc-
tion algorithm is based on three concepts/modules:

• an ordering/sequencing input,
• a myopic decision rule, and
• a constraint checker.

The ordering/sequencing is captured in the encoding. This encoding
is input-data “generated” by some (general) heuristic strategy. The
decision rule is problem-specific, it should transform the problem’s ob-
jective function into local strategies which, dependent on the instance
data, generate solution extensions. The separation of the decision rule
from the constraint checker reduces the complexity of implementation
and supports flexibility: Confronted with problem instances from the
same domain, VRP for instance, but and some difference in constraints
and objectives only the checker has to be modified/adapted.

3 AgileGIST - Concept of a Development Framework

AgileGIST adopts the separation of model logic and data with the ab-
stract modeling on type level and (late) binding of structure (model
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file) with values (data file). Yet, instead of expecting an external solver
to construct the solution as it is the case with mathematical program-
ming languages it contains a third component: the so called constraint
checker which is a set of constraint factories i.e. independent software
modules which are (only) able to check wether a given (partial) solu-
tion violates a constraint or not. Thus for all (active) constraints of the
model which are specified (registered) in the model file the developer
has to provide a checking algorithm coded in a callable procedural pro-
gramming language which accepts the model data as parametrization.
Note that the logic of the checking procedure can be encapsulated and
held transparent and only the interface of all checking procedures have
to be standardized. This enables iterative and distributed development
as well as reuse.

3.1 Decoder-Interface

Since the decoder is responsible for converting the generic solution rep-
resentation of the heuristic solver into a problem specific representa-
tion, a specific decoder is always tied to a particular type of problem.
In order to allow the framework to remain independent of the prob-
lem type, a standardized interface for the decoder has to defined. The
main element of this interface is a standardized generic representation
that all solvers for the framework have to agree on. In our prototype
we have used permutations of natural numbers as the generic repre-
sentation. The permutation length is determined at runtime since it
depends on the size of the specific problem instance to be solved. The
required length is calculated by the decoder at the start of the solv-
ing process and handed over to the framework. The framework in turn
notifies the heuristic to generate codes (permutations) of appropriate
length. To control the search process, each generic solution represen-
tative (permutation) has to be decoded and evaluated in terms of an
objective function. Thus, a second part of the decoder-interface consists
of a function-call into the decoder that accepts a generic solution rep-
resentative (permutation of the required length) as input and returns
the objective function’s value of this candidate as a floating point num-
ber. Note that both, input and output parameters to this function are
problem independent. All problem specific knowledge resides inside the
implementation of the decoder.
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3.2 Symboltable and Fitness Function

While the problem-specific decoder produces solutions, the process
of checking for constraint-violations is delegated to independent con-
straint checker software modules. To enable these constraint checkers to
verify wether a given (partial) solution fulfills a particular constraint, a
common data model has to be established between the decoder and the
constraint checkers. In contrast to the generic solution representation
used in the interface between decoder and solver, this data model is
problem specific (but remains independent of the particular constraint
to be checked). In addition to this, the model description specifies a
fitness or objective function and a set of constraints to be checked for
each solution candidate.
Parsing of the data model consists of filling a symbol-table structure
with symbol-objects for the sets, parameters and variables specified in
the data model. This process is independent of a specific model instance
and the associated parameter values. The creation of the symboltable
at this stage allows to check for inconsistencies in the data model as
well as in the fitness function and constraints. Constraint-factories (de-
scribed later) can check for the presence of required sets and the logic
of aggregate functions in the fitness function can be verified as well.
The fitness function is expressed in terms of a mathematical expression
and is transformed into an operator tree that can later be evaluated
during the solution process. The operator tree contains nodes represent-
ing mathematical operations as well as symbol-nodes that are linked
to particular symbols in the symbol table. After the complete pars-
ing of a model description, the model can be bound to a datafile that
specifies concrete values for the parameters and sizes for the sets and
thus represents a particular instance of the problem to be solved. The
framework can then check wether all necessary data is available and
that for example the number of values provided for an indexed param-
eter corresponds to the size of the set(s) determining the dimensions of
the parameter.

3.3 Constraint-Factories and Constraint-Objects

The model description comprises a set of constraints to be checked
for each solution candidate. AgileGIST allows the registration of so
called constraint-factories which can create constraint-objects of differ-
ent types. These constraint-objects are able to check wether a specific
solution satisfies a particular constraint. The checking algorithm has
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to be provided by the constraint’s developer once for each type of con-
straint.
During parsing of the model description the framework checks for each
defined constraint wether a constraint factory has been registered for
that particular type and asks that factory for a constraint-object. In
order to allow flexible constraint-types, the constraint-definition in the
modelfile allows to define parameters for the constraint factory that
influence how the constraint-object is created.
In traditional mathematical programming languages only constraints
described as (in-)equalitities involving linear or nonlinear mathemati-
cal functions can be specified. Constraints for combinatorial problems
are often hard to express in these terms, and thus more generalized
concepts of constraints have to be supported by the framework. Ex-
amples for a constraint type which cannot be expressed in terms of
algebraic inequalities easily or intuitively are for instance time window
constraints for vehicle routing problems. The validation of such con-
straints requires recursive calculation of arrival times at the different
customers. This makes them computationally much more complex than
the evaluation of a simple inequality.

3.4 Interaction Between Decoder and Constraint-Objects

The set of constraint-objects that are generated during model parsing
are stored by the framework and the entire set can be checked during
the heuristic search on request from the decoder. The usual process is
as follows: Based on the permutation the decoder constructs a partial
solution. This solution is specified by assigning values to the decision
variables from the data model which are available in the symboltable
to the decoder and then a check of the constraints is requested by
the decoder. Now the framework requests each constraint to perform
its check against the current state of the symboltable. If all constraints
are fulfilled, the decoder can continue with the next step in its decoding
process. If at least one constraint is violated, the decoder has to modify
the partial solution. Only after the decoder has constructed a complete
feasible solution it is evaluated according to the objective function and
the resulting value is returned to heuristic as specified in the decoder-
interface.An example of such a greedy decoding process for the VRP is
depicted in Figure 1.
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4 Preliminary Experience

We have applied a prototype implementation to different VRP-problems
and the Movie Shoot Scheduling Problem. Here we were able to
”‘rapidly”’ generate a modified system which allowed parallisation of
certain activities.

Fig. 1. Decoding process example for the VRP
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1 Problem Statement

The efficient utilization of limited capacity resources, e. g. airplane
seats or hotel rooms, is a prevalent success factor for service providers
[1]. Hence, revenue management is applied to control the acceptance of
booking requests. Though successful in the short-term, it is transaction-
based so far by focusing on willingness-to-pay [8] and neglecting the
establishment of relationships with long-term profitable customers.
Therefore, a conceptual model of customer value-based revenue ma-
nagement is developed. Transaction-based optimization and booking
control are enhanced by regarding customer value-related information.

2 Transaction-Based Revenue Management

Service industries are mostly characterized by limited, inflexible and
perishable capacity resources as well as uncertain and heterogeneous
demand. Hence, when the acceptance of lower-value booking requests
that arrive early in the booking period is not limited, revenue displace-
ment may occur. When lower-value booking requests are declined too
often, instead, revenue loss can result. Therefore, revenue management
is applied to utilize the capacity efficiently by controlling the accep-
tance of early booking requests accordingly and reserve a sufficient
amount of capacity for later booking requests of higher value. Booking
control can be based on the availability of different booking classes
or dynamic pricing. So far, revenue management neglects relationship-
focused marketing since optimization and booking control are mostly
based on willingness-to-pay (i. e. prices of booking classes) and not
on the customers’ long-term value for the service provider [8]. Hence,
prospective customers with low actual but high future contributions as
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well as reference customers with low own but high induced contribu-
tions are mostly declined by the transaction-based approach.
The problem has been recognized but only insufficient solution ap-
proaches are provided so far: Either different revenue management
strategies [9] or value classes [6] for customer segments are suggested.
However, without specifying how to classify customers in the booking
process and calculate the contingents assigned to the value classes.

3 Basic Idea and Tasks of Customer Value-Based
Revenue Management

In order to allow for the establishment of relationships with long-term
profitable customers, customer value-related information should be re-
garded by revenue management. Customer value as a key figure of
customer relationship management represents the long-term value of
a customer for a company [7] and is regarded as being closely con-
nected to shareholder value [3]. Focusing on long-term profitable rela-
tionships requires strategical tasks, i. e. environmental analysis as well
as formulation of objectives and strategies. On the tactical level, there
are medium-term tasks, i. e. tactical planning, development of booking
classes and pricing. On the operational level, there is a cycle of forecas-
ting of uncertain variables in the booking period, allocation of capacity
on the different booking classes and customer segments (optimization),
decision on the acceptance of booking requests (booking control), adap-
tation of the forecast, optimization or booking control according to the
actual level of bookings, and analysis, i. e. calculation of performance
indicators to be used on the strategical, tactical and operational level
[5]. In addition, forecasting, optimization and booking control are often
based on models [12] that require model development tasks.

4 Optimization and Booking Control Approach

Optimization comprises the allocation of the available capacity on the
expected demand. The results, e. g. contingents of capacity resources or
bid prices (opportunity costs of capacity utilization), are used for boo-
king control within the booking period. In transaction-based revenue
management, capacity is only allocated on the different booking classes,
neglecting any customer value differences between customer segments.
Hence, in customer value-based revenue management, capacity has to
be allocated on J booking classes and S customer segments according
to value-related revenues. These represent a combination of short-term
revenues (i. e. the price vBCj of the respective booking class j) and
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long-term value contributions (i. e. the customer value vCSs of the re-
spective customer segment s). A weighting factor αIC ( αIC ∈ [0; 1] )
allows for balancing the importance of either short- or long-term value
contributions in certain application areas. Formulas 1 and 2 show the
value-related revenues as an additive (customer value is a monetary
value) and a multiplicative combination (customer value is a score):

vCNsj = αIC · vBCj + (1− αIC) · vCSs (1)

vCNsj = αIC · vBCj + (1− αIC) · vCSs∑
s v

CS
s

· vBCj (2)

Based on the value-related revenues, the allocation of the capacity can
be formulated as an LP where yAsj represent the contingents assigned
to a combination of customer segment s and booking class j, bsj (as an
element of B) is the amount of present bookings regarding a certain
combination, mCP

i is the capacity on the ith of I resources, and dsjt
(as an element of Dt) is the expected remaining demand from booking
interval t ( t = T, . . . , 0 ). The elements aij represent the resource
utilization and have a value of 1 whenever resource i is used by booking
class j, and 0 otherwise.

vCP (B,Dt) = max
S∑

s=1

J∑

j=1

vCNsj · yAsj

s.t.
S∑

s=1

J∑

j=1

aij · (bsj + yAsj) ≤ mCP
i ∀i = 1, . . . , I (3)

0 ≤ yAsj ≤ dsjt ∀s = 1, . . . , S;∀j = 1, . . . , J

The contingents, i. e. available capacity for a customer segment re-
questing a certain booking class, can be derived from yAsj . These can
be used by contingent control where booking requests are accepted as
long as the respective contingent is positive. When a bid-price con-
trol is applied, opportunity costs have to be calculated by comparing
the values vCP of the remaining capacity for the rest of the booking
period both in case of declining and accepting the request [4]. The
matrix R represents the booking request from customer segment s for
booking class j. A booking request is accepted as long as its value-
related revenues vCNsj outweigh the opportunity costs:

vCNsj ≥ vCP (B,Dt−1)− vCP (B + R,Dt−1) (4)
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In order to regard the distribution of demand, Monte-Carlo simulation
of different demand scenarios is suggested at which the resulting capac-
ity values are averaged, weighted by the scenario probability [4]. More-
over, heuristic solution methods, e. g. evolutionary algorithms [11], as
well as limiting the calculation to the most-utilized resources provide
means to cope with the complex optimization problems.

5 Simulation Results and Evaluation

The bid-price control described above has been implemented to allow
for a comparison of transaction- and customer value-based booking con-
trol and for analyzing the sensitivity of performance indicators in dif-
ferent environments. For the analysis, a network with two legs, a high-
and low-value booking class on each possible connection as well as a
high- and low-value customer segment have been simulated. Limited by
the efficiency of the applied prototype, 120 runs have been calculated
for each scenario. The average correlation of willingness-to-pay (i. e.
requested booking class) and customer value (i. e. requesting customer
segment) is represented by r ( r ∈ [−1; 1] ) whereas r = 1 repre-
sents the basic assumption of transaction-based revenue management,
i. e. high-value customers always request high-value booking classes,
and r = −1, however, may occur in the presence of prospective or re-
ference customers. At r = 0, the expected demand for a booking class is
generated equally by both customer segments. Three methods of control
have been applied according to the weighting of short- and long-term
revenues: strongly transaction-based ( αIC = 1 ), hybrid ( αIC = 0, 5 )
and strongly customer value-based ( αIC = 0 ). For measuring the
performance of the different methods, the value-related revenues with
according weighting factors were used: With αPI = 1, only the short-
term revenues (success, i. e. prices of all accepted booking requests)
are taken into account, while αPI = 0 calculates only the long-term re-
venues (success potential, i. e. the customer values of those customers
whose booking requests have been accepted). αPI = 0, 5 represents
a combined measure of short- and long-term revenues and considers
the uncertainty of long-term customer values since customers whose
booking requests have been accepted may not necessarily be loyal and
generate revenues as predicted. Moreover, in order to evaluate the per-
formance of the booking control in isolation, revenues can be measured
in relation to the ex-post optimal solution (i. e. the allocation of the
capacity on the observed booking requests), to a first-come-first-serve
(fcfs) control or based on a combined indicator of both [10].
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The simulation results confirm the expectation that customer value-
based booking control leads to lower short-term revenues but higher
long-term revenues as the correlation between willingness-to-pay and
customer value becomes non-positive. In case of a positive relationship,
they lead to comparable results. Furthermore, a sensitivity analysis re-
garding the non-homogeneous poisson arrival of booking requests shows
that the gain over the fcfs control according to the combined measure
( αPI = 0, 5 ) is higher when requests of high-value customer segments
arrive late in the booking period. Another sensitivity analysis confirms
findings that the gain over the fcfs control is positively correlated with
the amount of demand in relation to the capacity [2].
The simulations imply that customer value-based booking control
is recommended when there is a non-positive correlation between
willingness-to-pay and customer value [14], provided that indicators in
the booking process are sufficient to classify customers into customer
value segments accordingly. The appliance of (customer value-based)
booking control is, furthermore, reasonable in high-demand periods and
when booking requests of high value arrive late in the booking period.

6 Conclusion and Outlook on Remaining Research

Customer value-based revenue management provides means to allow
for both efficient capacity utilization and profitable customer relation-
ships. Therefore, optimization and booking control have been enhanced
for taking into account customer value-related information. However,
the approach requires complex optimization problems to be solved and
is bound to booking processes providing suitable indicators for a clas-
sification of customers into value-based segments.
Research remains in the identification of suitable indicators and mo-
dels for forecasting the customer value-related information required for
optimization and booking control [13] as well as efficient optimization
techniques, e. g. based on evolutionary algorithms [11]. In the presence
of the importance of both revenue management and customer relation-
ship management, customer value-based revenue management remains
a research area providing meaningful insights into the competitive ca-
pability of service providers.
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Summary. Die Diffusion von Komplexen Produkten und Systemen (KoPS)
auf dem Markt der Konsumenten ist mit spezifischen Risiken verbunden. Die
Gründe dafür liegen in der einzigartigen Struktur der KoPS. Sie bestehen aus
einer hohen Komponentenanzahl, die in Interaktionsbeziehungen zueinander
stehen, projektbezogen und kundenindividuell gefertigt werden [3]. Eine hohe
Produktkomplexität kann zu einem verlangsamten Diffusionsprozess führen
[7]. Deshalb ist es notwendig, den Diffusionsprozess von KoPS und seine Ein-
flussfaktoren zu untersuchen. Der Einsatz des Systemdynamischen Ansatzes
ermöglicht die Entwicklung von komplexen und dynamischen Modellen. Dieses
Paper analysiert den Diffusionsprozess von KoPS unter Integration des Ein-
flussfaktors Einstellung zur Technik der privaten Haushalte. Zusätzlich un-
terstützt eine Primärerhebung die Phase der Modellvalidierung.

1 Motivation

In den 1990iger Jahren führten innovative Entwicklungen in der In-
formations- und Kommunikationstechnik verstärkt zur Herausbildung
günstiger Bedingungen für den Absatz von KoPS an den privaten
Nachfrager. Beispiele für KoPS sind Transportsysteme, flexible Ferti-
gungszellen, die insbesondere im Business-to-Business Bereich bekannt
sind sowie Intelligente Häuser, die den Business-to-Business-to-Consu-
mer Bereich betreffen. Aus einer britischen Studie geht hervor, dass
21% der Bruttowertschöpfung allein durch die Produktion von KoPS
im sekundären Bereich geschaffen werden, das einem monetären Wert
von ungefähr 133 Milliarden £ entspricht [3].
Neue Herausforderungen ergeben sich für Unternehmen in der Produk-
tentwicklung und Vermarktung von KoPS. Sie sind hochtechnologische,
kostenintensive Güter, die speziell auf die Bedürfnisse des Nachfragers

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_63, © Springer-Verlag Berlin Heidelberg 2009

389



390 Sabine Schmidt und Magdalena Mißler-Behr

angepasst sind und haben einen höheren Mehrwert, der sich aus der
Struktur zahlreicher interagierender, hierarchisch vernetzter Kompo-
nenten ergibt, d.h. der Nutzen der Produktkomponenten im Verbund
ist höher als der Nutzen einzelner Komponenten. Bei der Vermarktung
ist mit verlangsamten Adoptionsprozessen zu rechnen [3, 9].
Die erfolgreiche Ausbreitung eines neuen Produktes über den Zeitver-
lauf wird durch den Begriff der Diffusion beschrieben. Tatsache ist,
dass Merkmale wie hohe Produktkomplexität, hoher Innovationsgrad
und ein für den Nachfrager unverständlicher Produktnutzen zur Ver-
langsamung des Diffusionsprozesses führen können. Außerdem ist der
Einfluss der Adoptoreinstellung bei der Kaufentscheidung neuer Pro-
dukte mit erhöhter Komplexität von Bedeutung.
Im Folgenden wird ein systemdynamisches Modell vorgestellt, das den
Einfluss der Einstellung zur Technik der privaten Haushalte auf den
Diffusionsprozess von KoPS untersucht.

2 Diffusion Komplexer Produkte und Systeme

Dieser Abschnitt beantwortet die zentrale Frage, wie die Diffusion von
Produktkomponenten mit Interaktionsbeziehungen (KoPS) abgebildet
wird. Die Diffusionsforschung ist an der Schnittstelle von Produktin-
novations- und Konsumentenforschung zu sehen [11]. Ausgangspunkt
der Betrachtungen sind die Diffusionsmodelle von Peterson und Maha-
jan [6], die Interaktionsbeziehungen berücksichtigen (“Multi-Innovation
Diffusion Models”). Basierend auf dem Diffusionsmodell von Bass [1]
modellieren sie Interaktionseffekte (Komplementär, Kontingent). Der
komplementäre Effekt besagt, dass erhöhte Absätze eines Produk-
tes zu einer Steigerung der Absätze eines anderen Produktes führen und
vice versa. Die Gleichungen zur Diffusionsdarstellung von zwei Produk-
ten mit diesem Effekt lauten [6]:

n1(t) =
dN1(t)
dt

= (α1 + β1N1(t) + c1N2(t))(N̄1 −N1(t)) [2.1]

n2(t) =
dN2(t)
dt

= (α2 + β2N2(t) + c2N1(t))(N̄2 −N2(t)) [2.2]

Die Lösung der Differentialgleichung ni(t) = dNi(t)
dt beschreibt den An-

teil der Nachfrager, die das Produkt i zum Zeitpunkt t gekauft haben.
Ni(t) steht für die kumulierte Anzahl der Adoptoren, die das Produkt i
bis zum Zeitpunkt t gekauft haben und N̄ beschreibt das Marktpoten-
tial des Produktes i. Angelehnt an die Koeffizienten des Bass-Modells
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entspricht α dem Innovationskoeffizienten und β dem Imitationskoef-
fizienten. Zusätzlich steht der Koeffizient ci für die positive Interak-
tionsbeziehung (ci > 0) [6].
Der kontingente Effekt betrachtet die bedingte Beziehung zwischen
einem Produkt und einem anderen, d.h. Käufer des ersten Produktes
kaufen ein zweites Produkt, das die Existenz des ersten voraussetzt,
z.B. Personal Computer (PC) und Internetzugang. Diese Beziehung
wird mit den Diffusionsgleichungen ausgedrückt:

n1(t) =
dN1(t)
dt

= (α1 + β1N1(t))(N̄1 −N1(t)) [2.3]

n2(t) =
dN2(t)
dt

= (α2 + β2N2(t))(N1(t)−N2(t)) [2.4]

3 Die Einstellung zur Technik der privaten Haushalte

Bei der Einbindung der Einstellung zur Technik der privaten Haushalte
in die Diffusionsforschung gilt es abzuschätzen, ob ein Zusammenhang
zwischen der Einstellung eines Nachfragers und seinem Kaufverhal-
ten besteht. Die Theorie des Konsumentenverhaltens findet bis auf
Ausnahmen in der Innovationsmanagementliteratur insbesondere der
Neuproduktinnovation weniger Berücksichtigung [11]. Die Nachfrage
nach einem Produkt resultiert aus einer unterschiedlichen Gewich-
tung ökonomischer, psychischer und sozialer Faktoren des Nachfragers
[2]. Einstellungen gehören zu den wesentlichen Einflussparametern des
Konsumentenverhaltens [4]. Die Einstellung wird von Trommsdorff [10]
als “Zustand einer gelernten und relativ dauerhaften Bereitschaft, in
einer entsprechenden Situation gegenüber dem betreffenden Objekt
regelmäßig mehr oder weniger stark positiv bzw. negativ zu reagieren”
definiert. Neuere Forschungen verweisen darauf, Einstellungen und
Verhalten in einer wechselseitigen Beeinflussung (Rückkopplung) zu
analysieren [5], die das systemdynamische Modell aufgreift (vgl. Abb.
1). Das Ergebnis einer Primärerhebung, die bei 1.002 privaten Haushal-
ten (Rücklaufquote 15,4%) in drei Städten von Oktober bis November
2007 durchgeführt wurde, bekräftigt die Annahme, dass von einem pos-
itiven Einfluss der Einstellung auf den Diffusionsprozess auszugehen ist.
Die privaten Haushalte wählten mit insgesamt 70,8% den Bereich des
starken bis äußerst starken Einflusses. Jedoch hängt die Intensität von
der Person und dem technischen Anwendungsbereich ab.
Zur Modellierung der Diffusion eines KoPS (bestehend aus drei Pro-
duktkomponenten) und der Nachfragereinstellung ist eine passende Un-
tersuchungsmethode auszuwählen, die berücksichtigt, dass es sich bei
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der Diffusion um einen äußerst dynamischen Prozess handelt, der auf-
grund von Wechselbeziehungen (Feedback) seiner Systemelemente in
Gang kommt und aus sich selbst heraus das System wieder stimu-
liert. Der Systemdynamische Ansatz ist ein experimentelles Instru-
ment, berücksichtigt Feedbackbeziehungen und Zeitverzögerungen [8].
Das analytische Instrument des “Stock und Flow Diagramms” ist das
Simulationsmodell des Systemdynamischen Ansatzes. Die Gesamtheit
der Regelkreise bilden ein Differenzialgleichungssystem. Beispielhaft für
die Basisdynamik stehen die Gleichungen der Bestandsgröße (Gl. 3.1)
und der Flussgröße (Gl. 3.2), bezogen auf die Periode t.

Einstellung zur Technik PHH(t) [Einstellung zur Technik Einheiten]
= Einstellung zur Technik PHH(t-1)
+ Veränderung der Einstellung zur Technik(t)-Risiko(t) [3.1]

Risiko(t) [Einstellung zur Technik Einheiten/Jahr]
= Einstellung zur Technik PHH(t)*Risikofaktor(t) [3.2]

Der Wert der Einstellung ist nicht absolut anzusehen, sondern ändert
sich im Verhältnis zum Ausgangswert. Veränderungen des Wertes be-
wirken Erfahrungen mit dem KoPS und das wahrgenommene Kaufrisiko
des KoPS (Gl. 3.2). Der Erfahrungswert hängt von der Anzahl der
bisher gekauften KoPS ab. Das Risiko wird mit Hilfe eines Faktors zwi-
schen 0% und 100% festgelegt (Gl. 3.2). Der Risikofaktor wurde aus der
empirischen Datenanalyse ermittelt. Zur Bestimmung des Risikofak-
tors wurde das Risiko in drei Gruppen unterteilt: risikoscheu (Skalen-
werte 1-2), risikoneutral (3-5) und risikofreudig (6-7). Der Anteil der
risikoscheuen Haushalte beträgt damit 34,4%.

4 Modellverhalten

Entscheidende Analysegrößen des systemdynamischen Modells sind die
Bestands- und Flussgrößen. Der Simulationszeitraum des Diffusions-
prozesses umfasst 12 Jahre (1998-2009), damit jede der drei Produk-
tkomponenten zumindest einmal den Zyklus Erstkauf und Wieder-
holungskauf durchlaufen hat. Als äquivalente Beispiele wurden für
die drei Produktkomponenten PC und Internetzugang (kontingente
Beziehung) sowie PC und Digitalkamera (komplementäre Beziehung)
gewählt, da reale Datenwerte (Statistisches Bundesamt Wiesbaden) als
Ausstattungsgrad (je 100 Haushalte) der deutschen Privathaushalte zur
Verfügung standen. Die Produktkomponenten befinden sich im Jahr
1998 in unterschiedlichen Lebenszyklusphasen. Da in t=1998 der PC
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in der Sättigungsphase und das Internet in der Wachstumsphase waren,
gibt es bereits Adoptoren. Abbildung 1 veranschaulicht den Diffusions-
prozess des KoPS mit einem Basisszenario und zwei Zusatzszenarien,
die Veränderungen im Kaufrisiko (um 20% erhöhtes oder verringertes
Risiko gegenüber dem Basisszenario) aufzeigen. Beispielhaft zeigt die
Produktkomponente A den Verlauf, der der Kurvenform von Produkt-
komponente B und C ähnlich ist. Kommt es zu einer Risikominderung
beschleunigt sich der Diffusionsverlauf der Produktkomponente A im
Vergleich zum Basisszenario.
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Fig. 1. Diffusion der Produktkomponente A des KoPS und Einstellung zur
Technik
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5 Zusammenfassung

Hochgradige Innovationen, zu denen die KoPS gehören, treten verstärkt
auf den Markt der Konsumenten. Erhöhte Produktkomplexität und
Nachfragerunsicherheiten in Bezug auf den Produktnutzen und die
schrittweise Beschaffung können zu einem verzögerten Diffusionsprozess
führen. Mit Hilfe des Systemdynamischen Ansatzes wurde in einer er-
sten Analyse ein Modell entwickelt, das den Diffusionsprozess von KoPS
unter dem Einfluss der Adoptoreinstellung betrachtet.
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Summary. Classification methods work best when all training cases are
uniquely labeled and when the number of cases grossly exceeds the num-
ber of features available. In real world applications concerning classification
of the expected behavior of clients, of the expected performance of firms or
products, to name just a few, data sparseness may occur for many reasons.
This clearly reduces the potential performance of very powerful classifiers
like distance-kernel based Support Vector Machines (SVM). Assuming that
the data observed so far are not erroneous, i.e. falsely labeled, etc., one might
wonder whether it is possible to replicate to some extend what humans seem to
accomplish with ease in some contexts, namely generalizing from a few (possi-
bly complicated) examples into many more valid training examples. However,
such human skills may heavily depend on geometric or other intuition about
a particular application domain, for instance image classification, where hu-
mans have at least observed very big numbers of image examples during their
everyday lives enabling them the envisage image templates. In our application
of credit client scoring such intuition about possible neighborhoods in client
data is improbable and the high dimensional feature vectors also do not map
into meaningful low dimensional “images”. In this paper we use a procedure
which is generating fictitious training data from the existing empirical data by
using a simple notion of similarity and also by using information about “feasi-
ble changes” in credit client data, i.e. by producing a large number of labeled
examples which are plausible unseen credit clients. We then show by means of
extensive computational experiments that under certain conditions such fic-
titious training examples are improving expected out-of-sample classification
performance of our credit client scoring models.
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1 Introduction

The search for improved out-of-sample performance of empirical clas-
sification tasks includes various procedures which attempt to guide the
use of powerful standard tools like Support Vector Machines (SVM).
In a broad sense such guidance entails emphasizing certain features of
training examples to a context neutral learning machine. Given a set
of N > 0 training examples {xi, yi}, i = 1, ..., N , with xi ∈ Rm (m
input features) and labels yi ∈ {−1, 1} (for simplicity, say) one would
ideally request joint and conditional probabilities of the simultaneous
occurrence of features in a training example. Such a probability for the
occurrences of the ith training example pi, is in fact needed in order
to evaluate the classification errors, for instance by

∑N
i=1(yi−s(xi))2pi

with an estimated data model s(x). Such probabilities pi are quite
obviously not available in many real world applications or extremely
difficult to evaluate. While in a given classification problem we typ-
ically do not have but a very small fraction of all feasible (possible)
input-output combinations, in certain approaches to enhance the per-
formance of classifiers (in manifold learning) we would like to know if
certain sets of input combination are forbidden, in order to concentrate
on the feasible ones. This is in close recognition to the fact that not all
domains are usefully modeled by ”vector space” models (models which
implicitly assume that additional feasible training examples can be gen-
erated by linearly combining existing examples, see the discussion in
[3]). Directly avoiding non-feasible input or input-output combinations
may be a very difficult task as well, hence one may ask the simpler
question of which further feasible examples follow from the available
training examples. By emphasizing the available empirical examples
by means of their feasible neighbors via generating fictitious training
examples one may (hope to) draw the classification model away from
covering potentially infeasible regions at the expense of classification
performance on the feasible regions. In various forms such attempts
have been made in the past, especially in image classification. In these
domains we find early work concerning “hints” to help neural networks
to learn symmetries in data [1] and “invariant” deformations of digi-
tal images subjected to SVM classification [6]. In [6] so called virtual
support vectors are employed to enhance classification performance.
Support vectors are those training examples which are near the class
boundaries of a SVM solution and which permit training of a classifier
with the same out-of-sample performance as a classifier trained on all
the other (redundant, etc.) training examples as well.
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Many real word classification problems like credit client scoring al-
ready suffer from relative sparseness (i.e. low N or few total number
of training examples as would be required for “safe” classification of
m-dimensional feature vectors). Although SVM are known to behave
comparatively well (due to the margin maximization principle) in situ-
ations of relative data sparseness (cf. [5] as a technical reference and [4]
for credit scoring), increasing the number of points which are effectively
contributing to the shape of the separating function may be expected to
still improve out-of-sample classification performance, which is in fact
confirmed by [6] and also in a later general article [2]. In the present
contribution our goal is to study the role of such newly generated train-
ing points in the context of empirical data where we have no or much
less intuition about what constitutes feasible neighbors of the given
data. Building on some preliminary results by using most simple repli-
cas of the original empirical data [10] we now introduce somewhat more
involved neighbors which are in part generated by verifying feasibility
constraints of the empirical application. Finally we should state what
our data model s(x) looks like in the event of using SVM (for details we
refer to [5] and SVM and credit scoring [4]). In order to follow the ex-
position in the sequel it suffices to know that the SVM finally produces
a decision rule (a separating function) of the type ypred = sign(s(x)) =
sign

(∑N
i=1 yiα

∗
i k(xi, x)+b∗

)
, with 0 ≤ α∗i ≤ C and b∗ the result of the

SVM optimization. Important is to note that α∗i > 0 (a support vector
i referred to as “SV” if α∗i < C and as “BSV” if α∗i = C in the sequel)
actively contribute to the decision function by invoking the ith training
example via a user defined kernel k(, ) which in most cases is selected
to be a semi-positive, symmetric and distance dependent function.

2 Fictitious Training Data Generation and Evaluation

The initial empirical data set for our credit scoring models is a sample of
658 clients for a building and loan credit with seven metric, two ordinal
and seven nominal input variables which are coded into a 40 dimen-
sional input vector. It contains 323 defaulting and 335 non defaulting
credit clients [7]. Fictitious data points are generated by changing cat-
egories in nominal or ordinal input variables. A new fictitious nominal
data point is generated by switching the outcome of the original data
point to any of the other possible categories. For ordinal variables only
switches to the neighboring categories are performed. By allowing only
one switch in one nominal or ordinal input variable (while preserving
the outcomes of all metric variables as well as the target label) one gets
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feasible fictitious data points close to the original data. Furthermore,
a switched input pattern always is exclusive, i.e. there are no double
fictitious credit client combinations. Altogether, 10000 fictitious data
points are generated in this way. In a first step 3290 (= 5× 658) points
were sampled randomly and added to the initial data set. The full fic-
titious data set consists of 3948 (658 original plus 3290 fictitious) data
points. Then, we follow a two step procedure for SVM model building,
proposed by [6]. In a first step, a SVM is trained using the initial data
set of 658 clients. The resulting support vectors are extracted and fic-
titious data points are generated by switching categories, as outlined
before. Finally, SVM with five different kernel functions are used for
classifying good and bad credit clients. Detailed information about ker-
nels, hyperparameters and tuning can be found in [9].
In Table 1 for each kernel the number of support vectors (SV), the
number of bounded support vectors (BSV) and the tenfold cross val-
idation classification error is shown for five different models trained
on (i) the Full Fictitious data set with additional data points around
each initial point, (ii) the SV Fictitious data set with additional points
generated around the extracted support vectors and (iii) the Real ini-
tial credit data set with 658 clients. Three classification measures are
reported: The total error is the percentage of those clients classified
incorrectly relative to all credit clients. The alpha error is the percent-
age of accepted bad relative to all bad clients and the beta error is
the percentage of rejected good relative to all good clients. Using Full
Fictitious data, the classification error of the linear model decreases
clearly, when compared to the real data performance (total error turns
down from 29.5 to 25.7 %). For models with sigmoid and polynomial
(2nd deg.) kernel the total error almost remains the same, indeed with
changing alpha and beta error. The highly non linear models (Polyno-
mial 3nd deg. and RBF) finally do not profit at all by using this type
of fictitious data. With SV Fictitious data we detect improvement in
classification performance in all but the sigmoid model when compared
to the Real data performance. Especially the RBF kernel shows very
good classification results. The number of training cases for this type of
fictitious data decreases, which reduces computation time. The linear
kernel has no bounded support vectors at all. In previous work [8] it
was shown, that in this case the SVM can be replaced by a simple linear
discriminant analysis, that is estimated just on the support vectors.
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Table 1. Evaluation and comparison of five SVM with different kernel func-
tions. Each model is trained and evaluated on two fictitious data sets (Full
Fict. and SV Fict.). Real data models are trained and evaluated without us-
ing any additional fictitious data points. Tenfold cross validation error for five
SVM models trained on real and fictitious data sets is evaluated for real data
points only.

SVM- No. of No. of No. of Alpha Beta Total
Kernel Cases SV BSV Error Error Error

Linear
Full Fict. 3948 43 2115 25.4 % 26.0 % 25.7 %
SV Fict. 768 43 0 32.2 % 22.4 % 27.2 %
Real data 658 41 316 29.1 % 29.9 % 29.5 %

Sigmoid
Full Fict. 3948 23 2637 33.1 % 26.0 % 29.5 %
SV Fict. 310 11 103 13.3 % 51.0 % 32.5 %
Real data 658 17 544 28.8 % 29.6 % 29.2 %

Polyn. 2nd deg.
Full Fict. 3948 187 1967 28.2 % 26.6 % 27.4 %
SV Fict. 1060 94 96 19.5 % 31.6 % 25.7 %
Real data 658 63 392 27.2 % 28.1 % 27.7 %

Polyn. 3rd deg.
Full Fict. 3948 636 1030 31.9 % 30.2 % 31.0 %
SV Fict. 3715 532 119 23.8 % 30.5 % 27.2 %
Real data 658 216 211 27.9 % 29.0 % 28.4 %

RBF
Full Fict. 3948 574 1255 31.3 % 26.6 % 28.9 %
SV Fict. 3113 419 97 25.7 % 23.3 % 24.5 %
Real data 658 179 252 28.2 % 23.9 % 26.0 %

3 Conclusions

After investigating the effect of the simplest placement of fictitious
training points, namely seeding the vicinity of each training point with
randomly drawn points, having the same label as the original data point
(see also [10]) we now turn to the problem of whether newly generated
training points do actually express feasible domain data. In the context
of credit scoring and in many other classification problems it is quite
obvious that not every combination of input features can be a feasi-
ble case description (e.g. a client) for any of the classes. Consequently
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we generated feasible fictitious data points by switching categories of
nominal or ordinal variables. As a result we found that in most cases
the generalization error decreases when using additional fictious data
points for SVM model training. This is especially true, when placing
fictitious data points around support vectors of the respective SVM
models only.
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Summary. In this paper we explore the possibility of deriving consensus
rankings by solving consensus optimization problems, characterizing consen-
sus rankings as suitable complete order relations minimizing the average
Kemeny-Snell distance to the individual rankings. This optimization problem
can be expressed as a binary programming (BP) problem which can typically
be solved reasonably efficiently. The underlying theory is discussed in Sect. 1.
Applications of the proposed method given in Sect. 2 include a comparison
to other mathematical programming (MP) approaches using the data set of
Tse [9] and establishing a consensus ranking of marketing journals identified
by domain experts from a subset of the Harzing journal quality list [2]. In
Sect. 3 we discuss computational details and present the results of a bench-
mark experiment comparing the performance of the commercial solver CPLEX
to three open source mixed integer linear programming (MILP) solvers.

1 Consensus Journal Ranking

Journal rankings are increasingly being employed in order to decide
upon incentives for researchers, promotion, tenure or even library bud-
gets. These rankings are based on the judgement of peers or are em-
ployed in scientometric approaches (e.g., citation frequencies, accep-
tance rate, etc.). Considering n journals J = {J1, . . . , Jn} ranked in M
different journal rankings D = {D1, . . . , DM} one might be interested
in deriving a consensus ranking by comparing the performance of each
journal in the set J on each ranking Dm.
Paired comparisons for a journal ranking Dm induce a relation (more
precisely, endorelation) Rm on the set of journals J . A consensus rank-
ing is a suitable aggregation of the relation profile—the collection of
relations R = {R1, . . . , RM}—into a single relation R, i.e., an endore-
lation on J which is at least complete, reflexive and transitive.
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Regnier [8] suggested to determine R in a suitable set C of possible
consensus relations by solving (a non-weighted variant of) the problem

M∑

m=1

wmd(R,Rm)⇒ min
R∈C

where d is a suitable dissimilarity (distance) measure. Accordingly, in
this optimization approach consensus relations are described as the
ones that “optimally represent the profile” where the average distance
d to the individual rankings is to be minimized. As a natural way to
measure distance between preference relations we use the Kemeny-Snell
distance [5] which for preference relations coincides with the symmetric
difference distance d∆.
The resulting optimization problem can be expressed as a BP prob-
lem which can typically be solved reasonably efficiently although this
combinatorial optimization problem is known to be NP-complete [10].
Let rij(m) and rij be the incidences of relations Rm and R, respec-
tively, and cij =

∑
m(2wmrij(m)− 1) then the order relation R can be

obtained by solving ∑

i6=j
cijrij ⇒ max

subject to the constraints that the rij be the incidences of a preference
order, i.e., rij meet the binarity, reflexivity and transitivity conditions
(see [3] for more details).
Finally, we note that given a relation profile there is not necessarily a
unique solution to the above optimization problem. For this reason we
use a rather brute-force branch and cut approach to find all consensus
solutions. This allows for a more detailed interpretation of the well
founded preference structure found.

2 Application

As an initial illustration we apply our method to the data set originally
employed by Tse [9] to obtain linear attribute weights for seven mar-
keting journals. Tse compared his results to rankings established in an
earlier paper by Ganesh et al. [1]. Horowitz [4] proposed another MP
approach and applied it to Tse’s data in its original (raw) form as well
as in an adapted (normalized) form.
Table 1 shows the ranking obtained by Ganesh et al., the ratings ob-
tained by Tse and Horowitz as well as the scores obtained by deriv-
ing a consensus ranking—a symmetric difference preference (SD/P)
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ordering—from Tse’s data (SD/P (Tse)). Note that, whereas in the
studies of Ganesh et al., Horowitz and Tse higher scores correspond to
higher ranked journals in our approach the most preferred journals get
the lowest scores (ranks).

Table 1. Comparison of Ranking Results
Ganesh

et. al.
Tse Horowitz Horowitz SD/P

(Tse)
SD/P
(JQL)

(raw) (norm.)
Journal of Marketing
Research (JoMR)

7 4.324 0.528 0.731 2.5 1.5

Marketing Science
(MrkS)

6 0.928 0.442 0.547 2.5 4.5

Journal of Marketing
(JroM)

5 3.941 0.594 0.032 2.5 3.0

Journal of Consumer
Research (JoCR)

4 3.919 0.869 1.075 2.5 1.5

Journal of Advertising
Research (JoAR)

3 0.891 0.175 −0.461 6.5 4.5

Journal of Retailing
(JroR)

2 0.584 0.035 −0.933 5.0 6.5

Industrial Marketing
Management (InMM)

1 0.785 0.068 −0.990 6.5 6.5

The results of our consensus method show that four journals (JoMR,
MrkS, JroM, JoCR) are most preferred and two are least preferred
(JoAR, InMM). Comparing our findings to the results obtained in the
earlier studies we see that there is high agreement on the top journals
but lower agreement further down. E.g., JroR is ranked higher using
our approach.
In a second step we extended our previous analysis using data from
the Harzing journal quality list (JQL) [2]. The JQL contains data on
852 business and management journals rated in 17 different rankings
from which we transcribed ratings for 82 marketing journals in 13 rank-
ings (subsequently referred as JQL data).
A consensus ranking based on data from the JQL (SD/P (JQL)) for
the seven marketing journals are presented in Table 1. Interestingly,
although we used a different data set there is still high agreement with
the results obtained by methods using Tse’s data. In comparison to
SD/P (Tse) we see that there is a finer grained preference ordering,
e.g., MrkS and JroM are not perceived as the most preferred journals
anymore and constitute a new group.
In a second illustration we derive a consensus ranking of marketing
journals from the JQL. As not every journal is rated in each of the 13
rankings we were facing journals having a lot of missing values. After
examination of the data set we chose to remove journals appearing
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in less than 25% of the ratings. Hereafter, we replaced the remaining
missing values in the incidence matrices with a value of zero reasonably
indicating that this journal is not rated above the others. This lead to
a final data set containing 64 journals.
Table 2 shows the scores of the top 20 ranked journals obtained by
our consensus method (SD/P) compared to the ranking EJIS07 [2]
obtained by a method proposed by Mingers and Harzing [6]. All of the
most preferred journals in SD/P have also a high rating in EJIS07. The
lower the preference for a particular journal the higher the probability
that it has a lower ranking in EJIS as well. Although in general there is
a high rank correlation (0.89 in absolute value), considerable differences
can be observed for particular journals (e.g., AoTR in Table 2).

Table 2. Relation Scores SD/P on JQL
SD/P EJIS07

Journal of Applied Psychology (JoAP) 3.0 4
Journal of Consumer Research (JoCR) 3.0 4
Journal of Marketing (JroM) 3.0 4
Journal of Marketing Research (JoMR) 3.0 4
Marketing Science (MrkS) 3.0 4
International Journal of Research in Marketing
(IJoRiM)

8.0 4

Journal of Product Innovation Management (JoPIM) 8.0 3
Journal of Retailing (JroR) 8.0 3
Journal of the Academy of Marketing Science
(JotAoMS)

8.0 4

Marketing Letters (MrkL) 8.0 3
Annals of Tourism Research (AoTR) 11.0 4
Journal of Consumer Psychology (JoCP) 12.0 3
European Journal of Marketing (EJoM) 16.5 2
Industrial Marketing Management (InMM) 16.5 2
Journal of Advertising (JroA) 16.5 2
Journal of Advertising Research (JoAR) 16.5 2
Journal of Business Research (JoBR) 16.5 3
Journal of International Marketing (JoIM) 16.5 3
Journal of Public Policy & Marketing (JoPP&M) 16.5 2
Psychology and Marketing (PsaM) 16.5 2

Fig. 1 shows the Hasse Diagram of the consensus ranking of the top 20
marketing journals using the JQL data. Instead of incomparability in
standard Hasse diagrams, elements in the same layer indicate equivalent
preference.
We are also developing a methodology for determining the “best”
k journals, i.e., finding a relation R which minimizes

∑
m d(R,Rm)

over all relations for which “winners” are always strictly preferred to
“losers”, without any further constraints on the relations between pairs
of winners or pairs of losers. Applying this “social choice function” on
the set J of journals using the data from the JQL we would choose
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Fig. 1. Consensus Journal Ranking of top 20 Marketing Journals

the following journals in increasing order (the first would be choosen if
k = 1, if k = 2 the second is additionally chosen, etc.): JoMR, JroM,
JoCR, MrkS and JoAP.

3 Computational Details and Benchmark Results

For our analysis we used R, a language for statistical computing
and graphics [7]. Currently, interfaces to the MILP solvers CPLEX,
GNU Linear Programming Kit (GLPK), lp solve, and COIN-OR SYM-
PHONY are available in R.
To rank 82 journals in 13 rankings a BP problem containing 6642 ob-
jective variables and 547, 965 constraints is to be solved. On a machine
with an Intel Xeon processor with 2.33 GHz and 16 GB of memory run
times differ considerably between the solvers. Whereas CPLEX was ca-
pable to solve this problem in around 11 seconds, SYMPHONY needed
13 minutes and lp solve 48 minutes. GLPK could not solve this problem
within a reasonable amount of time.

4 Conclusion

We presented a method for deriving consensus rankings by solving con-
sensus optimization problems minimizing average distance between the
individual ratings. This problem can be formulated as a BP problem
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which can typically be solved reasonably efficiently. Nevertheless, it
has to be noted that conclusions have to be drawn carefully from such
an analysis as the results depend on the journal rankings employed.
Although it is hardly possible to clearly derive the quality of a jour-
nal from the different rankings as journals typically are not uniformly
ranked, it is possible to indicate which journal is among the top journals
in a particular subject area.
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1 Introduction

Negotiation can be defined as a joint decision making process where
two or more parties are trying to influence the other about the alloca-
tion of resources or division of gains for the purpose of achieving own or
mutual interests [2]; [16]. Negotiators often fail to reach Pareto optimal
solutions when there is integrative potential that expand the pie and
yield higher joint outcomes [2]; [16]; [19]. Literature showed that fram-
ing of conflicts and power relations are two widely acknowledged factors
that affect the negotiation process and outcomes. According to Emer-
son “the power of A over B is equal to and based upon the dependence
of B upon A” [7]. The power imbalance empirically manifests when
high-power and low-power parties initialize a supply-demand relation-
ship in which these demands are contradictory to supplier’s desires [7].
Nevertheless, decision makers -therefore negotiators- systematically vi-
olate the requirements of rational choice and deviate from rationality
because of imperfections of human perception and decisions [9]; [14];
[18]. One of the hidden traps in decision making is reference framing
which was first introduced by Prospect theory [9]; [18]. It is proposed
that people normally perceive outcomes as gains and losses rather than
final states of outcomes and valuation of any outcome, defined as gains
or losses, depends on its location relative to the reference point which
is assigned a value of zero. Further, they stated that people are more
risk averse for positive but risk-seeking for negative outcomes. Thus,
the way a problem is framed can dramatically influence our choices.

1.1 Framing when Parties Have Unequal Power

The literature has shown that equal power dyads achieve higher joint
outcomes by focusing on the integrative side of the negotiation and
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under unequal power condition the lower power player was found to be
responsible for driving a solution of higher joint gains [12] . Another
factor that facilitates integrative solutions is powerful parties’ positive
emotion which shapes the quality of negotiation process and outcomes
[1]. While low power negotiators are not willing to accept the agree-
ments that reflects the power difference, high power parties strive to
reach agrements resulting a larger payoff for the high power negotiator
[11]. Previous frame research includes diversified findings. Some studies
have shown that loss frame produces less cooperation, more demands,
fewer concessions, more impasse [2]; [5]; [14], some reported contrary
findings when payoff from settling is risky [3], and some other studies
indeed reported no relation between frame and cooperation [4]. Lit-
erature also provides evidence that the concessions made by the loss
framed opponent loom larger due to loss aversion [5]; [6]. Another find-
ing is that when the counterpart has a loss frame, he/she is perceived as
more cooperative but more importantly negotiators generally demand
more and concede less when their opponent has a loss rather than a
gain frame [4]; [5]. In sum, following hypotheses are derived from prior
findings in the literature and current theoretical considerations that
were mentioned.

Hypothesis1a. High power parties with loss frames will obtain higher
individual outcomes when low power parties have gain frames compared
to when have loss frames.

Hypothesis1b. High power parties with loss frames will obtain higher
individual outcomes than high power parties with gain frames when
low power parties are gain framed.

Hypothesis2a. The mutual outcomes will be lowest when high power ne-
gotiators have loss frames and low-power negotiators have gain frames.

Hypothesis2b. The mutual outcomes will be highest when high-power
negotiators have gain frames and low power parties have loss frames.

Hypothesis3a. Low power parties with loss frames will reach better
individual outcomes than low power parties with gain frames when
high-power parties have loss frame.

Hypothesis3b. Low power parties with gain frames will get higher in-
dividual outcomes than low power parties with loss frames when high
power parties are gain framed.
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Hypothesis4. The difference between individual outcomes will be high-
est in favor of high power parties when they have loss frames and low
power parties have gain frames.

2 Method

2.1 Participants and Design
Ninety two business administration undergraduates at the University
of Uludag participated in the experiment for extra course credit. Par-
ticipants were randomly assigned to dyads and to a roll of either a
recruiter (high power) or a candidate (low power) (adapted from [21]).
The experimental design manipulated recruiters’ frame [gain (RG) vs.
loss (RL)] and candidates’ frame [gain (CG) vs. loss (CL)] as between-
subjects variable and power (high and low) as a within subject variable.
This led to two cells in which parties are in the same frame condition
(RG / CG and RL/CL) and two cells in which parties are in different
frame condition (RG/CL and RL/CG).

2.2 Procedure
Participants involved in a job interview between a recruiter and a can-
didate. They were given 25 minutes to read the instructions regarding
their roles, the issues, their payoff schedules and 35 minutes to negoti-
ate. To settle, participants had to reach agreement on each of five issues.
The issues were differently valued by the recruiter and candidate, thus
negotiators were able to make trade-offs (logrolling) between issues. In
the gain frame condition every alternative was represented with a pos-
itive number (gains) and in the loss frame condition, alternatives were
represented with negative numbers that express the losses.

2.3 Experimental Manipulations
Manipulation of Power. The actual power was manipulated by the num-
ber of alternatives [12] ; [13] and perceived relative power was manipu-
lated by giving information about own/counterparts’ alternatives and
values attributed to outcomes of the relationship [21] and by assigning
higher legitimate and reward power [8].
Manipulation of Frame. The frame condition was manipulated as in pre-
vious research [14]; [5]; [6]. The participants were informed that: Any
concession by the candidate/recruiter will result in serious gains/losses
for your company/you. Please do not forget that your primary objec-
tive is to maximize/minimize the monetary gains/losses for the com-
pany/yourself. What is being expected from you is to provide the coun-
terpart to concess as much as possible so that you can ascend/descend
your monetary gains/losses to a top/the lowest level that is 1800 YTL/0
YTL.
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2.4 Results
The hypotheses concerned the anticipation of two dependent variables.
The individual outcomes were based on the terms of agreement and the
level of integrativeness was measured by summing the individual pay-
offs. Power manipulation was adequate. Sense of power in high power
condition was higher (M= 81,26 / M= 42.93); F (3, 88) = 42.169, p <
0.001. Manipulation of frame was also successful. Loss frame produced
a higher sensitiveness for losing money (M = 5.67 / M =.327); F (3,
88) = 16.650, p < 0.01. Within 46 dyads, 43 reached agreement. An
initial ANOVA (analysis of variance) showed that effect of frame con-
ditions on integrativeness did not remain significant. Thus, H2a and
H2b were not supported, F (3, 39) < 1. An additional ANOVA and
further post hoc Dunnet test provided evidence that high power par-
ties with loss frames were able to achieve a higher proportion of the
rewards when low power parties were in gain frame condition (M= 1275
YTL) compared to when in loss frame condition(M= 1002 YTL). High
power parties when have loss frames also obtained higher individual
outcomes (M= 1275) compared to high power parties with gain frames
(M= 996.15) when low power parties have gain frames. Thus, H1a and
H1b were supported, F (2, 30) = 4.303, p < 0.05. H3a and H3b were
about the individual outcomes of the low power parties. Results were as
predicted. Low power parties with loss frames obtained higher individ-
ual outcomes than low power parties with gain frames when high power
parties were in loss frame condition (M = 924 vs. M = 626) and low
power parties with gain frames obtained higher individual outcomes
when high power parties were in gain frame condition (M = 906.92
vs. M = 626). Thus, H3a and H3b were supported, F(2, 30)=5.248, p
< 0.05. Hypotheses 4 predicted that the difference between individual
outcomes. Although the results were significant, post hoc Dunnet test
showed that the difference between individual outcomes was not signif-
icant between RL/CG and RG/CL conditions but was significant in all
other conditions, F( 3, 39 ) = 2.963, p < 0.05. These findings provide
partial support for H4.

3 Discussion and Limitations

This purpose of this study was to investigate the effects of gain-loss
frames in power-asymmetric negotiations. Predictions regarding the in-
tegrativeness of the agreements were not supported. High difference in
perceived relative power [12] [11], lack of prior experience and related
knowledge to raise mutual outcomes [17]; [20] and individualistic in-
structions in frame manipulation [6] could have directed the parties to
maximize own rather than mutual outcomes. An important finding in
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our experimental study is the interaction of power with frame condi-
tions to determine the level of individual outcomes. As aspirations are
related to individual outcomes [21], we interpret that the frame condi-
tions are more likely to affect individual rather than mutual outcomes.
The finding that low power parties reach higher individual outcomes
when they were in the same frame condition with the high power parties
is in consistence with the study of Olekalns and Smith(2005) [15] which
showed that perceived similarity is more important than individual’s
goals when it comes to cooperation. A last finding is that high power
parties when have loss frames seem to get what they want from the
negotiation unless low power parties also have loss frames. We would
like to mention the limitations to this study. Although experimental
studies have high internal validity thus, are powerful to demonstrate a
causal effect between independent and dependent variables, generaliz-
ability of findings to other settings and populations has to be considered
carefully. Further, it was found that Pareto improvements are not al-
ways preferred by negotiators [10]. Therefore, more satisfying rewards,
like monetary incentives, could be used to retain more realism. To con-
clude, this study underscores the importance of knowledge about power
asymmetric relations and awareness about the imperfections of human
perception and decisions traps in managing organizations rationally
and effectively.
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1 Introduction

Expected utility theory is an important instrument for decision making
under risk. To apply it in a prescriptive context, the decision maker’s
utility function needs to be elicited. Several methods for utility elici-
tation have been proposed in the literature which, from a theoretical
point of view, should lead to identical results.
However, beginning in the late 1970s, researchers have discovered that
theoretically equivalent methods of utility elicitation lead to different
results [4, 6, 7]. One important bias phenomenon which was identified
in this context is the “Response mode bias”, which describes an incon-
sistency in elicitation results of the Certainty Equivalence (CE) and
the Probability Equivalence (PE) methods.
Both methods are based on the comparison between a certain payoff
xs and a lottery, which yields a better outcome xh with probability p
and a worse outcome xl with probability 1− p. In the CE method, the
decision maker is informed about xh, xl and p and has to provide a
value xs which makes him or her indifferent between the lottery and
the certain payment. In the PE method, the decision maker provides a
value for p in response to the three other parameters.
Using a set of 10 questions, Hershey et al. [6] found that in problems in-
volving only losses, the PE method led to a significantly higher number
of subjects exhibiting risk seeking behavior than the CE method. This
phenomenon, which was later on labeled the “Response mode bias”
was particularly noticeable in lotteries involving a comparatively high
probability of loss.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_67, © Springer-Verlag Berlin Heidelberg 2009

413



414 Rudolf Vetschera, Christopher Schwand, and Lea Wakolbinger

Subsequent studies mainly focussed on testing possible explanations for
this phenomenon like scale compatibility [3, 5] or probability weighting
[10], or developed alternative procedures for utility elicitation [2].
Our current study returns to the original research on the response mode
bias and seeks to improve our understanding of this phenomenon in two
ways:

1. Rather than just classifying responses from subjects as risk-averse,
risk-neutral or risk-seeking, we use a cardinal measure of risk atti-
tude based on an approximation of the Arrow-Pratt coefficient of
risk aversion. This enables us to study not only the occurrence, but
also the strength of the bias phenomenon and to analyze cases in
which it is present, but not strong enough to bring about a full
swing in risk attitude.

2. We use this more sensitive instrument to study lotteries involving
a wide range of probability values to examine the response mode
bias under different settings.

2 Hypotheses

Based on the previous literature, we formulate the following hypotheses
concerning the response mode bias:

Hypothesis 1. For decision problems involving losses, utility functions
elicited using the CE method will exhibit a significantly higher risk
seeking attitude compared to utility functions elicited using the PE
method.

This hypothesis directly builds upon the results of Hershey et al. [6].
Since they found this phenomenon mainly in problems involving a high
probability of loss, and probability levels have been shown to influence
bias [8], we also expect:

Hypothesis 2. The shift towards risk seeking in the CE method will be
weaker in decision problems involving low probabilities of losses.

Furthermore, empirical evidence [1, 9] also suggests a reversal of the
phenomenon between loss and gain domains:

Hypothesis 3. The shift in risk attitudes between CE and PE elicita-
tion methods will be reversed in lotteries involving gains compared to
lotteries involving losses.
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3 Experimental Setup and Measurement

In total, we performed a series of three experiments. The first exper-
iment, which we do not report here because of space limitations, was
based on a replication of the experiments by Hershey et al. [6] and
involved ten lotteries in the loss domain only. To test the hypotheses
formulated above, we then conducted a series of two experiments us-
ing the five sets of values shown in Table 1, which were used both for
gains and losses. All questions involved a certain outcome and a lot-
tery, which led to an outcome of zero or the uncertain outcome with
the probability indicated in Table 1. The order of all questions was
randomized and experimental conditions were set up so that subjects
were not able to record their answers between questions.

Table 1. Questions used in the experiments

Certain Uncertain
Question outcome Probability outcome

Q1 e 100 5% e 2,000
Q2 e 10 5% e 200
Q3 e 10 50% e 20
Q4 e 90 90% e 100
Q5 e 1,900 95% e 2,000

For the two experiments, the samples consisted of undergraduate stu-
dent subjects at two different institutions in Austria. All experiments
took place in class sessions to maximize participation and minimize
potential contact between subjects across treatments. The experiments
were conducted in introductory courses, so subjects were not familiar
with the methods studied. Participants were randomly assigned to one
of two treatment groups; each group answered questions according to
one of the two elicitation methods considered. The composition of the
two samples is shown in Table 2.
Each question posed in the experiments is analyzed separately. The an-
swer provided by the subject provides one point of the utility function,
the other outcomes (zero and the uncertain payoff of the lottery) form
the two endpoints of the utility scale, which can be fixed at zero and
one. Based on these values, we approximate the first derivative of the
utility function below and above the certain outcome. The average of
these two values was used as an approximation of the first derivative
and their difference as an approximation of the second derivative. The
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Table 2. Composition of Samples

Experimental Elicitation Sample Composition
Groups Method Male Female

Experiment 2 CE 11 (35%) 20 (65%)
PE 13 (34%) 25 (66%)

Experiment 2 total 24 (35%) 45 (65%)

Experiment 3 CE 11 (46%) 13 (54%)
PE 15 (68%) 7 (32%)

Experiment 3 total 26 (57%) 20 (43%)

ratio of these two values therefore can be considered as an approxima-
tion of the Arrow-Pratt coefficient of risk aversion.

4 Results

When data from all experiments is analyzed as one data set, the two
methods do not lead to significantly different results, thus hypothesis
1 must be rejected. However, when lotteries involving low and high
probabilities are analyzed separately, a clear picture begins to emerge.
For the following analysis, questions Q1 and Q2 are considered as low
probability lotteries, questions Q4 and Q5 as high probability lotteries,
and question Q3, which involves a probability of 50%, is not used.
Table 3 shows the average values of the approximate Arrow-Pratt in-
dices for lotteries in the loss domain in the two experiments.

Table 3. Arrow-Pratt indices for low and high probabilities – loss domain

Experiment 2 Experiment 3
Method Low High Low High

CE Mean -0.2445 -1.3136 0.1413 -1.2200
Std 0.9569 0.7731 0.9216 0.7386

PE Mean -1.3547 -0.3091 -1.5126 0.1101
Std 0.9027 1.2750 0.5211 1.2038
t-test ***6.2045 ***- 5.5207 ***8.7070 *** -5.7906

***: p < 0.0001

These results clearly show the expected relationship: for lotteries in-
volving high probabilities, the Arrow-Pratt index is considerably lower
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for the CE method, indicating a more risk seeking behavior, while for
lotteries involving low probabilities, the effect is reversed. It should also
be noted that in experiment 2, subjects under all experimental condi-
tions reacted on average risk seeking, thus the differences indicated in
our experiment could not have been found using just a classification
into risk averse and risk seeking behavior. This clearly shows the ad-
vantage of using a cardinal measure of risk attitude.
The effect can also be graphically illustrated by plotting the distri-
bution of Arrow-Pratt indices across subjects for the four conditions.
Figure 1 clearly shows the resulting “Tailwhip” effect.

Fig. 1. Results of experiment 2, loss domain

When considering gains (Figure 2), the effect is still very strongly
present for lotteries involving low probabilities, where also the predicted
reversal between losses and gains can be observed. These differences
were significant in both experiments (t = 17.25, p < 0.0001 for experi-
ment 2 and t = 10.66, p < 0.0001 for experiment 3). However, for lot-
teries with high probabilities, the expected reversal did not take place,
as Figure 2 shows for experiment 2. In experiment 2, this effect (which
contradicted our expectations) was significant (t = −3.75, p = 0.0003);
but in experiment 3, it was not.
Our results therefore clearly show that the effect of elicitation methods
on the estimated utility function can be measured quite precisely by
using an approximation of the Arrow-Pratt index as a cardinal indicator
of risk attitude. Furthermore, we have observed a strong impact of both
the probability levels involved and the outcome domain on the direction
and strength of the response mode bias.
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Fig. 2. Results of experiment 2, gain domain
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Summary. One of the most critical decisions in customer relationship man-
agement, interactive marketing, and in direct marketing is the assignment
of customers to groups with similar response characteristics. This decision
usually is based on previous purchase behavior and socio-demographic vari-
ables. Unfortunately, information from different sources is likely to provide
the managers with conflicting indications of group memberships. In this study
we utilize Multi Sensor Clustering and a Rough Sets approach for assigning
individuals to groups. We outline the combination of different assignment rec-
ommendations by means of the Evidence Theory and the Transferable Belief
Model. For an empirical application we rely on a set transaction data recorded
from a customer loyalty program.

1 Introduction

The assignment of customers to groups with similar response char-
acteristics is an awkward task [6]. Usually different data describing
customers is available, but to make reliable decisions these information
need to be combined. We classify customers by means of their purchase
history and additional data. For combining these different sources of
information in decision making the Dempster-Shafer Theory (DST) [1]
provides us with a suited and flexible framework. Firstly we calculate
the belief functions and classify the customers applying the Rough Set
Theory (RST) [2]. This results in a Multi Sensor Clustering (MST) [4].
Secondly we utilize the Transferable Belief Model (TBM) [3] to com-
bine conflicting recommendations to draw a final conclusion for each
customer. This paper is organized that in section 2 the formalisms of
DST and RST are introduced. In section 3 the MST and the TBM are
outlined. Subsequently, in section 4 the empirical results are discussed.
Final conclusions are drawn in section 5.
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2 Linking Dempster-Shafer Theory with Rough Sets

Let Θ be the frame of discernemet, which includes mutually exclusive
and exhaustive atomic elements (a, b, c, . . . ). These represent hypothe-
ses, labels, or statements of a problem domain. 2Θ is the set of subsets
A,B, . . . of Θ. If the function m : 2Θ → [0, 1] satisfies m(∅) = 0 and∑

X∈2Θ m(X) = 1, then m is a basic probability assignment (bpa) over
Θ. The quantity m(X) for any X ∈ 2Θ is a mass of belief that is com-
mitted to X. From the bpa a belief function bel : 2Θ → [0, 1] is derived
by: bel(X) =

∑
A⊆X m(A)∀X ∈ 2Θ. This captures the total degree of

belief given to X. Noticeably, bel(X) represents the amount of support
given to X. The potential amount of support given to X is calculated by
the plausibility function pl : 2Θ → [0, 1] defined as pl(X) = 1− bel(X̄),
with X̄ describing the complement of X. Dempster’s rule of Combi-
nation enables the a combination of two distinct sources of evidence
by allocating the two bpa: m

′
(X) =

∑
A∩B=X m1(A) ·m2(B)∀X ∈ 2Θ.

This conjunctive sum may produce subnormal beliefs (i.e. m
′
(∅) > 0),

which have to be normalized by dividing m
′
(X) by 1−m′(∅) for X 6= ∅.

The assignment of the belief function represents the degree of belief to
the elements of 2Θ with various ways of assessing statistical evidence
[1]. Let AT = (U ,AT ) be an information system with U depicting a
set of customers and AT the non-empty set of attributes. If a target in-
formation (e.g., buying a product) is available, the information system
is a decision system AT = (U ,AT ∪ {d}), with the decision attribute
d 6= AT [2]. For any information system with AT = (U ,AT ) we de-
termine the subsets B ⊆ AT and Z ⊆ U . We asses Z by a B-Lower
approximation BZ = {z ∈ U|[z]B ∩Z 6= ∅} and a B-Upper approxima-
tion BZ = {z ∈ U|[z]B ⊆ Z}. All customers in BZ are clearly classified
as an element from Z and all customers in BZ are possible elements
from Z with respect to AT . Noticeably, RST enables an assessment of
the relevance of each attribute with respect to d. The reduct is the set
of relevant attributes, which is a subset of AT . We assess the quality

γ for the B-Lower and B-Upper approximation by γ
B

(Z) =
∑r(d)
i=1 |BZi|
|U|

and γB(Z) =
∑r(d)
i=1 |BZi|
|U| . γ

B
(Z) is the relation of correct classified

customers to the number of all customers in the decision system and
γB(Z) is the relation of the possibly classified customers to the number
of all customers (quantitative approach [5]). The qualitative approach
implies a refinement:

bel(X) =
Dis[B

⋃
i∈X Zi]

Dis[U ]
and pl(X) =

Dis[B
⋃
i∈X Zi]

Dis[U ]
,
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with Dis[set] denoting the number of distinct customers according to
a set of attributes.

3 Transferable Beliefs and Multi Sensor Clustering

The TBM allows us to allocate a belief higher than null to the empty
set: M(∅) > 0 [3]. Due to this, the definition for the belief and plausibil-
ity changes: BEL(X) =

∑
A⊆XM(A)∀X ∈ 2Θ, X 6= ∅ and PL(X) =∑

A∩X 6=∅M(A) = BEL(Θ) − BEL(X̄)∀X ∈ 2Θ. In contrast to the
DST both the belief and the plausibility include a proportion allocated
to the empty set. Moreover, in the TBM two rules–the conjunctive and
disjunctive rule–are considered: M(X) =

∑
A∩B=XM1(A)·M2(B)∀X ∈

2Θ and M(X) =
∑
A∪B=XM1(A) ·M2(B)∀X ∈ 2Θ. The conjunctive

rule is equivalent to Dempster’s rule without the normalization term.
The disjunctive rule is allocated from the product of elements of 2Θ to
the union of sets and not to the intersection. If two different sources
of evidence are combined, the intersection frequently is a empty set.
Therefore, the mass allocated to M(∅) expresses the conflict value CV
for the fusion of the two sources of evidence.
In MSC the information recorded from each sensor is a source of evi-
dence [4]. Thus, the main problem of decision making is the combina-
tion of different sources of evidence when the CV is high. The CV pro-
vides us with an indicator of reliability for the different sources. With
an increasing CV the reliability of sensors analyzing the same object
decreases. The MSC is implemented as follows: Let S be the number
of sensors. We compute the CV of all s = 2, . . . , S combinations

(
S
s

)

and use the set S ← mins=2,...,S CV .

4 Empirical Results

4.1 Data Set

In the empirical application we rely on a set transaction data recorded
over three years from a customer loyalty program of a German gro-
cery chain. The data cover a description of the card holders including
demographic variables and Sinus Milieu assignments. Additionally, the
data cover weekly advertising information as well as products featured
in flyers. For this study the top 706 customers (buying in average at
least once a week products of a category in a particular outlet) were
selected from a total of 15,542 loyalty card holders.
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4.2 Advertising Response Types

To answer the question whether or not the flyer triggers additional
purchases, the buying history of each customer is split in two equal
periods. By analyzing the first period we identify the products fre-
quently bought by the customer (bought at least every second week).
If these articles are bought by the same customer in a promotion pe-
riod of the second period, we do not know whether the flyer triggered
the purchase or not. But, if a customer buys an advertised article in
the second period, which he never bought before, he clearly reacts to
the flyer. As a result two advertising reaction types are defined. Type
I (a ∈ Θ): Customers did not buy a featured article. Thus, there is no
reaction to the flyer. Type II (b ∈ Θ): Customers bought a featured
article and there is a reaction to the flyer. This decision variable and
15 attributes make up our decision system used to calculate the be-
lief and plausibility functions with the formalism of the RST. Results
from both the qualitative and the quantitative approach are depicted
in Table 1. In contrast to conventional analysis (revealing only two at-

Table 1. Advertising response types

Reduct of attributes Approach m({a}) m({b}) m({a, b}) |U|
Age(1), Time(2), Day(3), quan. .248 .431 .321 706

SinusM(4), Volume(5) qual. .342 .532 .126 461
Age(1), Time(2), SinusM(4), quan. .218 .368 .414 706

SVolume(6), BL(7) qual. .329 .467 .204 370
(1)age (2)daytime (3)weekday, (4)Sinus Milieu, (5)customers’ annual purchases,

(6)annual category purchases, (7)brand loyalty

tributes having statistical significant impact) it becomes obvious from
the table, that indeed five attributes are needed to distinguish between
the response types. Proceeding stepwise we identify those customers
with a belief m({b}) > .35 for type II. The highest belief value for the
type II is obtained with the qualitative approach. Table 2 depicts the
decision rules of the two qualitative solutions. By interpreting the

Table 2. Decision Rules’ Antecedents for Rules with Consequence: Type II

(1): (> 60) ∧ (2): [8;12) ∧ (3): [WE;TH] ∧ (4): (TRADα) ∧ (5): (2500;3000]

(1): (40;50] ∧ (2): [12;16) ∧ (3): [WE;TH] ∧ (4): (LEADβ) ∧ (5):(3000;3500]

(1): (> 60) ∧ (2): [8;12) ∧ (4): (TRADα) ∧ (6): (> 30) ∧ (7): true

(1): (40;50] ∧ (2): [12;16) ∧ (4): (LEADβ) ∧ (6): (> 30) ∧ (7): true
(1)age (2)daytime (3)weekday, (4)Sinus Milieu, (5)customers’ annual purchases,

(6)annual category purchases, (7)brand loyalty
α Traditional milieu, β Leadership milieu
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rules solving these two decision systems, the characteristics of type II
customers become tangible for marketing managers. For instance, the
rule in the first line of Table 2 says that a customer aged more than
60 years, shopping in the time span between 8 and 12 a.m., shopping
on Wednesdays or Thursdays, steaming from the traditional Sinus mi-
lieu, spending between 2.500 and 3000 Euros in the grocery outlet, and
will react to featuring products in the flyer. Noticeably, the marketing
managers need not consider customers individually, but are provided
with a decision minimizing the CV of sensors for each customer.

4.3 Premium Customers

Mostly, the customers buy premium products from very few categories
only or switch from low-priced brands when premium products are fea-
tured or are on sale. Thus, we distinguish three customer types. Type
I: ”Customers, who only buy products from the premium assortment.”
Type II: ”...middle price segment.” and Type III:”...lower...” We con-
sider κ = 9 product categories (ketchup, pasta, bread, coffee, etc.)
as sensors. The percentages of premium, middle-class, and low-price
brands bought by the customers define the degree of beliefs according
to the product categories. For each category we compute the bpa and
combine them with the conjunctive rule. categories, the number of cus-
tomers grasped by the analysis varies with the number of sensors and
the grouping of sensors.

Table 3. Matching with varying sensors

Sensors # Categories Customers CV std (CV )
2 Groups 4-1 171 .76 .26

2-3 53 .68 .32
3 Groups 3-1-1 166 .43 .27

2-2-1 58 .46 .29

The first line in Table 3 is read as follows: If only two groups of sensors
are considered, with four categories assigned to the first group and
one category assigned to the second group, a total of 171 from our
707 customers under consideration match this scheme. The arithmetic
mean of conflict CV = .76 is high and substantive with respect to the
standard deviation of .26. Consequently, a conventional classification
(e.g., by means of discriminant analysis using these κ = 5 categories) is
likely to be unreliable. The main result of this analysis is the reduction
of the conflict sum by incorporating additional groups of sensors and
providing the sensors with a lower amount of information.
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5 Conclusions

In this paper we introduce an innovative methodology to assign individ-
ual customers to groups of managerial relevance, i.e. premium buyers.
This methodology roots in the Rough Set Theory, but adds the deci-
sion formalism from the Dempster-Shafer Theory and the Transferable
Belief Model. This enables us to overcome the the problem of conflict-
ing recommendations generated by evaluation different data describing
the one and same customer. We consider both the qualitative and the
quantitative approach of Multi-Sensor Clustering, but only the qualita-
tive approach turned out to perform well in our empirical application.
Moreover, using a data instance commonly used in retailing and direct
marketing we found the conflict sum to decrease with the incorpora-
tion of additional sensors and providing the sensors lower amount of
information. This result clearly needs to be validated, but might guide
a venue to better decisions in customer relationship management and
targeting of direct marketers.
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Summary. We propose a constraint-based approach for the two-dimensional
rectangular packing problem with orthogonal orientations. This problem is to
arrange a set of rectangles that can be rotated by 90 degrees into a rectangle
of minimal size such that no two rectangles overlap. It arises in the placement
of electronic devices during the layout of 2.5D System-in-Package integrated
electronic systems. Moffitt et al. [2] solve the packing without orientations with
a branch and bound approach and use constraint propagation. We generalize
their propagation techniques to allow orientations. Our approach is compared
to a mixed-integer program and we provide results that outperform it.

1 Introduction

Rectangular packing problems occur in many real world applications
and challenge researchers from operations research, constraint pro-
gramming, artificial intelligence and many more. We address the two-
dimensional rectangular packing problem with orthogonal orientations
(RPWO) which is to arrange rectangles that can be rotated by 90
degrees into a rectangular container such that no two overlap. Min-
imizing the container size is an NP-hard combinatorial optimization
problem. Such a problem arises in 2.5D System-in-Package (SiP) layout
design [3]. 2.5D SiP is a modern integration approach of heterogeneous
electronic components on modules which are stacked or folded verti-
cally [4]. The component placement on each module involves a RPWO.
A multitude of approaches from metaheuristics, linear, mixed integer,
nonlinear and constraint programming have been developed for rectan-
gular packing. However, the orientation is often disregarded and most
of the approaches can not integrate important constraints arising in SiP
design. Therefore, we extend the meta-constraint satisfaction problem
(CSP) approach of Moffitt et al. [2]. Their branch and bound solves
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minimal area packing and uses constraint propagation. We general-
ize the propagation algorithms for orientations and show the relation
of the meta-CSP approach to mixed-integer programming (MIP). We
compare our extended meta-CSP to an MIP and provide numerical
results that outperform it. In conclusion, our approach solves RPWO
and can be extended to address the wiring of SiP components in order
to serve as algorithm of an SiP design automation tool.
2 Problem Formulation

We denote R := {r1, . . . , rn} as rectangle set with index set I :=
{1, . . . , n}; wi, hi ∈ N represent the width and height, xi, yi ∈ N0 the co-
ordinates of the lower left corner and oi ∈ {0, 1} models the orientation
of rectangle ri; W,H ∈ N represent the width and height of the con-
tainer with upper bounds Wmax, Hmax. We formulate RPWO as mini-
mal half perimeter packing problem with linear objective f := W +H:

min f subject to (RPWO)
xi + sxi ≤W, W ≤Wmax, (1)
yi + syi ≤H, H ≤ Hmax, (2)

(1− oi)wi + oihi =sxi , oiwi + (1− oi)hi = syi , ∀i ∈ I, (3)
(xi + sxi ≤xj) ∨ (xj + sxj ≤ xi) (4)

∨ (yi + syi ≤yj) ∨ (yj + syj ≤ yi), ∀i, j ∈ I, i < j.

(1-2) ensure the rectangle containment, (3) define the size of the ori-
ented rectangles and (4) make sure that no two overlap by arranging
them left (diLj), right (diRj), below (diBj) or above (diAj) of each other.

3 Meta-CSP Model

In [2] minimal area rectangular packing with fixed orientations is ap-
proached. Instead of searching xi, yi, meta-variables Cij are introduced
for each non-overlapping constraint. Cij ranges in domain D(Cij) :=
{diLj , diRj , diBj , diAj} and represents the geometric relation between ri
and rj . The search tree is branched over the Cij and pruned with con-
straint propagation. Propagation uses incrementally maintained graphs
that describe a partial solution. Figure 1 shows a complete solution and
the corresponding packing of the rectangles. A partial packing for a sub-
set S of R is described by two sets of inequalities u + s ≤ v, Ch for
the horizontal and Cv for the vertical geometric relations. Ch and Cv are
encoded in two weighted directed graphs Gh and Gv that represent the
left and below precedences of ri and rj . The weights of the edges from
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rj to ri are given by the size −s of ri.1. Figure 2 shows Gh and Gv for
the example in figure 1.

Fig. 1. Example for a complete meta-CSP solution and its packing.
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Fig. 2. Precedence graphs for the example in figure 1.

Then, Ch (Cv) is consistent iff Gh (Gv) has no negative cycle. Negative
cycles can be detected with the all-pairs shortest path matrix Ah (Av)
of Gh (Gv). Ah and Av are updated with Floyd-Warshall in O(n3).
With Gh, Gv, Ah, Av propagation in O(1) is applied during search:

• Forward checking (FC) removes inconsistent values of Cij with re-
spect to a partial assignment. To check if value {d : u + s ≤ v} ∈
D(Cij) is consistent, A(i, j) must not be less than s.
• Removal of subsumed variables (RS) assigns Cij transitively implied

by Cik and Ckj . A value {d : u+ s ≤ v} ∈ D(Cij) of Cij is satisfied
iff the shortest path from rj to ri is smaller than −s.

Detecting cliques of displacement (DC) is another pruning technique.
Partial solutions with cliques consisting of pairwise, horizontally or
vertically, aligned rectangles whose alignment exceeds the container,
lead to a dead-end. A greedy heuristic is applied to a horizontal and
vertical displacement graph to detect such cliques early. Furthermore,
to avoid symmetric solutions, symmetry breaking before and during
the search is applied in the branch and bound of [2]. A dynamic most

1 W.l.o.g., the edges are weighted with the negative sizes of the rectangles in order
to illustrate the graph algorithms canonically.
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constrained variable first heuristic orders Cij of large rectangle pairs
first. Those relations of Cij that require the minimal increase in area
are selected first. In case of a tie, the relation {d : u+ s ≤ v} with the
least amount of slack A(i, j)− s is selected.

4 Meta-CSP Model with Orientation

To introduce orientations into the meta-CSP model, we generalize the
pruning techniques FC, RS and DC. When an oi is not assigned, we
either use the minimal si = min(wi, hi) or maximal side lengths si =
max(wi, hi) of ri for propagation. When an oi is assigned, we use sxi , s

y
i

analogously to the meta-CSP model. We apply si for FC and si for RS.
The generalized propagation rules are as follows:

∀Cij : (∃d ∈ D(Cij) : A(i, j) < si ⇒ Cij 6= d) , (5)
∀Cij : (∃d ∈ D(Cij) : A(j, i) ≤ −si ⇒ Cij = d) . (6)

For DC, we also apply si of ri with uninstantiated oi. To strengthen
propagation we propose new pruning techniques that incorporate the
orientations. We assign oi of ri which only fits into the container with a
certain oi. The rules for exceeding Wmax are as follows, analogous rules
follow for the lower bound y

i
and Hmax:

∀i ∈ I : (xi + hi > Wmax ⇒ oi = 0) , (7)
(xi + wi > Wmax ⇒ oi = 1) . (8)

In a similar way we assign oi of ri which can only precede rj with a
certain oi. The rule for the left precedence (diLj) is as follows, analogous
rules follow for the other geometric relations:

∀i, j ∈ I, i < j : (Cij = diLj ∧ xi + hi > xj ⇒ oi = 0) , (9)
(Cij = diLj ∧ xi + wi > xj ⇒ oi = 1) . (10)

Conversely, an instantiated oi is propagated on xi, yi:

oi = 0⇒ xi ← min (xi,Wmax − wi) , (11)
yi ← min (yi, Hmax − hi) .

Again, an analogous rule is applied for the instantiation oi = 1. Fur-
thermore, we propose a symmetry breaking technique which imposes
a lex-leader constraint on equal sized rectangles by removing one hor-
izontal and one vertical geometric relation of the corresponding Cij .
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In addition to the meta-variables Cij we have to search the orienta-
tions oi. With our generalization we can instantiate Cij and oi order-
independently. We instantiate oi and oj right after the meta-variable
Cij has been assigned. This ordering only marginally weakens propa-
gation and leads to smaller search trees than ordering the oi first. To
strengthen our exhaustive search method we initialize it with an upper
bound on f . We obtain the bound from a feasible solution constructed
by a greedy best-fit packing heuristic.

5 Mixed-Integer Formulation

We formulate RWPO as a mixed-integer program. Therefore, we have
to resolve the disjunctive non-overlapping constraints (4) through a
big-M relaxation and auxiliary variables zkij ∈ {0, 1}, k = 1, . . . , 4:

xi + sxi ≤ xj + (1− z1
ij)Wmax, yi + syi ≤ yj + (1− z3

ij)Hmax,

xj + sxj ≤ xi + (1− z2
ij)Wmax, yj + syj ≤ yi + (1− z4

ij)Hmax,

1 ≥ z1
ij + z2

ij , 1 ≥ z3
ij + z4

ij ,

1 ≤ z1
ij + z2

ij + z3
ij + z4

ij .

By definition, this MIP is similar to the meta-CSP: Cij = diLj corre-
sponds to z1

ij = 1, Cij = diRj to z2
ij = 1, Cij = diBj to z3

ij = 1 and
Cij = diAj corresponds to z4

ij = 1.

Theorem 1 (Proved in [1]). For RWPO with fixed orientations is
the value of f for the linear relaxation of the MIP model equal to the
lower bound of f in the meta-CSP model.

6 Numerical Results

We implemented our extended meta-CSP approach with the general-
ized techniques in Ilog Solver 6.5 and the MIP model in Ilog Cplex
11.1. For a fair comparison we applied the same symmetry breaking
in both models. We tested the models on problem instances of size
n = 5, . . . , 27 with rectangles whose sizes are inspired by electronic de-
vices typically found in SiPs. The test instances can be found in [1].
We impose a runtime limit of 600 CPU seconds.
Table 1 shows that our approach outperforms the MIP. This is due to
good initial upper bounds for f from the greedy heuristic and constraint
propagation which shrinks the search tree. Our approach is significantly
faster than the MIP which already fails for n ≥ 10 to find optimal
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Table 1. Runtimes (less

than 600 CPU sec.) to

prove optimality.

Runtime CPU sec.
n meta-CSP MIP
5 0,07 0,03
6 0,11 0,44
7 0,34 9,42
8 5,34 175,98
9 0,31 19,69

10 7,23 –
11 – –
12 – –
13 125,69 –
14 – –
15 349,98 –

Fig. 3. Values for f and optimality gap for the
MIP.

solutions. Our approach also solves to optimality for n = 10, 13, 15.
The solution quality is comparable for n ≤ 21 but solutions of our
approach are considerably better for n ≥ 22 (see figure 3).

7 Conclusion

We extend the meta-CSP approach to RWPO where orientations are
allowed. Therefore, we are flexible enough to instantiate the Cij and oi
in any order and propagate between Cij , oi, xi and yi whenever possible.
We show that the meta-CSP approach is similar to an MIP formulation
but produces a smaller search tree due to constraint propagation.
In future work we will introduce a second objective for the wiring of
the SiP components in order to use it for SiP design automation.
Acknowledgement. This work originates from the PhD activities of Martin
Berger and is funded by the Fraunhofer ITWM.
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Symmetries are usually not desirable in integer programming (IP) mod-
els, because they derogate the performance of state-of-the-art IP-solvers
like SCIP [1]. The reason for this is twofold: Solutions that are equiva-
lent to ones already discovered are found again and again, which makes
the search space “unnecessarily large”. Furthermore, the bounds ob-
tained from the linear programming (LP) relaxations are very poor,
and the LP-solution is almost meaningless for the decision steps of the
IP-solving algorithm. Overall, IP-models mostly suffer much more from
inherent symmetries than they benefit from the additional structure.
Margot [4, 5] and Ostrowski et al. [7, 8] handle symmetries in general
IPs, without knowing the model giving rise to the instance.
Kaibel et al. [2, 3] took a polyhedral approach to deal with special
IP-symmetries. They introduced orbitopes [3], which are the convex
hull of 0/1-matrices of size p× q, lexicographically sorted with respect
to the columns. For the cases with at most or exactly one 1-entry
per row, they give a complete and irredundant linear description of
the corresponding orbitopes. These orbitopes can be used to handle
symmetries in IP-formulations in which assignment structures appear,
such as graph coloring problems; see the next section for an example.
All of the above approaches assume that the symmetry has been de-
tected in advance or is known. Therefore, automatic detection of sym-
metries in a given IP-formulation is an important task.
In this paper, we deal with the detection of orbitopal symmetries that
arise in the orbitopal approach. While this problem is polynomially
equivalent to the graph automorphism problem, whose complexity is
an open problem, orbitopal symmetries can be found in linear time, if
at least the assignment structure is given. Otherwise we show that the
problem is as hard as the graph automorphism problem.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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1 Symmetries in Binary Programs

In this section, we introduce symmetries in binary programs and their
detection by color-preserving graph automorphisms.
For any k ∈ N, let [k] denote the set {1, . . . , k}. Let m,n ∈ N, A ∈
Rm×n, b ∈ Rm, and c ∈ Rn. We deal with binary programs (BPs) in
the following form:

min cTx

s.t. Ax ≤ b
xj ∈ {0, 1} for all j ∈ [n].

(1)

Without loss of generality, we assume that there is no zero row in A
and that no two rows in A are positive multiples of each other. Let N
denote the number of nonzero entries of A. For k ∈ N, let S(k) denote
the full symmetric group of order k.
For x ∈ Rn, σ ∈ S(n), we write σ(x) for the vector which is obtained
by permuting the components of x according to σ, i.e., σ(x)i = xσ(i).
For σ ∈ S(m) and π ∈ S(n), we write A(σ, π) for the matrix which
is obtained by simultaneously permuting the rows of A according to σ
and the columns of A according to π.
Let F ⊆ {0, 1}n be the set of feasible solutions of BP (1). If there is a
permutation σ ∈ S(n) such that x ∈ F if and only if σ(x) ∈ F , then σ
is called a symmetry of F . Obviously, the set of all symmetries of F is
a subgroup of S(n). Clearly, it is NP-complete to determine whether
a binary program has a non-trivial symmetry group.
To avoid this complexity, one concentrates on finding symmetries of the
BP-formulation. Focusing on the BP, however, implies that the sym-
metry depends on the problem formulation. We give a formal definition
of symmetry groups, which is similar to the one of Margot [4, 5].

Definition 1. A subgroup G of the full symmetric group S(n) is a
symmetry group of BP (1), if and only if there is a subgroup H of
S(m), s.t. the following conditions hold for all elements π ∈ G:

(i) π(c) = c,
(ii) there exists σ ∈ H s.t. σ(b) = b and A(σ, π) = A.

We reduce the problem of finding symmetries in an BP to a graph
automorphism problem. Let Vrow := {u1, . . . , um}, Vcol := {v1, . . . , vn},
V := Vcol∪Vrow, E := {{ui, vk} ∈ Vrow×Vcol | aik 6= 0}, and G = (V,E).
Note that G is bipartite and that the size of G is in O(N).
The coefficients of the BP are treated as follows. We introduce a color
γ(r) ∈ N for each value in the set {b1, . . . , bm}. We assign the color γ(r)
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to all vertices ui ∈ Vrow with bi = r. The same is done for the objective c
and the “variable vertices” Vcol.
We proceed analogously for the matrix coefficients. If at least one
(i, j) ∈ [m]× [n] with aij = r exists, color γ̂(r) is assigned to all edges
{ui, vj} with aij = r. We call the edge- and vertex-colored graph G the
coefficient graph of BP (1).

Definition 2. Given a graph G = (V,E), a mapping ζ : V 7→ V is
called an automorphism of G, if it preserves adjacency: {u, v} ∈ E ⇔
{ζ(u), ζ(v)} ∈ E. If for a given vertex and edge coloring, the colors of
all vertices and edges stay the same under ζ, we call the automorphism
color-preserving.

For two different graphs G and Ĝ, a color-preserving isomorphism is
defined analogously.
Note that it is neither known whether the decision problem “Is there
a non-trivial automorphism of G?” can be solved in polynomial time
nor whether it is NP-complete. Nevertheless, there are codes, such as
nauty [6], which solve practically relevant graph automorphism and
isomorphism instances within reasonable time. Note that computing
color-preserving graph automorphisms is polynomially equivalent to
computing graph automorphisms. Symmetry detection can be reduced
to finding color-preserving graph automorphisms:

Proposition 1. Every symmetry of a binary program induces a color-
preserving automorphism of its coefficient graph and vice versa.

In the following, we want to concentrate on symmetries, which arise
from permuting blocks of variables as in the orbitope approach. As an
example consider the maximal k-colorable subgraph problem. Given a
graph G and a number k ∈ N, the task is to find a subset of vertices V̂ ⊆
V such that the subgraph induced by V̂ is k-colorable. The standard
BP-model for the maximal k-colorable subgraph problem uses binary
variables xvc that determine whether color c is assigned to vertex v:

max
∑

v∈V
∑

c∈[k] xvc

s.t.
∑

c∈[k] xvc ≤ 1 for all v ∈ V
xuc + xvc ≤ 1 for all {u, v} ∈ E and c ∈ [k]

xvc ∈ {0, 1} for all v ∈ V and c ∈ [k].

For a given k-colorable subgraph, permuting the colors in [k] yields an
orbit of k! structurally identical solutions. If we consider x as a 0/1-
matrix of size |V |×k, permuting color classes corresponds to permuting
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columns—“blocks of variables”—of the matrix x. Each column/block
consists of |V | variables xvc belonging to a particular color c.
We generalize this structure as follows: Let q ∈ N divide n and C :=
{C1, . . . , Cq} be a partition of the column index set of A into q distinct
subsets of the same cardinality. We call Cj a variable block.
Groups acting on variable blocks, like S(k) in the k-colorable subgraph
example, are called orbitopal symmetries. More precisely, the group
S(q) is called an orbitopal symmetry of BP (1), if for all j, ̂ ∈ [q] there
exists a bijection πĵ : Cj → Ĉ such that ck = cπĵ(k) for all k ∈ Cj ,
and for every row i ∈ [m]

∑

k∈Cj
aikxk +

∑

k∈Ĉ
aikxk +

∑

`6=j,̂

∑

k∈C`
aikxk ≤ bi (2)

there exists a row ı̂ ∈ [m] that has the form

∑

k∈Cj
aiπĵ(k)xk +

∑

k∈Ĉ
aiπ−1

ĵ (k)xk +
∑

`6=j,̂

∑

k∈C`
aikxk ≤ bi. (3)

Let j, ̂ ∈ [q] and σĵ : [m] → [m], i 7→ ı̂ be the mapping which links
the rows of A. Note that, since there are no identical rows, σĵ = σ−1

̂j ,
in particular σjj = id. For the k-colorable subgraph problem, there is
an orbitopal symmetry acting on the blocks of variables associated to
a common color.
The set of maps π : [n] → [n] defined by πĵ on Cj , π−1

ĵ on Ĉ, and
the identity on the remaining elements forms a symmetry of BP (1).
Indeed, condition (i) of Definition 1 is fulfilled and the requirements (2)
and (3) show that condition (ii) holds as well.

2 Complexity of Detecting Orbitopal Symmetries

In the following, we want to describe a polynomial time algorithm,
which is able to verify whether a partition C induces an orbitopal sym-
metry of an BP without having knowledge of the mappings π, σ.

Definition 3. Let S ⊆ [n], ` ∈ N, ./∈ {≤,=,≥}.
(i) A linear constraint of the form

∑
k∈S xk ./ ` is called a leading

constraint of C, if it stays invariant under the mappings πĵ and
contains exactly one variable from each variable block Cj.

(ii) We call a set S := {S1, . . . , Sp} of leading constraints a leading
system of C if every variable is contained in exactly one Si.
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In the above definition, we identify a leading constraint with its set of
variable indices. Note that for a leading system n = pq holds.
For the maximal k-colorable subgraph problem, the set packing con-
straints

∑
c∈[k] xvc ≤ 1 form a leading system. The leading constraints

determine the orbit of a variable under the symmetry S(q).

Proposition 2. Given a set of variable blocks C and a leading system
S of C, verifying that they describe an orbitopal symmetry of the binary
program (1) is possible in O(qmN) time.

Proof. Let j, ̂ ∈ [q] and i ∈ [p]. Let {k} = Si ∩ Cj and {k̂} = Si ∩ Ĉ.
Recall that Si is invariant under πĵ, which means that πĵ(k) = k̂.
Hence, constructing the maps πĵ elementwise is possible in O(N) time.
For every constraint (2) of BP (1), row (3) describes its image under
πĵ. If this image constraint does not exist in BP (1), C and S do not
yield a symmetry of the BP.
Searching the image row is possible in O(N) time. This search has to
be performed for all rows. Hence, checking a variable block pair can be
achieved in O(mN) time. It suffices to only check block pairs {1, j},
since πĵ = π1̂ ◦ π−1

1j . We get an overall running time of O(qmN). ut

The next lemma is tailored towards the typical case, in which removing
the leading constraints decomposes the BP into blocks. Let G(S) be
the coefficient graph of BP (1) without the leading constraints S.

Lemma 1. Let be S(q) be an orbitopal symmetry of BP (1). If for all
rows, which are not leading constraints, all non-zeros are within one
variable block, then G(S) is partitioned into q components which are
pairwise color-preserving isomorphic.

Note that these components do not have to be connected.

Theorem 1. For a given leading system S, detecting the corresponding
orbitopal symmetry is possible in O(N) time.
If there are no leading constraints, detecting orbitopal symmetries is as
hard as the graph isomorphism problem.

Proof. Following Lemma 1, we detect the orbitopal symmetry by deter-
mining the connected components of the graph G(S). Using a breadth-
first-search, this takes O(|V | + |E|) = O(N) time. For checking that
all components are pairwise isomorphic, it is sufficient to show that all
components are isomorphic to the first component. Let j ∈ [q] \ {1}.
The mappings π1j can be constructed in O(n) time as in the proof of
Proposition 2 by evaluating S.
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For testing whether the π1j describe color-preserving isomorphisms,
each edge of the graph has to be regarded. This takes O(N) time.
The reduction to graph isomorphism is achieved as follows. Let two
graphs G and Ĝ with the same number of vertices and edges be given.
For each vertex v in one of the graphs, we introduce a distinct binary
variable xv and for each edge {u, v}, we introduce a set packing con-
straint xu + xv ≤ 1. The variables are partitioned into two disjoint
blocks CU , CV . The BP has an orbitopal symmetry arising from the
blocks CU and CV , if and only if G and Ĝ are isomorphic. ut
One can show that the detecting leading constraints within a BP is also
polynomially equivalent to a graph isomorphism problem.
Finally, we want to investigate the case in which the leading constraints
do not yield a complete system. As an example, think of a graph col-
oring model, which uses variables xvc to assign color c to vertex v,
connected by leading constraints

∑
c xvc = 1, which ensure that each

vertex is colored exactly once. It uses one additional variable yc per
block, which indicates whether color c is used or not. This case can be
handled by the following result, which we state without proof:
Corollary 1. If there is a constant number of variables per block, which
are not contained in any leading constraint, detecting orbitopal symme-
tries is possible in O(N) time.
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1 Introduction

The airline crew pairing problem (CPP) is one of the classical problems
in airline operations research due to its crucial impact on the cost
structure of an airline. Moreover, the complex crew regulations and
the large scale of the resulting mathematical programming models have
rendered it an academically interesting problem over decades. The CPP
is a tactical problem, typically solved over a monthly planning horizon,
with the objective of creating a set of crew pairings so that every flight
in the schedule is covered, where a crew pairing refers to a sequence of
flights operated by a single crew starting and ending at the same crew
base.
This paper discusses how an airline may hedge against a certain type
of operational disruption by incorporating robustness into the pairings
generated at the planning level. In particular, we address how a set
of extra flights may be added into the flight schedule at the time of
operation by modifying the pairings at hand and without delaying or
canceling the existing flights in the schedule. We assume that the set of
potential extra flights and their associated departure time windows are
∗ This research has been supported by The Scientific and Technological Research

Council of Turkey under grant 106M472.
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known at the planning stage. We note that this study was partially mo-
tivated during our interactions with the smaller local airlines in Turkey
which sometimes have to add extra flights to their schedule at short
notice, e.g., charter flights. These airlines can typically estimate the
potential time windows of the extra flights based on their past experi-
ences, but prefer to ignore this information during planning since these
flights may not need to be actually operated. Typically, these extra
flights are then handled by recovery procedures at the time of opera-
tion which may lead to substantial deviations from the planned crew
pairings and costs. The reader is referred to [3] for an in-depth discus-
sion of the conceptual framework of this problem which we refer to as
the Robust Crew Pairing for Managing Extra Flights (RCPEF). In [3],
the authors introduce how an extra flight may be accommodated by
modifying the existing pairings and introduce a set of integer program-
ming models that provide natural recovery options without disrupting
the existing flights. These recovery options are available at the plan-
ning stage and render operational recovery procedures that pertain to
crew pairing unnecessary.
The main contribution of this work is introducing a column generation
algorithm that can handle the robust model proposed in the next sec-
tion. This model poses an interesting theoretical challenge and is not
amenable to a traditional column generation algorithm designed for the
conventional CPP. We point out that in [3] the authors explicitly gener-
ate all possible crew pairings and solve the proposed integer programs
by a commercial solver. This approach is clearly not computationally
feasible for large crew pairing instances, and in the current work we
present our preliminary algorithms and results for large instances of
RCPEF. We demonstrate the proposed solution approaches on a set of
actual data acquired from a local airline [2].

2 Robust Airline Crew Pairing Problem

In this section, we first introduce the proposed robust model and then
discuss the difficulties that arise while solving this model by conven-
tional methods. This leads us to the two solution approaches presented
in this paper.
In [3], the authors examine several recovery options for managing the
extra flights at the planning level. They classify the possible solutions
into two types:

• Type A. Two pairings are selected and (partially) swapped to cover
an extra flight.
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• Type B. One pairing with sufficient connection time between two
consecutive legs is modified to cover an extra flight.

In this work, we incorporate one Type A and two Type B solutions as
illustrated in Figure 1 where the estimated time window of the extra
flight k is depicted by the shaded rectangles. In Figure 1(a), the original
pairings p and q, covering the flight legs i1, i2 and j1, j2, respectively,
are partially swapped so that the extra flight k is inserted into the flight
schedule (Type A). The resulting pairings after swapping are illustrated
in the figure where the term deadhead refers to a repositioning of crew
members to another airport as passengers on a flight, train, etc. In
Figures 1(b) and 1(c), the original pairing p is modified to accommodate
the extra flight k (Type B). The feasibility rules that define both Type
A and B solutions are explained in detail in [3].

Fig. 1. Recovery options for covering the extra flight k.

The proposed robust mathematical model is given below:

min
∑

p∈P
cpyp +

∑

k∈K
dkzk+

∑

k∈K
dk


∑

p∈P
(1− yp)ākp +

∑

p,q∈P
(1− xk(p,q))āpqk


 (1)

s.t
∑

p∈P
aipyp ≥ 1, ∀i ∈ F , (2)

∑

p∈P
ākpyp +

∑

p,q∈P
āpqkx

k
(p,q) ≥ 1− zk, ∀k ∈ K, (3)

2āpqkxk(p,q) ≤ yp + yq, ∀p, q ∈ P,∀k ∈ K (4)

yp ∈ {0, 1}, p ∈ P, (5)
zk ∈ {0, 1}, k ∈ K, (6)

xk(p,q) ∈ {0, 1}, p, q ∈ P, k ∈ K, (7)
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where F is the set of all flights, K is the set of all extra flights, and P is
the set of all feasible pairings. Here, cp is the cost of pairing p, and dk
is the opportunity cost of failing to cover extra flight k. Furthermore,
we define the parameters aip = 1 if flight i is included in pairing p, and
0 otherwise; ākp = 1 if extra flight k can be inserted into pairing p as a
Type B solution, and 0 otherwise; and āpqk = 1 if pairings p and q can
form a Type A solution to cover extra flight k, and 0 otherwise. The
decision variable yp is set to 1 if pairing p is selected, and 0 otherwise.
Also, let xk(p,q) be an auxiliary binary variable that takes the value 1 if
two pairings p and q forming a Type A solution for extra flight k are
both included in the solution, and 0 otherwise. Finally, we define the
binary variable zk equal to 1 if no Type A or B solution is present in
the solution for extra flight k, and 0 otherwise.
The objective (1) minimizes the sum of the pairing costs and the op-
portunity costs of not accommodating the extra flights. Constraints (2)
and (3) are the coverage constraints for the regular and extra flights,
respectively. Observe that the model may opt for not covering an extra
flight k if this is too expensive, setting zk to 1. Constraints (4) prescribe
that a Type A solution for extra flight k formed by pairings p and q is
only possible if both of these pairings are selected.
The formulation (1)-(7) has both exponentially many variables, one
for each pairing, and exponentially many constraints of type (4) which
makes it both practically and theoretically challenging. Typical crew
pairing models incorporate exponentially many variables, but have a
fixed number of constraints and are solved by traditional column gener-
ation approaches where the pricing subproblem is a multi-label shortest
path problem solved over an appropriate flight/duty network. (See [1]
for a review of these concepts.) In our proposed robust model, the num-
ber of constraints (4) is not known a priori and depends on the pairings
present in the model. Thus, ideally this formulation requires simulta-
neous row and column generation. In the next section, we present our
preliminary algorithms developed for the problem RCPEF.

3 Solution Approaches

In both approaches presented here, the primary goal is to fix the number
constraints in the model before applying column generation.

The Static Approach

In the “static” approach, all pairings that construct Type A solutions
are generated a priori before column generation is applied to the linear
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programming (LP) relaxation of (1)-(7). To this end, we identify all
possible flights and connections that may appear in a pairing before
covering an extra flight or its associated deadhead by a breadth-first-
search and then construct pairings over this reduced network. We next
run pairwise feasibility checks on these generated pairings to determine
Type A solutions. Thus, all constraints (4) are identified and added to
the model along with the associated auxiliary variables xk(p,q) before the
column generation procedure is invoked to identify Type B solutions
and new pairings that may lower the objective function value. Upon
termination of the column generation procedure, a primal heuristic is
applied if the LP optimal solution is not integral.
We point out that the static approach is an exact method for solving
the LP relaxation of (1)-(7) because all constraints (4) are explicitly
included in the model. Clearly, the computational effort for this algo-
rithm will be excessive for large instances of RCPEF.

The Dynamic Approach

In the static approach, all constraints (4) are incorporated into the
formulation prior to column generation. In the “dynamic” approach, we
opt for the complete opposite for speed. We exclude all variables xk(p,q)
and constraints (4) from the formulation and dynamically generate
pairings that reduce the objective and yield Type B solutions. After the
column generation terminates, we check whether the available pairings
yield any Type A solutions and add the associated constraints and
variables to the model. Next, we solve the LP relaxation of (1)-(7) with
the available constraints and variables and invoke a primal heuristic, if
necessary, in order to obtain an integer feasible solution to RCPEF.
The proposed dynamic approach does not necessarily provide an opti-
mal solution to the LP relaxation of (1)-(7) because pairings leading
to Type A solutions may be missed during the column generation. In
order to reach a compromise between speed and solution quality, we
promote that at least N (partial) pairings that may potentially form
Type A solutions are kept on each node during the pricing subprob-
lem. At the end of the pricing subproblem, such pairings are added to
a special pool. This pool is examined for Type A solutions after the
column generation terminates.

4 Computational Results

In this section, we present our preliminary results on the proposed
static and dynamic approaches. Our primary goal is to illustrate the
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trade-off between robustness (as indicated by the number of Type A
and B solutions obtained) and computational effort. We conducted a
numerical study on two sets of actual data. The results are presented
in Table 1 where in each cell the number of Type A solutions identified
is followed by the solution time in parentheses. No more than 2 Type
B solutions per extra flight were obtained in all cases.

Table 1. Comparison of the number of Type A solutions and CPU times for
the dynamic and static approaches.

Dynamic Static
| F | | K | N = 0 N = 10 N = 50 N = 100 N = 500

1 0(0.17) 10(0.31) 14(0.62) 18(0.71) 18(0.96) 18(0.50)
42 2 0(0.17) 10(0.32) 86(0.67) 98(0.75) 118(1.03) 118(0.70)

3 0(0.20) 10(0.42) 93(0.71) 106(0.81) 128(1.31) 128(1.34)

1 10(0.71) 40(1.07) 64(1.39) 64(1.70) 64(2.57) 64(1.83)
96 2 20(0.86) 80(1.15) 128(1.64) 128(1.98) 128(2.87) 128(5.86)

3 38(0.86) 60(1.25) 136(1.76) 141(2.06) 141(3.42) 141(9.70)

Two trends are clear from Table 1. First, the performance of the dy-
namic approach depends critically on the value of N . There is a thresh-
old value for N above which extra solution time is spent with no ad-
ditional benefit. Second, the dynamic approach outperforms the static
approach for large problem instances.

5 Future Research

The results in Section 4 point to a clear need for simultaneous row
and column generation for solving the proposed model. We are going
to pursue this interesting direction in the future.
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Summary. In the report polynomial approximation algorithms with per-
formance guarantees are presented for some modifications of TSP: for the
minimum-weigt 2-PSP on metric distances and for the maximum-weight m-
PSP in Euclidean space Rk. 1

1 Introduction

The Traveling Salesman Problem (TSP) is one of the popular combi-
natorial problems [14]. The problem is MAX SNP-hard: existence of a
polynomial approximation scheme for it yields P = NP. A natural gen-
eralization of TSP is a problem of finding several edge-disjoint Hamil-
tonian circuits with extreme total edge weight. The problem is known
as m-Peripatetic Salesman Problem (m-PSP). It was introduced by
Krarup [10] and has network design and scheduling applications. More
detailed information on motivation and application see in [2]. De Kort
[8] proved that the 2-PSP is NP-hard by constructing a polynomial-time
reduction from the Hamiltonian Path Problem. By similar arguments
one can show that m-PSP is NP-hard for each m > 2. The problem does
not admit any constant-factor approximation in the general case. How-
ever, like that of TSP, the minimization version of 2-PSP (2-PSPmin)
admits constant factor approximations in metric case. Note that max-
imization version of the problem (2-PSPmax) admits constant factor
approximations even in general case. The currently best result for this
problem is a 3/4-approximation algorithm with time complexity O(n3)
[1].

1 Research was supported by Russian Foundation for Basic Research (projects 08-
01-00516 and 07-07-00222).
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In this paper considered modifications of TSP are Metric 2-PSPmin and
Euclidean m-PSPmax focusing attention on results attained recently.
Further let G = (V,E) be a complete undirected graph with n vertices.
The edges of the graph are weighted with functions w : E → R.

2 Approximation Algorithms for the Metric 2-PSPmin

It is supposed that the triangle inequality holds.
2.1. In [3] for the minimum weight metric 2-PSP (Metric 2-PSPmin)
NP-hardness was established and (9/4 + ε)-approximation algorithms
with running timeO(n3) was presented. The algorithm based on design-
ing first Hamiltonian circuit H1 by the 3/2-approximation Christofides-
Serdyukov’s algorithm [6, 13]. After that a second circuit H2 is designed
that is edge-disjoint with H1 and whose weight is at most twice the
weight of H1. Later the similar performance ratio for the Metric 2-
PSPmin was also announced in [7].
2.2. Recently for the Metric 2-PSPmin an improved approximation al-
gorithm was presented by Ageev and Pyatkin [2].

Theorem 1. The algorithm of Ageev and Pyatkin finds a feasible so-
lution of the metric 2-PSPmin whose weight is at most twice the weight
of the optimum in time O(n2 log n).

While above mentioned Christofides-Serdyukov’s algorithm exploits
transforming a minimum weight spanning tree to TSP tour, in [2] two
edge-disjoint spanning trees of minimum total weight transform to pair
of edge-disjoint Hamiltonian circuits. At that strikingly that several
edge-disjoint spanning trees of minimum total weight can be found in
running time O(n2 log n+m2n2), where m is the number of trees [12].
2.3. An interest subclass of considered problem is 2-PSPmin(1, 2) when
edge weights equal to 1 and 2. This problem is metric also.
In [7] performance ratio of about 197/144 was announced for this prob-
lem in assumption that performance ratio 7/6 holds for solution of
TSPmin(1,2) on input graph, found by algorithm presented in [11].
The following statement gives the better performance ratio using
the reduction the 2-PSPmin(1,2) to the 2-PSPmax(0,1), whose 3/4-
approximation solution can be found by the algorithm from [1].

Theorem 2. Let we have a ρ1-approximation algorithm A solving the
TSPmax(1, 2). Then the 2-PSPmin(1, 2) can be solved with a perfor-
mance ratio at most (1 + ρ1) in time determined by the algorithm A.

Thus for the 2-PSPmin(1,2) an approximate solution with a total weight
of at most 5/4 times the optimum can be found in O(n3) running-
time. An improved result was obtained recently in [9]. Let’s formulate
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improved result for more general problem 2-PSPmin, where edge weights
possess arbitrary values in the interval [1, q], q ≥ 1.

Theorem 3. [9] The problem 2-PSPmin with edge weights in the in-
terval [1, q] can be solved in the running time O(n3) with performance
ratio that is at most 4+q

5 .

A crucial point for establishing this theorem is the following

Statement 1 [9] In n-vertex 4-regular graph a pair of edge-disjoint
partial tours with total number of edges at least 8n/5 can be found in
running time O(n2).

Corollary 1 The problem 2-PSPmin(1,2) can be solved in O(n2) time
with performance ratio that is at most 6/5.

2.4. More complicated Metric 2-PSPmin we have in the case of two
independent weight functions w1 : E → R, w2 : E → R. In this case it
is required to find two edge-disjoint Hamiltonian circuits H1 ⊂ E and
H2 ⊂ E minimizing W1(H1) +W2(H2).
For this problem 12/5-approximation algorithm with the time complex-
ity O(n3) was presented in [3]. From the beginning of the algorithm in
[3] two approximate solutions H1 and H2 of TSPmin with the weight
functions w1 and w2 respectively are found by the 3/2-approximation
Christofides-Serdyukov’s algorithm [6, 13]. After that a second circuit
H2 is transformed in H ′2 such that H ′2 is edge-disjoint with H1 and
whose weight is at most twice the weight of H1. Then roles of graphs
H1 and H2 are exchanged and the pair (H1, H

′
2) or (H ′1, H2) of mini-

mum total weight is chosen as an approximate solution.
Let’s give the following statement for the problem 2-PSP(1,2) with two
independent weight functions.
Theorem 4. Let ATSP be ρ2-approximation algorithm with running
time O(p(n)) for solving TSPmin(1, 2). Then for solving 2-PSPmin(1, 2)
with two independent weight functions, (1+0.5ρ2)-approximation algo-
rithm can be constructed with the same time complexity.

Corollary 2 Let Algorithm ATSP from [5] be used. Then the problem
2-PSPmin(1, 2) with two weight functions can be solved in polynomial
time with performance ratio that is at most 11/7 of the optimum weight.

The proof relies on the performance ratio ρ2 = 8/7 of the polynomial
algorithm from [5]. However the degree of the polynomial is very high:
O(nK+4), where the constant K in is equal to 21.
Thus, use of Algorithm ATSP from [11] (its performance ratio equals
7/6) according to Theorem 4 implies slightly greater value 19/12 of
performance ratio, but in the running time O(n3), that is much smaller.
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3 Euclidean m-PSPmax

3.1. Preliminaries.
PSP is called Euclidean, if vertexes in graph G correspond to points
in Euclidean space Rk, and edge weights equal to lenghts of relative
edges. Below we describe the polynomial approximation algorithm A
for solving Euclidean m-PSPmax and present conditions of its asymp-
totic optimality.
Let M∗ = {I1, . . . , Iµ} be a family of edges (intervals) of the maxi-
mum-weight matching in the complete undirected graph G; µ = bn/2c.
Let t be a natural parameter such that 2 ≤ t ≤ n/4 andM∗ consists of
(t− 2) “light“ and the rest “heavy“ edges. A family of adjacent edges
is called interval chain (I-chain). One of two extreme edges of I-chain
is called leading, and another extreme edge is called driven. A pair of
I-chains is adjacent if their leading edges are connected.

3.2. Algorithm A for Euclidean m-PSPmax.
The algorithm A consists of Preliminary Stage and Common Stage for
i = 1, . . . ,m.
On the Preliminary Stage the maximum weight matching M∗ and
its partition on (µ− t+2) heavy and (t−2) light are constructed. From
the beginning all of edges in M∗ are nonadjacent.
On Common Stage i, using the same M∗ and its partition on light
and heavy edges, the Hamiltonian cycle Hi is designed, that is edge-
disjoint with H1, . . . ,Hi−1. Designing Hi consists of three Steps:
Step 1. Among of first t I-chains connect a pair of nonadjacent leading
edges with minimal angle between them. After that these edges become
adjacent and one of two driven edges is assigned as the leading edge of
the new I-chain. Repeat Step 1 while the number of I-chains becomes
of (t−1). Then relocate I-chains such that the left edge of first I-chain
and the right edge of (t− 1)-th I-chain would be unmarked.
Step 2. Each of light edges locate between pairs of I-chains such that
it would be nonadjacent with extreme edges of these I-chains. After
that such light edge becomes adjacent to these intervals and we ob-
tain a common sequence I1, I2, . . . , Iµ of adjacent edges of M∗. Using
endpoints of the interval, denote Ij = (xj , yj), j = 1, . . . , µ.
Step 3. Construct an approximate solution as a set Ei of edges, that
form a Hamilton cycle Hi bypassed the given n points in Rk.
3.1. j := 1 and Ei := {I1, Iµ}. Mark the edges I1, Iµ and go to 3.2.
3.2. If w(xj , xj+1) +w(yj , yj+1) ≥ w(xj , yj+1) +w(yj , xj+1) then Ei :=
Ei ∪ (xj , xj+1) ∪ (yj , yj+1), else Ei := Ei ∪ (xj , yj+1) ∪ (yj , xj+1).
3.3. j := j + 1. If j < µ then go on to 3.2, else proceed to 3.4.
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3.4. If n is odd, then the n-th point x0, not represented as an endpoint
of an interval from M∗, is inserted in the forming cycle as follows: the
edge e = (x1, y1) ∈ Ei is replaced with the edges (x1, x0), (x0, y1).

Produce some statements useful for an analysis of the algorithm A.

Lemma 1. [14] The total weight of the heavy edges fromM∗ is at least
W (M∗)

(
1− t−2

µ

)
.

Lemma 2. [14] Let α ≤ π
2 be an angle between two edges I = (x, y)

and I ′ = (x′, y′) in M∗. Then the following inequalities hold:

w(I) + w(I ′) ≥ max
{
w(x, x′) + w(y, y′)
w(x, y′) + w(y, x′) ≥

(
w(I) + w(I ′)

)
cos α2 .

Lemma 3. [14] Let the constant γk be depend on dimension k of the
space Rk only. Then the minimal angle between pairs of t line intervals
in Rk is at least αk(t) such that

sin2 αk(t)
2
≤ γkt−2/(k−1).

The following statement follows from Brooks theorem:

Lemma 4. The number of independent (mutually nonadjacent) leading
intervals during Step 1 of designing graph Hi is at least

ti =

{
t, if i = 1;⌊
t

2i−2

⌋
, if 1 < i ≤ m.

Lemma 5. For a performance ratio of the algorithm A we have

W (
m⋃
i=1

Hi)

W (
m⋃
i=1

H∗i )
≥ 1
m

m∑

i=1

{
1− 2t− 1

n
− γkt−2/(k−1)

i

}

≥ 1− 2t− 1
n
− γk

( t

2m− 2

)−2/(k−1)

.

Using Lemmas 1– 5, we can conclude the following main statement for
the Euclidean m-PSPmax:

Theorem 5. Let the number m of salespersons be at most n
1
k+1 . Then

m-PSPmax in Euclidean space Rk can be solved asymptotically optimal
in time O(n3) by the algorithm A with a parameter t = dn(k−1)/(k+1)e.
Note that the running time O(n3) of the algorithm A is determined by
finding of the maximum weight matching on the Preliminary Stage.
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Summary. Intense competition in the current business environment leads
firms to focus on selecting the best R&D project portfolio. Achieving this
goal is tied down by uncertainty which is inherent in all R&D projects and
therefore, investment decisions must be made within an optimization frame-
work accounting for unavailability of data. In this paper, such a model is
developed to hedge against uncertainty. The robust optimization approach is
adopted and the problem is formulated as a robust zero-one integer program-
ming model to determine the optimal project portfolio. An example is used
to illustrate the benefits of the proposed approach.

1 Introduction

R&D activities are becoming more and more essential to gain long-term
survival and growth for a majority of firms. The purpose of project
portfolio decision is to allocate the limited set of resources to various
projects in a way that balances risk, reward, and alignment with cor-
porate strategy [2]. But unfortunately in the R&D project portfolio
decision, much of the information required to make decisions is uncer-
tain.

2 Literature Review

Studies on R&D project portfolio selection can be divided into three
major categories: strategic management tools, benefits measurement

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_73, © Springer-Verlag Berlin Heidelberg 2009
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methods, and mathematical programming approaches [4]. One of the
mathematical formulations which is based on uncertain data is Fuzzy
set theory. As an example, Wang and Hwang (2007) used options ap-
proach instead of traditional discounted cash flow to evaluate the value
of each R&D project and determine the optimal project portfolio. Ro-
bust optimization is a new approach which is a novel one for R&D
project portfolio selection. The objective of this paper is to develop
such a model to optimize the R&D portfolio for the risk-averse deci-
sion maker in an uncertain R&D environment.

3 Robust Optimization Approach for Modeling
Uncertainty

We rely extensively on the robust optimization tools developed by Bert-
simas and Sim (2004) to handle uncertain parameters.
Let

Λ = {A ∈ Rm×n|aij ∈ [āij − âij , āij + âij ] (1)

∀i, j,
∑

(i,j)∈J

|aij − āij |
âij

≤ Γ}

The robust problem is then formulated as:

Minimize ćx (2)
Subject to Ax ≤ b ∀A ∈ Λ

1 ≤ x ≤ u

Theorem 1. (Bertsimas and Sim (2004)) The uncertain linear
programming problem has the following robust, linear counterpart:

Minimize ćx (3)

Subject to
∑

j

āijxij + qiΓ +
∑

j:(i,j)∈J
rij ≤ bi ∀i

qi + rij ≥ âijyj ∀(i, j) ∈ J
−y ≤ x ≤ y,1 ≤ x ≤ u
q ≥ 0, r ≥ 0,y ≥ 0.

Proof. : See Bertsimas and Sim (2004).
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4 Robust Optimization Framework for R&D Project
Selection

4.1 R&D Project Valuation: a Compound Options Valuation
Model

In addition to selecting an appropriate set of R&D projects, the valu-
ation of R&D projects is important. We options valuation approach to
evaluate each R&D project and mainly rely on work of Geske [3] and
Perlitz [5].

4.2 Model Formulation of the R&D Portfolio Selection

For the proposed R&D selection model, let’s adopt the following nota-
tions:

n The total number of candidate projects
vi The uncertain compound option value of candidate project i
Bt The budget available for stage t
cit The uncertain investment cost of candidate project i during stage t
lit labor (in working months) required to implement project i at stage

t
Lt labor (in working months) available to staff projects at stage t

xi =
{

1 if project i is selected for funding,
0 otherwise,

The robust Model is as follows:

Max
n∑

j=1

(vi − ci1)xi (4)

s.t.

n∑

i=1

citxi ≤ Bt ∀t (5)

n∑

i=1

litxi ≤ Lt ∀t (6)

xi ∈ {0, 1} ∀i (7)

The objective 4 of this model is to maximize the total benefit of the
R&D investment portfolio. Other constraints are about project spend-
ing categories, required personnel, and decision variables.
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5 Illustrative Example

In this section, an example of R&D project portfolio selection problem
in the pharmaceutical industry is presented to illustrate the developed
approach ([6]; [7]). A pharmaceutical company has 20 candidate R&D
projects, where each project has three stages. We assume that the times
to maturities of the first and second options for all projects are all set
to 3 and 10 years, respectively. The preferred development budgets for
stages 1, 2, and 3 are 270, 985, and 1975, respectively. Similarly, the
preferred capacities of R&D staff for three stages are 375, 1965, and
1320, respectively. Table 1 lists estimated volatility as well as estimates
of R&D staffs required for project stages. Table 2 presents the uncertain
development costs and estimated present value of cash inflows of each
project as interval numbers.

Table 1. Estimated R&D staffs required and projects volatilities

Required Staff
Projects (in working months) Volatility

Stage 1 Stage 2 Stage 3
P1 6 72 50 80%
P2 12 80 48 70%
...

...
...

...
...

P20 48 230 160 20%

Table 2. Estimated R&D staffs required and projects volatilities

Investment Costs NPV of Project
Projects Inflows Option

Initial (ci1) Stage 2(ci2) Stage 3(ci3) at t=0 Value

P1 (1.8,2.2) (27.0,33.0) (27.0,33.0) (45.0,55.0) (24.0,33.9)
P2 (2.7,3.3) (45.0,55.0) (40.5,49.5) (90.0,110.0) (46.5,68.2)

.

.

.
.
.
.

.

.

.
.
.
.

.

.

.
.
.
.

P20 (45.0,55.0) (117.0,143.0) (315.0,385.0) (1035,1265) (643.7,940.8)

We first employ Geske’s valuation approach (section 4.1) for each of 20
projects to analytically determine the compound option value of each
project. Following option valuation of each project, we formulate the
R&D portfolio selection problem (6) while taking Bertsimas and Sim’s
budget of uncertainty approach (section 3) in the following sense:
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n∑

i=1

T∑

t=1

|cit − c̄it|
ĉit

+
|vit − v̄it|

v̂it
≤ Γ (8)

Γ ∈ [0, n(T + 1)]

In the following, we solve the problem and analyze the results for val-
ues of Γ in [0, n(T+1)]. Figure 1 shows the realized value of selected
portfolios via different values of Γ in [0,40]. The non-increasing shape
of the objective function goes back to the fact that as uncertainty of
the environment grows, the uncertain problem parameters gain more
volatility. It’s also obvious that for Γ ≥ 11.80, the objective function
fairly remains constant while Γ ≥ 20.00 can impose no further decline
on the realized objective function (1797.9).
Table 3 shows the portfolio of selected projects along with correspond-
ing values and sizes for interval values of Γ with 0.01 approximations. It
is observed that when uncertainty is low (Γ ≤ 5), the projects combina-
tion of the optimal portfolio changes erratically and the portfolio value
drops rapidly, while medium uncertainty (5 ≤ Γ ≤ 10) gives rise to
more ”robust” portfolios. Furthermore, there is an inclination to form
smaller portfolios as the uncertainty grows. This is inevitable, because
when parameters uncertainty increases, the look-for-feasible nature of
robust optimization confronts tighter budget constraints to satisfy and
therefore, fewer projects qualify to enroll the optimal portfolio.
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Fig. 1. Objective function value versus Γ

6 Conclusions

In this paper, a robust optimization approach was developed to select
a set of uncertain R&D projects from a pool of candidate projects. We
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Table 3. Optimal project portfolios for diverse uncertain environments

Γ Portfolio of selected projects Portfolio Portfolio value
Size

[0.01 , 0.14] 1, 5, 10, 11, 12, 14, 15, 16, 17, 18,
19, 20

12 [3430.2 , 3390.7]

[0.15 , 0.38] 2, 3, 5, 10, 11, 12, 14, 15, 17, 18,
19, 20

12 [3373.4 , 3300.3]

[0.39 , 0.76] 1, 2, 3, 5, 10, 12, 14, 15, 17, 18, 19,
20

12 [3290.5 , 3173.0]

[10.43 , 11.79] 1, 2, 5, 7, 10, 11, 12, 14, 15, 18, 19,
20

12 [1831.9 , 1812.2]

[11.80 , 40.00] 2, 3, 5, 12, 14, 15, 16, 18, 19, 20 10 [1812.1 , 1797.9]

adopted real option valuation approach and applied the proposed ro-
bust optimization approach on a real-world example and showed how
detailed projects data can sum up to a simple project selection recipe
supported by advanced mathematical formulas which account for un-
certainty. This in essence provides a very useful decision making instru-
ment for managers who are typically not interested in detailed data,
and rather decide based on some qualitative/graphic tools.
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Abstract

This paper considers the problem of clustering the vertices of a com-
plete, edge weighted graph. The objective is to maximize the edge
weights within the clusters (also called cliques). This so called Clique
Partitioning Problem (CPP) is NP-complete, but it has several real
life applications such as groupings in flexible manufacturing systems,
in biology, in flight gate assignment, etc.. Numerous heuristic and ex-
act approaches as well as benchmark tests have been presented in the
literature. Most exact methods use branch and bound with branch-
ing over edges. We present tighter upper bounds for each search tree
node than those known from literature, improve constraint propagation
techniques for fixing edges in each node, and present a new branching
scheme.

1 Introduction

The Clique Partitioning Problem (CPP) is to find a partition of a
complete, weighted graph into non-overlapping subsets of arbitrary size.
The CPP is NP-complete unless all edge weights are positive or all
weights are negative (see e. g. [3]). Theoretical aspects of this problem
are discussed by [5] and [4] present a cutting plane algorithm as well
as benchmark tests. Different publications refer to these tests. E. g. [1]
apply simulated annealing and [2] present an ejection chain heuristic
as well as a branch and bound method.
Let us introduce a formal description of the CPP. Consider a complete,
weighted graph G = (V,E,W ) consisting of a set of vertices V =
{1, 2, . . . , a}, a set of edges E = (eij) ⊂ V × V , and a set of weights
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W = (wij), i, j ∈ V, wij ∈ R. The clique partitioning problem is to
find an equivalence relation on V , so that the sum of the edge weights
of all vertex pairs in relation is maximized. This is equivalent to finding
a partition of V into cliques, i. e. vertex subsets, so that the sum of the
edge weights within the cliques is maximized. With binary variables

xij =

{
1 if vertices i and j are in relation (are in the same clique),
0 otherwise

for all edges (i, j) the CPP can be described by the following model
(see [2]):

max
∑

1≤i<j≤a
wij · xij

s.t. xij + xjk − xik ≤ 1 for 1 ≤ i < j < k ≤ a
xij − xjk + xik ≤ 1 for 1 ≤ i < j < k ≤ a (1)
−xij + xjk + xik ≤ 1 for 1 ≤ i < j < k ≤ a

xij ∈ {0, 1} for 1 ≤ i < j ≤ a
The constraints guarantee the transitivity of the relation: If vertex i
and j belong to the same clique and vertices j and k do, then vertices
i, j, k belong to the same clique.
We use a branch and bound algorithm for solving this problem. The bi-
nary branching procedure decides for every edge of the graph, whether
it is selected and included in a potential solution or not. After each
branching, constraint propagation is applied in order to find other edges
that now must or must not be selected. Afterwards an upper bound is
determined for each search tree node.
The presented algorithm has been implemented and tested using bench-
mark tests found in various publications. The results are very promising
and lead to significant runtime savings. However, tests are not yet fin-
ished and therefore not yet ready for publication.

2 The Search Tree

At first, a lower bound g with a corresponding feasible solution for
the clique partitioning problem will be determined, using an arbitrary
heuristic algorithm. We have used the ejection chain algorithm pre-
sented by [2].
The search tree structures as follows: At the root, there is the ini-
tial graph G(V,E,W ). Then branching with two child nodes and a



Branch and Bound for CPP 459

subsequent constraint propagation follows. In the first node, a specific
variable xij is explicitly set to one. In other words, edge (i, j) ∈ E
is selected. Through constraint propagation further variables may be
fixed implicitly. The second node explicitly fixes the same edge xij = 0
((i, j) is deselected) and again constraint propagation may fix further
variables implicitly.
For each node an upper bound will be evaluated (see below). A node
is fathomed if its upper bound is not greater than the overall lower
bound, or if all variables are fixed. If a node is not fathomed, two new
child nodes derive from the current node through branching.
The outline of the search tree still misses details on how the upper
bounds are obtained, how to determine which edges are to be chosen
for branching, and how constraint propagation works. This will be de-
lineated in the next sections.

3 Upper Bounds

The objective of the CPP is the sum of the edge weights within all
cliques. Relaxing the triangle restrictions (see (1)) leads to a very simple
initial upper bound g∗0, which is the sum of all positive edge weights:

g∗0 :=
∑

1≤i<j≤a
max{wij , 0}

This upper bound can similarly be applied to each node λ of the search.
If a positive edge weight is deselected or if a negative edge weight is
selected, the upper bound is reduced accordingly:

g∗λ = g∗0 −
∑

1≤i<j≤a
xij fixed

((1− xij) ·max{wij , 0} − xij ·min{wij , 0})

However, this upper bound cannot efficiently limit the search space.
Thus, we lower this upper bound by taking into account the triangular
restrictions. Consider a triple of vertices of the complete graph in which
two edge weights are positive and one is negative, e. g. as shown in
Figure 1. Both positive edges are included in g∗0, although both can
only be selected in a feasible solution if the negative edge is selected,
too. Thus, a triple of vertices i, j and k in which xij , xik and xjk are
not fixed, can reduce the initial upper bound by
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Fig. 1. Complete subgraph

5(i, j, k) :=





min{|wij | , |wik| , |wjk|} if (wij < 0 ∧ wik, wjk > 0)
∨ (wik < 0 ∧ wij , wjk > 0)
∨ (wjk < 0 ∧ wij , wik > 0)

0 else

.

Thus, in Figure 1 the upper bound could be reduced by 45.
An edge disjunctive set of such triples of vertices (determined greedily)
leads to a tighter upper bound. In fact, compared to g∗0, this upper
bound diminished the difference between initial upper bound and op-
timal solution by more than 60 % in each of the elven benchmark tests
used.

4 Branching

Which edge should be chosen next for branching? In order to answer
this question, let us investigate how the search space is split.
A child node in which xij = 1 has less feasible solutions than the child
node in which xij = 0 (i. e. the assumption that two vertices must
be in the same clique is more restrictive than the assumption that
these vertices must not be in the same clique). However, in order to let
the branch and bound algorithm terminate quickly, it is important to
reduce the size of the search space of both nodes. This can be achieved if
there is a low upper bound in the node defined by xij = 0. A low upper
bound could lead to the elimination of nodes or enables constraint
propagation (to be described below) to furthermore reduce the search
space. Thus, we will always branch over the edge (i, j) which in case
of xij = 0 reduces the upper bound most. For the sake of shortness we
omit the procedure how to determine the edge that reduces the upper
bound most.

1

2

3

45

-90

56
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5 Constraint Propagation

After each branching, two consistency tests are performed. One ex-
amines the triangular conditions, i. e. the fact that for three vertices
i, j, k ∈ V it is not possible that xij = xik = 1 and xjk = 0. Thus,
constraints are propagated in order to determine whether branching
leads to further edges to be fixed that must or must not be included in
a feasible solution. The other test examines whether some edges must
or must not be selected in order to keep the upper bound above the
lower bound.

5.1 First Consistency Test

Let us assume that xij , i, j ∈ V has been fixed during last branching.
If xij = 0, we may conclude for every k ∈ V \{i, j} that xik = 0
and/or xjk = 0. If this condition is not fulfilled, then the node leads to
an infeasible solution and need not be examined. Otherwise it might
appear, that only one edge is selected (say xik = 1), and the other one
is not yet selected or deselected. In this case xjk is implicitly set to
zero. An analogous test is performed if xij = 1. Note that all implicit
selections or deselections will be propagated until no propagation is
possible any longer.

5.2 Second Consistency Test

A node λ is fathomed if the (local) upper bound is not greater than
the (global) lower bound. If the selection (deselection) of an unfixed
edge leads to such a case, we can implicitly deselect (select) this edge.
So, for each edge we either have to determine how much the upper
bound is lowered if this edge is deselected (this has already been done
while determining the next edge for branching), or how much the upper
bound is lowered if this edge is selected. If the absolute value of any of
these numbers is greater than the difference between upper and lower
bound, the according edges can be selected or deselected.

6 Summary

An exact solution method for the clique partitioning problem has been
presented. The branch-and-bound algorithm varies from former ap-
proaches concerning the search tree, the upper bounds, and makes use
of a stronger constraint propagation.
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Summary. We present a Branch-and-Bound (B&B) method using combi-
natorial bounds for solving makespan minimization problems with sequence
dependent setup costs. As an application we present a laser source sharing
problem arising in car manufacturing.

1 Introduction

Some car manufactures use laser welding technology for the assembly
of car bodys. The equipment in a welding cell consists of a number of
welding robots and one or more laser sources, each of which can supply
more than one robot, but only one at a time. In usual settings only a
small fraction of the process time is spent with welding. This motivates
the idea of sharing laser sources between robots. Because production
cycle times must not be exceeded, the question is: “How many laser
sources are needed to process a given set of welding tasks with a given
set of robots in a given time?” To answer this question, we propose the
Laser Source Sharing Problem (LSP): Given a set of robots, a set of
welding tasks and a set of laser sources, find a scheduled tour (i.e., an
order of job start and end points together with start and end times)
for each welding robot and an assignment of robots to laser sources so
that

• all jobs are served,
• robots assigned to identical laser sources never weld simultaneously,
• the makespan is minimized.

This problem was introduced in [6], where a mixed-integer model for
the special case of fixed robot tours was developed. An extension to
integrate tour optimization was proposed in [8], but could not be solved
on real-world scales (3–6 robots, 1–3 sources, ≈ 30 jobs).
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When we drop the resource sharing constraint, we obtain a vehicle
routing problem (VRP) with makespan minimization. Classical exact
approaches to solve large VRPs use column generation in mixed-integer
models, see [4] or [7]. However: The makespan objective yields large
integrality gaps in the Master Problem, and – because of few servers
for many jobs – the columns are dense.
We propose a combinatorial B&B algorithm based on partial schedules.
Such algorithms are common in project scheduling, and a key problem
is to find good lower bounds. Most lower bound constructions in project
scheduling are based on precedence constraints, for instance critical
paths calculations, see [2] or [3]. Since our problem does not contain
precedence constraints, we follow a different method.
Our contribution is a new B&B algorithm that solves NP-hard sub-
TSPs, which provide much better bounds than LP relaxations of com-
mon mixed-integer models. This is the first algorithm that can solve
industrial-scale LSP-instances to proven optimality. Since estimating
real robot driving times is a non trivial practical problem, all compu-
tations had to be done with artificial data, generated from real-world
welding plans, though. We are currently working on providing more
realistic data using KuKa SimPro. Moreover, collision avoidance is not
yet part of the algorithm but can and will be integrated later.
We believe that bounds from the solutions of NP-hard subproblems
may also be helpful for other makespan minimization problems.

2 Problem Definition

Let R be a set of robots, J a set of jobs and L a set of laser sources.
Each robot r ∈ R has a nullposition or, where the tour has to start
and to end. Each job j ∈ J has two end positions ja, jb. If the service
of a job starts at ja it has to finish at jb, and vice versa. Let pj be the
processing time of Job j ∈ J . We denote the driving time of Robot r
from Positions qi to qj by δr(qi, qj). We also introduce a latency δl for
laser sources. When l switches robots then there is a delay of δl.
The task is to assign each j ∈ J to a robot r ∈ R, each robot r ∈ R
to a laser source l ∈ L, and to create a scheduled tour for every robot
through all assigned jobs so that

• each job is assigned to exactly one robot,
• each robot is assigned to exactly one laser source,
• jobs assigned to robots sharing a laser source do not overlap in time.
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The cost of a scheduled tour is the time length, i.e., the time when the
robot finishes its tour at or. The goal is to minimize the makespan,
which is the maximum over the tour costs. If we restrict to one robot
(the 1-server problem) and set for all jobs ja = jb, pj = 0 we get a TSP,
which is NP-hard. Thus, the laser sharing problem is also NP-hard.
The LSP can be interpreted as a vehicle routing problem, where vehi-
cles correspond to robots. The task is to find a route for every vehicle
with minimum makespan subject to the resource constraints. From a
scheduling point of view we can interpret the robots as machines, result-
ing in a parallel-machine scheduling problem with sequence dependent
setup costs. The laser sources are resources with the condition that
each machine can only use a unique resource.

3 The Algorithm

We already showed that the TSP is a special case of our problem. Since
TSPs of the usual scale of the LSP (around 30 jobs) are relatively easy
to solve nowadays, we can use TSPs as relaxations. In the next section
we will see that this yields better and faster bounds than LP relaxations
of mixed-integer-models of the LSP.
Assume that an assignment J : R → 2J of robots to jobs and an
assignment L : R→ L of laser sources to robots are fixed. The resulting
problem is called LSP(J ,L). If resource constraints are neglected, then
we can solve the 1-server problems separately by auxiliary TSPs, see
[5]. The duration (in the LSP) of any tour t will be denoted by `(t).
The set of jobs served in Tour t is denoted by J(t).
LSP(J ,L) can now be solved as follows: Assume that for each robot
r we are given a partial scheduled tour tr ending in qr with duration
`(tr). Then no scheduled tour starting with tr visiting all jobs in J (r)
can finish earlier than the concatenation of tr and an optimal TSP tour
tTSP
r (Kr, qr) starting at qr, visiting all jobs in Ktr := J (r) \ J(tr), and

ending at or. Thus, a lower bound of LSP(J ,L) with given scheduled
prefix tours (tr)r∈R is given by maxr∈R

(
`(tr) + `(tTSP

r (Ktr , qr))
)
. Now

we can solve LSP(J ,L) using B&B with a node for each (tr)r∈R and
child nodes corresponding to all single-job extensions of a single tr.
We summarize the algorithm for LSP(J ,L): For r ∈ R, a set of jobs K,
and a start position q we denote by TSPr(K, q) a call to an exact TSP
oracle solving the 1-server problem of Robot r starting at Position q,
processing all jobs in K, and ending at or. The set TTSP := {tTSP

r | r ∈
R} stores the solutions of the 1-server problems. Similarly, T := (tr)r∈R
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keeps a partial scheduled tour tr for every robot. We write µ for the
best upper bound and λ for the lower bound of the current node:

Algorithm 1 (Combinatorial Branch-and-Bound for LSP(J ,L))
Input: Data of LSP(R,L)
Output: A set TOPT with optimal scheduled tours {tr}r∈R.
1. initialize: tr := () for all r ∈ R
2. set µ :=∞, TOPT := T :=

(
()
)
r∈R // empty tours

3. CBB(T)
4. return TOPT

Procedure CBB(T) for T = (tr)r∈R:

1. for all r ∈ R,
set qr to the last position of tr or or if tr = () and set

tTSP
r := TSPr(J (r) \ J(tr), qr)

2. set λ := maxr∈R
(
`(tr) + `(tTSP

r )
)

// length of partial scheduled tour tr completed with tTSP
r

3. if λ > µ return // pruning

4. if J(tr) = J (r) // all jobs are scheduled

a) complete the tours, i.e., append or to tr ∀ r ∈ R
b) set µnew := maxr∈R `(tr) // makespan of current solution

c) if µnew < µ, set TOPT := T, µ := µnew // new best solution

d) return
5. for all r ∈ R, j ∈ J (r) \ J(tr), (qstart, qend) ∈ {(ja, jb), (jb, ja)}

// run through all not yet scheduled jobs

a) append (qstart, qend) to tr
// Job j will be welded next from qstart to qend

b) set the start time of j to

max{`(tr) + δr(qr, qstart), max
s∈R\r
L(s)=L(r)

`(ts) + δL(s)}

// earliest time so that r can reach the job

// and so that the laser source is available again

c) CBB(T)
d) remove j from tr

Remark 1 At any time, we can pipe the tour information given by
the TSP call into a scheduling heuristic for fixed tours, e.g., [6], which
gives us a feasible solution for the LSP. This primal information is not
available from LP-relaxations.
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If the assignments J and L are prescribed, then we end up in a cluster-
first-schedule-second approach, which yields an optimal solution when-
ever we guess the “right” assignments. Since |R| and |L| are small, we
can enumerate all Ls. The number of potential job-robot assignments,
however, is too big for a naive enumeration. However, we can reduce
this big set to a small set of candidates without missing an optimal as-
signment. To this end, we branch over partial job-server assignments.
Whenever we reach a leaf, we run an heuristic scheduling algorithm to
generate a feasible solution using only one laser source. The value of
this solution provides an upper bound for LSP. The lower bounds in
the nodes are obtained by solving the 1-server TSPs for the partially
assigned jobs. Every leaf with a lower bound not worse than the best
global upper bound is a candidate. Finally, the LSP can now be solved
exactly by solving the LSP(J ,L) for all candidate assignments.

4 Computational Results

We now compare the lower bounds to the LP relaxations of two mixed-
integer-models. The first one is an improved version of [8] which uses
linear ordering variables and many big-M constraints. Since good LP-
bounds in scheduling often come from time indexed variables we also
compare to a model based on a time expanded networks.
Our test instances consist of randomly selected jobs of a real welding
plan from a car manufacturer with three robots. Unfortunately, it is
a non trivial practical problem to get real robot driving times. We
used Euclidean distances on the 2D projection of the welding points
as an approximation. The comparison was done on a Intel Core 2 Duo
processor with 3 Ghz and 4 GB memory running Ubuntu Linux 8.04 in
64 bit mode. For the LP relaxations we used Ilog Cplex 11.1 (barrier
for time discrete networks and dual simplex for linear orderings). The
TSP relaxations were solved by concorde [1]. In the following table
the lower bounds from various root relaxations for typical instances of
LSP (L,J ) with given optimal assignments are listed. The respective
optima were calculated by our method. For non-optimal assignments,
LP-relaxations are no better.

problem
lin. ordering time-exp. netw. TSP

optimum
cpu/s value cpu/s value cpu/s value

10jobs 0.08 24.7 24.5 24.7 0.02 24.7 24.7
16jobs 0.02 18.0 200.0 17.1 0.02 20.3 20.3
18jobs 0.09 20.0 282.8 19.1 0.02 22.7 22.8
20jobs 0.03 20.0 463.3 19.1 0.02 23.0 23.0
34jobs 0.11 24.7 2605.9 31.4 0.07 31.4 31.4
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We see that, for a use in our B&B, linear ordering relaxations are too
weak for the large instance and time expanded network relaxations
are way too slow. The TSP relaxation is the strongest and the fastest
throughout and was the only one with which the full B&B for the
34jobs-LSP could finish within a couple of hours.

5 Conclusions

We showed that NP-hard subproblems have the power to provide much
better bounds in B&B algorithm than classical LP based approaches.
The key lies inside the problem scale: A large-scale for the original
problem (here: LSP) may be small for the subproblem (here: TSP).
It remains to verify the method on real-world welding data and to
integrate collision avoidance in the B&B.
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Summary. Layouting items in a 2D-constrained container for maximizing
container value and minimizing wasted space is a 2D Cutting and Pack-
ing (C&P) problem. We consider this task in the context of layouting news
articles on fixed-size pages in a system for delivering personalized newspa-
pers. We propose a grid-based page structure where articles can be laid out
in different variants for increased flexibility. In addition, we have developed
a fitness function integrating aesthetic and relevance criteria for computing
the value of a solution. We evaluate our approach using well-known layouting
heuristics. Our results show that with the more complex fitness function only
advanced C&P algorithms obtain nearly-optimal solutions, while the basic
algorithms underperform.

1 Introduction

Automatic layouting is the task of selecting elements from a given set
and placing them on a two-dimensional plane such that the resulting
layout optimally fills the available area, e.g. minimizes wasted space.
The general class of this kind of problems is known as Cutting and
Packing [9], which is an NP-hard problem [3]. Therefore, the task is
to constrain the search space and still find nearly-optimal layouts.
If elements have a value, this is known as an output maximization
problem. Hence, the algorithm does not necessarily need to minimize
wasted space, but rather maximizes the overall value of the packed
elements. Solutions to this problem include variants of greedy search
and Genetic Algorithms [7], a greedy randomized adaptive search pro-
cedure (GRASP) [1] and tabu search [2]. Many algorithms focus on
ranking elements which are then laid out according to a placement
strategy, e.g. proceeding from the top-left corner to the bottom right,
greedily filling the next available space.
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Laying out articles on a newspaper page is a special type of C&P. To
produce a visually pleasing layout which conforms as much as possi-
ble to a typical newspaper page layout, aesthetic criteria, such as page
whitespace and article whitespace, must be considered as contributing
to the value of the solution [5]. Gonzáles et al. [4] employ a greedy
Simulated Annealing algorithm for creating a column-based layout for
on-line articles. However, their approach only minimizes inter-article
whitespace without restricting the page height, thus rendering it unus-
able for fixed page sizes. Jacobs et al. [6] use a dynamic programming
approach based on pre-defined page templates. The drawback of this
approach is the need for manually specifying the templates. Golden-
berg employs a Genetic Algorithm to layout variable-sized documents
with the goal of minimizing the required area and hence the amount
of whitespace [3]. He considers the aspect ratio of the resulting area as
an aesthetic constraint and reports that items tend to be laid out in
rows and columns if their respective heights or widths are similar. The
approach cannot discard any elements and therefore cannot be applied
for pages with fixed size.

Our Contribution

In our approach, we use a fixed-size page and subdivide it into columns
and rows, similar to a typical newspaper page. To increase the flexibility
of the page’s layout, we allow an article to be laid out in different forms,
e.g. spanning a single or multiple columns, or including an optional
media element. We also extend the basic greedy top-left placement
strategy by allowing it to skip areas which are not beneficial, thus
avoiding to discard elements that do not fit the next free space.
In addition, our method computes an element’s value as a combination
of its inherent value, i.e. its relevance for a user, and its contribution
towards an aesthetic overall page layout. We compare the resulting
layouts to those using a baseline function optimizing wasted space only.
For the evaluation of our approach we use a set of algorithms that have
been shown to result in nearly-optimal values for typical packing tasks:
various greedy algorithms and a Simulated Annealing approach [4, 7, 8].
To compute the optimal values achievable for a dataset, we use an
exhaustive search.

2 Laying Out Newspaper Pages

We subdivide a page into a fixed-size 4-by-16 grid, where each cell cor-
responds to 6 lines of text (see Figure 1 (a)). An article may be laid out
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in several variants depending on article properties such as text length
and/or the availability of media elements. Each article is transformed
into a set of candidate items for the layouting process, discarding vari-
ants which do not fulfill basic aesthetic constraints, e.g. aspect ratio or
headline/text ratio. There are at most 8 items per article, correspond-
ing to an article laid out across 1, 2, 3 or 4 columns, combined with
using a media element or not. The layout algorithm is responsible for
ensuring that at most one item per set is used.

Fig. 1. Layout Grid and Article Coverage

Placement Strategy

Items are placed on the page in a left-to-right and top-to-bottom fash-
ion, in the order computed by the layouting algorithm. The placement
algorithm computes the location and extent of the next rectangular
empty area (see Figure 1 (b), area 1). Since this may result in areas
that are too small for any of the remaining articles, we extend this
greedy approach by allowing the algorithm to skip areas of the page,
giving new spaces (see Figure 1 (b), areas 2 and 3).

Computing the Page Score

We use two fitness functions for computing the value of an item. Our
baseline function f1 simply measures the page coverage of an item,
i.e. the ratio of its area to the page area. To address personalization
and aesthetic issues, our second fitness function f2 considers the user
relevance ri of and the amount of whitespace ci (empty text lines in the
last row of cells due to variable text length, see 1 (c)) within an item
i as additional factors. The value of an article is computed as the sum
of its user relevance, the item coverage and its fractional contribution
to the page coverage:
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f2(i) = ri + ci +
wi ∗ hi

WH −∑ j∈B
j 6=i

wjhj
, (1)

where wi and hi are the width and height of item i, W and H are the
width and height of the entire page, and B is the set of items already
placed on the page. The total page score is then computed as the sum
over all item values.

3 Experiments

3.1 Experimental Setup

To evaluate our approach, we prepared 4 different test data sets from
article collections containing 30 articles. For each data set we used the
first 10, 20 or all articles, resulting in item sets containing between 31
and 129 items. Most sets do include at least one full-page article, and a
number of item combinations that can be laid out to completely fill the
page. For computing the optimal solution value we use an exhaustive
search. Like Julstrom [7], we present two slightly different realizations
of greedy search, namely an absolute (AG) and a relative greedy (RG)
variant, as well as a third variant (EG) based on Sahni’s ε-approximate
algorithm [8] for k = 1. We also implemented a Simulated Annealing
(SA) approach [4], using 50-fold cross-validation to optimize the swap
rate and maximum number of iterations. Maximal page scores were
achieved for Tmax = 1000 ∗ |items| and swap = 50%.

3.2 Results

We evaluate each algorithm in combination with each fitness function,
repeating this procedure for each data set and data set size, giving a
total of 24 evaluation runs for each algorithm. For the greedy algo-
rithms, we compute the best solution for each run. The SA algorithm
was run 50 times for each evaluation run to compute mean and stan-
dard deviation of its solutions, as well as the average error rate of the
mean solution. When using f1, all algorithms consistently find opti-
mal solutions as computed by an exhaustive search, with only a few
exceptions. This is to be expected, as the function simply minimizes
page whitespace. Therefore, we do not show these results. The picture
is somewhat different for f2. Here we find that the basic greedy heuris-
tics consistently underperform (see Table 1). Since the value of an item
is spread across its area, the greedy heuristics have a strong tendency
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Fig. 2. Generated Layout Examples

to prefer smaller articles. In other words, the algorithms select many
relevant articles, which leads to rather unpleasing, fragmented layouts,
as shown in Figure 2 (a) and (b).
The EG heuristic consistently outperforms the AG and RG algorithms,
since it can place items other than the most dense first. The SA algo-
rithm in turn easily outperforms all other algorithms, almost always
finding nearly-optimal solution values (see Table 1), but has a higher
runtime complexity than the greedy heuristics. The pages (c) and (d)
in Figure 2 illustrate two sample pages generated using f1 and f2. Page
(c) has been found using f2 and corresponds to a page with a quality
close to the optimum. Page (d) has been found using f1. In both cases
larger articles have been put on the page which results in pages looking
aesthetically more pleasing.
We note that for some data sets the optimal solution value is actually
lower when using more articles. This can be explained by the way the
placement strategy works: The larger data set includes an item with
a higher density than the smaller set, which is then placed first. The
sequence and size of rectangles computed for placing the next item
may then be worse than layouting sequence of the smaller data set.
This emphasizes the importance of the placement strategy.

Table 1. Performance with Fitness Function f2 (Opt. unknown for Runs 6,12)
No. Opt. AG RG EG SA

Value %E Value %E Value %E Mean StdDev %E
1 2.2068 1.2681 42.54 1.2681 42.54 2.1139 4.21 2.2035 0.0165 0.15
2 3.3767 2.3017 31.84 2.3017 31.84 3.1762 5.94 3.3767 0.0000 0.00
3 4.3688 3.0223 30.82 3.0223 30.82 3.5354 19.08 4.3658 0.0053 0.07
4 4.6967 3.0111 35.89 3.0111 35.89 3.4244 27.09 4.6842 0.0878 0.27
5 8.0428 5.4261 32.53 5.4261 32.53 6.9553 13.52 7.7069 0.2059 4.18
6 (8.7666) 6.6678 ? 6.6678 ? 9.0800 ? 9.2685 0.2756 ?
7 5.6004 4.1745 25.46 4.1745 25.46 5.1356 8.3 5.5743 0.0402 0.47
8 7.2056 5.3049 26.38 5.3049 26.38 5.7886 19.67 6.6959 0.3336 7.07
9 7.5765 4.8854 35.52 4.8854 35.52 6.8242 9.93 6.9890 0.2464 7.75
10 6.7334 4.4884 33.34 4.4884 33.34 6.3152 6.21 6.7210 0.0577 0.18
11 7.8890 6.5950 16.4 6.5950 16.4 7.8198 0.88 7.6860 0.1370 2.57
12 (8.5275) 5.8718 ? 5.8718 ? 8.7147 ? 8.1817 0.2216 ?

( a ) ( b ) ( c ) ( d )
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4 Conclusion

We have shown that our approach of combining a grid-based structural
template with a top-left placement strategy produces high-quality lay-
outs. Our evaluation shows that, when integrating aestethic criteria and
user relevance into the fitness function, more attention must be paid to
the layouting algorithm and placement strategy. Further investigation
into the choice of the fitness function and its weight parameters is an
interesting challenge for future research, e.g. for unique branding and
advanced personalization of the newspaper page layouts.
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Summary. In Clustering Problems, groups of similar subjects are to be re-
trieved from large data sets. Meta-heuristics are often used to obtain high
quality solutions within reasonable time limits. Tabu search has proved to be
a successful methodology for solving optimization problems, but applications
to clustering problems are rare. In this paper, we construct a tabu search
approach and compare it to the existing k-means and simulated annealing
approaches. We find that tabu search returns solutions of very high quality
for various types of cluster instances.

1 Introduction

Clustering problems are the problems of constructing groups of sub-
jects such that each group shares relevant characteristics [4]. Clustering
problems are encountered in many fields of research, such as pattern
recognition, marketing, and computer science. The relevant character-
istics of subjects, or the attributes, take many forms, such as binary
(yes or no) or ratio scores. When the attributes are measured on a
ratio scale, the Minimum Sum of Squares Criterion (MSSC) is often
taken to measure the dissimilarity between subjects [4]. This measure
takes the sum of the squared distances between each pair of subjects
in the same cluster.
Because of the complexity of MSSC Clustering Problems, heuristics
are often applied to solve them. A commonly used cluster heuristic is
k-means (KM), introduced in [5]. It is extended in [7] with the so-called
Ward’s heuristic from [9] to generate starting solutions. However, KM
is a local search method, meaning that it is prone to being trapped in
a local optimum [10]. Methods that use and guide other heuristics in
order to produce solutions beyond the local optima that are normally

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_77, © Springer-Verlag Berlin Heidelberg 2009

475



476 Marcel Turkensteen and Kim A. Andersen

produced are meta-heuristics [3]. A popular meta-heuristic for MSSC
Clustering problems is simulated annealing (SA); see [2]. It produces
good cluster solutions and is relatively easy to implement.
A promising meta-heuristic is tabu search (TS) [3]. It has been applied
to clustering [1, 8], but we address the following potential improvements
that have not yet been considered in the existing literature.

• When methods are compared, in particular to KM, starting solu-
tions are often randomly generated or unspecified; see e.g. [1]. We
also use Ward’s algorithm to generate high quality initial solutions,
for TS as well as its competitors.
• Current tabu search comparisons consider clustering problems of

at most 100 subjects. We address large databases of up to 5,000
subjects, which are likely to occur in practice.
• We include a more effective diversification stage; see Section 2.

2 Tabu Search for Clustering

The clustering problem can be formally stated as follows. Let X denote
the set of all cluster solutions on n subjects. Given a particular cluster
solution x ∈ X the function f(x) measures the quality of that particular
cluster. The problem can be formally stated as follows:

min f(x)
s.t. x ∈ X . (1)

Tabu search requires an initial solution x, which belongs to the solution
space X , i.e. x ∈ X . It then tries to improve the solution through an
iterative process, called intensification. The purpose of this phase is to
determine the best solution in some part of the solution space contain-
ing the starting solution. During this process, deteriorating moves are
allowed as well. A tabu list is being kept in order to prevent cycling
through the same solutions. After an intensification phase, the tabu
search can move to a new solution through diversification. In the di-
versification phase, the search is redirected from the current solution
to a different part of the solution space. A new intensification phase
then takes place. The tabu search procedure alternates between these
two phases a predetermined number of times, saving the best solution
x∗ ∈ X found so far.
In the intensification phase, solutions are searched through iteratively.
The iterative procedure is performed as follows: Given a solution x,
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there is a predefined set of solutions N (x) ⊂ X that can be reached
from x, called the neighborhood of x. The solution with the lowest costs
in the neighborhood is chosen as the next solution; this may even be
a solution with higher costs than the current one. However, some solu-
tions are placed in a so-called tabu list and are not available. After a
move from solution x to x̂ (x 7→ x̂) has been made, the inverse move
(x̂ 7→ x) is added to the tabu list in order to prevent the tabu search
from being caught in the same set of solutions. The length of the tabu
list determines how long a certain move is forbidden. It may be use-
ful to make a move even though it is in the tabu list. A move in the
tabu list is allowed when the aspiration criterion is met, for example,
when the forbidden move leads to a better solution than the current
best one. Finally, the number of iterations determines how many itera-
tions are made in the intensification phase. Important decisions in the
diversification phase are the number of diversifications and the diver-
sification strategy, i.e., the procedure with which the solution of a new
intensification phase is constructed.
The tabu search algorithm from [1] is quite basic as no diversification
is done. Moreover, there are no reports on the effects of changing in-
tensification decision rules on the performance of tabu search. A more
extensive tabu search algorithm is presented in [8]. This method forces
pairs of similar subjects into the same cluster. It then diversifies the
search by allowing the subjects of one of these pairs to be in different
clusters. For larger instances, it means that either a large number of
diversifications needs to be performed, or the search is restricted to a
small part of the solution space.
In our TS procedure, we assume that the initial solution is given. The
intensification stage is as follows. The neighborhood of a solution is the
set of all solutions in which the cluster membership of one subject is
changed. The number of iterations is not fixed, but the intensification
is terminated if no new best solutions are obtained in 100 iterations.
We maintain a relatively long tabu list of length 180 to prevent cycling
between the same solutions.
We apply the following diversification strategy. Take, in each cluster,
the subject with the longest distance to its respective cluster center; use
these k subjects as new cluster seeds, i.e, assign each of the n−k other
subjects to the closest seed point. This strategy brings the search to a
better than random strategies. We also find that about 8 diversifications
is sufficient.
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3 Computational Experiments

Comparative studies between methods on meta-heuristics for cluster-
ing have been sparse. Meta-heuristics have often only been tested on
specific case studies without any mentioning of the used parameter
values.
In a typical clustering study, there are many issues that need to be
addressed, but we limit ourselves to minimization of the MSSC score,
given a fixed number of k clusters. For a discussion of the entire cluster
process, we refer to [4].
We choose the commonly used KM version from [5]. Our SA algorithm
is experimentally determined and has the following cooling schedule
(initial temperature 2500, α = 0.95, freezing temperature 0.00001, the
number of tries 1

2kn before stability is achieved at a given tempera-
ture). Starting solutions are both randomly generated (“random”) and
generated using Ward’s algorithm (“Ward”). All procedures have been
implemented in C++ and compiled with the Visual Studio 5.0 com-
piler. All tests were performed on an HP 2.00 GHz computer with 0.97
GB RAM using a Windows NT operating system.
Firstly, we consider the so-called Milligan instances, generated with
the cluster instance generator from [6]. We use 120 instances of 200
subjects each of seven different cluster problem types. In Table 1, the
results are presented as follows. There are no optimal MSSC scores
available. Therefore, we choose to divide the MSSC score of a method
for instance by the best score found for that instance. The averages of
these scores are then computed and reported for each instance type and
each method. A score of 1 of algorithm A for instance type i means that
A always finds the best solution for type i among our tested algorithms.
This relative measure is taken, because comparing average MSSC scores
would bias the results towards the instances with large MSSC scores.

Table 1. Relative average MSSC scores

Random start Ward start
Type SA TS KM Ward SA TS KM

1 Normal 1.4164 1.0404 7.1704 1.0096 1.0048 1 1.0075
2 20% outliers 1.1288 1 2.9523 1.1250 1.0273 1 1.0592
3 20% outliers 1.0591 1.0055 2.1914 1.1271 1.0138 1 1.0686
4 Error (low) 1.2437 1.0693 5.2270 1.0113 1.0027 1 1.0037
5 Error (high) 1.1221 1.0054 3.0897 1.0442 1.0070 1 1.0339
6 Noise dim. 1.0015 1.0005 1.1600 1.0943 1.0014 1.0002 1.0586
9 Standardized 1.2562 1.0051 1.3272 1.1250 1.0420 1 1.0031
11 Random data 1.2043 1.0173 3.2637 1.0833 1.0135 1.0002 1.0306
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Table 1 shows that all methods, but in particular KM, perform clearly
better when departing from an initial solution generated with Ward’s
algorithm, in particular for the instance types 1 and 9, which contain
clear cluster structures. Overall, TS returns the best results. TS and
SA take much more time than KM. However, we find that performing
a large number of KM runs from different starting points does not lead
to high quality solutions.
Meta-heuristics can be used to find high quality solutions for large
practical instances instances as well. In order to reduce search times, we
randomly select a subset of 5,000 potential candidate moves in each TS
and SA iteration. Moreover, the procedures are terminated after 1,000
seconds of CPU time; this includes the time for performing Ward’s
algorithm. We solve eight randomly generated instances of size 3,000
and 5,000 each which have 4 attributes with normally distributed at-
tribute scores in 4 clusters. The instances contain both badly and well
separated clusters.

Table 2. Average MSSC scores and solution times for large randomly gener-
ated cluster instances

SA TS K-means
Initial sol. n MSSC Time MSSC Time MSSC Time
Random 3000 11187 1000 11627 945 9727 6
start 5000 19796 1000 20089 949 41292 18
Ward 3000 11525 1000 11188 550 11966 37
start 5000 20090 1000 18527 508 19135 145

The results indicate that TS, departing from Ward’s solution, obtains
the best results. Remarkably, SA performs very well from a random
start, possibly because it explores a large variety of solutions ini-
tially, but it obtains poor solutions from Ward’s starting solutions.
For n = 5000, an adjustment of the initial temperature to 25 is nec-
essary. The TS parameter choice appears to be more robust. However,
for further research, a balanced set of large cluster instances needs to
be developed.1

4 Conclusions and Future Research

In this paper, we present a tabu search approach that is applicable to
large cluster instances. We found that this approach produces very good
1 The instances from Milligan et al. are only up to 200 subjects
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solutions in comparison with the commonly used methods simulated
annealing and k-means. Meta-heuristics are most effective when the
clusters are not well-separated.
An interesting direction of future research is to compare cluster meth-
ods for other similarity measures than the commonly studied MSSC; see
[10]. Another interesting direction of future research is the application
of meta-heuristics to very large databases.
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1 Introduction

The bandwidth minimization problem is a classical combinatorial opti-
mization problem that has been studied since around 1960. It is formu-
lated as follows. Given a connected graph G = (V,E) with n nodes and
m edges, find a labeling π, i.e. a bijection between V and {1, 2, . . . , n},
such that the maximum difference |π(u)−π(v)|, uv ∈ E, is minimized.
This problem is NP-hard even for binary trees [3]. Though much work
on the bandwidth problem has been done, the gaps between best known
lower and upper bounds for benchmark problems is still large.
Applications of the bandwidth problem can be found in many areas:
solving systems of linear equations, data storing, electronic circuit de-
sign, and recently in topology compression of road networks [7].
Due to the hardness of bandwidth minimization, much research has
dealt with heuristic methods. These range from structured methods
to metaheuristic methods, genetic algorithm and scatter search. The
reader can refer to [1] for detailed references in this areas. For solv-
ing the problem to optimality, dynamic programming and branch-and-
bound have been used but with little success for sparse graphs. Caprara
and Salazar [2] have proposed new lower bounds and strong integer
linear programming (ILP) formulations to compute the bounds more
effectively. Their method is therefore used in our parallel implemen-
tation documented in this paper. We will report about computational
results for problem instances with up to 200 nodes.
In the following let d(u, v) denote the distance between two nodes u, v ∈
V , i.e. the smallest number of edges of a path connecting them. The
maximum distance from u to nodes s ∈ S is denoted by d(u, S) and
Nk(u) is the set of nodes whose distance from u is at most k.
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2 The Algorithm

The algorithms basically checks whether a specified bandwidth φ can be
realized. To this end it successively assigns labels to nodes and checks
bounds on the overall bandwidth implied by these partial labelings. If
all nodes can be labeled, then bandwidth φ is feasible.
We use the strongest ILP relaxation from Caprara and Salazar [2]. The
partial labeling is performed from two sides. L = {uh : πuh = h, h =
1, ..., k} is the set of nodes labeled from left to right and R = {vi :
πvi = n− i+ 1, i = 1, ..., q} the set of nodes labeled from right to left.
F is the set of remaining free nodes.
For a node v ∈ F , fv = max{(n − i + 1) − hφ : ui ∈ R ∩ Nh(v)} is
its smallest feasible label and lv = min{hφ + i : ui ∈ L ∩ Nh(v)} is
its largest feasible label, where v ∈ F is at distance h from ui ∈ L
and ui ∈ R. A layout is only feasible if fv ≤ πv ≤ lv. In addition,
NL

1 (v) = {u : d(u, L) = d(v, L)− 1} is the set of nodes whose distance
to L is shorter than that of v by one unit, NR

1 (v) is defined analogously.
The ILP relaxation used by Caprara and Salazar is the following.

min φ
fv ≤ πv ≤ lv, v ∈ F,
πuh = h, h = 1, ..., k,
πvi = n− i+ 1, i = 1, ..., q,
π ∈ Π,
luh = h, h = 1, ..., k,
φ ≥ i− h, (ui, uh) ∈ E

lv =

{ max τvv
φ ≥ τvv − τvu , u ∈ NL

1 (v)
τvu ≤ lu, u ∈ NL

1 (v)
τv ∈ Π|NL

1 (v)∪{v}|

, v ∈ F

fvi = n− i+ 1, i = 1, ..., q,
φ ≥ i− h, (vi, vh) ∈ E

fv =

{ min ρvv
φ ≥ ρvu − ρvv, u ∈ NR

1 (v)
ρvu ≥ fu, u ∈ NR

1 (v)
ρv ∈ Π|NR

1 (v)∪{v}|

, v ∈ F

(1)

We now describe how feasibility of a partial labeling is tested.
The function ExpandLayout expands the partial layout while maintain-
ing feasibility, i.e., fv ≤ πv ≤ lv for all remaining free nodes. First new
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bounds for fv and lv are set according to their definitions and this con-
straint is tested. If a violation is found, the algorithm stops. If not, the
second step proceeds to tighten the bound as described in the inner
ILPs for lv and fv as in ILP (1), and the bounds are tested again.
If no violation is detected, then Labeling is recursively called by Ex-
pandLayout to label the next position. The procedures stop if all nodes
have been labeled (meaning that a solution has been found) or if all
possibilites have been tried without success.
The algorithm is outlined in Figure 1.

Init: F = V ; lv = n; fv = 1; k = 0; q = 0
bool Labeling (φ, direction, F , k, q, f , l)
begin

if F==∅ then
return true

end if
Left = {v ∈ F : fv = k + 1}; {nodes can be labeled from the left side}
Right = {v ∈ F : lv = n− q}; { nodes can be labeled from the right side}
if direction==LeftToRight OR |Left| ≤ |Right| then

for v ∈ Left do
F = F\{v}; k = k + 1; πv = k;
ExplandLayout(LEFT);

end for
else

for v ∈ Right do
F = F\{v}; q = q + 1; πv = n− q + 1;
ExpandLayout(RIGHT);

end for
end if

end

Fig. 1. Checking Bandwidth Feasibility

As shown in [2] the execution time of Labeling to test one position is
O(n2logn + nm). Notice that the worst-case execution time of feasi-
bility testing for a given bandwidth value is still exponential. If one
is only interested in finding good lower and upper bounds one could
set a CPU time limit to the algorithm. But since we want to compute
exact optimum solutions we do not use this option. Depending on the
indicated direction, the algorithm performs labeling from either both
sides or only from left to right.
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3 Parallelization

Obviously, the above algorithm is suited for parallelization. We have
chosen the open-source software framework ALPS [8], a COIN-OR
project, for implementing a parallel version. ALPS supports branch-
and-bound (and also branch-and-cut which might be useful for subse-
quent research on the bandwidth problem) and is designed for Linux
systems running MPICH [6]. It uses a master-hub-worker scheme and
supports load balancing which is very important in our case.
Information in an ALPS-based program is denoted as knowledge, de-
rived from class AlpsKnowledge. There are four types of knowledge:

• Model
contains the data describing the graph and the bandwidth problem.
It is implemented in the class BwModel.
• Solution

description of feasible solution (implemented in class BwSolution).
• Tree node

describes the data and methods in a node of the tree search (im-
plemented in class BwTreeNode).
The member function process() determines how a node will be pro-
cessed (fathomed, solution found, or continuation of search) and the
function branch() decides how child nodes are generated.
• Subtree

contains the hierarchy of tree nodes (in class AlpsSubTree). ALPS
communicates between processes at this level rather than the node
level to avoid transfering many times.

Knowledge is stored and managed in so-called knowledge pools. Com-
munication is carried out through knowledge brokers. These brokers are
available for all processes and are responsible for sending, receiving, and
routing all of the knowledge mentioned above. ALPS currently supports
two communication protocols: single-process and MPICH on Linux
clusters. Searching is driven by the functions process() and branch()
of the class BwTreeNode. Each tree node keeps its partial labeling state
with an object of class PartialLabeling whose member function La-
beling() realizes the algorithm of Figure 1.
The search is initialized with a single root node and is divided into three
phases: ramp-up for initialization, steady for searching, and ramp-down
at the end. For balancing load effectively ALPS defines the concepts of
static load balancing in the ramp-up phase and dynamic load balancing
in the steady phase. We use the so-called spiral scheme for static load
balancing, where the master generates child nodes and distributes them
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to hubs where they do the same to their workers. The reason is that,
initially nodes are created evenly, as can be seen in the algorithm in
Figure 1.
In the steady phase, the nodes in one branch of the search tree may be
pruned so this branch has little work left, while the other branches are
running heavily. Therefore dynamic load balancing plays an important
role. ALPS manages this at two levels: intra-cluster dynamic load bal-
ancing performed by a hub to balance its cluster, and inter-cluster dy-
namic load balancing by the master to reallocate jobs between clusters.
We use dynamic load balacing at both levels in our implementation.
Best-first search is chosen as the overall search strategy. Notice that no
quality value or lower bounds for subproblems have been used in [2].
It is possible to introduce bounds by solving the relaxation of ILP (1)
and using its objective value for guiding the tree search. However, the
running time gets larger with the addition of using an LP solver. This
feature is not yet included in the current system, but we plan to have
it in the next version.
It turned out to be helpful to run a fast heuristic in the ramp-up phase.
We used the enhanced GPS heuristic [7]. While the running time for
finding lower bounds did not get smaller, upper bounds can be found
more quickly for most instances in the benchmark suite. For example,
upper bound for instance impcol b (59 nodes) can be found in 37.9
seconds while the program without this heuristic takes longer than 2
hours. In the case of instance west0156 (156 nodes), the numbers are
4.5 seconds compared to more than 1.5 hours.

4 Computational Results

In this section we report the computational results of our program. We
compare with the best known results in the literature [1] and use the
same benchmark suite as in their work. Computations were carried out
on the cluster of the Interdisciplinary Center for Scientific Comput-
ing (IWR) in Heidelberg ([4]) This cluster consists of 127 nodes, each
equipped with two Dual Core AMD 2.8 GHz processors with 8 GB
RAM memory running Debian 4.0. The cluster uses Myricom 10G for
the network layer with MPICH-MX and the program is compiled with
an Intel compiler. The running time was limited to 30 minutes. Only
new results are reported in Table 1, we obtained equally good results
for other instances in [1].
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Table 1. Computational Results

Instance Nodes Edges Best in [1] Our result
LB UB % Gap LB UB % Gap

bcspwr03 118 179 10 11 10.00 10 10 0.00
bcsstk22 110 254 9 10 11.11 10 10 0.00
can 144 144 576 13 14 7.69 13 13 0.00
gre 115 115 267 20 24 20.00 21 23 9.52
gre 185 185 650 17 22 29.41 18 22 22.22
impcol b 59 281 19 21 10.53 20 20 0.00
west0156 156 371 34 37 8.82 34 36 5.88
will199 199 660 57 67 17.54 59 69 16.95
Average 8.93 6.71

5 Conclusion

The bandwidth minimization problem is a difficult NP-hard problem,
and solving it to optimality remains challenging. With a parallel imple-
mentation we could find better lower and upper bounds for benchmark
problems with up to 200 nodes. However, this is only a first step. In
the future, we plan like to strengthen our parallel solver with valid
inequalities and move to a branch-and-cut scheme instead of branch-
and-bound.
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Summary. Gomory mixed-integer cuts play a central role in solving mixed-
integer linear programs and are an integral part of state-of-the-art optimizers.
In this paper we present some of the the existing approaches for improving the
performance of the Gomory mixed-integer cut. We briefly discuss the ideas of
the different techniques and compare them based on computational results.

1 Introduction

Mixed-integer programming has become a widely used tool for model-
ing and solving real-world management problems. Applications origi-
nate from different domains such as telecommunication, transportation
or production planning. Recently there has been an enormous perfor-
mance improvement of standard software for solving mixed-integer pro-
grams (MIPs). These improvements are due to several reasons. Besides
faster computers and improved implementations of the simplex method
[11], enhanced cutting plane methods have brought about a major re-
duction of the time needed to solve many MIPs to proven optimality.
One of the most well-known cutting planes is the Gomory mixed-integer
(GMI) cut. These cutting planes were proposed by Gomory [10] in the
1960s and had the reputation of being useless in practice for a long
time. This changed in the 1990s [5] when GMI cuts were integrated into
state-of-the-art optimizers like MOPS [13] and proved their practical
value. Due to their computational importance [8], improvements in the
performance of the GMI cuts are likely to cause further progress in
solving hard real-world MIPs.
In the remainder of this paper we will briefly recapitulate the separation
of GMI cuts and give a short introduction into three known approaches
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to strengthen them: k-cuts, reduce-and-split cuts and lift-and-project
cuts. Finally, we will present some computational results.

2 Gomory Mixed-Integer Cuts

Consider a mixed-integer linear program in the form

min
{
cTx : Ax ≥ b, x ≥ 0, xj ∈ Z for j ∈ NI

}
(MIP)

where c, x ∈ Rn, A ∈ Rm×n and NI ⊆ N = {1, . . . , n}. The linear
programming relaxation (LP) of (MIP) is obtained by omitting the
integrality conditions on xj for all j ∈ NI .
Given a basis of (LP), let B index the basic and J index the nonbasic
variables. Furthermore, let x∗ denote the optimal solution to (LP). A
Gomory mixed-integer cut is generated from a simplex tableau row
associated with a basic integer-constrained variable having a fractional
value. Suppose that such a tableau row is given in the form

xi = āi0 −
∑

j∈J
āijxj (1)

for some i ∈ B ∩NI . The GMI cut generated from (1) is

∑

j∈J∩NI :fij≤fi0
fijxj +

∑

j∈J∩NI :fij>fi0

fi0 (1− fij)
1− fi0

xj

+
∑

j∈J\NI :āij≥0

āijxj +
∑

j∈J\NI :āij<0

fi0 (−āij)
1− fi0

xj ≥ fi0, (2)

where fij = āij − bāijc and fi0 = āi0 − bāi0c > 0. The validity of the
inequality (2) can easily be checked by applying mixed-integer rounding
to the tableau row (1).
The quality of a GMI cut αTx ≥ β can, for instance, be measured by
computing the Euclidean distance between the hyperplane defined by
the cut and the solution x∗:

d (α, β) =
β − αTx∗
‖α‖ =

β

‖α‖ . (3)

3 Strengthening

Developing algorithms to strengthen Gomory mixed-integer cuts is a
quite vital research topic. In the following we will present some of the
latest progress.
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K-Cuts

A simple idea to obtain different variations of GMI cuts from a single
simplex tableau row was studied by Cornuéjols et al. [9]. They propose
to multiply a given tableau row (1) by an integer k 6= 0 before gener-
ating a GMI cut. This multiplication affects the size of the fractional
part of the right-hand side and consequently produces a set of different
GMI cuts. In [9] it is proved that in the pure integer case k-cuts per-
form variable-wise better than the GMI cut with exactly fifty percent
probability. Unfortunately, coefficients of the continuous variables tend
to deteriorate with increasing values of k in the mixed-integer case.

Reduce-and-Split Cuts

Andersen et al. [1] developed an alternative idea to improve GMI cuts.
Their approach is based on the observation that the size of the coeffi-
cients on the continuous variables in a GMI cut depends on the size of
the corresponding entries in the simplex tableau row and that the size
of these coefficients affects the quality of the cut (3). Their algorithm
is designed to reduce the size of the coefficients on the continuous vari-
ables by forming linear combinations of simplex tableau rows. Consider
an additional simplex tableau row:

xk = āk0 −
∑

j∈J
ākjxj (4)

To improve the GMI cut generated from (1), the latter row is combined
with (4) by adding δ ∈ Z times (4) to (1):

xi + δxk = āi0 + δāk0 −
∑

j∈J
(āij + δākj)xj

As the procedure aims at reducing the coefficients of the variables j ∈
J\NI , the value of δ is chosen such that it minimizes the function

h (δ) =
∑

j∈J\NI
(āij + δākj)

2 .

Lift-and-Project Cuts

Lift-and-project cuts were proposed by Balas et al. [3] and are a spe-
cial class of disjunctive cuts [2]. These cutting planes are based on
the argument that every 0-1 (or binary) variable xi has to satisfy the
disjunction
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(−xi ≥ 0) ∨ (xi ≥ 1) (5)

in a feasible solution to a (mixed) 0-1 program. Balas et al. showed that
it is possible to convexify the set of these feasible points by sequentially
generating cutting planes which are valid for disjunctions of the form
(5) on the 0-1 variables. The most-violated (deepest) lift-and-project
cut αx ≥ β from the above disjunction can be obtained by solving a
so-called cut generating linear program (CGLP)

min αx∗ −β
s.t.

α −uA + u0ei ≥ 0
α − vA − v0ei ≥ 0
−β +ub = 0
−β + vb + v0 = 0

ue + ve + u0 + v0 = 1

(CGLPi)

where e = (1, ..., 1)T and ei is the i-th unit vector. The last equation
is called normalization constraint and truncates the polyhedral cone
defined by the remaining inequalities. Computational experience within
a branch-and-cut framework is reported in [4].
Balas and Perregaard [6] discovered a precise correspondence between
bases of (LP) and (CGLP) which allows for a more efficient genera-
tion of lift-and-project cuts. In particular, they presented an algorithm
which optimizes (CGLP) by performing pivots on the (LP) simplex
tableau. This algorithm can alternatively be seen as a procedure for
systematically improving GMI cuts.

4 Computational Results

In this section we report on computational experiments obtained with
MOPS 9.13 running on a PC with a 3.4 GHz Intel Xeon processor and
4 GB of RAM. We chose a test set of 126 instances taken from the
MIPLIB 3.0 [7] and the Mittelmann MIP collection [12].
The four variants we consider are plain GMI cuts, k-cuts [9], a variant
of the reduce-and-split cuts [1] and the Balas-Perregaard procedure [6]
for generating lift-and-project cuts from the simplex tableau.
We use these cutting planes to tighten the LP relaxation at the root
node. Then, we assess their computational effectiveness by solving the
instances in the test set with the branch-and-bound code of MOPS
(cut-and-branch). The time limit for solving each instance is one hour.
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First, we evaluate the performance of the different cut generators by
looking at the total number of instances each of them is able to solve to
optimality. Table 1 shows that lift-and-project cuts and reduce-and-

Table 1. Number of instances solved by variants

# instances solved in t seconds
variant

t ≤ 10 10 < t ≤ 600 600 < t ≤ 1800 1800 < t ≤ 3600 3600 < t

GMI cuts 31 33 12 7 43
K-cuts 31 35 10 8 42

L&P cuts 29 37 14 5 41
R&S cuts 29 37 9 10 41

split cuts perform worse on some easy instances due to the amount
of additional computational work. On the other hand, they allow for
solving two additional instances to optimality within the imposed time
limit.
In a second experiment, we compare lift-and-project (and reduce-and-
split) cuts to GMI cuts based on the partitioning of the solution times
defined in Table 1 to more precisely analyze the benefit of strengthened
GMI cuts. The underlying question is how the strengthened cuts per-

Table 2. Comparing lift-and-project, reduce-and-split and GMI cuts

geometric mean of solution times
on instances solved with GMI cuts in t seconds

variant
t ≤ 10 10 < t ≤ 600 600 < t ≤ 1800 1800 < t ≤ 3600 3600 < t

GMI cuts 0.89 113.86 912.87 2462.63 3600.00
L&P cuts 1.45 123.60 988.31 1013.05 3321.34
R&S cuts 1.19 111.09 885.19 2417.88 3058.88

# instances 31 33 12 7 43

form on instances which are easy or relatively hard to solve with GMI
cuts. Table 2 shows that lift-and-project cuts are performing particu-
larly well on instances that are hard to solve using only GMI cuts. For
example, consider the instances which can be solved with GMI cuts
in between half an hour and an hour of running time (i.e. the fifth
column in Table 2). The geometric mean of the solution times needed
to solve the 7 instances in this group decreases by about 50% using
lift-and-project cuts.
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cutting plane algorithm for mixed 01 programs. Mathematical Program-
ming, 58(1-3):295-324, 1993.

4. Egon Balas, Sebastián Ceria, and Gérard Cornuéjols. Mixed 0-1 program-
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Estimation of correlations of asset returns lies at the core of modern
portfolio management. For the seminal Dynamic Conditional Correla-
tion model [1], several generalizations have been proposed recently. In
this contribution, we focus on the Flexible Dynamic Conditional Cor-
relation model proposed in [2]. Using both simulation exercises and
applications to observed return data, we show that the flexible speci-
fication performs well only in very restrictive cases, contradicting the
“flexibility” of the approach. However, our results indicate that model
performance can be improved substantially by a particular adjustment
of the variance specification.

1 Dynamic Conditional Correlation Models

The Dynamic Conditional Correlation (DCC) model [1] separates vari-
ance modelling from correlation modelling. Let rt denote the N × 1
time-series vector collecting N series of returns at time t. In the follow-
ing Rt will denote theN×N time varying correlation matrix and Dt the
N ×N time varying diagonal matrix with the conditional standard de-
viations, i.e. with elements diag(

√
h1t, . . . ,

√
hNt). Assuming normally

distributed returns, the seminal dynamic conditional correlation (DCC)
introduced in [1] is then given by:

rt|It−1 ∼ N(0,DtRtDt), (1)

Dt
2 = diag{ω}+ diag{κ} ◦ rt−1r′t−1 + diag{λ} ◦Dt−1

2, (2)

εt = D−1
t rt, (3)

Qt = S(1− α− β) + αεt−1ε
′
t−1 + βQt−1, (4)

Rt = diag{Qt}−1Qt{Qt}−1. (5)
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According to (2), conditional variances follow univariate GARCH pro-
cesses and εt in (3) denotes the GARCH standardized returns. Other
specifications in the first step conditional variance estimation are also
allowed, like e.g. the GJR. With (4) and (5), a GARCH structure is
also assumed for the dynamics of the conditional correlation matrix of
these returns. The restriction α + β < 1 on the scalar parameters α
and β ensures that the correlation process is mean reverting. In (4),
the matrix of constant terms is given by S(1− α− β), where S can be
estimated consistently by the sample correlation matrix of normalized
returns, εt. The DCC will thus have N(N − 1)/2 + 2 parameters to be
estimated in the second step, i.e. the conditional correlation estimation,
where only two parameters will be estimated by maximum likelihood.
Note that in the DCC model the same dynamic correlation structure
applies to all assets. This may be a sensible restriction only for a small
collection of assets. The Flexible Dynamic Correlation (FDCC) model
presented by [2] addresses this feature of the DCC model. They propose
to replace (4) by

Qt = γγ ′ +αα′ ◦ εt−1ε
′
t−1 + ββ′ ◦Qt−1, (6)

with α = [α1 ∗ i1′ α2 ∗ i2′ . . . αw ∗ iw′]′ and iw being a vector of ones
with size equal to the number of elements in the sector w. β and γ are
defined accordingly. As α, β and γ each consist of W different sector-
parameters, the total number of parameters in the FDCC reduces to
3W . According to [2] the correlation process is stable as long as αiαj +
βiβj < 1 for all i, j = 1, 2, . . .W .

2 Correlation Dynamics in the FDCC Model

The increased flexibility of the FDCC when compared to the DCC
stems from the fact that in the FDCC correlation dynamics are only
equal for return subsets. However, the FDCC turns out to be by far
more restrictive than the FDCC with respect to the long run correla-
tion dynamics: The long run correlation matrix in the FDCC is given
by γγ ′÷(1−αα′−ββ′), where ÷ denotes element-wise division. It fol-
lows that this matrix consists of W 2 blocks of equal parameters. Hence
assets of the same sectors are assumed to be perfectly correlated in the
long-run, as the long-run correlation matrix has blocks of ones on the
diagonal after applying normalization (5). Therefore, it is an empirical
question to determine whether the unrealistic assumption of perfect
correlation in the long run leads to an unrealistic short-run behavior of
the conditional intra-group correlations, too.
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We illustrate this point by referring to the data used and the estimation
results reported in [2]. They used 20 assets divided into three sectors
with data of the Italian MIBTEL index. The three sectors are the in-
dustrial sector (10), the finance sector (4) and the service sector (6)
with number of elements in brackets. This means that each of the sec-
tors consists of further subsectors (20 subsectors in total), which are
the returns that are modelled by the FDCC with N = 20 and W = 3.
Reference [2] reports rather high γ̂-values as compared to the α̂ and β̂
estimates, see Table 1 below (column ‘Billio’ subcolumn ‘True’ ). With
these values, “news” introduced through εtεt′ in (6) have almost no im-
pact. Furthermore the high γ̂-values are accumulated heavily because
of high β̂-values, so that the correlation process is governed by the
constant terms given by γγ′. It follows that the conditional correlation
process will quickly approach a correlation matrix with blocks of equal
elements which stay almost constant. By re-estimating conditional cor-
relations with the parameters in [2], this turned out to be the case
after no more than 5 periods: Then the block-structure in Rt gets evi-
dent, and the conditional correlation of returns for, say, the subsectors
“Cars” and “Chemicals” approach unity, as these subsectors belong to
the same sector (“Industrial sector”). We therefore conjecture that the
elements in γ should be small. A graphical illustration is given in the
next section.
Hence, the particular correlation processes in the FDCC may turn out
to be not at all “flexible” in empirical applications. However, it is ob-
vious that the matrix of constant terms, γγ ′ in (6) may be replaced by
the variance targeting constraint, i.e. γγ ′ = (1−αα′ − ββ′) ◦ S. This
specification is even mentioned, but not investigated further in [2]. Note
that with variance targeting the FDCC proves to be more flexible than
the DCC in any case, as in the former α- and β- parameters are allowed
to vary across sectors (groups of assets). Hence, we will investigate this
specification in detail in the next section.

3 Simulations Results

At first we re-estimated the FDCC model with the same model speci-
fication and the MIBTEL-dataset used in [2]. We came to different re-
sults especially for the γ-parameters, see Table 1 (column ‘Estimated’
subcolumn ‘True’ ). A possible explanation for the divergence of results
will be given later. Furthermore our estimates show very similar values
between sectors (for detailed tests of the DCC vs. the FDCC we refer
to [5]).
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Next, we simulated data sets according to several specifications of the
FDCC model and checked the accuracy of the estimation process using
the root mean squared error (RMSE). All simulations generate multi-
variate normal data governed by an GJR(1,1)-FDCC data generating
process (DGP). The underlying parameters of the GJR(1,1)-DGP are
those estimated from the MIBTEL dataset. For the FDCC-DGP we use
our estimated parameters, parameters reported in [2] and some made
up parameters sets. For each simulated dataset we use a sample size
of 3100 observations. We discard the first 100 observations to let the
process “run in”, i.e. we only use the last 3000 simulated observations
for the estimation. The simulation was rerun 1000 times. Of course we
use 20 assets divided in 3 sectors with 10, 4 and 6 elements respectively
as in [2].
Table 1 summarizes the simulation results. The column ‘True’ reports
the underlying parameters of the data generating process (DGP). The
column ‘RMSE ’ reports the root mean squared error of the estimated
parameters. ‘Billio’ uses the parameters of the standard FDCC reported
in [2] to simulate the data. ‘Estimated’ uses our parameter estimates
of the same dataset. The next three columns report the results for
the FDCC with variance targeting. ‘Different’ uses parameters values
which are quite dissimilar between sectors. On the other side ‘Simi-
lar’ uses quite similar parameter values between sectors in the DGP.
‘Estimated’ uses our parameter estimates again, but this time for sim-
ulating the FDCC with variance targeting. Only in this last column
are the root mean squared errors very small, indicating a reasonable
estimation accuracy.

Table 1. Results of FDCC Simulations
Billio Estimated Different Similar Estimated

True RMSE True RMSE True RMSE True RMSE True RMSE

α1 0.0946 0.1275 0.0700 0.0266 0.0950 0.0399 0.0225 0.0276 0.0925 0.0025
α2 0.0645 0.1248 0.0623 0.0419 0.0650 0.0264 0.0300 0.0380 0.0907 0.0034
α3 0.0193 0.1954 0.0744 0.0378 0.0200 0.0132 0.0500 0.0445 0.1035 0.0030
β1 0.6306 0.3792 0.9975 0.0011 0.6300 0.2764 0.8900 0.6796 0.9919 0.0011
β2 0.9845 0.1834 0.9981 0.0091 0.9850 0.3013 0.8600 0.9555 0.9920 0.0013
β3 0.9246 0.2398 0.9970 0.0061 0.9200 0.5690 0.8300 0.6443 0.9904 0.0011
γ1 0.7069 11.2870 -0.0025 0.0089
γ2 0.9993 1.1483 0.0059 0.0233
γ3 0.0391 2.6046 0.0029 0.0232

Before discussing the simulation results, we use the parameters reported
above to illustrate the potential problems with the correlation dynamics
in the FDCC as discussed in the preceding section. We readdress the
example of conditional return correlations of the subsectors “Cars” and
“Chemicals”, both belonging to the industrial sector. We will show the
temporal sequence of conditional correlations resulting from parameters
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estimated with the dataset of [2]. They are displayed in Figure 1 for
several model specifications: For the FDCC with parameters given in
[2], these conditional correlations broadly stick to their long run value 1,
which is a questionable feature. On the other hand, for the FDCC model
with variance targeting, the conditional correlations show a much more
volatile pattern, similar to the dynamics typically reported in empirical
applications of the DCC. FDCC parameters from our re-estimation lead
to a similar pattern in this particular example.

Fig. 1. Correlations of Sectors ‘cars’ and ‘chemicals’

We encountered massive problems while estimating the standard FDCC
(without variance targeting) during our simulations. Hence, the “irreg-
ular” shape of the likelihood function is one possible explanation why
estimates can differ as is the case for our parameters when compared
to those those reported in [2].
The parameters of a DCC model can be quite accurately estimated on
average. There are some biases in the DCC estimation as discussed in
[6], but in no way are they comparable in magnitude to those in the
estimation of the FDCC model. This holds especially for the standard
FDCC, but also for the FDCC with variance targeting. In some cases
can we estimate the FDCC parameters reasonably accurate, especially
if the parameters are very similar between sectors and the model is
nearly integrated, i.e. αiαj + βiβj is nearly equal to one. In this case
occurrence of extreme parameter observations seem to vanish, but here
the DCC model may outperform the FDCC, because of additional pa-
rameter uncertainty in the latter.
In two cases are the parameters of the FDCC estimated with especially
great inaccuracy: If parameters are quite different between sectors, or
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the process is not nearly integrated. The former is exactly the case for
which the FDCC is designed. The latter is not frequently observed in
practice, as DCC-type models, similarly as GARCH models, are often
nearly integrated empirically.

4 Conclusion

In this study, we critically analyzed the FDCC model. We showed that
the behavior of the long run (unconditional) return correlations implied
by the FDCC does not only lack theoretical justification, but may also
lead to serious estimation problems and to unreasonable conditional
correlations. However, these problems can be mitigated by including a
variance targeting constraint in the FDCC, but this version may also be
difficult to estimate accurately as our simulations have shown. The par-
ticular grouping of assets obviously calls for careful specification: Any
grouping of assets in the FDCC should be substantiated thoroughly, as
otherwise the estimated parameters might be nearly the same across
sectors, diminishing the theoretical advantage of the FDCC over the
DCC.
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1 Introduction

In many economic situations periodically occurring changes in behavior
of the involved agents can be observed. These changes have the char-
acteristics of abrupt structural breaks. The behavior often seems to
switch between regimes as if there were constant relationships between
economic variables between these breaks. Examples are the alternating
price determination of sellers and buyers on a market out of equilib-
rium or the periodical development of price cartels and the resulting
switches in prices. In this study, we want to analyze the expectation
formation of participants of a laboratory experiment subject to regime
switches.
Despite the practical relevance there is hardly any experimental contri-
bution regarding the reaction of economic decision-makers to structural
breaks. The only systematic experiment in this context was performed
by [2]. The authors found inconsistent evidence on the performance of
judgmental forecasts versus statistical procedures in the literature and
therefore wanted to experimentally test the individual performance of
subjects. The noise levels of the time series, the type of break (abrupt
or creeping) and the direction of the break was systematically varied
between 10 time series. The participants were told that the time series
may contain structural changes. The judgmental forecasts were found
to perform significantly worse than statistical procedures. The subjects
were trying to read too much signal into the series and their forecasts
contained excessive noise.
In our experiment the forecasting performance will be analyzed but
the main interest is the explanation of the average forecasts in order to
understand how the subjects react on the break. The most simple case

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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for a structural break in our data generating process is a constant shift.
Three time series are applied in the experiment subject to one break
and two breaks respectively. Between the breaks the data generating
process remains constant. By these means the behavior of the subjects
in several regimes and their reactions on the breaks can be observed.
Recently [1] presented a simple heuristic for the modeling of average
forecasts of the subjects. The authors showed that the model forecasts
the behavior of the subjects better than the Rational Expectations
Hypothesis (REH) when indicators are in the information set of the
participants. This heuristic is restricted to stable and stationary time
series. We will apply a modified version of the model to the forecasts
in the setting with the structural breaks.
We find that the behavior of the subjects after the break is best de-
scribed by a transition phase. When the new level of the series has
established several periods after the break the information before the
break (i.e. especially earlier turning points) is gradually ignored. We
also find that the human performance compared to statistical proce-
dures is rather poor.

2 The Experiment

The task of the participants is the judgmental prediction of a time se-
ries, i.e. forecasting the next period by eyeballing the past observations
without any help from statistical or econometrical models. The time
series s1

t , s
2
t and s3

t are used for three different versions of the experi-
ment. These three series are derived from the stationary time series xt.
The base series xt is a realization of the stochastic difference equation

xt = xt−1 − int(
1
2
· xt−2) + ut (1)

with x1 = 7, x2 = 12, the endogenous variable xt and the white noise
ut. The uniformly distributed variable ut represents the realizations
drawn from a six-sided dice, i.e. ut ∈ {1, 2, 3, 4, 5, 6}. The function int
ensures that all values of the base series and the indicators are integer.
The time series has 60 realizations. In Figure 1 xt and s1

t are graphed.
For s1

t a constant shift of five units was added to xt in period 22:

s1
t =

{
xt for 1 ≤ t ≤ 21
xt + 5 for 22 ≤ t ≤ 60 (2)
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The break was in an upswing period of xt so the time series changed
from s1

21 = 6 to s1
22 = 14 whereas the maximum value of s1

t observed
until period 21 is 12 and the maximum change of the time series is
only 5 (see Figure 1 ). For this reason the break was obvious to the
participants. The two remaining time series were generated in order to
analyze cases of unapparent breaks. For s2

t a constant positive shift of 7
units was added to xt in period 26. Despite its dimension this break is
hidden in a downswing. The second break retracts s2 to the initial level
of xt. The downward break occurs in an upswing period and therefore
it is also unapparent.

s2
t =




xt for 1 ≤ t ≤ 25
xt + 7 for 26 ≤ t ≤ 43
xt for 44 ≤ t ≤ 60

(3)

The third time series s3
t was generated with two positive shifts:

s3
t =




xt for 1 ≤ t ≤ 25
xt + 7 for 26 ≤ t ≤ 41
xt + 14 for 42 ≤ t ≤ 60

(4)

The first structural break in s3 is identical to s2 and the second shift
is placed in periods in which their occurrence was not obvious.

Fig. 1. The time series xt and s1
t
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The time series were unlabelled and no context was given to the sub-
jects. They were not made aware of the fact that structural breaks
could occur. The chart graphing all past observations in each period
was the only source of information for their decision making.
In the experiment 120 subjects participated altogether, 40 in each ver-
sion. Each subject participated only once and predicted one of the three
time series. All of these subjects were undergraduate students of eco-
nomics or business administration without special knowledge of time
series analysis.
The experiment was computer-based. The participants did not see a
history of past values at the beginning of the experiment. Only the
first value of each series (s1

1 = s2
1 = s3

1 = 7) was graphed on the screen
when the subjects made their first forecasts f2 for the second period.
Each subject made 59 forecasts. The first six periods are considered as
practice phase and the analysis will be limited to periods 7-60.
Each participant i was paid for his forecasts with the function pit =
20 ·max{3− |st− f it |; 0}, i.e. in each period he received 60 cents for an
exact prediction and 40 (20) cents for a deviation of one (two) unit(s).
The average payment was about 7e for a duration of about 30 minutes.

3 Experimental Results

We are interested in the ability of the b&l model and REH3 in explain-
ing the average forecasts in the three versions of the experiment. The
standard definition of f st,b&l ignores the structural break and the fact
that the heuristic is based on the assumption of stable distributions
of the bounds and the local extrema. If a break is not considered in
the model the distributions of peaks and troughs before and after the
break are unified. For this reason the heuristic cannot be applied to
non-stationary time series. We modify the model to test for level adap-
tation of the forecasts. The time series s1

t has two stable sections which
are interrupted by one constant shift. The series s2

t and s3
t have three

sections and two breaks. In these stable segments the b&l heuristic can
be applied. After the break the calculation of the model is restarted, i.e.
all local extrema and the average changes before the break are ignored.
We call this modified heuristic f s,mt,b&l.
The (naturally) few observations of average forecasts and the two mod-
els after the break do not allow any statistical tests. We look at the

3 The calculation of the values of the bounds & likelihood heuristic and the Rational
Expectations Hypothesis are presented in detail in [1]
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absolute deviations of the bounds & likelihood heuristic f st,b&l and its
modified version fs,mt,b&l from the average forecasts. This comparison fa-
vors the standard model immediately after the break. This means that,
in the first periods after the break, the modified model forecasts the
subjects’ average opinion worse.
It can be hypothesized that the subjects do not adapt immediately to
the new level of the time series but that they use the model after a
transition phase. We apply a mixed model for the explanation of the
average forecasts of the subjects. For version 1 of the experiment we
define the model f s

1,mix
t,b&l :

fs
1,mix
t,b&l =

{
fs

1

t,b&l for t = 7, . . . , 30

fs
1,m
t,b&l for t = 31, . . . , 60

(5)

Hence after the break we still use the standard model until period
30. The modified versions of the b&l heuristic in versions 2 include
two restarts of the calculations of bounds and likelihoods in periods
26 and 44 which are followed by 10 periods transition phase in each
case. Considering the transition phases, the mixed model for version 2
is defined as follows:

fs
2,mix
t,b&l =





fs
2

t,b&l for t = 7, . . . , 35

fs
2,m1

t,b&l for t = 36, . . . , 53

fs
2,m2

t,b&l for t = 54, . . . , 60

(6)

fs
3,mix
t,b&l =





fs
3

t,b&l for t = 7, . . . , 35

fs
3,m1

t,b&l for t = 36, . . . , 51

fs
3,m2

t,b&l for t = 52, . . . , 60

(7)

We test for this ability by estimating a linear time series regression. In
this model, the fs,mixt,b&l /REH are the independent variables zt and the
average forecasts are the dependent variables:

ft,avg = β1 + β2 · zt + β3 · zt−1 + β4 · ft−1,avg + εt (8)

The results of these regressions are presented in Table 1:
Model (8) accounts for remanence effects in the forecasts and both
models. The results of both models are very comparable. The β1 (in-
tercept) coefficients are not significantly different from 0 in all cases.
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Table 1. Results of the Multiple Linear Regression

Version Model β1 β2 β3 β4 R2 DW
0.711 1.041 -0.522 0.430mixed b&l

(0.360) (0.039) (0.122) (0.119)
0.962 1.957

1
-0.991 1.008 -0.257 0.342REH
(0.544) (0.062) (0.168) (0.139)

0.923 1.747

0.694 0.996 -0.281 0.238mixed b&l
(0.384) (0.451) (0.138) (0.136)

0.945 1.977
2

-0.991 1.008 -0.257 0.342REH
(0.544) (0.062) (0.168) (0.139)

0.923 1.747

0.553 0.693 0.029 0.279mixed b&l
(0.593) (0.071) (0.122) (0.135)

0.930 1.910
3

-0.991 1.008 -0.257 0.342REH
(0.544) (0.062) (0.168) (0.139)

0.923 1.747

The important β2 values are significantly different from 0 for all mod-
els. Only for the mixed b&l in version 3 the value differs significantly
from 1. The lagged variables and the average forecasts can be neglected
as the β3 and β4 coefficients show.
The pairwise comparison of the models between all experiments shows
that the mixed b&l model performs at least equivalent to the REH.
It explains 93% of the variance of average forecasts in version 3 and
slightly more in the other versions. The Durbin Watson values are in
all cases closer to the critical value of 2 which indicates that the regres-
sion model for the b&l heuristic does not suffer from autocorrelated
residuals.
Based on these results we conclude that the heuristic explains fore-
casting behavior very well when the first periods after the break are
considered as a transition phase in which the old rules are still valid.
After these periods the subjects use the information as it is described
by the modified b&l heuristic.
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1 Einleitung

In diesem Beitrag wird die effiziente Gestaltung von Überprüfungen
der Bestellmengen, die von einem Disponenten durchgeführt werden,
durch einen Controller untersucht. [2] beschreibt - basierend auf den
Arbeiten von [3] und [1] - ein effizientes Design von Kontrollen für das
Risikomanagement als Nahtstelle zwischen vollständigem Vertrauen
und vollständigem Misstrauen auf der Basis des spieltheoretischen
Modells Inspection Game. Bei [7] wird das Inspection Game hin-
sichtlich einer Nichtentdeckung und eines Fehlalarms untersucht. Diese
Sichtweise der Nichtentdeckung wird auf das modifizierte Spiel über-
tragen. Es spiegelt sich im Modell von [4] an der Stelle wider, an der
angenommen wird, dass ein Controller durch ein niedriges Prüfniveau
das nicht-methodische Arbeiten seitens des Disponenten nicht aufdeckt.
Demgegenüber wird nun ein weiterer Schritt in das im Folgenden zu
analysierende Modell integriert: Durch das Einfügen der Wahrschein-
lichkeit - Aufdecken der fehlerhaften Arbeitsweisen durch das Top-
Management - wird die Möglichkeit bzw. Gefahr modelliert, dass
eben dieses Fehlverhalten nicht nur unentdeckt bleibt, sondern auch
gewährleistet wird, dass der Controller, der in einem lateralen Verhält-
nis zum Disponenten steht, ebenfalls bestraft wird, sofern bei niedrigem
Kontrollniveau der Fehler des Disponenten verborgen bleibt. In dem
nachfolgenden Modell, das auf dem Ansatz von [4] basiert, wird analy-
siert, inwieweit eine große Kostenabweichung aufgrund einer nicht op-
timal gewählten Bestellmenge gegenüber einer geringen Kostenabwei-
chung die Entscheidungen der Spieler und folglich die gleichgewichtige
Lösung in diesem Spiel beeinflusst.

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
DOI: 10.1007/978-3-642-00142-0_82, © Springer-Verlag Berlin Heidelberg 2009
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2 Erweiterung des Ansatzes von Fandel/ Trockel

Das nachfolgende Spiel basiert auf dem extensiven Baum analog zu
der Idee von Fandel und Trockel [4]. Auch die Auszahlungen, die bei
[4] definiert wurden, gelten hier. Da aber die Wahrscheinlichkeit pa
nicht strategisch von den Akteuren bestimmt werden kann, lassen sich
die Knoten 4 und 5 im extensiven Spielbaum zusammenfassen, und
die zugehörige Normalform des Spiels wird durch die Abbildung 1
dargestellt.

Dabei gelten die folgenden Symbole:

Z, V Grundvergütung,
S Strafe für den Disponenten, falls die nicht-methodisch durchge-

führte Bestimmung der Bestellmenge entdeckt wird; Strafe für den
Controller, falls das Management aufdeckt, dass der Controller
die nicht-methodische Bestimmung der Bestellmenge durch den
Disponenten nicht entdeckt hat,

BD Bonus, falls die durchgeführte Tätigkeit des Disponenten vom
Controller als korrekt eingestuft wird,

BC Bonus, falls der Controller die nicht-methodisch durchgeführte Ar-
beit des Disponenten als solche aufdeckt,

L Mußegewinn, den der Disponent durch seine nicht-methodisch
durchgeführte Arbeit erhält,

K zusätzliche Kosten aufgrund der intensiven Prüfung der vorliegen-
den Daten,

pm Wahrscheinlichkeit, dass der Disponent seine Entscheidung me-
thodisch und nicht nach Gutdünken (on instinct) durchführt und

ph Wahrscheinlichkeit, dass der Controller die vorliegenden Daten
ordnungsgemäß und intensiv prüft.

Die Wahrscheinlichkeit pa beschreibt - wie bereits angedeutet -, in-
wieweit das Management durch Überprüfung herausfindet, dass Dispo-
nent und Controller schlecht gearbeitet haben.
Die weitergehende Untersuchung erfolgt nun in zwei Schritten. Zuerst
wird das Nash-Gleichgewicht in gemischten Strategien bestimmt, bevor
analysiert wird, welchen Einfluss eine Kostenabweichung aufgrund einer
falsch bestimmten optimalen Bestellmenge auf die Entscheidungsfin-
dung besitzt. Plant der Disponent schlecht (on instinct), so weicht
er von der optimalen Bestellmenge ab. Er wird eine Bestellmenge
realisieren, die dazu führt, dass die Kosten für das Unternehmen
ansteigen. Übersteigt die Kostendifferenz ∆K einen Wert ε eines ver-
nachlässigbaren Intervalls, so soll der Fall vorliegen, dass der Dispo-
nent schlecht geplant hat (vgl. [4]). Es wird dabei angenommen, dass
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Fig. 1. Bi-Matrix für den extensiven Spielbaum nach Fandel und Trockel[4]

diese Abweichung in einem linearen und direkten Zusammenhang zu
den Bestrafungen S steht. Einen Mußegewinn L erhält der Dispo-
nent, wenn er seine Arbeit schnell und ohne Anwendung methodischer
Modellierung durchführt. Wird dies jedoch durch eine intensive Kon-
trolle seitens des Controllers und im Extremfall durch das Management
selbst aufgedeckt, so erfährt der Disponent eine Strafe S. Der Controller
hingegen wird einen festen Bonus erhalten, falls er falsches Verhalten
aufdeckt, so dass dies nicht als Funktion in Abhängigkeit der Kosten-
abweichung dargestellt werden kann. Erfährt er jedoch eine Bestrafung
durch das Management aufgrund eines niedrigen Prüfniveaus bei gleich-
zeitigem Fehlverhalten des Disponenten, so kann diese Bestrafung als
Funktion in Abhängigkeit von der Kostenabweichung definiert werden.
Somit wird untersucht, inwieweit durch bestimmte Konstellationen der
Wahrscheinlichkeitswerte (1 − pm) bzw. (1 − ph) die Gefahr gegeben
ist, dass Knoten 5 (vgl. [4]) zum Nash-Gleichgewicht wird (Schritt 1).
Weiterhin wird dann diskutiert, inwieweit die Kostenabweichungen vom
Optimum der Planung diese Wahrscheinlichkeiten beeinflussen (Schritt
2).
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Schritt 1:

Es wird das Nash-Gleichgewicht (vgl. [5]) im vorliegenden Spiel unter
Berücksichtigung gemischter Strategien über die Berechnung der besten
Antwort des einen Spielers auf eine gegebene beste Antwort des zweiten
Spielers (vgl. [6]) bestimmt, da unter den Bedingungen K > 0, BC >
K − pa · S, BD > L− S und L > pa · (S +BD), die hier gelten sollen,
kein Gleichgewicht in reinen Strategien existiert.
Anhand der obigen Matrix kann die Reaktionskorrespondenz der beiden
Spieler beschrieben werden. Für den Controller und den Disponenten
erhält man die folgenden Strategienübersichten:

Wie erkennbar wird, ist in den optimalen Strategienkombinationen der
beiden Spieler immer noch der Fall möglich, dass nicht-methodisches
Planen des Disponenten durch ein niedriges Prüfniveau des Controllers
nicht aufgedeckt wird. Dieser Ansatz zeigt auf, dass auch der Con-
troller in einem lateralen Inspection Game nicht unbedingt im Sinne
der Gewinnmaximierung des Unternehmens handeln muss.

Schritt 2:

Hier wird nun untersucht, welche Auswirkungen einzelne Parameter
auf die Lösung des Spiels aufweisen. Zuerst wird die Bestrafung der
beiden Spieler infolge der Kostenabweichung, die sich aufgrund einer
nicht korrekt gewählten Bestellmenge ergibt, modelliert. Dabei wird
im Folgenden S = cD · ∆K für den Disponenten und S = cC · ∆K
für den Controller unterstellt. cD bezeichne den Faktor der Bestrafung
für den Disponenten und cC den Faktor für den Controller. Aus Vere-
infachungsgründen wird weiter davon ausgegangen, dass cD = cC = 1
gilt. Als Gleichgewichtspunkt in gemischten Strategien erhält man dann

(p∗h, p
∗
m) =

(
L− pa · (∆K +BD)

(1− pa) · (∆K +BD)
,
BC −K + pa ·∆K
BC + pa ·∆K

)
.

Anhand dieses Gleichgewichts wird im Folgenden analysiert, welchen
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Einfluss der exogene Wert S bzw. die vom Disponenten verursachte
Kostenabweichung∆K auf diesen Gleichgewichtszustand nehmen. Eine
höhere Kostenabweichung auf das vorliegende Nash-Gleichgewicht er-
gibt eine Verschiebung des Gleichgewichts. Dies bedeutet, dass mit
zunehmendem ∆K die Wahrscheinlichkeit eines methodischen Vorge-
hens seitens des Disponenten zunimmt, jedoch die Wahrscheinlichkeit
für eine intensive Kontrolle durch ein hohes Prüfniveau des Controllers
abnimmt:
∂p∗m
∂∆K

> 0 und
∂p∗h
∂∆K

< 0.

Der Gleichgewichtspunkt im modifizierten Inspection Game wandert
folglich nach rechts unten.

0

1hp =

1mp =

Fig. 2. Auswirkungen einer steigenden Kostenabweichung auf das Nash-
Gleichgewicht

Eine höhere mögliche Kostenabweichung veranlasst den Disponenten
dazu, die optimale Bestellmenge bzw. eine derart geringe Abweichung
von dieser zu realisieren, so dass die Bedingung ∆K < ε erfüllt wird.
Dabei bezeichnet ε weiterhin das Intervall, in dem eine Kostenabwei-
chung vom Minimum keinerlei Auswirkungen auf die Auszahlungen
der Spieler hat, da nahezu der optimale Gewinn erreicht wird. Der
Controller wird daraufhin nicht mehr intensiv prüfen. Dies kann unter
Umständen dazu führen, dass der Fehler des Disponenten bei der Be-
stimmung der optimalen Bestellmenge unentdeckt bleibt und folglich
die Unternehmensführung ihre Aufgaben intensiv wahrnehmen muss,
um das Fehlverhalten der Akteure zu erkennen.
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3 Fazit

In diesem Beitrag wird gezeigt, welchen Einfluss hohe Kostenabwei-
chungen auf das Verhalten eines Disponenten und eines Controllers
haben. Es wird analysiert, wie das Nash-Gleichgewicht in gemischten
Strategien in Richtung der Strategienkombination (methodische Be-
stimmung der Bestellmenge, niedriges Prüfniveau) mit höheren Kosten-
abweichungen und Strafzahlungen wandert. Setzt die Unternehmens-
leitung hohe Strafen für Fehlverhalten an, so kann zwar nicht ganz aus-
geschlossen werden, dass der Disponent und der Controller keinen im
Unternehmenssinne maximalen Gewinn realisieren, aber es wird zumin-
dest die Wahrscheinlichkeit der Gefahr von nicht korrektem Verhalten
erheblich reduziert und ein Nash-Gleichgewicht in der Nähe der reinen
Strategienkombination (methodische Bestimmung der Bestellmenge,
niedriges Prüfniveau) realisiert. Um eine Situation zu vermeiden, in der
höhere Kosten aufgrund einer nicht-methodischen Bestimmung der op-
timalen Bestellmenge vorliegen, sollte auch die Unternehmensleitung
ihre Aufgaben mit einem hohen Prüfniveau durchführen, um diesem
Fehlverhalten vorzubeugen.
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Summary. We extend a classical discrete optimal control problem in such a
way that the feasible sets and the costs depend now on the parameter t: Such
problems occur for example in (multilayered) emission trading games which
are introduced by the authors [8]. Here, we develop two possible character-
izations and solution principles. One is based on a classical linear program-
ming approach. The other one exploits a game-theoretic treatment. Via these
aprroaches we can solve the problem even for the case that we handle with
an arbitrary transition function τ .

1 Introduction

We study the following discrete optimal control problem with infinite
time horizon and varying time of states’ transitions.
Let the dynamical system L with a finite set of states X ⊆ Rn be
given, where at every discrete moment of time t = 0, 1, 2, . . . the state
of L is x(t) ∈ X. Assume, that the control of the system L at each
time-moment t = 0, 1, 2, . . . for an arbitrary state x(t) is realized by
using the vector of control parameters u(t) ∈ Rm for which a feasible
set Ut (x(t)) is given, i.e. u(t) ∈ Ut (x(t)). For arbitrary t and x(t) on
Ut (x(t)) we introduce an integer function τ : Ut (x(t)) → N which
relates to each control u(t) ∈ Ut (x(t)) an integer value τ (u(t)).
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This value expresses the time of system’s passage from the state x(t) to
the state x

(
t+ τ (u(t))

)
if the control u(t) ∈ Ut (x(t)) has been applied

at the moment t for a given state x(t). The dynamics of the system L
is described by the following system of difference equations





tj+1 = tj + τ (u(tj)) ;

x(tj+1) = gtj (x(tj), u(tj)) ;

u(tj) ∈ Utj (x(tj)) ;

j = 0, 1, 2, . . . ,

(1)

where
x(t0) = 0, t0 = 0 (2)

is a given starting representation of the dynamical system L. We sup-
pose that the functions gt and τ are known and tj+1 and x(tj+1) are
determined uniquely by x(tj) and u(tj) at every step j.
Let u(tj), j = 0, 1, 2, . . . , be a control, which generates the trajectory
x(0), x(t1), x(t2), . . . , x(tk), . . . . For this control we define the mean
integral-time cost by a trajectory

Fx0 (u(t)) = lim
k→∞

k−1∑

j=0

ctj
(
x(tj), gtj (x(tj), u(tj))

)

k−1∑

j=0

τ(u(tj))

(3)

where ctj
(
x(tj), gtj (x(tj), u(tj))

)
= ctj (x(tj), x(tj+1)) represents the

cost of the system L to pass from the state x(tj) to the state x(tj+1)
at the stage [j, j + 1].
We consider the problem of determining the time-moments t = 0, t1,
t2, . . . , tk−1, . . . and the vectors of control parameters u(0), u(t1),
u(t2), . . . , u(tk−1), . . . which satisfy conditions (1), (2) and minimize
the function (3).
In the case τ ≡ 1 this problem is similar to the control problem with
unit time of states transitions from [1, 2, 6]. The problem of determining
the stationary control with unit time of states transitions has been
studied in [4, 6, 9]. In the cited papers it is assumed that Ut(x(t)), gt
and ct do not depend on t, i.e. gt = g, ct = c and Ut(x) = U(x) for
t = 0, 1, 2, . . . .
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R. Bellman [1] proved that for this stationary case of the problem
with unit time of states transistions there exists an optimal stationary
control u∗(0), u∗(1), u∗(2), . . . , u∗(t), . . . , such that

lim
k→∞

k−1∑

t=0

c
(
x(t), g (x(t), u∗(t))

)

k
=

= inf
u(t)

lim
k→∞

k−1∑

t=0

c
(
x(t), g (x(t), u(t))

)

k
= λ <∞.

Furthermore in [6, 9] it is shown that the stationary case of the problem
can be reduced to the problem of finding the optimal mean cost cycle in
a graph. Based on these results in [4, 6, 9] polynomial-time algorithms
for finding an optimal stationary control are proposed.
Here, we extend the results mentioned above for the general case of the
problem with an arbitrary transition-time function τ . We show that
this problem can by formulated as the problem of determining optimal
mean cost cycles in a graph.

2 The Main Results

The main results we propose here are concerned with determining the
stationary control parameter in the general case for the problem from
Section 1. We show that this problem can be reduced to the following
optimization problem on certain graph.
Let a strongly connected directed graph G = (X,E) which represents
the states transitions of the dynamical system L be given. An arbitrary
vertex x of G corresponds to a state x ∈ X and an arbitrary directed
edge e = (x, y) ∈ E expresses the possibility of system L to pass from
the state x(t) to the state x(t + τe), where τe is the time of system’s
passage from the state x to the state y through the edge e = (x, y). So,
on the edge set E it is defined the function τ : E → R+ which relates
to each edge a positive number τe which means that if the system L
at the moment of time t is in the state x = x(t) then the system can
reach the state y at the time moment t + τe if it passes through the
edge e = (x, y), i.e. y = x(t + τe). Additionally, on the edge set E it
is defined the cost function c : E → R, which relates to each edge the
cost ce of the system’s passage from the state x = x(t) to the state
y = x(t+ τe) for an arbitrary discrete moment of time t.



516 Dmitrii Lozovanu and Stefan Pickl

So, finally to each edge two numbers ce and τe are associated. On G we
consider the following problem: Find a directed cycle C∗ such that

∑

e∈E(C∗)

ce

∑

e∈E(C∗)

τe
= min

C

∑

e∈E(C)

ce

∑

e∈E(C)

τe
.

Algorithms based on the parametrical method for solving this problem
in the case of positive costs ce and positive transition time τe on the
edges have been proposed in [3, 5].
Here we shall use the following linear programming approach:
Minimize

z =
∑

e∈E
ceαe (4)

subject to 



∑

e∈E+(x)

αe −
∑

e∈E−(x)

αe = 0, ∀x ∈ X;

∑

e∈E
τeαe = 1,

αe ≥ 0, ∀e ∈ E,

(5)

where E−(x) = {e = (y, x) ∈ E | y ∈ X}; E+(x) = {e = (x, y) ∈
E | y ∈ X}.

The following lemma holds.

Lemma 1. Let α = (αe1 , αe2 , . . . , αem) be the set of feasible solutions
of the system (5) and Gα = (Xα, Eα) be the subgraph of G, induced by
the set of edges Eα = {ei ∈ E |αei > 0}. Then an arbitrary extreme
point α◦ =

(
α◦e1 , α

◦
e2 , . . . , α

◦
em

)
of the polyhedron set determined by (5)

corresponds to a subgraph Gα◦ = (Xα◦ , Eα◦) which has a structure of
simple directed cycle and vice versa: If Gα◦ = (Xα◦ , Eα◦) is a simple
directed cycle in G then the solution α◦ =

(
α◦e1 , α

◦
e2 , . . . , α

◦
em

)
with

αei =





1∑

e∈Eα◦
τe

if ei ∈ Eα◦ ,

0 if ei /∈ Eα◦

represent an extreme point of set of the solution (5).

Based on Lemma 1 the following theorem can be proved.
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Theorem 1. The optimal solution α∗ =
(
α∗e1 , α

∗
e2 , . . . , α

∗
em

)
of problem

(4), (5) corresponds to a minimal mean cycle C∗ = Gα∗ in G, i.e.

α∗ei =





1∑

e∈E(C∗)

τe
, if e ∈ E(C∗);

0, if e /∈ E(C∗),

where E(C∗) is the set of edges of the directed cycle C∗. So, for the
optimal value z∗ of the objective function z it holds

z∗ =

∑

e∈E(C∗)

ce

∑

e∈E(C∗)

τe
.

Using these results new algorithms for solving the minimum mean cost
cycle problem can be derived.
The linear programming model (4), (5) can be used for solving our
problem in the case when the transition times τe are positive. In the
general case when these parameters may be negative the minimal mean
cost cycle problem can be reduced to the following fractional linear
programming problem:

Minimize

z =

∑

e∈E
ceαe

∑

e∈E
τeαe

subject to ∑

e∈E+(x)

αe −
∑

e∈E−(x)

αe = 0, x ∈ X;

∑

e∈E
αe = 1;

αe ≥ 0, e ∈ E,

where E−(x) = {e = (y, x) ∈ E | y ∈ X}; E+(x) = {e = (x, y) ∈
E | y ∈ X}.
We compare this approach with a game-theoretical treatment which
offers the possibility to deal with cooperative and non-cooperative be-
havior in such decision processes.
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3 Conclusion-Outlook

We extend a classical discrete optimal control problem: Algorithms for
solving such an optimal control problem are proposed. Additionally, a
game theoretical characterization for the considered problem is indi-
cated. Hereby some results from [7] can be extended. Within this game
theoretic extension the non-cooperative and the cooperative case can
be compared. Via these approaches we can solve the problem even for
the case that we handle with an arbitrary transition function τ .
The obtained results can be used in general decision making systems.,
esp. in the so called multilayered decision problems of emission trading
markets.
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1 Introduction

The decision of where to place a company’s distribution and outlet fa-
cilities when entering a new market is a crucial one faced by today’s
retail company supply chain planners. This problem alone is compli-
cated enough and is currently an active area of research [1], [2]. The
problem is further complicated when there exists a rival company intent
on servicing the same market by implementing a parallel distribution
network. Similar competitive problems have been studied by [3] and
[4].
In this problem, two competitor companies are both interested in an
answer to the same two questions:

1. Where should the distribution centre be located? and,
2. Where should the retail outlets be located (what areas of the market

are to be serviced)?

Both companies answer these questions with the understanding that
its rival will attempt to maximize its own profits. There is one leader
company which moves first. A follower company moves second and
makes its decision with the knowledge of the leader company’s move.
In this paper, a bilevel optimization method is presented for solving
the dynamic and continuous competitive facility placement problem.

2 Problem Formulation

In this paper, the market is limited to a 1-D space centred at the origin
on the closed interval of [−xlim, xlim]. On this interval, there exists

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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a known fixed market demand represented by the Demand Function,
D(x). The profits extractable from the demand landscape, however will
only be a fraction of the total possible D(x) and will generally decrease
with distance from the distribution center. This attenuation of prof-
its with distance is motivated by transportation costs associated with
moving goods from the distribution center to the retail outlet and is
denoted by the function Ai(x) for the ith company, where i = 1, 2.
Along with the problem of selecting the distribution facility location,
the companies also choose what areas of the market to service. The
ith company decides on a Service Coverage Function which represents
how much effort to invest in servicing a particular region of the market.
This function, denoted by Si(x), can alternatively be thought of as any
utility measurement of the sales activity in that region (eg. advertis-
ing cost, salaries for sales people, size of the retail outlets). The cost
associated with Si(x) is the Cost-to-Service Function, Ci(x).
The conflict between the two companies is a consequence of the fixed
market demand. At any given point, the demand awarded to any one
company is a function of the service coverage function value at that
particular region compared to the service coverage function value of its
rival company. The company that invests more service coverage receives
a greater portion of the market demand for that region.
A summary of the game is given as follows:

• Players: Company A and Company B.
• Player Action Sets: When it is Company A’s turn, it must first

decide on a location to place its distribution centre (xA) within
the 1-D interval of [−xlim, xlim]. A service coverage function
(SA(x))must also be selected. SA(x) is the linear interpolant spline
that runs through the points with values [s0, s1, ... , sn] at the
respective x-coordinates of

(
2·xlim
n

)
· j where j ∈ [0, 1, · · · , n].

Therefore, each player has n + 2 parameters to choose (1 param-
eter for the facility location and n + 1 parameters that define the
service coverage function Si(x)). An identical action set exists for
Company B.
• Order of Play: Company A moves first followed by Company B.
• Payoffs: Payoff to Company A is defined as:

xlim∫

−xlim

A(x)D(x) exp
[
−SB(x)
SA(x)

]
− CA(x) · SA(x)dx (1)

The payoff to Company B is the same as equation 1, but replacing
subscripts B with subscripts A and vice versa.
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• Constraints: The sole constraint on the problem is that neither
company can apply a negative service in the game space. A nega-
tive service area is meaningless for this problem since we are only
concerned with selling goods and not purchasing. Thus

SA(x) ≥ 0, SB(x) ≥ 0, −xlim ≤ x ≤ xlim (2)

3 Method

A bi-level optimization routine adapted from [5] is used to find Stack-
elberg equilibrium solutions (see figure 1). The outer optimizer is a
genetic optimizer which optimizes the spline points and distribution
facility location for the leader firm. The inner loop holds the leader
firm parameters constant and optimizes profit for the follower firm. A
gradient based quasi-newton DFP method is used for the inner loop.
Calculation of sensitivities is done by a central finite difference method
with a fixed step size.

Optimize Profit of Company A
With respect to (x, s0, … , sn)A

GENETIC ALGORITHM

Optimize Profit of Company B
With respect to (x, s0, … , sn)B

QUASI-NEWTON

Assign 
Payoffs given
(x, s0, … , sn)A

(x, s0, … , sn)B

Is B’s Profit Maximized?

Is A’s Profit Maximized?

Yes

Yes

No,
Continue 

Optimizing B

No,
Continue 

Optimizing A

Stackelberg-Nash Equilibrium 
Reached

Fig. 1. Optimization flowchart to find Stackelberg-Nash equilibria.
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4 Simulation Results

The hypothetical scenario dealt with in the following simulations is that
of a new consumer product being introduced into a market that has a
known fixed demand. Two companies (called A and B) manufacture,
distribute, and sell the product and are both interested in selling in the
targeted one-dimensional market. Company A moves first (the leader)
followed by company B (the follower) who has the luxury of observing
Company A’s move. Specification of the demand, attenuation and cost-
to-service functions are provided below. Two simulations are presented.
The first consists of a demand landscape with 2 symmetric peaks both
equidistant from the origin. The second also consists of 2 peaks with
pinnacles equidistant from the origin, but in this case one of the two
peaks is made to be much larger than the other.

4.1 Function Definitions

Selection of the functions for simulation are done to illustrate the op-
timization method. Better candidate functions may exist and can just
as easily be used in the optimization provided that they are continuous
in the defined game space.
Two different D(x) are considered in two different simulations. In simu-
lation 1, D(x) has two peaks, symmetric about the origin. In simulation
2, D(x) also has two peaks equidistant from the origin; however, in this
case, the left most peak is significantly larger than the one to the right
of the origin. The attenuation function A(x) for both simulations is a
gaussian function with a peak centered at the location of the distribu-
tion facilities. C(x) is a simple quadratic function with a minimum at
the corresponding firm’s distribution center location.

4.2 Simulation 1: Symmetric Demand Landscape

When encountering symmetric peaks, both companies optimize to dom-
inate only one of the peaks, leaving the other to be exploited by its rival,
see figure 2. In the symmetric case, there is a slight advantage in being
a follower firm.

4.3 Simulation 2: Biased Demand Landscape

Simulation results for the biased demand landscape are provided in
figure 3. In a strongly biased demand landscape, there is a strong leader
firm advantage. The implication from this scenario is that if there is
a clear discrepancy in peaks in the demand market, a leader firm will
typically do better.



Competitive Facility Placement for Supply Chain Optimization 523

Fig. 2. Simulation 1: Symmetric Demand Landscape

Fig. 3. Simulation 2: Biased Demand Landscape
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5 Conclusion

In this paper an algorithm to find Stackelberg equilibrium solutions to
the market entry and facility placement problem is detailed. A bi-level
optimization routine is applied to yield an approximation to the best
location for a firm’s distribution facility and retail outlets. The bi-level
optimization is comprised of an outer loop genetic optimizer and an
inner gradient based optimizer. Preliminary results demonstrate that
a symmetric demand landscape favours the follower company while an
asymmetric landscape favours the leader.
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1 Introduction

Generally speaking, an optimization problem consists in maximization
or minimization of some function (objective function) f : S → R. The
feasible set S ⊆ Rn can be either finite or infinite, and can be described
with the help of a finite or infinite number of equalities and inequali-
ties or in the form of some topological structure in Rn. The methods
for solution of a certain optimization problem depend mainly on the
properties of the objective function and the feasible set. In this paper,
we discuss how specific optimization methods of optimization can be
used in some specific areas of data mining, namely, in classification and
clustering that are considered interrelated [11].

2 Clustering

Clustering is an unsupervised learning in which data are separated
into clusters according to their similarity. It has many applications, in-
cluding decision-making, machine-learning, pattern classification, etc.
Alternatively, it may support preprocessing steps for other algorithms,
such as classification and characterization, operating the detecting clus-
ters [6].

2.1 Optimization Models for Clustering Problems
Assume that we have a finite set X of points (patterns) in the
n−dimensional space Rn : X = {x1, x2, . . . , xM}, where xk ∈ Rn(k =
1, 2, . . . ,M). Given a number q ∈ N, we are looking for q subsets
Ci, i = 1, 2, . . . , q, such that the medium distance between the elements
in each subset is minimal and the following conditions are satisfied:
1.Ci 6= ∅, (i = 1, 2, . . . , q), 2.X =

⋃q
i=1C

i. As a measure of similarity
we use any distance function. Here for the sake of simplicity we con-
sider Euclidean distance || · ||2. The sets Ci(i = 1, 2, . . . , q), introduced
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above are called clusters and the problem of determination of clusters
is the clustering problem. When the clusters can overlap, the clustering
problem is fuzzy. If we request additionally: 3.Ci

⋂
Cj = ∅ if i 6= j,

then we obtain a hard clustering problem. Let us assume that each
cluster Ci, can be identified by its center or centroid, defined as (see
[3]) ci := 1

|Ci|
∑

x∈Ci x, where |Ci| denotes a cardinality of the clus-
ter Ci. Then the clustering problem can be reduced to the following
optimization problem, which is known as a minimum sum of squares
clustering [4]:

min 1
M

∑q
i=1

∑
x∈Ci ||ci − x||22

such that C = {C1, C2, . . . , Cq} ∈ C̄,
(1)

where C̄ is a set of all possible q−partitions of the set X. The cluster-
ing problem (1) can be rewritten as single mixed-integer minimization
problem as follows:

min 1
M

∑M
j=1

∑q
i=1 wij ||xj − ci||22,

such that wij ∈ {0, 1},
∑q
i=1 wij = 1

(i = 1, 2, . . . , q) (j = 1, 2, . . . ,M).
(2)

Here, centroids are rewritten as ci := (
∑M

j=1wijx
j)/(

∑M
j=1wij), wij is

the association weight of the pattern xj with cluster i given by

wij =
{

1, if pattern j is allocated to cluster i,
0, otherwise.

It can be shown that (2) is a global optimization problem with possi-
bly many local minima [3]. In general, solving the global optimization
problem is a difficult task. This makes it necessary to develop clus-
tering algorithms which compute the local minimizers of problem (2)
separately. In [3], the optimization techniques are suggested that are
based on nonsmooth optimization approach. Finally, note that the clus-
tering problems (1) and (2) can be reformulated as an unconstrained
non smooth and non convex problem

min f(c1, c2, . . . , cq), (3)

where f(c1, c2, . . . , cq) = 1
M

∑M
i=1 minj ||cj − xj ||22. Since the function

ψ(y) = ||y − c||22 (y ∈ Rn), is separable (as a sum of squares),
the function ϕ(xi) = minj ||cj − xj ||22 is piece-wise separable. It is
proved in [2] that the function f(c1, c2, . . . , cq) is piecewise separable as
well. The special separable structure of this problem together with its
non smoothness allows a corresponding analysis and specific numerical
methods related with derivative free optimization.

2.2 Cluster Stability Using Minimal Spanning Trees
Estimation of the appropriate number q of clusters is a fundamental
problem in cluster analysis. Many approaches to this problem exploit
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the within-cluster dispersion matrix (defined according to the pattern
of a covariance matrix). The span of this matrix (column space) usu-
ally decreases as the number of groups rises and may have a point in
which it “falls”. Such an “elbow” on the graph locates in several known
methods, a “true” number of clusters. Stability based approaches, for
the cluster validation problem, evaluate the partition’s variability un-
der repeated applications of a clustering algorithm on samples. Low
variability is understood as high consistency of the results obtained
and the number of clusters that minimizes cluster stability is accepted
as an estimate for the “true” number of clusters. In [10], a statisti-
cal method for the study of cluster stability is proposed. This method
suggests a geometrical stability of a partition drawing samples from
the partition and estimating the clusters by means of each one of the
drawn samples. A pair of partitions is considered to be consistent if
the obtained divisions match. The matching is measured by a minimal
spanning tree (MST) constructed for each one of the clusters and the
number of edges connecting points from different samples is calculated.
MSTs are important for several reasons: they can be quickly and eas-
ily computed with the help known methods of discrete optimization,
they create a sparse subgraph which reflects some essence of the given
graph, and they provide a way to identify clusters in point sets.

3 Classification in Statistical Learning

Classification is a supervised learning in which the classification func-
tion is determined from the set of examples so called training set.

3.1 Classification by SVM
In this paper, we concentrate on support vector machines (SVMs) as
one important classification tool that uses continuous optimization [7].
A SVM is a classification method based on finding a discriminative
function which maximizes the distance between two class of points.
More formally, let (x, y) be an (input,output) pair, where x ∈ Rn and
y ∈ {−1, 1} and x comes from some input domain X and similarly y
comes from some output domain Y . A training set is defined by l input-
output pairs by S = {(xi, yi)}li=1. Given S and a set of functions F we
search for a candidate function f ∈ F such that f : x 7→ y. We refer to
this candidate function as a hypothesis [5]. The classes are separated by
an affine function, hyperplane 〈w, x〉+b = 0, where w ∈ Rn is a normal
vector (weight vector) helping to define the hyperplane, b ∈ R is the
bias term [5], and 〈·, ·〉 denotes the scalar product. Hence, given a set of
examples S, the SVM separates it into two groups by a hyperplane. In
linearly inseparable cases, one can define a non-linear mapping φ which
transforms the input space into a higher dimensional feature space that
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we will refer to as the SVM. The original points are separable in feature
space. But the mapping can be of very high-dimension or even infinite.
Hence, it is hard to interpret decision (classification) functions which
are expressed as f(x) = 〈w, φ(x)〉+ b. Following the notation of [5], the
kernel function is defined as an inner product of two points under the
mapping φ, i.e., κ(xi, xj) = 〈φ(xi), φ(xj)〉 which can also be explained
as the similarity between two points and the optimization problem for
separating two classes is expressed as follows:

minξ,w,b ‖w‖22 + C∑i ξi
such that yi · (〈w, φ(xi)〉+ b) ≥ 1− ξi (i = 1, 2, . . . ,m), (4)

where C is an error constant to penalize tolerance variable, slack vari-
able, ξ. The dual problem in the soft margin case looks as follows:

maxα
∑m
i=1 αi − 1

2

∑m
i=1 yiyjαiαjκ(xi, xj),

such that
∑m
i=1 yiαi = 0, 0 ≤ αi ≤ C (i = 1, 2, . . . ,m), (5)

where the vector α is dual variable so called support vectors. The
solution of the optimization problem (5) yields a maximal margin hy-
perplane that defines our SVM. In [8], we propose a combination of
infinitely many kernels in Riemann Stieltjes integral form for binary
classification to allow all possible choices of kernels into the kernel space
which makes the problem infinite in both dimensions and number of
constraints, a so called infinite programming (IP). Based on motivation
in [9], we can define our infinite learning problem as follows:

max
θ∈R,β

θ (β : [a, b]→ R monotonically increases),

such that
∫
Ω

(
1
2S(ω, α)−∑l

i=1 αi

)
dβ(ω) ≥ θ ∀α ∈ A,∫

Ω
dβ(ω) = 1.

(6)

Here, S(ω, α) := 1
2

∑l
i,j=1 αiαjyiyjκ(xi, xj , ω), A := {α ∈ Rl | 0 ≤ αi ≤

C (i = 1, 2, . . . , l) , and
∑l
i=1 αiyi = 0}. Let T (ω, α) := S(ω, α) −∑l

i=1 αi,
and Ω := [0, 1]. Having introduced Riemann-Stieltjes integrals via func-
tions β, we can now reinterpret the latter ones by (probability) mea-
sures. Herewith, (6) turns into the following form:

max
θ∈R,β

θ (β : a positive measure on Ω),

such that θ −
∫
Ω
T (ω, α)dβ(ω) ≤ 0 ∀α ∈ A,

∫
Ω
dβ = 1.

(7)

It is evident [1] that problem (7) is an infinite programming (IP) prob-
lem. The dual to (7) is:

min
σ∈R,ρ

σ (ρ : a positive measure onA),

such that σ −
∫
A
T (ω, α)dρ(α) ≤ 0, ∀ω ∈ Ω,

∫
A
dρ(α) = 1.

(8)
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Assume that there exist pairs (β, θ) and (ρ, σ) of feasible solu-
tions of problems (7) and (8) which are complementary slack, i.e.,
σ∗ =

∫
A T (ω, α)dρ∗(α) and θ∗ =

∫
A T (ω, α)dβ∗(ω). Then, β has mea-

sure only where σ =
∫
A T (ω, α)dρ(α) and ρ has measure only where

θ =
∫
Ω T (ω, α)dβ(ω) which implies that both solutions are optimal

for their respective problems. The regularity condition of problem (8)
is analyzed in [8]. The so-called reduction ansatz enables the Implicit
Function Theorem for reducing an infinite number of constraints to
a finite number [14]. Of course, this can also be achieved by a smart
discretization. Note that we can also focus on parametric classes of
probability measures; then our IP problems turn to SIP (semi-infinite
programming) problems; eventually, when applying any of the those
three approaches, we arrive at a finitely constrained program.

3.2 Max-min Separability
According to [2], the problem of supervised data classification can be re-
duced to a number of set separation problems. For each class, the train-
ing points belonging to it have to be separated from the other training
points using a certain, not necessarily linear, function. This problem is
formulated in [2] as a nonsmooth optimization problem with max-min
objective function. Let A and B be given disjoint sets containing m and
p vectors from Rn, respectively: A = {a1, . . . , am}, B = {b1, . . . , bp}.
Let H = {h1, . . . , hl} be a finite set of hyperplanes, where hj is given
by 〈xj , z〉 − yj = 0 j = (1, 2, . . . , l) with xj ∈ Rn, yj ∈ R. Let J =
{1, 2, . . . , l}. Consider any partition of J in the form Jr = {J1, . . . , Jr},
where Jk 6= ∅, k = 1, . . . , r; Jk

⋂
Js = ∅, if k 6= s;

⋃r
k=1 Jk = J. Let

I = {1, . . . , r}. A particular partition Jr = {J1, . . . , Jr} of the set J
defines the following max-min type function:

ϕ(z) = max
i∈I

min
j∈Ji

(〈xj , z〉 − yj) (z ∈ Rn). (9)

We say that the sets A and B are max-min separable if there exist a
finite number of hyperplanes, H, and a partition Jr of the set J such
that for all i ∈ I and a ∈ A we have (〈xj , a〉−yj) < 0 and for any b ∈ B
there exists at least one j such that (〈xj , b〉 − yj) > 0. It follows from
the definition above that if the sets A and B are max-min separable
then ϕ(a) < 0 for any a ∈ A and ϕ(b) > 0 for any b ∈ B, where the
function ϕ is defined by (9). Thus the sets A and B can be separated by
a function represented as a max-min of linear functions. The problem
of the max-min separability is reduced to the following optimization
problem:

min f(x, y) such that (x, y) ∈ Rl×n ×Rl, (10)

where the objective function f is f(x, y) = f1(x, y) + f2(x, y). Here,
f1(x, y) = 1

m

∑m
k=1 max[0,maxi∈I minj∈Ji(〈xj , ak〉−yj+1)], f2(x, y) =
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1
p

∑p
s=1 max[0,mini∈I maxj∈Ji(−〈xj , bs〉+ yj + 1)]. f1 and f2 are piece-

wise linear, hence f is piece-wise linear and piece-wise separable. In
[2] it is shown that the calculation of subgradients for f may become
difficult. The authors propose a derivative free algorithm for minimizing
max-min-type functions, which solved large scale problems with up to
2000 variables efficiently.
4 Conclusion

This paper introduces some recent optimization methods developed
in data mining by some modern areas of clustering and classification.
There is a great potential of important OR applications, and of future
research waiting.
References

1. E.J. Anderson and P. Nash, John Wiley and Sons Ltd, Linear Program-
ming in Infinite-Dimensional Spaces, 1987.

2. Bagirov, A.M., and Ugon, J., Piecewise partially separable functions and a
derivative-free algorithm for large scale nonsmooth optimization, Journal
of Global Optimization 35 (2006) 163-195.

3. Bagirov, A.M., and Yearwood, J., A new nonsmooth optimization al-
gorithm for minimum sum-of-squares clustering problems, EJOR 170, 2
(2006) 578-596.

4. Bock, H.H., Automatische Klassifikation, Vandenhoeck, Göttingen (1974).
5. Cristianini, N., and Shawe-Taylor, J., An introduction to Support Vector

Machines and other Kernel-Based Learning Methods, Cambridge Univer-
sity Press (2000).

6. Han, J., and Kamber, M., Data Mining: Concepts and Techniques, The
Morgan Kaufmann Series in Data Management Systems, Jim Gray, Series
Editor Morgan Kaufmann Publishers (2000).

7. Hastie, T., Tibshirani, R., and Freedman, J., The Elements of Statisti-
cal Learning - Data Mining, Inference and Prediction, Springer Series in
Statistics, 2001.
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Summary. Problems and methods presented in this paper synthesize foun-
dations of theory of continuous set partitioning problems (SPP) and optimal
control of systems described by ordinary differential equations. In order to
mathematically formulate SPP quite often one should take into account the
temporal and spatial changes of object or process state. Some of such models
concerned with problems of preservation of the environment were learning by
our scientists. Mathematical models of problems mentioned above are new
from the viewpoint of problem statement and interesting to further general-
ization and developing of theoretical results which could be used in practice
widely. A common SPP could be formulated as follows: it is necessary to par-
tition a given area (set) into a finite number of disjoint subsets that satisfies
certain restrictions so that the objective function reaches an extreme value.
We propose a new problem statement, which differs from known ones in the
following way: the desired set partition is dynamic in consequence of 1) a func-
tion which describes the certain object or process state varies with time; 2) a
function, choice of which has an influence on state of this object or process,
is defined by partition of considered set each moment of time. This problem
amounts to optimal control one for which one should write out the necessary
conditions of optimality in the form of Pontrjagin’s maximum principle. The
constructed algorithm for solving such problems bases on combining both the
methods of solving continuous SPP and methods of optimal control theory.
With a view to investigate the properties of solutions of new set partition-
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ing problem we realized the series of computational experiments and made
qualitative analysis of obtained results.

1 Introduction

There are many technical, economic, social, and other scientific appli-
cations which need optimal (i.e. the best in a certain sense) partition
of some set into disjoint subsets. As a case in point there exist prob-
lems of territorial planning of services sectors; determining of election
districts’ boundaries; resources conservation problems, and so on. The
variety of initial data involving some information about set properties,
constraints of a certain problem parameters or performance criteria
causes plenty of optimization partitioning problems. One marks out
two groups: discreet [1] and continuous SPP [2, 3]. By virtue of differ-
ence of its mathematical formulating the mathematical apparatus used
to solving these problems is essentially different.
Until now, problems from both mentioned groups were studied in static
statement. Those problems are well-structured and systematized. In
this paper we propose to extend the class of continuous SPP. We base
ourselves upon the fact that a certain problem parameters or character-
istics vary with time according to the fixed rule and, in this connection,
optimal set partition will have a dynamic nature, and boundaries be-
tween subsets will change in the course of time.

2 Proposed Problem Formulation

Let a set of functions ui(x, t) ∈ L2(Ω × [0, T ]), i = 1, N, be given,
where Ω ⊂ R2 is bounded Lebesgue measurable set; PN (Ω) is the class
of every possible partitions of Ω into N subsets:

PN (Ω) = {ω̄ = (Ω1, ..., ΩN ) :
N⋃

i=1

Ωi = Ω, Ωi ∩Ωj = ∅, i 6= j, i, j = 1, N}.

We consider the case, when boundaries between subsets can change
with time, and let’s denote by ω̄(t) = (Ω1(t), ..., ΩN (t)) the partition of
set Ω which corresponds to a time moment t, t ∈ [0, T ]. This partition
defines change of a certain system condition ρ(x, t) in such a way that
∀x ∈ Ωi(t):

ρ̇(x, t) = ρ(x, t) + ui(x, t) + f(x, t), ρ(x, 0) = ρ0(x).
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One needs to determine such partition ω̄∗(t) = (Ω∗1(t), ..., Ω∗N (t)), t ∈
[0, T ], of set Ω into N disjoint subsets for which the following functional
reaches its minimal value:

J(ω̄(·)) = β0

∫ T

0

N∑

i=1

∫

Ωi(t)
(c(x, τi, t) + ai)ρ(x, t) dxdt+

+β1

∫ T

0

N∑

i=1

∫

Ωi(t)
u2
i (x, t) dxdt→ min

ω̄∈PN (Ω)
,

where β0, β1 ≥ 0 is constants which define a priority of respective item;
c(x, τi, t) is a given function, τi ∈ Ω, i = 1, N, are given points called
”centers” of subsets; T > 0, ai, i = 1, N, are fixed values; f(x, t), ρ0(x)
are known functions of its arguments.
Let’s call such problems Dynamical Continuous Set Partitioning Prob-
lems with Moving Boundaries between Subsets. Although in some cases
(under a certain initial data) the optimal boundaries could be static
by its nature. Stated problem differs from earlier studied ones by two
facts: the function ρ(x, t) which describes the state of a certain system
varies with time under an appointed differential rule, and the rate of
change of function ρ(x, t) in each point x ∈ Ω depends on belonging
of this point to current subset Ωi(t). Accordingly, partitions of set Ω
can be various in different time moments. The features of the problem
mentioned above make impossible the use of pre-existing algorithms of
solving SPP [2]. Note that a stated SPP could be classified as a prob-
lem of optimal control of system with lumped parameters. For that we
introduce into consideration the class of function

U(t) = {u(x, t; ω̄(t)) : u(x, t; ω̄(t)) = ui(x, t)

for almost all x ∈ Ωi(t), i = 1, N ;

ω̄(t) = (Ω1(t), ..., ΩN (t)) ∈ PN (Ω)}, ∀t ∈ [0, T ].

Let a function ρ(x, t), which describe the system state, over all x ∈ Ω
be a solution of Cauchy problem

ρ̇(x, t) = ρ(x, t) + u(x, t) + f(x, t), u ∈ U(t), ρ(x, 0) = ρ0(x). (1)

Every admissible partition ω̄(t) ∈ PN (Ω) defines ∀x ∈ Ω the function
u(x, t; ω̄(t)) ∈ U(t) such that its corresponding Cauchy problem (1) has
the unique solution ρ(x, t) ∈ L2(Ω × [0, T ]).
Let’s agree on ρ(x, t; ω̄(t)) for denoting the solution of problem (1)
corresponding to function u(x, t; ω̄(t)).
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In that case the problem consists of finding such a control func-
tion u∗(x, t; ω̄(t)) ∈ U(t) for all x ∈ Ω and respective phase path
ρ∗(x, t; ω̄(t)), t ∈ [0, T ] for which the functional

J(u(·, ·), ρ(·, ·)) = β0

∫ T

0

N∑

i=1

∫

Ωi(t)
(c(x, τi, t) + ai)ρ(x, t; ω̄(t)) dxdt+

+β1

∫ T

0

∫

Ω
u2(x, t; ω̄(t)) dxdt→ min

u∈U
, (2)

would reach its minimal value.

3 Problem-Solving Procedure

Dependence of right-hand member of differential equation (1) on set
partition complicates use of optimal control methods of systems de-
scribing by ordinary differential equations for solving problem (1)-(2).
We propose the method of solving formulated SPP with moving bound-
aries between subsets which synthesizes both basic concepts of con-
tinuous set partitioning theory developed by Kiseleva [2] and optimal
control theory.
Let’s consider the problem (1)-(2). Introducing characteristic functions
λi(·, t) of subsets Ωi(t), i = 1, N, allows writing the control function in
the form of

u(x, t; ω̄(t)) =
N
Σ
i=1

ui(x, t)λi(x, t). (3)

Instead of problem (2) an equivalent problem is considered: one needs
to find the vector-function λ(·, ·) = (λ1(·, ·), ..., λN (·, ·)) such that

I(λ(·, ·)) =
N∑

i=1

∫ T

0

∫

Ω
[β0(c(x, τi, t) + ai)ρ(x, t) +

+β1u
2
i (x, t)]λi(x, t) dxdt→ min

λ∈Λ
, (4)

where

Λ(t) = {λ(x, t) = (λ1(x, t), ..., λN (x, t)) : λi(x, t) = 0 ∨ 1, i = 1, N,

N∑

i=1

λi(x, t) = 1, for almost all x ∈ Ω}, t ∈ [0, T ],

we denoted by ρ(x, t) a solution of problem (1) which corresponds to
function (3).
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Further, according to the theory of sets partitioning, a problem (4)
amounts to the following problem

I(λ(·, ·))→ min
λ∈Λ1

, (5)

Λ1(t) = {λ(x, t) = (λ1(x, t), ..., λN (x, t)) : 0 ≤ λi(x, t) ≤ 1, i = 1, N,
N∑

i=1

λi(x, t) = 1, for almost all x ∈ Ω}, t ∈ [0, T ],

Problem (5) is an optimal control one, in which vector-function λ(·, ·)
stands as control function. For its solving one needs write out the nec-
essary conditions of optimality in the form of Pontrjagin’s maximum
principle:

i) - stationarity by ρ(·, ·) : ∀x ∈ Ω
∂Ψ

∂t
= −∂H

∂t
, (6)

where Hamiltonian-Pontrjagin function is given by

H(λ(·, ·), ρ(·, ·), Ψ(·, ·)) =

=
∫

Ω
(ρ(x, t) +

N
Σ
i=1

ui(x, t)λi(x, t) + f(x, t))Ψ(x, t) dx−

−
∫

Ω

N
Σ
i=1

(β0(c(x, τi, t) + ai)ρ(x, t) + β1u
2
i (x, t))λi(x, t) dx;

ii) - transversality by ρ(·, ·) : ∀x ∈ Ω

Ψ(x, T ) = 0; (7)

iii) - optimality by λ(·, ·) :

λ∗(x, t) : max
λ∈Λ1

H(λ(·, ·), ρ(·, ·), Ψ(·, ·)).

Taking into account the structure of Λ1 we can write: ∀x ∈ Ω, t ∈
[0, T ]

λ∗i (x, t) =
{

1, qi(x, τi, t) = maxk=1,N qk(x, τk, t),
0, otherwise;

(8)

where

qi(x, τi, t) = ui(x, t)Ψ(x, t)− β0(c(x, τi, t) + ai)ρ(x, t)− β1u
2
i (x, t).
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Because of linearity and boundedness of objective functional (2) with
respect to the function λ(x, t), as well as linearity of right-hand member
of differential equation (1) with respect to functions ρ(x, t) and u(x, t),
the principle of the maximum stands as not only necessary condition,
but also sufficient condition of optimality.
For the numerical solving obtained boundary problem Newton’s method
is applied.

4 Conclusion

In this paper we have presented a new continuous set partitioning
problem. It is characterized by the presence of family of differential
constraints and the dependence of right-hand members of differential
equations on a partition of some set. We also have developed and imple-
mented a method of solving the SPP with moving boundaries between
subsets. The main idea is the following: original problem is amounted
to optimal control problem using body of the theory of continuous set
partitioning problems. One should apply the necessary conditions of
optimality in the form of Pontrjagin’s maximum principle to obtained
problem. The results of multiple computational experiments confirm
the possibility of applying proposed approach to solving the stated
problem.

Acknowledgement. The authors would like to thank Alexandr Firsov for his
valuable discussions, constructive comments, and helpful suggestions.
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Summary. This article deals with duality theory for the linear vector opti-
mization problem and its geometric dual problem.

1 Introduction

The objective of this work is to obtain symmetry in the duality the-
ory for linear vector optimization problems as known from the scalar
duality theory. We derive results that are related to the concept of geo-
metric duality as introduced in [1] and extend these results to a larger
class of optimization problems. We emphasize that the dual problem
for the linear vector optimization problem is naturally set-valued as it
can easily be derived with results of the Lemma of Farkas.

2 Duality Theory in Linear Multiobjective Programming

In the following let M ∈ Rq×n, A ∈ Rm×n and b ∈ Rm where q, m and
n denote positive integers. Let K be any non trivial closed convex and
pointed ordering cone in Rq then we denote by

K∗ := {y ∈ Rq |∀k ∈ K : yTk ≥ 0}

the positive dual cone to K. For a subset A ⊆ Rq the set of weakly
efficient elements w.r.t. the ordering cone K is given by

w-MinK A := {y ∈ A|(y − riK) ∩ (A+K) = ∅}

where riK denotes the relative interior of K as defined in [2], p. 44.
The set of weakly maximal elements of A is defined by

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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w-MaxK A := −w-MinK(−A).

We consider the linear vector optimization problem

(LVOP) P := w-MinRq
+

⋃
x∈X ({Mx}+ Rq

+)
X := {x ∈ Rn |Ax ≥ b}.

Duality assertions for (LVOP) can be found in [3, 4] and many other
papers. To be in line with [4] we assign

(SD) D := w-MaxRq
+

(
⋃

(u,c)∈U{y ∈ Rq |cT y = uT b} − Rq
+)

U := {(u, c) ∈ Rm
+ ×Rq

+ \{0}| 1lT c = 1, ATu = MT c}
with

1l := (1, ..., 1)T ∈ Rq

to be the corresponding set-valued dual problem for (LVOP). Theorem
15 in [4] ensures strong duality, i.e. P = D.
We are interested in the dual problem for (SD) and apply a duality
theorem for set-valued optimization problems as stated in Theorem 8,
[4]. The objective map of (SD) is not convex w.r.t Rq

+. However, con-
vexity is a necessary condition to obtain strong duality assertions. As
dualization of (SD) proves to be futile a second optimization problem is
derived from (SD). We consider the vector-valued optimization problem

(VD) D̄ := w-Min(−K̄)(
⋃

(u,c)∈U{(c1, ..., cq−1, u
T b)T } − K̄)

where
K̄ = {y ∈ Rq |y1 = 0, ..., yq−1 = 0, yq ≥ 0}

denotes the new ordering cone. The optimization problem (VD) is re-
ferred to as geometric dual problem to (LVOP).
An element (u0, c0) ∈ U is called a solution of (SD) if {y ∈ Rq |c0T y =
u0T b}∩D 6= ∅ and it is called a solution of (VD) if (c0

1, ..., c
0
q−1, u

0T b)T ∈
D̄. Immediately, we conclude that if (u0, c0) ∈ U solves (SD) it also
solves (VD) and vice versa. For v ∈ Rq we set

H(v) := {y ∈ Rq |(v1, ..., vq−1, 1−
q−1∑

i=1

vi)y = vq}

and obtain the following relationship between (VD) and (LVOP). If
v0 is an element of D̄, then is H(v0) is a supporting hyperplane to⋃
x∈X {Mx}+ Rq

+ and the intersection H(v0)∩ (
⋃
x∈X {Mx}+ Rq

+) is a
proper exposed weakly efficient face of the primal image set. Moreover,
weakly maximal exposed faces of the image set of (VD) are mapped to
weakly efficient exposed faces of the primal image set.
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Lemma 1. Let V be a be a proper weakly efficient exposed face of the
image set of (VD), then

⋂

v∈V
H(v) ∩ (

⋃

x∈X
{Mx}+ Rq

+)

is a proper weakly efficient exposed face of the image set of (LVOP).

A proof of Lemma 1 is stated in [1].

3 Duality Assertions for the Geometric Dual Problem

Let

D∗ =
(

0 , Eq−1 , 0
bT , 0 , 0

)
∈ Rq×q+m

where Eq−1 denotes the identity matrix in Rq−1×q−1. We rewrite (VD)
in a way that more clearly resembles the form of a linear vector opti-
mization problem, namely

(VD) D̄ = w-Min(−K̄)(
⋃
u∗:=(u,c)∈U{D∗u∗} − K̄).

Note, that for K̄ the concept of weakly minimal elements of a subset
of Rq agrees with the stronger solution concept of minimal elements as
defined in [3], p. 103. Further, for y ∈ Rq we define the vector

c(y) := (y1, ..., yq−1, 1− y1 − ...− yq−1)T ∈ Rq .

The definition of weakly efficient elements yields y0 ∈ w-Min(−K̄)(D
∗[U ]

− K̄) if (A1) and (A2) are both satisfied where

(A1) y0 ∈ D∗[U ]− K̄ ⇐⇒
c(y0) ≥ 0 and ∃u0 ∈ Rm

+ : ATu0 = MT c(y0), y0
q ≤ u0T b,

(A2) ∀ y ∈ D∗[U ]− K̄ : y0 /∈ y − K̄\{0} ⇐⇒
(c(y0) ≥ 0, u ∈ Rm

+ , A
Tu = MT c(y0) =⇒ uT b ≤ y0

q )

We present a second pair of assertions (B1) and (B2) given by

(B1) ∃ (x0, l0) ∈ Rn×Rq
+ : Ax0 ≥ b, c(y0)TMx0 + c(y0)T l0 ≤ y0

q

(B2) ∀ (x, l) ∈ Rn×Rq
+, Ax ≥ b : c(y0)TMx+ c(y0)T l ≥ y0

q

The Lemma of Farkas and its direct conclusion lead to the following
results.
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Lemma 2.
Statements (A1) and (A2) imply (B1).

Proof. By Theorem II.1.2., [5], statement (B1) is equivalent to

(B1) v1 ∈ Rm
+ , v

2 ≥ 0,−AT v1 +MT c(y0)v2 = 0, c(y0)v2 ≥ 0

=⇒ −bT v1 + y0
qv

2 ≥ 0.

Assume that (B1) does not hold true. Then there is a pair (v1, v2)
with the above properties such that −bT v1 + y0

qv
2 < 0. Let v2 > 0

and set w := 1
v2 v

1. We obtain w ∈ Rm
+ , c(y

0) ≥ 0, ATw = MT c(y0)
and bTw > y0

q , a contradiction to (A2). Let v2 = 0, i.e. there is a
v1 ∈ Rm

+ with AT v1 = 0 and bT v1 > 0. Taking into account (A1)
there is a u0 ∈ Rm

+ with ATu0 = MT c(y0) and bTu0 ≥ y0
q . Hence

for w := u0 + v1 ∈ Rm
+ we have ATw = MT c(y0) and bTw > y0

q , a
contradiction to (A2). ut

Lemma 3. Statement (A1) implies (B2).

Proof. By Theorem II.1.2., [5], statement (A1) is equivalent to

(A1) c(y0) ≥ 0 and
(x1 ∈ Rn, x2 ≥ 0, Ax1 − bx2 ≥ 0 =⇒ c(y0)TMx1 − y0

qx
2 ≥ 0).

Let x ∈ Rn, l ∈ Rq
+ and Ax ≥ b. Then from (A1) for x1 := x and

x2 := 1 it follows that c(y0)TMx ≥ y0
q and c(y0)T l ≥ 0. Together this

implies (B2). ut

Defining the sets

X̄ := {(x, l) ∈ Rn×Rq
+ |Ax ≥ b}

H∗(z) := {y ∈ Rq |(z1 − zq, ..., zq−1 − zq,−1)y = −zq}
for z ∈ Rq then (B1) can be written as

(B1) y0 ∈ ⋃(x,l)∈X̄ H
∗(Mx+ l)− (−K̄)

and one easily verifies that (B2) is equivalent to

(B2) ∀(x, l) ∈ X̄ : y0 /∈ H∗(Mx+ l)− (−K̄\{0}).

(B1) and (B2) imply that y0 ∈ w-Max(−K̄)

⋃
(x,l)∈X̄ (H∗(Mx+ l) + K̄).

A similar argumentation is used to prove the opposite inclusion, i.e.
that (B1) implies (A2) and that (B1) together with (B2) imply (A1).
We have shown that a weakly efficient element from the set
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⋃

u∗∈U
{D∗u∗} − K̄

is also a weakly maximal element of the set
⋃

(x,l)∈X̄ (H∗(Mx+ l) + K̄)
and vice versa. Hence the set-valued dual problem to (VD) is denoted
by

(SDD) w-Max(−K̄)(
⋃

(x,l)∈X̄ (H∗(Mx+ l) + K̄).

Again, from the set-valued optimization problem (SDD) a vector-valued
optimization problem (VDD) with respect to the ordering cone K̄ is
derived. We set

(VDD) w-MaxK̄(
⋃

(x,l)∈X̄ ({((Mx+ l)1 − (Mx+ l)q, ...
..., (Mx+ l)q−1 − (Mx+ l)q,−(Mx+ l)q)T } − K̄)

and refer to (VDD) as the geometric dual problem to (VD). We define
a solution of (SDD) and of (VDD) in the same way as for (SD) and
(VD) in the previous section. We obtain that (x0, l0) ∈ X̄ solves (SDD)
iff it solves (VDD). It is easy to show that

H∗(z) ⊆ H∗(z̄) + K̄ ⇐⇒ ∃λ ≥ 0 : z = z̄ + λ 1l

holds true which is used to prove the following lemma.

Lemma 4. An element (x0, l0) ∈ X̄ solves (VDD) iff it solves (LVOP)
where

(LVOP) w-MinRq
+

(
⋃

(x,l)∈X̄ ({Mx+ l}).

Moreover, if (x0, l0) ∈ X̄ solves (LVOP) then H∗(Mx0 + l0) is a
supporting hyperplane to

⋃
u∗∈U{D∗u∗} − K̄ and H∗(Mx0 + l0) ∩

(
⋃
u∗∈U{D∗u∗}− K̄) is a weakly efficient face of the image set of (VD).

An analogous statement as in Lemma 1 applies for (LVOP) and (VD).

Lemma 5. Let V ∗ be a be a proper weakly efficient exposed face of the
image set of (LVOP), then

⋂

v∗∈V ∗
H∗(v∗) ∩ (

⋃

u∗∈U
{D∗u∗} − K̄)

is a proper weakly efficient exposed face of the image set of (VD) .

Since (LVOP) is equivalent to (LVOP) we regard (LVOP) itself as the
geometric dual problem to (VD) and symmetry for the linear vector
optimization problem is obtained in the sense of a geometric duality
between polyhedral sets.
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4 Geometric Duality for a Larger Class of Vector
Optimization Problems

The Lemma of Farkas is a powerful tool which also enables us to de-
rive the set-valued dual problem (SD) for (LVOP) directly. It can be
used to obtain a corresponding dual problem to the linear vector op-
timization problems with respect to any non trivial polyhedral convex
and pointed ordering cone in Rq. The feasible set U of the set-valued
and the geometric dual problem for this larger class of optimization
problems reads as

U = {(u, c) ∈ Rm×K∗|u ≥ 0, kT c = 1, ATu = MT c}
with arbitrary k ∈ riK. The choice of k affects the form of the hyper-
planes H and H∗. The dual restriction kT c = 1 is essential in order
to deduce the geometric dual problem. Note, that the geometric dual
problem derived from the set-valued optimization problem is always
to determine weakly maximal elements w.r.t. K̄, independent from the
ordering cone of the underlying primal problem.
In the special case of the linear scalar optimization problem the set-
valued and geometric dual problem agree and the generalized geometric
duality theory reduces to the known scalar duality theory.

5 Conclusion

If we focus on symmetry in the duality theory for vector optimiza-
tion problems this will always lead to the concept of geometric duality.
Nevertheless we have shown its close relationship to set-valued duality
theory. Our approach seems to be new in multiobjective programming
and is also being investigated for general convex vector optimization
problems.
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Sign-Central Matrices Using Linear Duality
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Summary. We consider a problem described in 1992 by Davidov and Davi-
dova, where for a given matrix A ∈ Rm×n we want to know whether every
matrix B ∈ Rm×n with the same sign pattern as A has a nonnegative, nonzero
element in its null-space. Such a matrix A is called sign-central. Davidov and
Davidova gave a characterization of sign-central matrices that was proven by
a rather long argument. In this paper we present a simple proof showing that
the aforementioned characterization of sign-central matrices can be seen as a
consequence of the weak duality theorem of linear programming.

1 Introduction

An interesting question in the context of linear systems is how much
can be said about the structure of the solutions if the input is not
precisely known but only some structure is imposed on the input. An
interesting class of such problems is obtained by imposing a sign pattern
on the input (c.f. [2] for more information on such problems). One
problem of this type is to decide whether every matrix A ∈ Rm×n that
corresponds to some predefined sign pattern has a nonnegative, nonzero
element in its null-space. This problem was first considered in 1992 [3]
where a characterization of the sign patterns for which there is always
a nonnegative, nonzero element in the null-space of all corresponding
linear systems was given and a rather complicated prove for this result
was presented. Later, in 1994 another proof was presented using the
separation theorem for convex sets [1], thus leading to the presumption
that the characterization is essentially a consequence of the classical
theorems of alternatives of linear systems. In this work we present a
short proof based on duality theory of linear programming showing
that the characterization is actually a consequence of the weak duality
theorem of linear programming.
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For every real number r ∈ R we define its sign by

sign(r) =





0 if r = 0
1 if r > 0
−1 if r < 0 .

Similarly, to every real matrix A ∈ Rm×n we associate a sign pattern
sign(A) ∈ {0, 1,−1}m×n defined by sign(A)ij = sign(Aij) for i ∈
{1, . . . ,m} and j ∈ {1, . . . , n}. For a matrix A ∈ Rm×n, its qualitative
class Q(A) is the set of all matrices with the same sign pattern, i.e.,

Q(A) = {B ∈ Rm×n | sign(B) = sign(A)} .

A matrix A ∈ Rm×n is called central if it contains a nonnegative,
nonzero element in its null-space and it is called sign-central if every
matrix in its qualitative class is central.
In the following, the two signs ⊕,	, which we call non-strict signs,
are used to represent nonnegative respectively nonpositive values. In
particular, we say that a given vector v ∈ Rm corresponds to a given
non-strict sign vector w ∈ {⊕,	}m if vi ≥ 0 when wi = ⊕ and vi ≤ 0
when wi = 	. A matrix A ∈ Rm×n is called closed if for any non-strict
sign vector v ∈ {⊕,	}m, there is a column of A that corresponds to
v. Notice that if A is a closed matrix, then all matrices in Q(A) are
closed since only the sign pattern of A is used to determine whether A
is closed.
In [3] the following characterization of sign-central matrices was given.

Theorem 1. A real matrix is sign-central if and only if it is closed.

In the next section we give an alternative proof of this theorem using
duality theory of linear programming.
As observed in [1], the problem of deciding whether a given matrix is
not sign-central can easily be shown to be NP-complete by a reduction
from the satisfiability problem.

2 Proof of Theorem 1 Based on Linear Duality

Our proof of Theorem 1 is based on the weak duality theorem between
the following linear program LP (A), which is defined for any real ma-
trix A ∈ Rm×n, and its dual.
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max eTx
s.t. Ax = 0

x ≥ 0
LP (A)

Where e = (1, 1, . . . , 1)T ∈ Rn. It is easy to check that we have the
following property.

Property 1. A matrix A ∈ Rm×n is central if and only if LP (A) has a
solution with strictly positive value.

The dual problem of LP (A) which is stated below allows to decide
whether or not LP (A) has a solution with strictly positive value.

min 0
s.t. AT y ≥ e

y free
DP (A)

By weak duality of linear programming we have the following equiva-
lence.

Property 2. For A ∈ Rm×n we have that LP (A) has a solution with
strictly positive objective value if and only if DP (A) is infeasible.

In the following we prove separately both implications given by the
equivalence of Theorem 1.

2.1 A is Sign-Central ⇒ A is Closed

This implication is proved by contradiction. Let A ∈ Rm×n be a central
matrix and we suppose that A is not closed. Thus, there is a non-strict
sign vector v ∈ {⊕,	}n such that no column of A corresponds to v.
We will raise a contradiction by constructing a matrix B ∈ Q(A) that
is not central. By the Properties 1 and 2 we have to define B and a
solution y ∈ Rm that is feasible for DP (B). We start with defining the
dual solution y ∈ Rm by

yi =

{
1 if vi = 	
−1 if vi = ⊕ .

The matrix B will be obtained from sign(A) by scaling at most
one element in every column of sign(A) as follows. We fix an index
j ∈ {1, 2, . . . , n} and consider the term (sign(A)T y)j . Since there is no
column in sign(A) that corresponds to v, we have

∃ĩ ∈ {1, 2, . . . ,m} with sign(A)̃ij · yĩ = 1.
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Therefore, by setting initially B = sign(A) and then multiplying the
element Bĩj by a sufficiently large positive value we get (BT y)j ≥ 1.
This procedure can be applied to all rows j ∈ {1, . . . , n} of B to obtain
BT y ≥ e. Thus, we have as desired that y is a feasible solution for
DP (B).

2.2 A is Sign-Central ⇐ A is Closed

This implication will be proven by contradiction, too. Let A ∈ Rm×n

be a closed matrix and we suppose that A is not sign-central. Thus,
there exists a non-central matrix B ∈ Q(A). Furthermore, since A is
closed, B must be closed, too. By Property 1 we have that the linear
problem LP (B) has no solution with strictly positive value. Property 2
then implies that DP (B) is feasible, i.e. ∃y ∈ Rm with BT y ≥ e. Since
B is closed there exists a column j ∈ {1, . . . , n} of B satisfying

Bijyi ≤ 0 ∀i ∈ {1, . . . ,m}.

This implies (BT y)j ≤ 0 and is thus in contradiction with BT y ≥ e.

3 Conclusion

A proof for a characterization of sign-central matrices was presented
which is considerable simpler than the original proof. The presented
proof highlights that the characterization is essentially a theorem of al-
ternatives that can be deduced by using duality of linear programming.
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Vickrey Auctions for Railway Tracks∗
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Summary. We consider a single-shot second price auction for railway slots,
the Vickrey Track Auction (VTA), in which the winner determination problem
is a complex combinatorial optimization problem. We show that the VTA is
incentive compatible, i.e., rational bidders are always motivated to bid their
true valuation, and that it produces efficient allocations, even in the presence
of constraints on allocations. The results carry over to “generalized” Vickrey
auctions with combinatorial constraints.

1 Introduction

We consider in this paper the design of an auction-based allocation
mechanism for railway slots in order to establish a fair and non-
discriminatory access to a railway network, see [1] and [7] for more
details and background information. In this setting, train operating
companies (TOCs) compete for the use of a shared railway infrastruc-
ture by placing bids for trains that they intend to run. The trains con-
sume infrastructure capacity, such as track segments and stations, over
certain time intervals, and they can exclude each other due to safety
and other operational constraints, even if they would not meet physi-
cally (actually, to make that sure). An infrastructure manager chooses
from the bids a feasible subset, namely, a timetable, that maximizes
the auction proceeds. Such a mechanism is desirable from an economic
point of view because it can be argued that it leads to the most efficient
use of a limited resource.

∗ This work was partly funded by the German Federal Ministry of Economics and
Technology (BMWi), project Trassenbörse, grant 19M4031A.
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Vickrey argued in his seminal paper [8] for the importance of incentive
compatibility in auction design, and he showed that a second price auc-
tion has this property. He, and independently Clarke [4] and Groves [6],
also proposed a sealed-bid auction that generalizes the simple Vickrey
auction for a single item to the multi-item case, the so-called Vickrey-
Clarke-Groves (VCG) mechanism, which is also incentive compatible.
This classical result pertains to a combinatorial auction, in which bids
are placed for bundles of items, and two bundles can be allocated iff
they do not contain the same item. This is, however, not sufficient
for a railway track auction, in which more general constraints on the
compatibility of slots arise, e.g., from minimum headway constraints.
Whatever these constraints may be, a second price auction can of course
also be conducted in such a setting. However, it is a priori not clear if
such an auction is incentive compatible. Our main result is that this is
indeed the case.

2 Railway Track Allocation

The optimal track allocation problem, also called train timetabling prob-
lem (TTP), can be informally described as follows: given an infras-
tructure and a set of bids for slots to run specific trains, construct a
timetable of maximum value. What makes the problem difficult are
the many and complex technical and operational requirements for the
feasibility of a timetable, see [2] and [3] for a detailed description. At
a high level, the TTP can be stated as the following integer program:

(TTP(M)) (i) max α(M) :=
∑

i∈M

∑

p∈P
bip

(ii)
∑

i∈M

∑

p∈Pq
xip ≤ κq ∀q ∈ C

(iii) xip ∈ {0, 1}.

Here, M is a set of TOCs that place bids on a set P of slots (paths)
to run trains through some railway network. More precisely, TOC i
places bid bip on slot p (we set bip = −1 if TOC i does not bid for p).
xip denotes a binary decision variable, which takes value 1 if slot path
p is allocated to TOC i and 0 otherwise. The objective function (i)
maximizes the value of the assigned slots; let us denote the optimum
by α(M), and the problem by TTP(M), depending on the set M of
bidders. Constraints (ii) guarantee the feasibility of a timetable using
a set of cliques C ⊆ 2P of bids and associated capacities κ, namely,
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by stating that at most κq of the slots Pq of clique q can be allocated
simultaneously. This generalizes the classical combinatorial auction, in
which all conflicts arise from competition for items. Finally, (iii) are the
integrality constraints. Special purpose methods have been designed
that can solve TTPs of medium size, see again [2] and [3].
The TTP can be used in a railway slot auction as the winner determi-
nation problem to compute an optimal allocation of slots to bidders. If
all bidders would submit their true willingness to pay (or valuation) vip
as bids, i.e., bip = vip, TTP would assign the resources to the users with
the highest utility. Such an allocation (i.e., the one that results from
bip = vip) is called efficient. Bidders do, however, in general not easily
reveal their true valuations. Hence, the problem arises to design an
auction mechanism that produces efficient allocations without knowing
the bidders’ willingness to pay. One way to approach this problem is
to charge from a bidder i a price p(i) smaller than

∑
p∈P b

i
px
i
p, the sum

of the assigned bids, in such a way that it becomes attractive to bid
truthfully, i.e., bip = vip. More formally, let the utility u(i) of bidder i
be defined as u(i) :=

∑
p∈P v

i
px
i
p − p(i), i.e., willingness to pay minus

price. Then a bidding strategy is dominant if it maximizes u(i) no mat-
ter what any other bidder j ∈M\{i} submits. An auction mechanism
in which truthful bidding is a dominant strategy is called incentive
compatible. For a standard combinatorial auction, the Vickrey-Clarke-
Groves mechanism is incentive compatible, and it will turn out in the
next section that an appropriate generalization, the VTA, is an incen-
tive compatible railway slot auction.

3 A Generalized VCG Auction

Definition 1. Consider the railway track allocation setting of Sec-
tion 2. A Vickrey track auction (VTA) is a single shot combinatorial
auction of railway slots in which the winner determination problem is
solved using model TTP(M) and, given an optimal allocation x̂, the
price that bidder i is charged is defined in compliance with the Vickrey-
Clarke-Groves mechanism as

pvta(i) := α(M\{i})−
(
α(M)−

∑

p∈P
bipx̂

i
p

)
.

Theorem 1. Truthful bidding is a dominant strategy in a VTA.

Proof. The proof is an extension of the standard one, see e.g., [5], to
constrained winner determination. Denote by X(M) the set of feasible



554 Ralf Borndörfer, Annette Mura, and Thomas Schlechte

allocations, i.e., the set of vectors x that satisfy TTP(M) (ii)–(iii). Focus
on some bidder i and let the other bidders j ∈M\{i} choose arbitrary
bidding strategies bjp ∈ R+, ∀p ∈ P . Suppose bidder i bids truthfully,
i.e., bip = vip, ∀p ∈ P , and denote by x̂ the optimal allocation, by p̂vta(i)
the resulting price, and by ûi the utility. For any alternative bidding
strategy bip, p ∈ P , there exists at least one p ∈ P with bip < vip. Suppose
i makes such a bid, and let x be the optimal solution of the associated
winner determination problem, α(M) its value, pvta(i) the associated
price, and ui the utility of bidder i in that alternative case. Then it
holds:

u(i) : =
∑

p∈P
vipx̂

i
p − p̂vta(i)

=
∑

p∈P
vipx̂

i
p − α(M\{i}) + α(M)−

∑

p∈P
bipx̂

i
p

=
∑

p∈P
vipx̂

i
p +

∑

m∈M\{i}

∑

p∈P
bmp x̂

m
p − α(M\{i})

= max
x∈X(M)

{
∑

p∈P
vipx

i
p +

∑

m∈M\{i}

∑

p∈P
bmp x

m
p } − α(M\{i})

≥
∑

p∈P
vipx

i
p +

∑

m∈M\{i}

∑

p∈P
bmp x

m
p − α(M\{i})

=
∑

p∈P
vipx

i
p +

∑

m∈M\{i}

∑

p∈P
b
m
p x

m
p − α(M\{i})

=
∑

p∈P
vipx

i
p − α(M\{i}) + α(M)−

∑

p∈P
b
i
px
i
p

=
∑

p∈P
vipx

i
p − pvta(i)

= u(i).

ut
Note that this proof does not depend on the concrete structure of TTP,
i.e., it generalizes to combinatorial Vickrey auctions with arbitrary
combinatorial winner determination problems.
For example, it follows that a VTA with additional constraints on the
number of slots that can be allotted to a bidder is also incentive compat-
ible, because this rule can be dealt with by adding to TPP additional
constraints of the form

∑

p∈P
xmp ≤ λ ∀m ∈M.
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After these positive results on “winner determination constraints” or
“allocation constraints” we now investigate two types of “bidding con-
straints” that are of interest in a railway auction.

3.1 Minimum Bids

Due to maintenance requirements, a railway network operator would
be interested in stipulating lower bounds µp, p ∈ P , on bids for slots in
order to generate a minimum cash flow. Consider an according redefi-
nition of auction prices as follows:

plbvta(i) := max{
∑

p∈P
µpx

i
p, pvta(i)}.

Unfortunately, the following example shows that truthful bidding, i.e.,
bij = vij , if vij ≥ µ(j), is not a dominant strategy for the resulting
auction.

Example 1. Consider the auction in Figure 1 i) for two conflict-free
paths A and B, and two bidders r and s. Figure 1 ii) and iii) show
that the pricing mechanism plbvta is not incentive compatible, because
truthful bidding is not a dominant strategy for bidder r.

i) r s

A 2 1
B 10 6

µ 3 3

ii) r s

A -1 -1
B 10 9

plbvta 9 0
u 1 0

iii) r s

A 3 -1
B 10 9

plbvta 9 0
u 3 0

Fig. 1. i) willingness to pay, ii) truthful bidding, iii) best strategy.

3.2 Limited Number of Bids

Another reasonable auctioning constraint would be to limit number
of bids on individual slots per participant; this is because of handling
costs for bids for the auctioneer and because of the complexity to come
up with these bids for the bidders. Again, we can give an example that
truthful bidding is not a dominant strategy in such an auction.

Example 2. Consider the auction in Figure 2 i) for two conflict-free
paths A and B, and two bidders r and s. Imagine a limit on the number
of submitted bids of at most 1. Figure 2 ii) and iii) show that such
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an auction is not incentive compatible, because truthful bidding, i.e.,
in this case, bidding for the most valuable slot, is not a dominating
strategy for bidder s. The reason is clearly that any bidder that wants
to bid for more valuable slots than the upper limit allows, cannot guess
which of the subsets that he can bid on produces the maximal utility
(w.r.t. the other bids).

i) r s

A 1 8
B 10 9

ii) r s

A -1 -1
B 10 9

pvta 9 0
u 1 0

iii) r s

A -1 8
B 10 -1

pvta 0 0
u 10 8

Fig. 2. i) willingness to pay, ii) truthful bidding, iii) best strategy.
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Summary. This paper introduces the line connectivity problem, a general-
ization of the Steiner tree problem and a special case of the line planning
problem. We study its complexity and give an IP formulation in terms of
an exponential number of constraints associated with ”line cut constraints”.
These inequalities can be separated in polynomial time. We also generalize
the Steiner partition inequalities.

1 Introduction

The line connectivity problem (LCP) can be described as follows. We
are given an undirected graph G = (V,E), a set of terminal nodes
T ⊆ V , and a set of lines L (simple paths) defined on the graph G, see
the left of Figure 1 for an example. The lines have nonnegative costs
C ∈ RL+ and cover all edges, i.e., for every e ∈ E there is an ` ∈ L such
that e ∈ `. The problem is to find a set of lines L′ ⊆ L of minimal cost
such that for each pair of distinct terminal nodes t1, t2 ∈ T there exists
a path from t1 to t2, which is completely covered by lines of L′.
LCP is a generalization of the Steiner tree problem (STP) since we
get an STP if all lines have length one. In contrast to the STP with
nonnegative costs, see [4, 5] for an overview, the optimal solution of the
line connectivity problem does not have to be a tree. There can be two
lines that form a cycle, but both are necessary to connect two terminal
nodes, see the right of Figure 1. However, an optimal solution of LCP
is minimally connected, i.e., if we remove a line from the solution, there
exist at least two terminals which are not connected.
LCP is a special case of the line planning problem in which passen-
ger routes are not fixed a priori, see [2] and the references therein for
a detailed definition. Line planning deals with finding a set of lines

B. Fleischmann et al.(Eds.), Operations Research Proceedings 2008,
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(a) (b)

Fig. 1. Example of a line connectivity problem.

and corresponding frequencies such that a given demand can be trans-
ported. Usually, the objective is to minimize cost and/or travel times.
If we neglect travel time, capacity, and frequency constraints, the line
planning problem reduces to LCP, namely, all stations that are depar-
tures or destinations of a passenger trip have to be connected by lines.
Since line planning problems can not be solved to proven optimality
for medium-sized and large instances, it is of interest to analyze LCP.
This article is structured as follows. In Section 2 we investigate the
complexity of the LCP. An IP formulation and a polynomial time sep-
aration algorithm for a class of line cut inequalities associated with this
formulation is proposed in Section 3. A polyhedral analysis is sketched
in Section 4.

2 Complexity of LCP

Since the line connectivity problem is a generalization of the Steiner
tree problem [5], it is strongly NP-hard in general. The complexity of
two important special cases, for which the STP can be solved efficiently,
is as follows:

Proposition 1. 1. LCP is polynomially solvable for |T | = 2.
2. LCP is NP-hard for T = V .

Sketch of proof. 1. We can construct a directed graph D′ similar to the
one in Section 3 below. A shortest path in D′ between two terminal
nodes corresponds to a minimal cost connected line set in G.
2. We reduce the set covering problem to the line connectivity problem.
In a set covering problem we are given a finite set S, a set M ⊆ 2S ,
and a positive integer k. The problem is to find a subset M′ ⊆ M,
|M′| ≤ k, such that for all s ∈ S there exists an M ∈M′ with s ∈M .

Terminal Terminal
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Given a set covering instance, we define a line connectivity problem in
a graph G = (V,E) as follows: The nodes are V = S∪{v} with v being
one extra node. We first assume a complete graph and remove all edges
that are not covered by a line after the construction of the lines. Let
V = {v := s0, s1, s2, . . .}. For each set M ∈ M order the elements in
M and construct a line beginning in node v and passing all nodes of M
in the given order. The cost of this line is 1.
It can be easily seen that a cover M′ with less than k elements exists
if and only if we find a line set connecting all nodes with cost smaller
or equal to k. ut

3 An Integer Programming Formulation

An integer program for LCP can be formulated as

(LCPcut) min
∑
`∈L

C` x`

s.t
∑

`∈Lδ(W )

x` ≥ 1 ∅ ( W ∩ T ( T

x` ∈ {0, 1}.

Here, Lδ(W ) := {` ∈ L | ∃ e ∈ δ(W )∩`} is the set of all lines that cross a
cut δ(W ) at least one time. If δ(W ) with ∅ ( W ∩T ( T is an (s, t)-cut
we call Lδ(W ) an (s, t)-line cut or shortly line cut. We call L′ a minimal
(s, t)-line cut with respect to x if

∑

`∈L′
x` = min{

∑

`∈L̃
x` | L̃ is an (s, t)-line cut}.

We call the inequalities in (LCPcut) line cut constraints. Their number
can be exponential in the size of the input. We therefore propose an
efficient separation algorithm that decides whether a given point x∗ is
valid for the LP-Relaxation of (LCPcut) or finds a violated line cut con-
straint. It will turn out that this problem can be formulated as a max
flow/min cut problem in a suitable auxiliary digraph. The construction
is as follows: We are given a graph G = (V,E), a set of lines L, and
two distinct nodes s, t ∈ T ⊆ V . Each line ` ∈ L has a value x` ≥ 0.
We construct a directed graph D′ = (V ′, A′) with node set

V ′ = {s} ∪ {t} ∪ {v`, w` | ` ∈ L}

and the following arcs a ∈ A′ and capacities ca
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Fig. 2. Left: Graph G with four lines (`1 = {s, d}, `2 = {s, a}, `3 =
{d, c, a, b, t}, `4 = {c, t}) with value 0.5 and two terminal nodes s and t. Right:
Corresponding directed graph D′. Here, each arc has capacity 0.5. The dashed
arcs are of the form (w`′ , v`). The minimal (s, t)-cut has value 0.5.

(s, v`) csv` = x` if s ∈ `, ∀ ` ∈ L
(v`, w`) cv`w` = x` ∀ ` ∈ L
(w`′ , v`) cw`′v` = min{x`, x`′} ∀ `, `′ ∈ L, ` 6= `′, ` and `′ have

a node v ∈ V \{s, t} in common
(w`′ , t) cw`′ t = x`′ if t ∈ `′, ∀ `′ ∈ L.

Figure 2 illustrates this construction.

Lemma 1.

1. Each simple path from s to t has the form (s, v`1 , w`1 , . . . , v`k , w`k , t),
k ≥ 1.

2. The only arc with target node w` is (v`, w`), ∀ ` ∈ L.
3. The only arc with source node v` is (v`, w`), ∀ ` ∈ L.
4. There is a directed (s, t)-cut with minimal capacity in D′ such that

all arcs over this cut are of the form (v`, w`), ` ∈ L. ut
Proof. The first three parts can easily be seen. Consider part 4. Assume
(s, v`) is in a minimal cut. Then we can replace this arc by (v`, w`)
with the same value because this is the only arc with source node v`
(Part 3). With a similar argument we can replace (w`′ , t) by (v`′ , w`′).
Assume (w`′ , v`), ` 6= `′, is in the cut and x` ≤ x`′ . Then we can
replace this arc by (v`, w`) with same capacity because of Part 3 and
cw`′ ,v` = min{x`, x`′}. If x`′ ≤ x`, we can replace it by (v`′ , w`′) with
same capacity because of Part 2 and the definition of the capacities.
ut
Proposition 2. There is a one-to-one correspondence between minimal
directed (s, t)-cuts in D′ and minimal (s, t)-line cuts in G of the same
capacity.
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Proof. We only show the forward direction. Let δ(W ′) be a minimal
(s, t)-cut in D′. After applying part 4 of Lemma 1, let L′ = {` ∈
L | (v`, w`) ∈ A′, v` ∈ W ′, w` ∈ V ′\W ′}. Assume L′ is not an (s, t)-line
cut. Then there exists a path from s to t in G that is covered by lines
in L\L′. Let `1, . . . , `r be the lines that are used in this order when
traversing the path. Then (s, v`1 , w`1 , . . . , v`r , w`r , t) is a path from s to
t in D′. This is a contradiction to the assumption that δ(W ′) is a cut
in D′.
It can be easily seen that L′ and δ(W ′) have the same capacity. ut
Theorem 1. The separation problem for line cut constraints can be
solved in polynomial time.

Computing for every two terminals s, t ∈ T the minimum (s, t)-cut in
D′ can be done in polynomial time. If and only if the value of this cut
is smaller than 1, we can construct a violated line cut constraint. ut

4 Polyhedral Analysis

Let PLCP := conv{x ∈ {0, 1}L |x satisfies the line cut constraints} be
the line connectivity polytope. We assume that the line connectivity
polytope is non-empty, i.e., the graph G is connected.
Using the results for the set covering polytope of Balas and Ng [1], we
get the following information about PLCP.

Corollary 1.

1. The LCP-polytope PLCP is full dimensional if and only if there exists
no valid cut δ(W ) with |Lδ(W )| = 1.
In the following we assume PLCP to be full dimensional.

2. The inequality x` ≥ 0 defines a facet of PLCP if and only if |Lδ(W )| ≥
3 for all W with ∅ ( W ∩ T ( T .

3. All inequalities x` ≤ 1 define facets of PLCP.
4. All facet defining inequalities αx ≥ α0 for PLCP have α ≥ 0, α0 > 0.
5. A line cut inequality is facet defining if and only if the following

two properties are satisfied:
a) There exists no W ′, ∅ ( W ′∩T ( T , such that Lδ(W ′) ( Lδ(W ).
b) For each two W1,W2, ∅ ( Wi∩T ( T , with |Lδ(Wi)\Lδ(W )| = 1,
i = 1, 2 and Lδ(W1)\Lδ(W ) = Lδ(W2)\Lδ(W ), we have

|Lδ(W1) ∩ Lδ(W2) ∩ Lδ(W )| ≥ 1.

6. The only facet defining inequalities for PLCP with integer coefficients
and righthand side equal to 1 are the line cut inequalities.
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Similar to the Steiner tree problem we can define partition inequalities.
Let P = (V1, . . . , Vk) be a partition of the node set V where Vi ∩T 6= ∅
for i = 1, . . . , k and k ≥ 3, i.e., P is a Steiner partition. Let GP be the
graph that arises by contracting each node set Vi to a single node.

Lemma 2. The line partition inequality
∑
`∈L

a` · x` ≥ k − 1, a` := (number of nodes in GP visited by `)− 1

is valid for the line connectivity problem. ut
Note that if k = 2 we get a line cut constraint.
Analogous to the properties which are necessary for a Steiner partition
inequality to be facet defining, c. f. Grötschel and Monma [3], we can
formulate the following Proposition.
Proposition 3. Let L̃ := {` ∈ L | a` = 0}. The line partition inequality
is facet defining if the following properties are satisfied.

1. G(Vi) is connected by L̃, i = 1, . . . , k.
2. G(Vi) contains no line cut L′ ⊆ L̃ with |L′| = 1, i = 1, . . . , k.
3. Each line visits at most two nodes in GP , i.e., a` ∈ {0, 1} ∀` ∈ L.
4. The shrunk graph GP is 2-line-connected, i.e., if we remove any

node with all adjacent lines, the resulting graph is connected. ut
Examples can be constructed in which a line partition inequality is
facet defining, but does not satisfy all of the first three properties of
Lemma 3. Indeed, only Property 4 is necessary.
Proposition 4. If the shrunk graph GP is not 2-line-connected, the
partition inequality is not facet defining for PLCP. ut
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Summary. In this paper we present the first heuristics for discrete budget
facility location–network design with minisum objective. Simple greedy heuris-
tics, a custom heuristic that separates the problems of facility location and
network design, a basic local search, and simulated annealing heuristics using
two different kinds of neighborhoods are developed. The results of each heuris-
tic are compared with known optimal solutions to a series of test problems.

1 Introduction

As is suggested by the name, facility location–network design (FLND)
combines facility location and network design. Facility location deals
with optimally locating facilities. There are two main parties involved
in any facility location problem: the facilities themselves and the clients
of the facilities. Typically we want the facilities to be close to the clients,
which can be defined in several ways, such as minimizing total travel
cost.
Because we deal only with discrete facility location, the problems are
represented using graphs. The nodes of the graph are the union of the
clients and the possible facility locations, and edges represent the ability
to travel from one node to another and are the means by which clients
reach facilities. A node may represent both a client and a potential
facility location.
In network design, the basic problem is to optimally construct a net-
work that enables some kind of flow, and possibly that satisfies addi-
tional constraints. The nodes are given and the network is constructed
from a set of potential edges, or links. In our case, the flow involved is
that between clients and facilities.
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The objective in any of these problems, or how optimality is deter-
mined, can vary. A common objective in facility location is to minimize
the total travel costs (i.e., minisum), and this is the objective that we
consider in this paper. In facility location–network design, the objec-
tive may be met using the means of both facility location and network
design: by building both facilities and links. In a budget problem, a
budget, or limit that may not be exceeded, is given for the construc-
tion costs. The problem we study here is discrete budget FLND with
minisum objective, an NP-hard problem.

2 Previous Work

Facility location–network design problems of this type were first con-
sidered by Melkote and Daskin [8]. They developed an IP formulation
for the problem that is based on that of the fixed charge network de-
sign problem [1]. In a fixed charge problem, the sum of the construction
costs and travel costs is to be minimized and there is no budget con-
straint. The fixed charge FLND formulation can be modified slightly to
produce a budget FLND formulation. This is a tight formulation whose
LP relaxation produces good lower bounds.
In another paper [10], Melkote and Daskin develop polynomial time
algorithms for solving two special cases on graphs where there are no
existing links and the set of candidate links forms a tree. The first case
involves locating exactly two facilities with no fixed costs. The second
case considers fixed charge FLND–facilities have fixed costs–and an
unknown number are to be located.
The same authors have done work on related problems including FLND
with a maximum covering objective [11] and capacitated fixed charge
FLND [9]. Other work on related problems includes approximation al-
gorithms for capacitated cable facility location [12, 3], variations on
network design that involve facilities [6, 4, 5], and variations on facility
location that involve network construction [7].
To our knowledge, there are no heuristics in the literature for budget
facility location–network design with minisum objective on a general
graph.

3 Heuristics

An FLND problem instance is represented with the following compo-
nents:
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G = (V,E) graph
K ⊆ V set of clients
Je ⊆ V set of existing facility sites
Jp ⊆ V set of potential facility sites
E set of existing edges (or links)
Lp set of potential edges
ak, k ∈ K demands at each client
fj , j ∈ Jp construction costs for each potential facility
cij , ij ∈ Lp construction costs for each potential edge
dij , ij ∈ E ∪ Lp travel costs on each edge and potential edge
B budget

A solution is a subset of potential facilities J ⊆ Jp and a subset of
potential edges L ⊆ Lp whose total construction cost is within budget,
i.e., ∑

j∈J
fj +

∑

ij∈L
cij ≤ B. (1)

The quantity we want to minimize is the sum of the shortest paths
from each client k ∈ K to its nearest facility j ∈ Je∪J using the graph
with edges E ∪L. We assume that the original graph, G, is connected.

3.1 Greedy Heuristics

We developed two simple greedy heuristics. In Greedy-Add, elements
(links or facilities) are selected one at a time to add to the solution,
until the budget is reached. Each time, the element that produces the
greatest improvement in the objective (reducing total travel cost) per
unit construction cost is selected.
In Greedy-Sub, a subtractive greedy heuristic, we start with a solu-
tion that contains all the potential elements (which is most likely in-
feasible because of its construction cost) and remove one-by-one those
elements whose removal causes the least harm to the objective per unit
construction cost, until the total construction cost of those elements
in the solution falls at or below the budget. However, a small twist is
required: If all nodes have a facility in the solution, then the objective
value is 0 and removing any or all of the links will not hurt the ob-
jective. Thus, there is a first stage where we consider the construction
cost of facilities only, and remove facilities from the solution one-by-one
until the facility cost falls at or below the budget. In the second stage
we consider the construction cost of all the elements, and remove ele-
ments one-by-one, be they links or facilities, until the solution is within
budget.
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3.2 Custom Heuristic

Imagine a spectrum of feasible solutions, laid out such that at one end
are solutions where the entire budget is spent on links and no facilities
are built, and at the other end are solutions where the entire budget
is spent on facilities and no links are built. In between are solutions
that build some facilities and some links. The idea in Custom is to
start at the first end, with no facilities, and methodically proceed to
the other end, selecting the best solution found along the way. (If there
are no existing facilities in the problem, then start with one facility.)
The steps along the way are determined by the number of facilities in
the solution: start with 0, then one facility, then two, up to the number
of facilities that may be built if we spent the entire budget on facilities
alone.
In this heuristic the subproblems of facility location and network de-
sign are solved independently. At each step, a p-median facility location
problem is solved first, locating the specified number of facilities, and
then with these selected facilities, a network design problem is solved
to choose links with the remaining money. The p-median heuristic used
is from [14], using the fast implementation described in [13]. The net-
work design heuristic is based on [2], but with some modifications that
improve the results.

3.3 Neighbor Operators

We have developed two different types of neighborhoods: Hamming
neighborhoods and step neighborhoods. In Hamming neighborhoods
we associate a bit with each potential element (link or facility), and
a solution is simply a bit string indicating which elements are in the
solution. Then neighborhoods are defined using Hamming distances.
The Hamming distance between two bit strings is the number of bits
in which they differ. Any Hamming distance could be used, but we use
Hamming distance 2. Thus the neighbors of a given solution are those
with 2 additional elements, 2 fewer elements, or one element swapped
for another, with the caveat that the total construction cost of the
elements does not exceed the budget.
In step neighborhoods the neighborhood of a given solution includes
those solutions that differ in step money’s worth of elements. So the
neighbors of a solution are those that differ in a certain value’s worth of
elements rather than a certain number of elements. As step we use the
maximum construction cost of an element (assuming this is less than
the budget), thus allowing all elements to enter and leave the solution.
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3.4 Local Search

In Local-Search, we start with a random solution and explore the
entire neighborhood of that solution, moving to the best solution found
if it is better than the current, and repeating the process until no more
improvement is possible. Hamming neighborhoods are used because it
is easy to enumerate all the neighbors of a given solution in order to
find the best, which is not the case with step neighborhoods.

3.5 Simulated Annealing

Simulated annealing is a standard metaheuristic that generates ran-
dom neighbors in a given neighborhood, moving to the neighbor if it
is better, and possibly moving to the neighbor even if it is not better.
The probability of moving to a not-better neighbor depends on a de-
creasing temperature, allowing the solution to jump around a lot early
and slowly settle down.
In applying simulated annealing to budget FLND, we use both step and
Hamming neighborhoods since random (and not best) neighbors are to
be generated. These heuristics are SimAnn-Hamming and SimAnn-
Step.

4 Results

Table 1 shows the results of the heuristics on a test suite of 54 problem
instances with varying characteristics. For all problems, |V | = |K| =
40, |Je| ranges from 0 to 8, |Jp| from 32 to 40, |E| from 39 to 80, and
|Lp| from 80 to 182. For heuristics with random selections involved, the
best result of 10 runs for each problem instance was used.
The performance of the simulated annealing heuristics is dependent on
the parameters used, in particular the temperature reduction function.
The results we present use slow temperature reduction (f(t) = t ∗
0.9999) and these heuristics take much longer to run than any of the
others. The results produced, however, are better for it. Interestingly,
SimAnn-Step did much better than SimAnn-Hamming, obtaining
solutions within 1.1% of optimal on average. The step neighborhoods
as we have defined them may allow more “reach” than the Hamming
neighborhoods, resulting in more of the solution space being explored.
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Table 1. Heuristics results on 54 problem instances, giving percent over op-
timal of solutions produced, on average and in the worst case

Heuristic Average Worst Case

Greedy-Add 9.2% 25.9%
Greedy-Sub 8.4% 24.9%
Custom 4.7% 17.5%
Local-Search 2.5% 10.0%
SimAnn-Hamming 6.7% 30.2%
SimAnn-Step 1.1% 4.2%
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Summary. In railway planning, a frequent problem is that a delayed train
necessarily delays its crew. To prevent delay propagation along the crew’s
succeeding trips, a move-up crew may take over the rest of the crew’s duty
on time. We address two problems in this context: First, during the planning
stage, one has to make a tradeoff between robustness gained and additional
costs incurred by introducing move-up crews. We suggest different heuristics
to solve this problem, depending on the size of the instance. Second, during
operations, dispatchers have to make optimal crew swap decisions, i.e., use
available move-up crews to minimize overall passenger delay. For the local
case, we give an efficient algorithm. However, optimizing crew swaps over the
whole railway network is NP-hard.

1 Introduction

Delay propagation is a serious problem in railway operations. One rea-
son for delay propagation can be a crew which is delayed from its
preceding trip. A practical recovery operation is to swap the remaining
duties of the delayed crew and a move-up crew, as introduced by She-
balov and Klabjan [7] for the airline context. A crew arrives late at a
hub, such that it cannot reach its follow-up flight. Instead, it is assigned
a later flight and a second crew, called the move-up crew, covers the
flight of the delayed crew. Such an exchange is of course only possible
if the two crews have the same crew base and other regulatory rules are
not violated (for example the maximum labor time is not exceeded for
any crew after the exchange). While Shebalov and Klabjan propose a
large scale integer program for the construction of crew schedules in the
airline case, we focus on the underlying algorithmic questions that arise
in the railway case. In section 2 we develop algorithms to maximize the
number of possible swaps in a crew schedule during the planning phase,
and in section 3 we state results regarding the operational phase, i.e.
how to optimally swap crews.
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2 Maximizing Crew Swapping Possibilities

Many crew scheduling systems [1] work in two3 phases: In a first phase
for a given set of crew bases B and trips T = {t1, . . . , tτ}, a very large
set of potential duties D = {d1, . . . , dn} with dj ⊂ T , 1 ≤ j ≤ n,
is created. These duties are compatible with the regulatory rules for a
single duty (maximum work time, pauses etc.). In a second phase a con-
strained set cover solution on (T,D) is created, i.e., one wants to cover
all trips by a minimum cost set of duties. The constraints are related
to labor rules across the duties (e.g., the average shift time at Depot
A must not deviate too much from the average shift time at Depot B).
Our goal is to incorporate into the second phase a maximization of crew
swaps: For each pair of duties (di, dj) and a given common station that
both crews cover, we can determine in advance whether a crew swap
is possible or not (e.g., both crews have the same home depot, the ex-
change does not violate the maximum work time, etc.). Therefore, for
each set of duties that covers the complete set of trips, one can count
the attained number of crew swapping possibilities. The combination
of the NP-complete set cover problem [6] and crew swapping leads to
several natural problems, one being the set cover with pairwise profits
trade-off cost problem:

Definition 1 (SCPP-tc). Given a ground set T of tasks, a set system
D with set costs ci(∈ C) for each duty di ∈ D, and for each pair of sets
(di, dj) a profit pij(∈ P ) for choosing this pair of sets. Find a set cover
S ⊂ D for T that minimizes the trade-off cost

∑

di∈S
ci −

∑

di∈S,dj∈S
pij . (1)

For a detailed discussion of several SCPP variants and their relation to
the dense k-subgraph problem, refer to [5]. All these variants are NP-
complete and seem to be hard to approximate. However, a restricted
version of SCPP-tc is solvable in polynomial time: For a given SCPP
instance (T,D,C, P ) of tasks, duties, set costs, and pairwise profits
let us define the graph GSC on the vertex set D and edge set P . If
we ignore the set-cover aspect, i.e., assume that any subgraph of GSC

covers T and assume unit set costs, SCPP-tc translates into a problem
where one can buy vertices at a uniform cost of α and obtain unit profit
from edges in the chosen induced subgraph. We call the resulting profit
maximization problem Maximum Profit Subgraph (MPS) problem.
3 The crew scheduling is typically followed by a crew rostering phase [4], in which

rosters, i.e., a sequence of duties to be performed by one crew, are created out of
the duties. This phase is out of the scope of this paper.
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Definition 2 (MPS). The maximum profit subgraph problem asks for
the subgraph GMPS

opt = (V ′, E′) for which |E′| − α|V ′| is maximum.

Theorem 1. The MPS problem on a graph G = (V,E) with n vertices
and m edges for a vertex cost of α can be solved in time O(MBF(n +
m,m)), where MBF(x, y) denotes the time to solve a maximum bipartite
flow problem on a directed acyclic graph of x vertices and y edges.

Proof. First, we transform G into a bipartite graph B, see Figure 1
(a) and (b). The first partition P1 of B consists of the vertices of G
each of weight α, the second partition P2 has one unit weight vertex
for each edge of G. The edges in B indicate the incidences in G. Now,
the maximum profit subgraph Sopt of G corresponds to a maximum
weight independent set I in B as follows: I ∩ P2 corresponds to all the
edges in Sopt, I ∩P1 corresponds to all the vertices in G that are not in
Sopt. The above claim is correct because the sketched transformation
is a bijection between induced subgraphs in G and inclusion maximal
independent sets in B; it maps induced subgraphs of n′ vertices and m′

edges to independent sets of weight α(n− n′) +m′.
Maximum weight independent sets can be found in polynomial time in
bipartite graphs. More precisely, the complement of a maximum weight
independent set is a minimum weight vertex cover. It is folklore that a
weighted vertex cover in a bipartite graph B can be found by computing
a minimum capacity s-t-cut in an acyclic graph, as shown in Figure 1
(b) and (c). ut
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Fig. 1. Transformation from MPS to minimum capacity s-t-cut. Example
with α = 1.3. (a) Graph G with MPS indicated by thick edges and black
vertices. (b) Corresponding graph B with maximum weight independent set I
indicated by white vertices. Respectively, the minimum weight vertex cover is
indicated by black vertices. (c) The corresponding minimum capacity s-t-cut,
indicated by thick edges.
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2.1 Computing Fast Approximate Solutions for MPS
For large real-world crew scheduling instances, which typically have n
in the order of one million, the running time to solve MPS exactly can
be prohibitive.4 Therefore, we present an approximation algorithm for
the following reformulated (but trivially equivalent) version of MPS:

Definition 3 (MPS2). Given a graph G = (V,E) and a parameter α,
find an induced subgraph GMPS

opt = (V ′, E′) of G, for which |E′|+α|V −
V ′| is maximum.

Denote by G≥α = (V ≥α, E≥α) the maximum induced subgraph of G in
which each vertex has degree greater or equal to α, potentiallyG≥α = ∅.
In the following theorem we show that G≥α is a 2-approximation for
MPS2 and can be constructed much faster than an optimal solution.

Theorem 2. For a graph G = (V,E) an induced subgraph G≥α in
which the degree of each vertex is at least α can be constructed in time
O(|E|+ |V | log |V |). This subgraph is a 2-approximation to an optimal
MPS2 solution on G.

Proof. In order to construct G≥α we keep deleting vertices from G
that have degree less than α in the remaining graph until no such
vertex exists. On termination the remaining graph has trivially the
property that no vertex has degree less than α. By an inductive ar-
gument, none of the deleted vertices could have been part of G≥α,
therefore the found graph is of maximum size. Using a Fibonacci heap,
this procedure can be implemented in O(|E| + |V | log |V |). Regard-
ing the the approximation ratio, first note that any subgraph of G, in
which all vertices have degree at least α must be a subgraph of G≥α.
Furthermore, in GMPS

opt = (Vopt, Eopt) each vertex has degree at least
α: A vertex v′ of degree lower than α could be removed from GMPS

opt

with an increase in the objective function. Thus, GMPS
opt ⊆ G≥α and

|Eopt| ≥ α|Vopt|/2. To measure the differences between the two graphs,
we contract GMPS

opt to a single vertex inside G≥α, yielding a new multi-
graph G̃≥α = (Ṽ ≥α, Ẽ≥α), with |E≥α| = |Eopt|+ |Ẽ≥α|. In G̃≥α all but
the newly generated vertex have degree greater than or equal to α, so
|Ẽ≥α| ≥ α(|Ṽ ≥α|−1)

2 = α(|V ≥α|−|Vopt|)
2 . The approximation ratio becomes

4 If we plug in the bipartite FIFO preflow-push algorithm of Ahuja, Orlin, Stein
and Tarjan [2], we get a running time of O(nm + n3), with n and m being the
number of vertices and edges in the original MPS instance.
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r =
|Eopt|+ α(|V | − |Vopt|)
|E≥α|+ α(|V | − |V ≥α|)

=
|Eopt|+ α(|V | − |Vopt|)

|Eopt|+ |Ẽ≥α|+ α(|V | − |V ≥α|)

≤ |Eopt|+ α(|V | − |Vopt|)
|Eopt|+ α(|V ≥α|−|Vopt|)

2 + α(|V | − |V ≥α|)

≤
α|Vopt|

2 + α(|V | − |Vopt|)
α|Vopt|

2 + α(|V ≥α|−|Vopt|)
2 + α(|V | − |V ≥α|)

=
|V | − |Vopt|

2

|V | − |V ≥α|2

≤ 2

ut
2.2 Heuristics

In this section, we shortly present heuristics for SCPP-tc that build
on the algorithmic discussion above. First, medium sized SCPP-tc in-
stances might be solved via Lagrangian relaxation by exploiting the
polynomial time solvability of MPS, for details refer to [5]. Second, for
large instances, we suggest the following heuristic, which enriches a set
cover solution by choosing additional sets that yield many crew swaps.

1. Compute an approximate set cover solution to (T,D,C), using a crew
scheduling algorithm, see [3, 1] for references.

2. Construct an SCPP-tc instance, where all chosen sets in the set cover get
cost 0, the remaining cd and pe values are set to reflect additional costs
and profits from move-ups.

3. Execute an MPS2 approximation algorithm (or use the exact MPS algo-
rithm if possible).

4. Do local improvements.

3 Choosing Optimal Crew Swaps

Regarding operations, we are interested in finding optimal crew swap
decisions given a crew schedule that could have been developed using
the methods from above. We call this the minimum delay propagat-
ing crew swapping (MDCS) problem. The objective is to minimize the
weighted total delay depending on these decisions. The weights corre-
spond to the importance of the trains, which could be determined by
the expected number of passengers. In the following, we only state the
main results. For proofs and further details, refer to [5]. If only a single
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station is considered, optimal crew swaps can be computed efficiently.
In the weighted case, it suffices to compute a perfect weighted matching
in a bipartite graph. In the unweighted case, we can do even better:

Lemma 1. An optimal crew swap at a single station with unit weights
can be computed in O(n log n) by matching trains first-in-first-out
(FIFO), according to their actual arrival times and planned departure
times.

In general, however, delays might propagate through a network of sta-
tions, incurring dependencies among decisions at different stations.
Solving the MDCS for a network of stations is NP-hard.

Theorem 3. MDCS is NP-hard even in the unweighted case of only
two consecutive stations with an arbitrary number of trains.

Theorem 4. MDCS is NP-hard even in the unweighted case of only
two trains driving along an arbitrary number of consecutive stations.

Together, these two results indicate that the complexity of the network
MDCS lies both in the number of trains as well as in the dependencies
among local crew swap decisions, even in the most simplistic network
topologies. It would be interesting to find approximation algorithms for
the network MDCS or to study the problem in an online setting.
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Summary. Spreading processes on networks can often be mapped onto net-
work reliability problems. The computational complexity of computing the
probability that the spreading process reaches some given subset K of the
nodes is well studied as it reduces to the classical K-terminal reliability prob-
lem. Often one is not interested in a particular set K, but more global prop-
erties of the spreading process, such as the expected spreading size or the
probability of a large spreading. We show that the direct Monte Carlo ap-
proach is an FPRAS for the expected spreading size, but unless NP ⊆ BPP ,
there is no randomized constant-factor approximation for the probability of
large spreadings. When nodes are weighted to represent their importance, we
show that estimating the expected spreading impact is of the same computa-
tional complexity as estimating s-t reliability.

1 Introduction

Especially for the study of disease spreading, various models were in-
troduced to describe the dynamics of spreading processes. Agent-based
models can reflect various mixing properties of the population and dif-
ferent infection rates between every pair of individuals by an underlying
contact network. As pointed out by Grassberger [5], these models can
often be mapped onto bond percolation problems allowing to eliminate
the time dependency of the spreading process. The spreading process
can then be described as follows. Let G = (V,E) be a directed network
where for every arc e = (v, w) ∈ E a spreading probability p(e) is given
corresponding to the probability that the disease will spread from node
v to node w if v is infected. Let S ⊆ V a set of initially infected nodes. A
possible outcome of this spreading process can be simulated by flipping
a biased coin for every arc (v, w) ∈ E to determine whether it is an ac-
tive arc meaning that the disease will spread from node v to node w if v
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gets infected. Let E′ be the set of active arcs. A particular node v ∈ V
gets infected if there is a path in (V,E′) from at least one node of S to
v. We assume w.l.o.g. that the set of initially infected nodes S contains
exactly one node s. We call the triple (V,E, p) a reliability network and
the quadruple (V,E, p, s) a spreading network. For a spreading network
G = (V,E, p, s) we denote by IG the random element containing all the
nodes reached by the disease (IG is thus a random subset of V ). As a
natural extension we can associate with every node v ∈ V an integer
weight w(v) ∈ {0, 1, 2, . . . } representing the impact of the spreading
when reaching node v and denote the weight of any subset of nodes
V ′ ⊆ V by w(V ′) =

∑
v∈V ′ w(v).

Computing the probability that a specific node, all nodes, or, more
generally, some given set of nodes K ⊆ V will be covered by the
spreading process are well studied problems known as the two-terminal,
all-terminal and K-terminal reliability problems. All of them are
known to be #P -complete even on very restricted classes of networks
[1, 10, 11, 12]. In the context of spreading processes, however, one is
often interested in more global properties instead of the probability
that some given set of nodes will be reached by the process. We thus
consider the following two questions:

Expected spreading size: What is the expected sum of weights of the
nodes covered by the spreading process?

Probability of large spreadings: For a given α ∈ (0, 1), what is the
probability that the sum of weights of the nodes covered by the
spreading is at least α · w(V )?

The most frequently used method for obtaining estimated solutions
to the above problems is a direct Monte Carlo approach, where the
spreading process is simulated multiple times and the fraction of out-
comes where the event of interest occurs is returned. This approach is
known to be efficient only if the quantity to estimate is not too small.
Thus, the difficult cases are the estimation of small expected spread-
ing sizes and small probabilities of large spreadings, i.e., the estimation
of rare events. When looking for estimation algorithms we are gener-
ally interested in ε–δ approximations, which are algorithms returning a
value accurate up to a relative error of ε with probability at least 1− δ.
A fully polynomial randomized approximation scheme (FPRAS) is an
ε–δ approximation with a running time bounded by a polynomial in
the input size and 1/ε.
We show that the problem of computing the expected spreading size ex-
actly is a difficult problem even when the underlying network is acyclic
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and unweighted. However, whereas the direct Monte Carlo approach
is an FPRAS for the unweighted version, the estimation of the ex-
pected spreading size in the weighted version is computationally of the
same difficulty as the s-t reliability problem, for which no FPRAS is
known to date. Finally, we show that, unless NP ⊆ BPP , there is no
randomized constant-factor approximation for the probability of large
spreading sizes even in the unweighted case.

2 Estimating the Expected Spreading Size

Theorem 1. Computing the expected spreading size in the unweighted
case is #P -complete, even when restricted to acyclic networks and a
uniform spreading probability p ∈ (0, 1), p(e) = p ∀e ∈ E.

Proof. To show that the problem is #P -hard, we build a reduction from
the s-t reliability problem with uniform failure probabilities, which is
known to be #P -complete [12]. Let G = (V,E) be an acyclic network,
s ∈ V be the starting node of the spreading process, p ∈ (0, 1) some
fixed uniform spreading probability and t ∈ V \s. Furthermore, let G′ =
(V ′, E′) be the acyclic graph obtained from G by adding a node w and
an arc from t to w (with spreading probability p). By construction of
G′ we have E[|IG′ |] = E[|IG|]+P[w ∈ IG′ ] = E[|IG|]+p ·P[t ∈ IG]. Thus
that the s-t reliability P[t ∈ IG] in G can be determined as a function of
E[|IG|],E[|IG′ |] and p, implying that computing the expected spreading
size in an acyclic graph with uniform spreading probability is #P -hard.
Furthermore, the problem lies in #P as it can be reduced to the s-t
reliability problem by observing that E[|IG|] can be expressed in terms
of s-t reliabilities as E[|IG|] =

∑
v∈V P[v ∈ IG′ ]. ut

Despite being #P -complete, it is easy to obtain an FPRAS in the un-
weighted case just by applying a direct Monte Carlo approach since
the expected spreading size is at least 1/|V | as the node s is always
infected. This can be seen by applying the Generalized Zero-One Esti-
mator Theorem [4], which shows that the direct Monte Carlo approach
for estimating E[|IG|] is an ε–δ approximation if the number of iter-
ations N satisfies N ≥ 4(e − 2) ln(2/δ) · (|V |/ε2). The weighted case,
however, is of the same difficulty as the s-t reliability problem, for which
the existence of an FPRAS is still unresolved.

Theorem 2. Computing or estimating the expected spreading size in a
weighted spreading network is of the same computational complexity as
computing or estimating s-t reliabilities on the same underlying graph.
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Proof. The s-t reliability of a reliability network G = (V,E, p) with
s, t ∈ V is the expected spreading size on the spreading network G′ =
(V,E, p, s, w) where the node t has a weight equal to one and all other
nodes have zero weight. On the other hand, the expected spreading
size on a spreading network G = (V,E, p, s, w) can be expressed as the
weighted sum of |V | s-t reliabilities as in the proof of Theorem 1 as
E[|IG|] =

∑
v∈V w(v)P[v ∈ IG]. Thus, an ε–δ approximation for E[|IG|]

can be obtained by getting for every v ∈ V an ε–δ′ approximation Xv of
P[v ∈ IG] with δ′ = δ/|V | and estimating E[|IG|] by Y =

∑
v∈V w(v)Xv.

Hence, Y is an ε-approximation of E[|IG|] if Xv is an ε-approximation
of P[v ∈ IG] for all v ∈ V , which happens with probability at least
1− |V ′|δ′ = 1− δ ut
We propose a simple hybrid algorithm for estimating the expected
spreading size, which is based on the fact that an ε–δ approximation of
E[|IG|] can be obtained by ε–δ′ approximations of the s-v reliabilities
for all nodes v ∈ V as shown in the proof of Theorem 2. The idea is that
we do not have to estimate the s-t reliability separately for all nodes in
V . As usual, the s-v reliabilities that are not very small can easily be
estimated by a direct Monte Carlo algorithm. After a given number of
iterations we determine those nodes whose Monte Carlo estimate is not
yet an ε–δ′ approximation and improve these values by appying one of
the known s-t reliability estimation algorithms [2, 3, 6, 7, 8, 9].

3 Estimating the Probability of Large Spreadings

Let α ∈ (0, 1) be the threshold at which an outcome of a spreading
process is considered as large, we call this an α-spreading. The main
idea in this section is to reduce the K-terminal reliability problem to
the problem of estimating the probability of large spreading sizes. For
this reduction we need the following simple observation.

Lemma 1. For every weighted spreading network G = (V,E, p, s, w)
with positive integer weights w an unweighted spreading network G′ =
(V ′, E′, p′, s′) can be constructed in O(size(G′)) time such that w(IG)
and |IG′ | have the same distribution and size(G′) = O (size(G) + w(V )).

Proof. G′ can be constructed on the base of G by adding for every node
v ∈ V a set of w(v)− 1 nodes and arcs from v to the added nodes that
are active with probability one. ut
It is natural to expect that finding the probability of large spreadings
should not be easier than finding the expected spreading size because by
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solving (respectively approximating) the probability of large spreadings
for different values of α, we could determine (respectively estimate) the
whole distribution of |IG| and not only its expected value. The following
theorem shows that it is hard to approximate α-spreading probabilities
and implies that, unless NP ⊆ BPP , there is no randomized constant-
factor approximation for this problem.

Theorem 3. Unless P = NP, there is no constant-factor approx-
imation for estimating the probability of α-spreadings for any fixed
α ∈ (0, 1), even when the underlying network is unweighted.

Proof. Let G = (V,E, p) be a reliability network, s ∈ V and K ⊆
V \ {s}. We begin by reducing the K-terminal reliability problem on
G, which asks to determine the probability that all nodes in K can be
reached from s after the edge failures, to the problem of determining
the probability of an α-spreading in a weighted spreading network G′

with positive integer weights. The network G′ is obtained from G by
adding an additional isolated vertex with a weight of b21−α

α |K||V |c.
Furthermore, we assign a weight of d α

1−α |V |e to the vertex s, a weight
of 2|V | to each node in K, while other vertices have unit weight. It
is easy to check that a spreading in G′ is an α-spreading if and only
if the spreading reaches all nodes in K. Thus, the probability of an
α-spreading in G′ is exactly the K-terminal reliability in G. Further-
more, the input size of G′ is still bounded by a polynomial of the input
size of G. Lemma 1 implies that the role of G′ can be replaced by an
unweighted spreading network with input size being polynomial in the
size of G. Finally, since there is no constant-factor approximation for
K-terminal reliability unless P = NP [1], the theorem follows. ut

4 Conclusions

The complexity of estimating the expected final size of a spreading pro-
cess and the probability of large spreadings in graphs with unweighted
and weighted nodes was analyzed. All of the considered problems are
difficult when an exact solution has to be found. However, when we
are interested in efficient approximations, the problems can be divided
into three groups: problems for which an FPRAS is known (expected
spreading size in the unweighted case), problems for which no FPRAS
is known but we neither have an argument that it is hard to find one
(expected spreading size in a weighted network) and problems for which
no FPRAS is known, and we have an argument showing that it is hard
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to find one (probability of large spreadings in the weighted and un-
weighted case). It would be of particular interest to close the gap for
the problem of estimating the expected spreading size in a weighted net-
work, that is, either to find an FPRAS or to prove that this problem
is hard. As we have seen in Section 3, this is equivalent to answer the
same question for the s-t reliability problem. Another interesting direc-
tion would be to develop practically useful algorithms for the different
problems we studied for instances that cannot be solved efficiently by
direct Monte Carlo simulation.
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