
Chapter 4
Discriminating Groups of Organisms

Richard E. Strauss

Idea and Aims

A common problem in morphometric studies is to determine whether, and in what
ways, two or more previously established groups of organisms differ. Discrimination
of predefined groups is a very different problem than trying to characterize the
patterns of morphological variation among individuals, and so the kinds of mor-
phometric tools used for these two kinds of questions differ. In this paper I review
the basic procedures used for discriminating groups of organisms based on mor-
phological characteristics – measures of size and shape. A critical reading of
morphometric discrimination studies of various kinds of organisms in recent years
suggests that a review of procedures is warranted, particularly with regard to the
kinds of assumptions being made. I will discuss the main concepts and methods
used in problems of discrimination, first using conventional morphometric char-
acters (measured distances between putatively homologous landmarks), and then
using landmarks directly with geometric morphometric approaches.

Introduction

Suppose that we have several sets of organisms representing two or more known
groups. Individuals from the groups must be recognizable on the basis of extrinsic
criteria. For example, if the groups represent females and males of some species of
fish, then we might identify individuals using pigmentation patterns or other kinds
of sexual sex characteristics or, lacking those, by examination of the gonads. The
key idea is that we must be able to unambiguously assign individuals to previously
recognized groups. We still might wish to know a number of things about them. Can
we discriminate the groups based on morphometric traits? If so, how well? How dif-
ferent are the groups? Are the groups “significantly” different in morphology? How
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do we assess such significance in the presence of correlations among the morpho-
metric characters? Which characters are the most important in discriminating the
groups? Can group membership be predicted for “unknown” individuals? If so, how
reliable are the predictions?

These questions can be answered (or at least approached) using three related
kinds of methods: discriminant analysis (also called discriminant function analy-
sis or canonical variate analysis), Mahalanobis distance, and multivariate analysis
of variance. Discriminant analysis (DA) is used to estimate the linear combina-
tions of characters that best discriminate the groups. Mahalanobis distance (D2)
estimates the distances between a pair of groups within the multivariate character
space, in the presence of correlations among variables. And multivariate analysis of
variance (MANOVA) determines whether the samples differ non-randomly (that is,
significantly). It’s interesting that the three kinds of methods were developed inde-
pendently by three mathematicians: Fisher (DA) in England, Hotelling (MANOVA)
in the United States, and Mahalanobis (D2) in India. Due to differences in notation,
underlying similarities between the methods were not noticed for some 20 years,
but they now have a common algebraic formulation.

Conventional Morphometrics

Kinds of Data

Traditionally, before the onset of geometric morphometrics, morphometric studies
were done using distances measured directly on specimens, often with calipers or
microscopes, often in combination with meristic counts, angles, and other kinds of
quantitative characters. Bookstein (Bookstein 1978; Bookstein et al. 1985; Strauss
and Bookstein 1982) was the first to systematically stress the distinction between
distances and other kinds of data, and the need to measure distances between
comparable anatomical landmarks rather than arbitrarily on the form.

In the last decade or so, the use of digitizing equipment to record the positions of
landmarks has become commonplace, and distances on specimens are usually cal-
culated as Euclidean distances between landmarks. But directly measured distances
continue to be used, sometimes mixed with other kinds of data.

For the following discussions I will assume that the variables (characters) con-
sist entirely of distances measured between landmarks. Such distances are usually
logarithmically transformed prior to analysis to improve their statistical properties
and to characterize allometric relationships (Bookstein et al. 1985; Bryant 1986;
Jungers et al. 1995; Keene 1995; Strauss 1993). However, use of log-transformations
remains a somewhat controversial topic, and I won’t pursue it here.

Principal Component Analysis

It’s not uncommon for researchers to use principal component analysis (PCA)
to attempt to discriminate groups of individuals. However, PCA is inherently a
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single-group procedure and is not guaranteed to find group differences even if they
exist. PCA is used to redistribute the total variance among a set of data points onto
a set of mutually orthogonal axes (i.e., at right angles to one another) that merely
redescribe the patterns of variation among the data. The new axes are the principal
components, which are statistically independent of one another and so can be exam-
ined one at a time. The data points can be projected onto the axes (at right angles)
to provide numerical scores of individuals on the components (Fig. 4.1). The prin-
cipal components are calculated such that the variance of scores of individuals on
the first axis (PC1) is as great as possible, so that PC1 can be said to account for
the maximum variance in the data. Because the second component is by definition
at right angles to the first, the scores of individuals on PC2 are uncorrelated with
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Fig. 4.1 Example of a principal component analysis for a scatter of data points for two variables.
(a) The data points as projected onto PC1 to give scores on PC1. The ellipse is a 95% confidence
interval on the data. The value λ1 is the first eigenvalue, the variance of the scores on PC1. (b) The
same data points as projected onto PC2. The value λ2 is the second eigenvalue, the variance of the
scores on PC2. (c) The data points plotted as scores in the space of components PC1 and PC2. (d)
Projection of the axes for the two variables as unit vectors onto the space of components PC1 and
PC2. These vectors indicate the maximum direction of variation in the corresponding variables in
the PC1/PC2 space of Panel C
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those on PC1. PC2 is the axis, orthogonal to PC1, on which the variance of scores
is as great as possible. PC3 is the axis, mutually orthogonal to both PC1 and PC2,
on which the variance of scores is as great as possible. And so on. PCA is usually
used as a dimension-reduction procedure, because a scatterplot of points on the first
two or three components may characterize most of the variation among the data
point.

This procedure is a simple description of an eigenanalysis: the principal compo-
nents are eigenvectors, and the variance of projection scores onto each component
is the corresponding eigenvalue (Fig. 4.1). In practice, all components are calcu-
lated as a set rather than sequentially. The procedure can be viewed geometrically
as a translation and solid rotation of the coordinate system. The origin of the coor-
dinate system is moved (translated) to the center of the cloud of points, and then
the coordinate axes are rotated as a set, at right angles to one another, so as to
maximize the variance components. The data points maintain their original con-
figuration, while the coordinate system moves around them. Thus the number of
principal component axes is equal to the number of variables. The principal com-
ponents are specified by sets of coefficients (weights, one per variable), the weights
being computed so as to compensate for redundancy of information due to inter-
correlations between variables. A principal component score for an individual is
essentially a weighted average of the variables. The coefficients can be rescaled as
vector correlations (Fig. 4.1), which are often more informative. The coefficients
allow interpretation of the contributions of individual variables to variation in pro-
jection scores on the principal components. See Jolicoeur and Mosimann (1960)
and Smith (1973) for early and very intuitive descriptions of the use of PCA in
morphometric analyses.

The procedure inherently assumes that the data represent a single homogeneous
sample from a population, although such structure isn’t necessary to calculate the
principal-component solution. (However, the assumption that the data were sam-
pled from a multivariate-normally distributed population is necessary for classical
tests of the significance of eigenvalues or eigenvectors.) Even if multiple groups are
present in the data, the procedure does not take group structure into consideration.
PCA maximizes variance on the components, regardless of its source. If the among-
group variation is greater than the within-group variation, the PCA scatterplots
might depict group differences. However, PCA is not guaranteed to discriminate
groups. If group differences fail to show up on a scatterplot, it does not follow that
group differences don’t exist in the data.

Multiple-group modifications of PCA such as common principal components
(CPC) have been developed (Flury 1988; Thorpe 1988), but these are generally not
for purposes of discrimination. Rather, such methods assume that the same princi-
pal components exist in multiple groups (possibly with different eigenvalues) and
allow estimation of the common components. Multiple-group methods are useful,
for example, for adjusting morphometric data for variation in body size or other
sources of extraneous variation prior to discrimination (Burnaby 1966; Humphries
et al. 1981; Klingenberg et al. 1996).
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Discriminant Analysis

In contrast to principal components analysis, discriminant analysis is explicitly a
multiple-group procedure, and assumes that the groups are known (correctly) before
analysis on the basis of extrinsic criteria and that all individuals are members of one
(and only one) of the known groups. The terminology of discriminant analysis can
be somewhat confusing. Fisher (1936) originally developed the “linear discrimi-
nant” for two groups. This was later generalized to the case of three or more groups
independently by Bartlett, Hotelling, Mahalanobis, Rao and others to solve sev-
eral related problems that are relevant to morphometric studies: the discrimination
groups of similar organisms, the description of the morphological differences among
groups, the measurement of overall difference between groups, and the allocation
of “unknown” individuals to known groups. The allocation of unknown individu-
als is generally called classification, though this term is often used in a different
way by systematic biologists, which by itself can cause confusion. The discrimi-
nation problem for three or more groups came to be known as “canonical variate
analysis” (“canonical” in the sense of providing rules for classification), although
this phrase has also been used synonymously with a related statistical procedure
usually known as canonical correlation analysis. The tendency in recent years is
to use “discriminant analysis” or “discriminant function analysis” for discrimina-
tion of any number of groups, although the term “canonical variate analysis” is still
widely used.

Discriminant analysis (DA or DFA) optimizes discrimination between groups by
one or more axes, the discriminant functions (DFs). These are mathematical func-
tions in the sense that the projection scores of data points on the axes are linear
combinations of the variables, as in PCA. Like PCA, DA is a form of eigenanalysis,
except that in this case the axes are eigenvectors of the among-group covariance
matrix rather than the total covariance matrix. For k groups, DA finds the k–1 dis-
criminant axes that maximally separate the k groups (one axis for two groups, two
for three groups, etc.). Like PCs, DFs have corresponding eigenvalues that spec-
ify the amount of among-group variance (rather than total variance) accounted for
by the scores on each DF. Also like PCs, discriminant axes are linear combina-
tions of the variables and are specified by sets of coefficients, or weights, that allow
interpretation of contributions of individual variables. See Albrecht (1980, 1992)
and Campbell and Atchley (1981) for geometric interpretations of discriminant
analysis.

The first discriminant axis has a convenient interpretation in terms of analysis of
variance of the projection scores (Fig. 4.2). Rather than being the axis that maxi-
mizes the total variance among scores, as in PCA (Fig. 4.1), the discriminant axis is
positioned so as to maximize the total variance among groups relative to that within
groups, which is the quantity measured by the ANOVA F-statistic. The projection
scores on DF1 give an F-statistic value greater than that of any other possible axis.
The same is true for three or more groups (Fig. 4.3). The DF1 axis is positioned so
as to maximize the dispersion of scores of groups along it. The dispersion giving the



78 R.E. Strauss

3 4 5 6 7 8 9
3
4
5
6
7
8
9

10
11
12

1

2

Head length

H
ea

d 
de

pt
h

Original data

A

3 4 5 6 7 8 9

3
4
5
6
7
8
9

10
11
12

Head length

H
ea

d 
de

pt
h

Original data with 95% data ellipses

B
A

B

1 2

–1.5
–1

–0.5
0

0.5
1

1.5
2

2.5
3

Group

Pr
oj

ec
tio

n 
sc

or
es

Line A: ANOVA F=12.15

C

1 2

-2
–1.5

–1
–0.5

0
0.5

1
1.5

2

Group

Pr
oj

ec
tio

n 
sc

or
es

Line B: ANOVA F = 26.10

D

1 2

–2

–1.5

–1

–0.5

0

0.5

1

1.5

Group

Pr
oj

ec
tio

n 
sc

or
es

DF: ANOVA F = 58.09

E

0 20 40 60 80 100 120 140 160 180
0

10

20

30

40

50

60

Angle of line from horizontal

F 
fr

om
 A

N
O

V
A

 o
f 

sc
or

es

F

Fig. 4.2 Example of a discriminant analysis for samples of two species of Poecilia, in terms
of two variables: head length and head width, both in mm. (a) Original data, with convex hulls
indicating dispersion of data points for the two groups. (b) Data and 95% confidence intervals for
the two groups. Dotted lines A and B are arbitrarily chosen axes; the solid line is the discriminant
axis for the two groups. (c) Box plots for the two groups of projection scores onto dotted line A,
and corresponding ANOVA F-statistic. (d) Box plots of projection scores onto dotted line B, and
corresponding ANOVA F-statistic. (e) Box plots of projection scores onto the discriminant axis,
and corresponding ANOVA F-statistic. (f) F-statistic from ANOVAs of projection scores onto all
possible axes, as a function of angle (in degrees) from the horizontal (head-length axis) of Panel B.
The discriminant axis is that having the maximum ANOVA F-statistic value
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Fig. 4.3 Example of a discriminant analysis for samples of three species of Poecilia, in terms
of two variables: head length and head width, both in mm. (a) Original data, with convex hulls
indicating dispersion of data points for the three groups. (b) Data and 95% confidence intervals for
the two groups. Dotted lines A and B are arbitrarily chosen axes; the solid line is the discriminant
axis for the two groups. (c) Box plots for the three groups of projection scores onto dotted line A,
and corresponding ANOVA F-statistic. (d) Box plots of projection scores onto dotted line B, and
corresponding ANOVA F-statistic. (e) Box plots of projection scores onto the discriminant axis,
and corresponding ANOVA F-statistic. (f) F-statistic from ANOVAs of projection scores onto all
possible axes, as a function of angle (in degrees) from the horizontal (head-length axis) of Panel B.
The discriminant axis is that having the maximum ANOVA F-statistic value
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maximum F-statistic might distinguish one group from the others (as in Fig. 4.3e),
or might separate all groups by a small amount; the particular pattern depends on
the structure of the data.

As with PCA, a unique set of discriminant axes can be calculated for any set of
data if the sample sizes are sufficiently large. However, inferences about the pop-
ulations from which the data were sampled are reasonable only if the populations
are assumed to be multivariate-normally distributed with equal covariance matrices
(the multivariate extensions of the normality and homoscedasticity assumptions of
ANOVA). In particular, discrimination of samples will be optimal with respect to
their populations only if this distributional assumption is true. Because a topologi-
cal cross-section through a multivariate normal distribution is an ellipse, confidence
ellipses on the sample data are often depicted on scatterplots to visually assess this
underlying assumption (Owen and Chmielewski 1985; Figs. 4.2b and 4.3b). If the
assumption about population distributions is true, then the sample ellipses will be
approximately of the same size and shape because they will differ only randomly
(i.e., they will be homogeneous). Bootstrap and other randomization methods can
give reliable confidence intervals on estimates of discriminant functions and related
statistics even if the distributional assumption is violated (Dalgleish 1994; Ringrose
1996; Von Zuben et al. 1998; Weihs 1995).

The minimum sample sizes required for a discriminant analysis can sometimes be
limiting, particularly if there are many variables relative to the number of specimens,
as is often the case in morphometric studies. In the same way that an analysis of
variance of a single variable is based on the among-group variance relative to the
pooled (averaged) within-group variance, in a DA the eigenvectors and eigenvalues
are derived from the among-group covariance matrix relative to the pooled within-
group covariance matrix, which is the averaged covariance matrix across all groups.
Using the pooled matrix is reasonable if the separate matrices differ only randomly,
as assumed. But if the separate matrices are quite different, they can average out
to a “circular” rather than elliptical distribution, for which the net correlations are
approximately zero. In this case the DA results would not differ much from those of
a PCA.

The minimum sample size requirement for a DA relates to the fact that the pooled
within-group matrix must be inverted (because it’s “in the denominator”, so to
speak), and inversion can’t be done unless the degrees of freedom of the within-
group matrix be greater than the number of variables. The within-group degrees of
freedom is typically N-p-1, where N is the total sample size and p is the number
of variables. However, this is the minimum requirement for a solution to be found.
The number of specimens should be much larger than the number of variables for
a stable solution – one that wouldn’t change very much if a new set of samples
from the same populations were taken. A typical rule of thumb is that the number
of specimens should be at least five or so times the number of variables. However,
the minimally reasonable sample size depends on how distinctive the groups are
(because subtle differences require more statistical power to detect). In addition, it
requires larger sample sizes to determine the nature of the differences among groups
than just to demonstrate that the difference is significant.
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Fig. 4.4 Example of the effect of sample size on the apparent discrimination among three groups.
(a) Scatterplot of scores on the two discriminant axes for 45 specimens and 6 variables. (b)
Scatterplot of scores for a random 20 of 45 specimens. (c) Scatterplot of scores for a random
14 of 45 specimens. (d) Scatterplot of scores for a random 9 of 45 specimens

Because of this matrix-inversion problem, the degree of discrimination among
groups can become artificially inflated for small sample sizes (relative to the num-
ber of variables) (Fig. 4.4). Scatterplots on discriminant axes can suggest that
groups are highly distinctive even though the group means might actually differ
by little more than random variation. Because of this, discriminant scatterplots
must be interpreted with caution, and never without supporting statistics (described
below).

Another factor that enters into the minimum-sample-size issue is variation in
the number of specimens per group. When the covariance matrices for the sepa-
rate groups are pooled, the result is a weighted average covariance matrix, weighted
by sample size per group. This makes sense because the precision of any statisti-
cal estimate increases as sample size increases, and so a covariance matrix for a
large sample is a more reliable estimate of the “real” covariance matrix. Because
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variances and covariances can be estimated for as few as three specimens, very
small groups can in principle be included in a discriminant analysis. In practice,
however, it is often beneficial to omit groups having sample sizes of less than
five or so.

Some recently developed methods for performing discriminant analysis with
relatively small sample sizes (e.g. Anderson and Robinson 2003; Howland and
Park 2004; Ye et al. 2004) seem promising, but none have yet been applied to
morphometric data.

Size-Free Discriminant Analysis

In systematics it has long been considered desirable to be able to discriminate among
groups of organisms (populations, species, etc.) on the basis of “size-free” or size-
invariant shape measures (dos Reis et al. 1990; Humphries et al. 1981). This is
particularly important when the organisms display indeterminant growth, in which
case discrimination among taxa might represent merely a sampling artifact if dif-
ferent samples comprise different proportions of age classes. Discrimination among
samples in which variation in size cannot be easily controlled may lead to spuri-
ous results, since the size-frequency distribution of different taxa will be a function
of the ontogenetic development of individuals present in different samples. In this
case one way of correcting the problem would be to statistically “correct” or adjust
for the effect of size present within samples of each group. However, a number
of different definitions of “size-free” shape have been applied. The terms shape
and size have been used in various and sometimes conflicting ways (Bookstein
1989a).

In size adjustment the effects of size variation are to be partitioned or removed
from the data, usually by some form of regression, and residuals are subsequently
used as size-independent shape variables (Jolicoeur et al. 1984; Jungers et al. 1995).
In distance-based morphometrics, the most common methods for size adjustment
have involved bivariate regression (Albrecht et al. 1993; Schulte-Hostedde et al.
2005; Thorpe 1983) multiple-group principal components (Pimentel 1979; Thorpe
and Leamy 1983), sheared principal components (Bookstein et al. 1985; Humphries
et al. 1981; Rohlf and Bookstein 1987), and Burnaby’s procedure (Burnaby 1966;
Gower 1976; Rohlf and Bookstein 1987). Although many different methods have
been proposed, there has been little agreement on which method should be used.
This issue is important because different size-adjustment methods often yield
slightly different results.

In the case of size-adjustment for multiple taxa, the issue arises as to whether
and how group structure (e.g., presence of multiple species) should be taken into
consideration (Klingenberg and Froese 1991) – whether the correction should be
separately by group or should be based on the pooled within-group regression. The
latter implicitly assumes that all within-group covariance matrices are identical,
although this assumption can be relaxed with use of common principal components
(Airoldi and Flury 1988; Bartoletti et al. 1999; Klingenberg et al. 1996).
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Mahalanobis Distances

Whereas discriminant analysis scores can provide a visualization of group separa-
tion, Mahalanobis distances (D2) measure the distances between group centroids on
a scale that is adjusted to the (pooled) within-group variance in the direction of the
group difference. (D, the square root of D2, measures the distance between group
centroids adjusted by the standard deviation rather than the variance.) In Fig. 4.5, for
example, the Euclidean (straight-line) distance from centroid A to centroid B is that
same as that from A to C. However, the Mahalanobis distances are quite different
because the distance from A to B is measured “with the grain” while that from A to
C is measured “across the grain”. In terms of variation, the relative distance from A
to C is much greater than that from A to B.

This is often said to be analogous to using an F-statistic to measure the differ-
ence between two group means, although that is not quite correct – an F-statistic
increases as sample size increases, whereas a Mahalanobis distance approaches its
“true” value with increasing sample size. The Mahalanobis distance is essentially a
distance in a geometric space in which the variables are uncorrelated and equally
scaled. It also possesses all of the characteristics that a measure must have to be a
metric: the distance between two identical points must be zero, the distance between
two non-identical points must be greater than zero, the distance from A to B must
be the same as that from B to A (symmetry), and the pairwise distances among three
points must satisfy the triangle inequality. For morphometric data, such a measure
of group separation is more informative than the simple Euclidean distance between
groups.
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Fig. 4.5 Mahalanobis distances between centroids of groups. Variation within groups is indicated
by 95% confidence ellipses for the data. Euclidean distances between centroids of A and B and of
A and C are both 2.83. Corresponding Mahalanobis distances are indicated on plot
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Mahalanobis distances can also be measured between a point and a group cen-
troid or between two points. In both cases the distance is relative to the covariance
matrix of the group.

Confidence intervals for Mahalanobis distances can be estimated by comparison
to a theoretical F distribution if the distribution of the group(s) is assumed to be
multivariate normal (Reiser 2001). More robust confidence intervals for real biolog-
ical data can be estimated by bootstrapping the data within-group (Edgington 1995;
Manly 1997; Wilcox 2005).

MANOVA

Analysis of variance (ANOVA) is the univariate case of the more general multivari-
ate analysis of variance (MANOVA). Instead of a “univariate F” statistic measuring
the heterogeneity among a set of means with respect to the pooled within-group
variance, the resulting “multivariate F” measures the heterogeneity among a set of
multivariate centroids with respect to the pooled within-group covariance matrix.
The covariance matrix accounts for the observed correlations among variables. As
with ANOVA, the samples can be cross-classified with respect to two or more fac-
tors, or can be structured with respect to other kinds of sampling designs (Gower
and Krzanowski 1999).

In practice the actual test statistic calculated is Wilks’ lambda, which is related
to the computations involved in discriminant functions and Mahalanobis distances.
It is a direct measure of the proportion of total variance in the variables that is not
accounted for by the grouping of specimens. If Wilks’ lambda is small, then a large
proportion of the total variance is accounted for by the grouping, which in turns
suggests that the groups have different mean values for one or more of the variables.
Because the sampling distribution of Wilks’ lambda is rather difficult to evaluate,
lambda is usually transformed approximately to an F statistic. There are a number
of alternative statistics that are similar in purpose to Wilks’ lambda but that have
somewhat different statistical properties, such as Pillai’s trace and Roy’s greatest
root. These are often reported by statistical software, but in general are not widely
used (Everitt and Dunn 2001).

Under the null hypothesis that all groups have been sampled randomly from the
same population, and therefore differ only randomly in all of their statistical proper-
ties, the F statistic can be used to estimate a “P-value”, the probability of sampling
the observed amount of heterogeneity among centroids if the null hypothesis is true.
The P-value is accurate only if the population from which the groups have been
sample is multivariate-normal in distribution. If the null hypothesis is true, then
the covariance matrices for all groups will differ only randomly (i.e., they will be
homogeneous), and thus can be pooled for the test. If the within-group covariance
matrices differ significantly, then the pooled covariance matrix may be biased, as
will the P-value. As with statistical tests in general, violated assumptions will often
(but not necessarily) lead to P-values that are too small, and thus will lead to the
rejection of the null hypothesis too often.
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Since claiming significant differences when they don’t exist is counterproduc-
tive in science, the dependence of MANOVA on such stingent assumptions is a
problem. This can be circumvented to some degree by using randomization proce-
dures (e.g., random permutation) to estimate the null sampling distribution of the test
statistic rather than theoretical distributions (such as the F distribution) (Anderson
2001). Such “non-parametric” tests, although not assumption-free, tend to be much
more robust to statistical assumptions than are conventional statistical hypothesis
tests.

It is often assumed that a series of separate ANOVAs, one per variable, is equiv-
alent to a MANOVA. However, this is not the case, for several reasons (Willig and
Owen 1987). First, if the variables are correlated, then the separate ANOVAs are
not statistically independent. For example, if the ANOVA for one variable is sta-
tistically significant, then the ANOVAs for variables correlated with it will also
tend to be significant. Thus the results from the ANOVAs will be redundant to an
unknown extent and difficult to integrate. Second, the overall (“family-wise”) Type
I error rate become artificially high as the number of statistical tests increases, so
that the probability of obtaining a significant results due to chance increases (the
“multiple-comparisons” problem; Hochberg and Tamhane 1987).

If the overall MANOVA is statistically significant, then separate ANOVAs can
be done to assess which of the variables has contributed to the group differences.
But the multiple-comparisons issues remain, and subsequent statistical testing must
be done carefully.

Classification

A procedure closely related to discriminant functions and Mahalanobis distances is
that of classifying “unknown” specimens to known, predefined groups. (Note that
this use of “classification” is related to, but different from, the common use of the
term in systematics.) A strong assumption of any classification procedure is that the
individual being classified is actually a member of one of the groups included in the
analysis. If this assumption is ignored or wrong, then any estimated probabilities of
group membership may be misleading (Albrecht 1992).

There are two basic approaches to classifying unknowns with morphometric
data. The first, and most conventional, is based in principle on means: calculate
the Mahalanobis distance from the unknown to the centroid of each group, and
assign it to the closest group (Hand 1981). Because Mahalanobis distances are based
on pooled covariance matrices, correct assignments depend on the assumptions of
homogeneous covariance matrices and, to a lesser degree, of multivariate normality.
This approach can be viewed as subdividing the data space into mutually exclusive
“decision spaces”, one for each predefined group, and classifying each unknown
according to the decision space in which it lies. Each Mahalanobis distance has
an associated chi-square probability, which can be used to estimate probabilities
of group membership (or their complements, probabilities of misclassification;
Williams 1982). More robust estimates of classification probabilities can be
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approximated by bootstrapping the “known” specimens within-group (Davison and
Hinkley 1996; Fu et al. 2005; Higgins and Strauss 2004).

The second approach is to view the data space in terms of mixtures of
multivariate-normal distributions, one for each predefined group. Such methods
tend to be much more sensitive to deviations from the assumptions of multivari-
ate normality and homogeneous covariance matrices, but can better accommodate
differences in sample size among groups (White and Ruttenberg 2007).

Cross Validation

Cross-validation is a widely used resampling technique that is often used for the
assessment of statistical models (Stone 1974). Like other randomization methods
such as the bootstrap and jackknife, it is almost distribution-free in the sense that
it evaluates the performance of a statistical procedure given the actual structure
of the data. It is necessary because whenever predictions from a statistical model
are evaluated with the same data used to estimate the model, the fit is “too good”;
this is known as over-fitting. When new data are used, the model almost always
performs worse than expected. In the case of discriminant analysis and related
methods, overfitting comes into play both in the assessment of group differences
(discriminant-score plots and MANOVA) and in estimates of probabilities of group
membership.

The basic idea behind cross-validation is simply to use a portion of the data
(the “training” or “calibration” set) to fit the model and estimate parameters, and
use the remaining data (the “test” set) to evaluate the performance of the model.
For classification problems, for example, the group identities of all specimens are
known in advance, and so they can be used to check whether the predicted identities
are correct. This is typically done in a “leave-one-out” manner: one specimen is set
aside and all N-1 others are used to estimate Mahalanobis distances. The omitted
specimen is then treated as an unknown and its group membership is predicted.
The procedure is repeated for all specimens, sequentially leaving each one out of
the analysis and estimating distances from the others, then predicting the group
membership of the omitted specimen. The overall proportions of correct predictions
are unbiased estimates of the probabilities of correct classification, given the actual
structure of the data. Cross-validation methods are particularly appropriate for small
samples (Fu et al. 2005).

Related Methods

The most commonly used alternative to discriminant analysis is logistic regression,
which usually involves fewer violations of assumptions, is robust, handles discrete
and categorical data as well as continuous variables, and has coefficients that are
somewhat easier to interpret (Hosmer and Lemeshow 2000). However, discrimi-
nant analysis is preferable when its assumptions are reasonably met because it has
consistently greater statistical power (Press and Wilson 1978).
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Quadratic discriminant analysis (QDA) is closely related to linear discriminant
analysis (LDA), except that there is no assumption that the covariance matrices
of the groups are homogeneous (Meshbane and Morris 1995). When the covari-
ance matrices are homogeneous, LDA is systematically better than QDA both at
group separation and classification. When the covariance matrices vary significantly,
QDA is usually better, but not always, especially for small samples (Flury et al.
1994; Marks and Dunn 1974). This is apparently due to the greater robustness of
LDA to violation of assumptions. In any case, there have been few morphometric
applications of quadratic discriminant analysis.

There are several different versions of nonlinear discriminant analysis, which
finds nonlinear functions that best discriminate among known groups. Most nonlin-
ear methods work by finding some linear transformation of the character space that
produces optimal linear discriminant functions. Generalized discriminant analysis
(Baudat and Anouar 2000) has become the most widely used method.

And finally, neural networks have been used successfully in both linear and non-
linear discrimination and classification problems (Baylac et al. 2003; Dobigny et al.
2002; Higgins and Strauss 2004; Kiang 2003; Raudys 2001; Ripley 1994).

Geometric Morphometrics

Whereas conventional morphometric studies utilize distances as variables, geo-
metric morphometrics (Bookstein 1991; Dryden and Mardia 1998; Rohlf 1993)
is based directly on the digitized x,y,(z)-coordinate positions of landmarks, points
representing the spatial positions of putatively homologous structures in two or
three dimensions. Bookstein (1991) has characterized the types of landmarks, their
configurations, and limitations, and Adams (1999) has extended their utility.

Once landmark coordinates have been obtained for a set of forms, they must be
standardized to be directly comparable. This is typically done using a generalized
Procrustes analysis in two or three dimensions, in which the sum of squared dis-
tances between homologous landmarks of each form and a reference configuration
is iteratively minimized by translations and rigid rotations of the landmark con-
figurations (Goodall 1995; Gower 1975; Penin and Baylac 1995; Rohlf and Slice
1990).

Isometric size differences are eliminated by dividing the coordinates of each
form by its centroid size, defined as the square root of the sum of the squared
distances between the geometric center of the form and its landmarks (Bookstein
1991). The residual variation in landmark positions among forms (deviations from
the reference form) are referred to as “Procrustes residuals” in the x and y (and pos-
sibly z) coordinate directions. The square root of the sum of the squared distances
between corresponding landmarks of two aligned configurations is an approxima-
tion of Procrustes distance, which plays a central role in the theory of shape analysis
(Small 1996). It is also the measure that binds together the collection of methods
for the analysis of shape variation that comprises the “morphometric synthesis”
(Bookstein 1996).
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To characterize and visualize differences between pairs of reference forms, the
aligned landmark coordinates are often fitted to an interpolation function such
as a thin-plate spline (Bookstein 1989b; Rohlf and Slice 1990), which can be
decomposed into global (affine) and local (nonaffine) components. The nonaffine
component can be further decomposed into partial or relative warps, geomet-
rically orthogonal (and thus independent) components that correspond to shape
deformations at different scales.

However, for the purpose of discrimination among groups of forms, the
Procrustes residuals can be used directly as variables for discriminant analysis,
MANOVA, and classification, as described above. In this case the number of vari-
ables for two-dimensional forms is twice the number of landmarks, one set for the
x coordinates and one set for the y coordinates. For three-dimensional forms the
number of variables would be three times the number of landmarks.

The large number of variables relative to the number of specimens therefore
presents even more of a problem in geometric morphometrics than it tends to do
in conventional morphometrics. The usual procedure is to use the Procrustes resid-
uals in a principal component analysis, and then use the projection scores on the
first few components as derived variables (e.g., Depecker et al. 2006). Since these
derived variables are uncorrelated across all observations, the covariance matrices
have zeros in the off-diagonal positions, and Mahalanobis distances are equivalent
to Euclidean distances.

Conclusion

The multivariate methods reviewed here remain a powerful set of tools for mor-
phometric studies, and their importance in the field cannot be overemphasized.
Although the widespread availability of computer software has permitted their
use by biologists of varying levels of statistical background and sophistication, it
remains true that it is the responsibility of individual researchers to understand the
properties and underlying assumptions of the methods they use.
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