
Chapter 15

Reputation

Francesca Giardini, Rosaria Conte, and Mario Paolucci

Why Read This Chapter? To understand the different conceptions underlying

reputation in simulations up to the current time and to get to know some of the

approaches to implementing reputation mechanisms, which are more cognitively

sophisticated.

Abstract In this chapter, the role of reputation as a distributed instrument for social

order is addressed. A short review of the state of the art will show the role of

reputation in promoting (a) social control in cooperative contexts – like social groups

and subgroups – and (b) partner selection in competitive contexts, like (e-) markets

and industrial districts. In the initial section, current mechanisms of reputation – be

they applied to electronic markets or MAS – will be shown to have poor theoretical

backgrounds, missing almost completely the cognitive and social properties of the

phenomenon under study. In the rest of the chapter a social cognitive model of

reputation developed in the last decade by some of the authors will be presented.

Its simulation-based applications to the theoretical study of norm-abiding behaviour,

partner selection and to the refinement and improvement of current reputation

mechanisms will be discussed. Final remarks and ideas for future research will

conclude the chapter.

15.1 Reputation in Social Systems: A General Introduction

Ever since hominid settlements started to grow, human societies needed to cope with the

problem of social order (Axelrod, 1984): how to avoid fraud and cheating in wider,

unfamiliar groups?How to choose trustworthy partnerswhen the likelihood of re-encounter

is low? How to isolate cheaters and establish worthwhile alliances with the good guys?
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Social knowledge like reputation and its transmission, i.e. gossip, plays a

fundamental role in social order, adding at the same time cohesiveness to social

groups and allowing for distributed social control and sanctioning (plus a number of

other functionalities, see Boehm 1999). Reputation is a property that unwilling and

unaware individuals derive from the generation, transmission and manipulation of a

special type of social beliefs, namely social evaluations, and that contributes to

regulate natural societies from the morning of mankind (Dunbar 1996). People use

reputational information to make decisions about possible interactions, to evaluate

candidate partners, to understand and predict their behaviours, and so on.

That reputation is a fundamental generator, vehicle and manipulator of social

knowledge for enforcing reciprocity and other social norms is known since long

(see a review in Conte and Paolucci 2002). In particular, in the study of cooperation

and social dilemmas, the role of reputation as a partner selection mechanism started

to be appreciated in the early 1980s (Kreps and Wilson 1982). However, little

understanding of its dynamic and cognitive underpinnings was achieved at that

stage. Despite its critical role in the enforcement of altruism, cooperation and social

exchange, the social cognitive study of reputation is relatively new. Hence, it has

not yet been fully clarified how this critical type of knowledge is manipulated in the

minds of agents, how social structures and infrastructures generate, transmit and

transform it, and consequently how it affects agents’ behaviour.

The aim of this chapter is to guide the reader through the multiplicity of computa-

tional approaches concerned with the impact of reputation and its dynamics. Reputa-

tion is a complex social phenomenon that cannot be treated as a static attribute of

agenthood, with no regard for the underlying process of transmission. We claim that

reputation is both the process and the effect of transmitting information, and that

further specifications about the process and its mechanisms are needed. Following

these premises, we will first review some applications of reputation in computational

simulation, highlighting problems and open questions, and then we will propose a

theoretical social cognitive model of reputation. Moreover, we will present three

different ways of applying the cognitive theory of reputation to model social phenom-

ena: the Sim-Norm model, the SOCRATE framework and the REPAGE architecture.

This brief introduction will be followed by an outline of reputation research in

different domains (social psychology, management and experimental economics,

agent-based simulation), in order to show how many different viewpoints can be

used to describe and explore this complex phenomenon. We will then focus on

some of the results in electronic markets and multi-agent simulations. Electronic

markets are a typical example of a complex environment where centralized control

is not possible and decentralized solutions are far from being effective. In recent

years, the Internet contributed to a growth of auction sites facilitating the exchange

of goods between individual consumers, without guaranteeing transparency and

safety of transactions. On the other hand, multi-agent applications are concerned

with the problem of assessing the reliability of single agents and of social networks.

In Sect. 15.2 we will propose a cognitive model of reputation, which aims to solve

366 F. Giardini et al.



some of the problems left open by existing systems, moving from a theoretical

analysis of cognitive underpinnings of reputation formation and spreading. This

model will be tested in the following section, where a description of three different

implementations will be provided. Finally, we will draw some conclusions about

future work and directions.

15.1.1 State of the Art

According to Frith and Frith (2006), there are three ways to learn about other people:

through direct experience, through observation and through “cultural information”.

When the first two modalities are not available, reputational information becomes

essential in order to obtain some knowledge about one’s potential partner(s) in an

interaction, and thus to predict their behaviour. Reputation allows people to predict,

at least partially or approximately, what kind of social interaction they can expect and

how that interaction may possibly evolve. Reputation is therefore a coordination

device whose predictive power is essential in social interactions (Paolucci and Conte

2009). Furthermore, reputation has a strategic value and can be used to pursuit self-

interest (Paine 1967; Noon and Delbridge 1993).

Reputation and its transmission (gossip) has an extraordinary preventive power:

it substitutes personal experience in (a) identifying cheaters and isolating them, and

in (b) easily finding trustful partners. It makes available all the benefits of

evaluating someone, without implying the costs of direct interaction.

Furthermore, in human societies gossip facilitates the formation of groups

(Gluckman 1963): gossipers share and transmit relevant social information about

group members within the group (Barkow 1996), at the same time isolating out-

groups. Besides, gossip contributes to stratification and social control, since it works

as a tool for sanctioning deviant behaviours and for promoting, even through

learning, those behaviours that are functional with respect to the group’s goals and

objectives. Reputation is also considered as a means for sustaining and promoting the

diffusion of norms and norm conformity (Wilson et al. 2000).

The theories of indirect reciprocity and costly signals show how cooperation

in large groups can emerge when the agents are endowed with, or can build, a

reputation (Nowak and Sigmund 1998a; 1998b; Gintis et al. 2001). As Alexander

(1987) pointed out, “indirect reciprocity involves reputation and status, and results

in everyone in the group continually being assessed and reassessed”. According to

this theory large-scale human cooperation can be explained by individuals helping

others in order to uphold a reputation and thus be included in future cooperation

(Panchanathan and Boyd 2004).

Despite important advances in the study of reputation as a means to support

cooperation (Sommerfeld et al. 2008), no explicit theory of the cognitive

ingredients and processes which reputation is made of was provided. More recently,
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reputation and gossip has started to become crucial in other fields of the social

sciences like management and organisation science, governance, or business ethics,

where the importance of branding became apparent. The economic interest in the

subject matter implied an extension of reputation to the super-individual level:

Corporate reputation is considered as an external and intangible asset tied to the

history of a firm and coming from stakeholders’ and consumers’ perceptions. Rose

and Thomsen (2004) claim that good reputation and financial performance are

mutually dependent, hence a good reputation may influence the financial asset of

a firm and vice versa. Several researchers have tried to create a corporate reputation

index containing the most relevant dimensions to take into account when dealing

with corporate reputation. Cravens et al. (2003) interviewed 650 CEO in order to

create a reliable index, but their index has so many entries, ranging from global

strategy to employees’ attributes, that it is not easy to foresee how such a tool could

be used. Gray and Balmer (1998) distinguish between corporate image and corpo-

rate reputation. Corporate image is the mental picture consumers hold about a firm,

therefore is similar to an individual perception, whereas the reputation results from

the firm’s communication and long-term strategy. Generally speaking, corporate

reputation is treated as an aggregate evaluation stakeholders, consumers, managers,

employees, and institutions form about a firm, but the mechanisms leading to the

final result are still only vaguely defined.

Over the last 10 years several studies in experimental economics have investigated

reputational dynamics through standard experimental settings, such as trust games,

public good games, and moral hazard problems (see Fehr and Gachter 2000, for an

introduction). The aim of these studies is to explain mechanisms underlying reciproc-

ity, altruism and cooperation in humans, in order to answer the puzzling question:

“Why do humans cooperate?” Axelrod (1984). According to Nowak and Sigmund

(1998a, b), reputation sustains the emergence of indirect reciprocity, which gets

people to cooperate in order to receive cooperation even from strangers. Following

this hypothesis, holding a good reputation in your social group makes it more

probable that someone else would help you when you will need help.

If social order is a constant of human evolution, it becomes particularly crucial in

the e-society where the boundaries of interaction are extensively widened. The

portentous development pace of ICT technologies dramatically enlarges the range

of interaction among users, generating new types of aggregation, from civic

communities to electronic markets, from professional networking to e-citizenship,

etc. What is the effect of this widening of social boundaries? Communication and

interaction technologies modify the range, structures and modalities of interaction,

with consequences that are only partially explored, often only to resume the stereo-

type of technological unfriendliness (see the negative impact of computer terminals,

as opposed to face-to-face interaction, on subjects’ cooperativeness in experimental

studies of collective and social dilemmas, Sell and Wilson 1991; Rocco and

Warglien 1995). A detailed approach to the effects of technological infrastructures

on interaction styles and modes has never been adopted. Perhaps, an exception to
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this is represented by the research on the effects of asymmetry of information on the

markets. Known to encourage fraud and low-quality production, this phenomenon

appears as an intrinsic feature of e-markets, but in fact it goes back to eleventh

century Maghribi traders moving along the coast of the Mediterranean sea

(Greif 1993). As exemplified by Akerlof (1970), asymmetry of information drives

honest traders and high quality goods out of the market. The result is a market where

only “lemons”, or fraudulent commodities, are available – often to the detriment of

both sellers and buyers. The classical example of a lemon market is the used car

market, where only sellers have information about problems with the cars they are

selling, and most consumers are incapable of discerning these problems. Contempo-

rary online traders such as users of Internet auction sites face the same problem:

online buyers can learn about the quality (or condition) of the good only once they

have already paid for it.

Auction sites may be very generic concerning the products being offered and

operate on a global scale (e.g., e-Bay), or may focus on specific products on a

national scale (many car auction sites). At the moment virtually all consumer

products are being auctioned on the Internet, ranging from used toys and CDs to

cars and houses Utz et al. (2009). Compared to buying through online retailers,

buying through auction sites is even less controllable, as the sellers are not visible

and have not made major investments. Consumers who purchase through auction

sites must rely on the accuracy and reliability of the seller (Melnik and Alm 2002).

Sellers on the Internet may actively try to communicate their reputation to potential

buyers, inflating common expectations on the effects of reputation. Melnik and Alm

(2002) investigated whether an e-seller’s reputation matters. Their results indicated

that reputation had a positive – albeit relatively small – impact on the price levels

consumers were willing to pay. Moreover, Yamagishi et al. (2009) show that

reputation has significant positive effects on the quality of products.

Despite the role of reputation in economic transactions, online reputation

reporting systems are only moderately efficient (Resnick and Zeckhauser 2002;

Bolton et al. 2002). eBay, one of the best (if not the best) known examples, is also

one of the world’s largest online marketplaces with a community of over 50 million

users registered. On eBay, most items are sold through English-type auctions, and

the reputation mechanism used is based on the ratings that users perform after the

completion of transactions. The user can give three possible values: positive (1),

negative (�1) or neutral (0). The “reputation” value is the sum of the last 6 months’

ratings, weighted by the relevance of the transaction.

In all of these models, the notion of reputation is weak and essentially reduced to

centralized image: no direct exchange of information takes place among participants

but only reports to a central authority, which calculates the final reputation value.

The actual utility of this mechanism is debatable. For example, when forums are

available, real reputation exchanges are performed in parallel, ignoring the centrally

calculated reputation rating. Moreover, people are likely to not provide reputational

feedback (under-provision) and if they do, they lean on providing only good reports

(over-scoring). In sum, the reputation system does not seem to perform efficiently.
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However, from an economic point of view, eBay prospers. How is this possible?

What would happen if reputation worked more efficiently? Which type of reputation

system should be used for which objective? As current online reputation systems are

not theory-driven instruments, based upon an understanding of what reputation is,

how it is generated and distributed, and how it works, all of these questions are

still open.

However, the effects of reputation are at least partially known, generally restricted

to partner selection. Indeed, agent-based social simulation has taught us some

lessons: (1) what matters about reputation is its transmission (Castelfranchi et al.

1998), since by this means agents acquire zero-cost relevant information; (2) reputa-

tion has more impact than image: if agents transmitted only their own evaluations

about one another (image), the circulation of social knowledge would stop soon

(Pinyol et al. 2008). To exchange information about reputation, agents need to

participate in circulating reputation whether they believe it or not (gossip) and, to

preserve their autonomy, they must decide how, when and about whom to gossip.

What is missing in the study of reputation is the merging of these separate directions

in an interdisciplinary integrated approach, which accounts for both its social

cognitive mechanisms and structures.

15.1.2 Simulating Reputation: Current Systems

So far, the simulation-based study of reputation has been undertaken for the sake of

social theory, namely in the account of pro-social behaviour – be it cooperative,

altruistic, or norm-abiding – among autonomous, i.e. self-interested agents.

In this chapter, we will concentrate instead on two specific functionalities of

reputation:

1. To promote norm-abiding behaviour in cooperative settings (e.g. social groups).

2. To favour partner selection in electronic markets and agentized environments.

The second aspect has been dealt with in the literature to some extent and the

remainder of this section will give an overview of existing approaches; for a

treatment of the first aspect we refer the reader to Sect. 15.2, where we mainly

discuss our own models and studies of reputation.

Several attempts have been made to model and use reputation in artificial

societies, especially in two sub-fields of information technologies: computerized

interaction (with a special reference to electronic marketplaces) and agent-mediated

interaction. It is worth emphasizing that in these domains trust and reputation are

actually treated as the same phenomenon, and often the fundamentals of reputation

mechanisms are derived from trust algorithms. Moreover, several authors (Moukas

et al. 1999; Zacharia 1999; Zacharia et al. 1999) explain reputation in terms of trust

and vice versa, continuously mixing up these two phenomena. We will review some
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of the main contributions in online reputation reporting systems and in multi-agent

systems, in order to achieve a better understanding of the complex issue of

implementing and effectively using reputation in artificial societies.

15.1.2.1 Online Reputation Reporting Systems

The continuously growing volume of transactions on the World Wide Web and the

growing number of frauds this appears to entail1 led scholars from different

disciplines to develop new online reputation reporting systems. These systems are

meant to provide a reliable way to deal with reputation scores or feedbacks, allowing

agents to find cooperative partners and avoid cheaters.

The existing systems can be roughly divided into two sub-sets: Agent-oriented

individual approaches and agent-oriented social approaches, depending on how

agents acquire reputational information about other agents.

The agent-oriented individual approach has been dominated by Marsh’s ideas on

trust (Marsh 1992, 1994a, b), on which many further developments and algorithms

are based. This kind of approach is characterized by two attributes: (1) any agent

may seek potential cooperation partners, and (2) the agent only relies on its

experiences from earlier transactions. When a potential partner proposes a transac-

tion, the recipient calculates the “situational reputation” by weighing the reputation

of his potential trading partner with further factors, such as potential output and the

importance of the transaction. If the resulting value is higher than a certain “cooper-

ation threshold”, the transaction takes place and the agent updates the reputation

value according to the outcomes of the transaction. If the threshold is not reached,

the agent rejects the transaction offer, which may be punished by a “reputation

decline”. These individual-based models (Bachmann 1998; Marsh 1994a; Ripperger

1998) differ with regard to the length of memory span they apply. Agents may forget

their experiences slowly, fast, or never.

In agent-oriented social approaches agents not only rely on their direct experi-

ence, but are also allowed to consider third-party information (Abdul-Rahman and

Hailes 1997a; Rasmusson 1996; Rasmusson and Janson 1996; Schillo 1999; Yu and

Singh 2000). Although these approaches share the same basic idea, i.e. experiences

of other agents in the network can be used when searching for the right transaction

partner, they rely upon different solutions when it comes to weigh the third-party

information and to deal with “friends of friends”. Thus the question arises: how to

react to information from agents who do not seem to be very trustworthy?

Another problem lies in the storage and distribution of information. To form a

complete picture of its potential trading partners, each agent needs both direct

(its own) and indirect (third-party) evaluations in order to be able to estimate the

validity and the informational content of such a picture.

1 The US-based Internet Crime Complaint Center (IC3) received 231,493 complaints for the year

2005, 62.7 % of which were related to electronic auctioning (IC3 2005).
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Regan and Cohen (2005) propose a system for computing indirect and direct

reputation in a computer mediated market. Buyers rely on reputation information

about sellers when choosing from whom to buy a product. If they do not have direct

experience from previous transactions with a particular seller they take indirect

reputation into account by asking other buyers for their evaluations of the potential

sellers. The received information is then combined to mitigate effects of deception.

The objective of this system is to propose a mechanism which reduces the “unde-

sirable practices” on actual reputation in online applications, especially on the part

of sellers, and to prevent the market from turning into a “lemons market” where

only low quality goods are listed for sale.

One serious problem with this and similar models concerns the reputation

transmission. Agents only react to reputation requests, while proactive, spontane-

ous delivery of reputation information to selected recipients is not considered.

On the other hand, despite its simplicity, this type of model tackles the problem

of collusion between rating agents by keeping secret the evaluation of sellers

amongst buyers, i.e. not disclosing it to the sellers.

As to electronic marketplaces, classic systems like eBay show a characteristic

bias to positive evaluations (Resnick and Zeckhauser 2002), suggesting that factual

cooperation among users at the information level may lead to a “courtesy” equilib-

rium (Conte and Paolucci 2003). As Cabral and Hortaçsu (2006) formally prove,

initial negative feedbacks trigger a decline in sale price that drives the targeted

sellers out of the market. Good sellers, however, can gain from ‘buying a reputa-

tion’ by building up a record of favourable feedback through purchases rather than

sales. Thus those who suffer a bad reputation stay out – at least until they decide to

change identity – while those who stay in can take advantage of a good reputation:

after a good start, they will hardly receive negative feedback and even if they do,

negative feedbacks will not get to the point of spoiling their good name. Under such

conditions, even good sellers may have an incentive to sell lemons.

Intuitively, the courtesy equilibrium reduces the deterrent effect of reputation. If

a reputation system is meant to impede frauds and improve the quality of products,

it needs to be constructed in such a way as to avoid the emergence of a courtesy

equilibrium. It is not by chance that among the possible remedies to ameliorate

eBay, Dellarocas (2003) suggested a short-memory system, erasing all feedbacks

but the very last one. While this might work for eBay, we believe that such remedies

based on fragmented models and tailored to a particular application are not the way

forward. Instead, a general theory of how reputation and its transmission work

needs to be developed. On top of such a theory, different systems for different

objectives can then be constructed. We will pursue this further in Section 15.3.

15.1.2.2 MAS Applications

Models of trust and reputation for multi agent systems applications (e.g. Yu and Singh

2000; Carbo et al. 2002; Sabater and Sierra 2002; Schillo et al. 2000; Huynh et al.

2004; for exhaustive reviews see Ramchurn et al. 2004a; Sabater and Sierra 2005)
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present interesting new ideas and advances over conventional online reputation

systems, with their notion of centralized global reputation.

Yu and Singh (2000) proposed an agent-oriented model for social reputation and

trust management which focuses on electronic societies and MAS. Their model

introduces a gossip mechanism for informing neighbours of defective transaction

partners, in which the gossip is transferred incrementally through the network of

agents. It also provides a mechanism to include other agents’ testimonies in an

agent’s reputation calculation. Agents store information about the outcome of every

transaction they had and recall this information in case they are planning to bargain

with the same agent again (direct evaluation). If the agent meets an agent it has not

traded with before, the reputation mechanism comes into play. In this mechanism,

so-called referral chains are generated that can make third-party information avail-

able across several intermediate stations. An agent is thus able to gain reputation

information with the help of other agents in the network. Since a referral chain

represents only a small part of the whole network, the information delivered will

most likely be partial instead of global as in centralized systems like eBay.

In the context of several extensive experiments, Yu and Singh showed that the

implementation of their mechanism results in a stable system, in which the reputa-

tion of cheaters decreases rapidly while the cooperating agents experienced a slow,

almost linear increase in reputation. Still, some problems remain. The model does

not combine direct and indirect reputation, i.e. if an agent has already traded with

another agent he has to rely on his own experience and cannot use the network

information anymore. Thus it might take unnecessarily long to react to a suddenly

defecting agent that cooperated before. In addition, Singh and Yu do not give an

explanation of how their agent-centred storage of social knowledge (for example

the referral chains) is supposed to be organized. Consequently, no analysis of

network load and storage capacity can be done.

As this example shows, the “agentized environment” is likely to produce

interesting solutions that may apply also to online communities. This is so for

two main reasons. First, in this environment two problems of order arise: to meet

the users’ expectations (external efficiency), and to control agents’ performance

(internal efficiency). Internal efficiency is instrumental to the external one, but it

re-proposes the problem of social control at the level of the agent system. In order to

promote the former, agents must control, evaluate, and act upon each other.

Reliability of agents is a proxy for reliability of users. Secondly, and consequently,

the agent system plays a double role: it is both a tool and a simulator. In it one can

perceive the consequences of given premises, which may be transferred to the level

of user interactions. In a sense, implemented agent systems for agent-mediated

interaction represent both parallel and nested sub-communities.

As a consequence, solutions applied to the problems encountered in this envi-

ronment are validated more strictly, against both external and internal criteria.

Their effects are observable at the level of the virtual community, with a procedure

essentially equivalent to agent-based simulation and with the related advantages.

Moreover, solutions may not (only) be implemented between agents, but (also)

within agents, which greatly expands the space for modelling. So far, however,
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these potentials have not been fully exploited. Models have mainly been aimed at

ameliorating existing tools implemented for computerized markets. We suggest that

agent systems can do much more than this: they can be applied to answer the

question as to (a) what type of agent, (b) what type of beliefs, and (c) what type of

processes among agents are required to achieve useful social control. More specifi-

cally, what type of agents and processes are needed for which desirable result:

better efficiency, encouraging equity and hence users’ trust, discouraging either

positive or negative discrimination (or both), foster collaboration at the information

level or at the object level (or both), etc.

15.1.3 Concluding Remarks

This review has given an overview of how reputation have been discussed and

modelled in studies regarding online markets and multi-agent systems.

In the Internet-based models, the notion of reputation is weak and essentially

reduced to centralized image: participants do not exchange information directly but

only report their evaluations to a central authority, which calculates the final

reputation value. The actual utility of this mechanism is debatable.

The solutions proposed for MAS systems are interesting but so far insufficient to

meet the problems left open by online systems. There is a tendency to consider

reputation as an external attribute of agents without taking into account the process

of creation and transmission of that reputation.

We argue that a more theory-driven approach is needed, based upon a conceptual

analysis of the differences and analogies among notions concerning social evalua-

tion. In the next section we will therefore introduce our social cognitive approach

towards reputation.

15.2 An Alternative Approach: The Social Cognitive Theory

of Reputation

In this section we will present a social cognitive model of reputation, we will define

the difference between image and reputation, introduce the roles different agents

play when evaluating someone and transmitting this evaluation and, finally, we will

explain the decision processes underlying reputation.

Let us first clarify the term “social cognitive”. A cognitive process involves

symbolic mental representations (such as goals and beliefs) and is effectuated by

means of the mental operations that agents perform upon these representations

(reasoning, decision-making, etc.). A social cognitive process is a process that

involves social beliefs and goals, and that is effectuated by means of the operations

that agents perform upon social beliefs and goals (e.g. social reasoning). A belief or a
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goal is social when it mentions another agent and possibly one or more of his or her

mental states (for an in-depth discussion of these notions, see Conte and Castelfranchi

1995; Conte 1999).

Social cognitive processes are receiving growing attention within several

subfields of the Sciences of the Artificial, in particular intelligent software agents,

multi-agent systems, and artificial societies. Unlike the theory of mind (cf. Leslie

1992), which focuses upon one, albeit important aspect of social agency, namely

social beliefs, this approach aims at modelling and possibly implementing systems

acting in a social – be it natural or artificial – environment. Thus, it is aimed at

modelling the variety of mental states (including social goals, motivations,

obligations) and operations (such as social reasoning and decision-making) neces-

sary for an intelligent social system to act in some domain and influence other

agents (social learning, influence, and control).

15.2.1 Image and Reputation

The social cognitive model presented here is a dynamic approach that considers

reputation as the output of a social process of transmission of information. The input

to this process is the evaluation that agents directly form about a given agent during

interaction or observation. We will call this evaluation the social image of the agent.
An agent’s reputation is argued to be distinct from, although strictly interrelated

with, its image. Image consists of a set of evaluative beliefs (Miceli and

Castelfranchi 2000) about the characteristics of the target, i.e. it is an assessment

of her positive or negative qualities with regard to a norm, a competence, etc.

Reputation is both the process and the effect of transmission of a target image.

The image relevant for social reputation may concern a subset of the target’s

characteristics, e.g. its willingness to comply with socially accepted norms and

customs. More precisely, we define reputation to consist of three distinct but

interrelated objects: (1) a cognitive representation, i.e. a believed evaluation; (2) a

population object, i.e. a propagating believed evaluation; (3) an objective emergent

property at the agent level, i.e. what the agent is believed to be.

Reputation is a highly dynamic phenomenon in two distinct senses: it is subject

to change, especially as an effect of corruption, errors, deception, etc.; and it

emerges as an effect of a multi-level bidirectional process (Conte and Paolucci

2002). In particular, it proceeds from the level of individual cognition to the level of

social propagation (population level) and from there back to individual cognition.

What is even more interesting, once it reaches the population level it gives rise to an

additional property at the agent level. From the very moment an agent is targeted by

the community, their life will change whether they want or believe it or not.

Reputation has become the immaterial, more powerful equivalent of a scarlet letter

sewn to one’s clothes. It is more powerful because it may not even be perceived by

the individual to whom it is attached, and therefore it is not in the individual’s

power to control and manipulate. Reputation is an objective social property that
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emerges from a propagating cognitive representation. This lack of an identified

source, i.e. its impersonality, is the distinctive feature of reputation, whereas image

always requires identifying the individual who made the evaluation.

To formalise these concepts we will begin by defining the building block of

image. An agent has made an evaluation when he or she believes that a given entity

is good for, or can achieve a given goal. An agent has made a social evaluation

when his or her belief concerns another agent as a means for achieving this goal.

A given social evaluation includes three sets of agents:

1. A nonempty set E of agents who share the evaluation (evaluators)

2. A nonempty set T of evaluation targets

3. A nonempty set B of beneficiaries, i.e., the agents sharing the goal with regard to

which the elements of T are evaluated.

Often, the sets of evaluators and beneficiaries overlap but this is not necessarily

the case. A given agent t is a target of a social evaluation when t is believed to be a

good/bad means for a given goal of B, which may or may not include the evaluator.

Evaluations may concern physical, mental, and social properties of targets; agents

may evaluate a target with regard to both capacity and willingness to achieve a

shared goal. The latter, willingness to achieve a goal or interest, is particular to

social evaluations. Formally, e (with e2E) may evaluate t (t2T) with regard to a

state of the world that is in b’s (b2B) interest, but of which b may not be aware.

The interest/goal with regard to which t is evaluated may be a distributed or

collective advantage. It is an advantage for the individual members of B, or it may

favour a supra-individual entity, that results from the interactions among the

members of B (for example, if B’s members form a team).

To make this analysis more concrete, we will start with an example drawn from

the Sim-Norm model, which will be described in more detail in Section 15.3.1. Let

us consider a classical multi-agent situation, a set of agents fighting for access to a

scarce resource (food). Assume that a norm of precedence (a proscription against

attacking agents who are consuming their “own” resources) is applied to reduce

conflicts. The norm is disadvantageous for the norm follower in the short run, but is

advantageous for the community, and thus eventually for the individual followers.

We will call N the set of norm followers, or normative agents, and C the set of

cheaters, or violators of the norm. With regard to social evaluations (image), the

targets coincide with the set of all agents; T ¼ N[C (all are evaluated). The agents

carrying out the evaluation are restricted to the norm followers: E ¼ N, because
only the normative find purpose in evaluating. Finally, B ¼ N[C: indeed, if

normative agents benefit globally from the presence of the norm, cheaters in this

simple setting benefit even more by exploiting the norm; they can attack the weaker

while they themselves are safe from attacks by the gullible normative.

It is very easy to find examples where all three sets coincide. General behaviour

norms, such as “Do not commit murder” apply to, benefit, and are evaluated by the

whole universe of agents. There are situations in which beneficiaries, targets, and

evaluators are separate, for example, when norms safeguard the interests of a subset

of the population. Consider the quality of TV programs for children broadcast in the

376 F. Giardini et al.



afternoon. Here, we can identify three more or less distinct sets. Children are the

beneficiaries, while adults entrusted with taking care of children are the evaluators.

It could be argued that B and E still overlap, since E may be said to adopt B’s
interests. The targets of evaluation are the writers of programs and the decision-

makers at the broadcast stations. There may be a non-empty intersection between E
and T but no full overlap. In case the target of evaluation is the broadcaster itself, a

supra-individual entity, the intersection can be considered to be empty: E \ T ¼ Ø.

Extending this formalisation to include reputation, we have to differentiate

further. To assume that a target t is assigned a given reputation implies assuming

that t is believed to be “good” or “bad,” but it does not imply sharing either

evaluation. Reputation therefore involves four sets of agents:

1. A nonempty set E of agents who share the evaluation;

2. A nonempty set T of evaluation targets;

3. A nonempty set B of beneficiaries, i.e. the agents sharing the goal with regard to

which the elements of T are evaluated;

4. A nonempty set M of agents who share the meta-belief that members of E share

the evaluation; this is the set of all agents aware of the effect of reputation (as

stated above, effect is only one component of it; awareness of the process is not

implied).

Often, E can be taken as a subset of M; the evaluators are aware of the effect of

evaluation. In most situations, the intersection between the two sets is at least

nonempty, but exceptions exist.M in substance is the set of reputation transmitters,

or third parties. Third parties share a meta-belief about a given target, whether they

share the underlying belief or not.

15.2.2 Reputational Roles

Agents may play more than one role simultaneously: evaluator, beneficiary, target,

and third party. In the following, we will examine the characteristics of the four

roles in more detail.

15.2.2.1 Evaluator

Any autonomous agent is a potential evaluator Conte et al. 1998. Social agents are

likely to form evaluative beliefs about one another (see Castelfranchi 1998) as an

effect of interaction and social perception. These may be positive or negative,

depending on an agent’s experiences. When agents evaluate one another with

regard to their individual goals they obtain social evaluations. Image, the result of

such social evaluations, serves to identify friends and partners and to avoid

enemies. Who should the agent resort to for help? Who should he or she cooperate

with? And who should be avoided due to being dangerous or ill willed?
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Furthermore, agents may not only evaluate one another with regard to their

own goals, but with regard to the goals or interests of a given set of agents (the

beneficiaries), to which the evaluators may belong. A negative evaluation may be

formed about agents violating others’ rights or behaving in an apparently malevolent

and hostile manner, whether or not the evaluators consider themselves potential

victims of such actions. Information thus obtained may be used to infer that the

target could violate other rights in the future, namely, those of the evaluator. In

addition, evaluators may be concerned with one another’s power to achieve the goals

or interests of abstract social entities or institutions, as when we judge others’

attitudes towards norms, the church, the government or a political party.

To sum up, agents evaluate one another with regard to their own goals and the

goals they adopt from either other individual agents (e.g. their children) or supra-

individual agents, such as groups, organisations, or abstract social entities.

15.2.2.2 Beneficiary

A beneficiary is the entity that benefits from the action with regard to which targets

are evaluated. Beneficiaries can either be individual agents, groups and organisations

or even abstract social entities like social values and institutions. Beneficiaries may

be aware of their goals and interests, and of the evaluations, but this is not necessarily

the case. In principle, their goals might simply be adopted by the evaluators – as it

happens, for example, when members of the majority support norms protecting

minorities. Evaluators often are a subset of the beneficiaries.

Beneficiaries may be implicit in the evaluation. This is particularly the case

when it refers to a social value (honesty, altruism, etc.); the benefit itself and those

who take advantage of it are left implicit, and may coincide with the whole society.

The beneficiary of the behaviour under evaluation is also a beneficiary of this

evaluation: the more an (accurate) evaluation spreads, the likelier the execution

of the positively evaluated behaviour.

15.2.2.3 Target

The target of any social evaluation is the evaluated entity. While targets may even

be objects or artefacts to be used by others when the evaluation pertains to image,

for reputation mental and moral components are necessarily involved. Holders of

reputation (targets) are endowed with the following important characteristics:

• Agency, in particular autonomous agency and sociality (the target is evaluated

with regard to a given behaviour)

• Mental states, specifically willingness to perform the respective behaviour

• Decision making or deliberative capacity, i.e. the ability to choose a desirable

behaviour from a set of options

• Social responsibility, i.e. the power to prevent social harm and possibly to

respond for it, in case any damage occurs.
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Intuitively, targets are complementary to beneficiaries, but this is not necessarily

the case. Targets may be evaluated for their willingness to exhibit a behaviour from

which they are expected to benefit themselves.

Other than beneficiaries, targets are always explicit. They may be individual

entities or supra-individual like a group, a collective, an abstract entity, or a social

artefact, such as an institution, provided this can be attributed the capacity to make

decisions, achieve goals, and perform actions. A further distinguishing characteris-

tic of targets is that they may inherit the reputation of the set they belong to.

Offspring may inherit their parents’ reputation; employees may suffer from the

bad reputation of the firm they work for; members may inherit the reputation of

their social groups, whether they have had a chance to decide to join those groups or

not. In the latter case, the attitude under evaluation is considered to be a built-in

tendency shared by the targets.

Two dynamic processes characterise reputation. The first concerns the propaga-

tion of a social cognitive representation from one agent to another. We call this

transmission of reputation (or gossip). As we have seen so far, it is intrinsic to

reputation spreading. The second process concerns the extension of a given agent’s

reputation to other agents who are related to the former by affiliation, proximity,

similarity, etc. We will call it contagion of reputation (or inheritance). This

dynamic is not intrinsic to reputation, although it may empirically co-occur with

reputation spreading. It corresponds to what is usually called prejudice.

The transmission process spreads reputation as a cognitive representation,

whereas the contagious process spreads reputation as a property. Both may proceed

vertically and horizontally, within social groups and hierarchies and from one agent

to his or her neighbours in social space. In this sense, reputation may be perceived

as a highly fertile phenomenon, whose propagation is favoured by social member-

ship and proximity.

15.2.2.4 Third Party or Gossiper

An agent is a (potential) third party if she transmits (is in position to transmit)

reputation information about a target to another agent or set of agents. Although

sharing awareness of a given target reputation, third parties do not necessarily share

the corresponding image (social evaluation) of the target. That is, they do not

necessarily believe it to be true. Actually, an agent could share a given evaluation

with others without being aware of others’ existence. This would put him in a poor

position to transmit reputation. If there is no belief about E, it is very difficult to

justify (that is, to assign a goal to) the act of reputation transmission. Instead, the

meta-belief about the sharing of the evaluation is a powerful tool and paves the way

to complex (and potentially deceiving) new behaviours.

Third parties (if they are also targets) may deserve a negative evaluation; they

may actually deceive their fellow third parties, the beneficiaries, the targets, or the

society as a whole, by conveying information that they hold to be false. A third

party may be bluffing: he or she may pretend to be benevolent with regard to
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beneficiaries, in order to (1) enjoy the advantages of sharing reputation information,

(2) be considered as part of the in-group by other evaluators, and therefore (3) gain a

good reputation without sustaining the costs of its acquisition (as would be implied

by performing the socially desirable behaviour), and (4) avoid the consequences of

a bad reputation. Agents may also spread a false reputation, i.e., pretend that a target

has a given reputation when this is not the case. Agents do this in order to achieve

the aforementioned benefits without taking responsibility for spreading a given

social evaluation.

Agents may have incomplete and inaccurate information – a situation that can

result in ill-reputed agents being taken as well-reputed and vice versa. One reason

for incomplete or inaccurate information is the lack of personal experience and

familiarity with the target. In such a case, an agent might have received information

from other third parties or from agents who have had a direct contact with the target.

To demonstrate how the social categories so far identified may help in the analysis

of reputation spreading we will return to the example of the quality of TV programs

for children. Transmission of evaluations involves two distinct sets of agents,

children (beneficiaries) and adults with the children’s welfare in mind (evaluators),

while the targets – operators and decision-makers at broadcast stations – are a subset

of the evaluators. The set of third parties comprises the whole universe of adults,

thereby including evaluators and targets but not the beneficiaries. The targets (broad-

caster) offer an interesting example of the interplay between institutional and per-

sonal roles. While no assumption of benevolence towards B can be made on the part

of the institution (broadcast stations) itself, whose purpose is profit, things are more

intriguing in the case of their employees. These belong to E and are thus benevolent

with regard to B, but are also members of T and thus committed to their employer.

15.2.3 Reputation-Based Decisions

After identifying the different roles agents can take with regard to image, reputation

and its transmission let us now examine the relevant decision-making processes. To

understand the difference between image and reputation, we will categorise the

mental decisions based upon them into three levels:

1. The epistemic level is concerned with decisions about accepting or rejecting an

evaluative belief.

2. The pragmatic–strategic level concerns decisions about interacting with another
agent (target).

3. Thememetic level concerns decisions about transmitting evaluative beliefs about

a given target to others
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15.2.3.1 Epistemic Level

When an agent decides whether or not to accept a particular belief that forms either

a given image or acknowledges a given reputation he makes an epistemic decision.

This involves direct evaluation of the belief in question. To acknowledge a given

reputation implies two more specific beliefs: (a) that a nonempty set E of agents

within the same population shares the given image about the target (reputation

effect), and/or (b) that information about the target’s image has been circulated

(reputation process) among those agents.

Image and reputation about one and the same agent do not necessarily overlap.

From an agent X’s meta-belief that agent Y is said to be e.g. a womaniser we are not

entitled to derive X’s belief that Y is in fact a womaniser (although Xmay draw such

a more or less arbitrary conclusion). Image and reputation about the same Ymay be

consistent (for example, X believes that Y is and is believed to be a womaniser) or

inconsistent (X believes that Y either suffers from an undeserved bad reputation or

enjoys an unworthy good one).

To accept one does not imply acceptance of the other. The two processes of

acceptance are different not only in their respective outputs (evaluations and meta-

beliefs), but also in the operations involved. To accept a given image implies

coming to share it. The acceptance may be based, for example, upon supporting

evidence and first-hand experience with the image target, consistent pre-existing

evaluations (concerning, for example, the class of objects to which the target

belongs), or trust in the source of the given evaluative belief.

Acknowledging a given reputation, on the other hand, does not necessarily lead

to sharing others’ evaluations but rather to believing that these evaluations are held

or at least circulated by others. To assess the value of such a meta-belief is a rather

straightforward operation. For the recipient to be relatively confident about this

meta-belief, it is probably sufficient for him or her to hear some rumours.

15.2.3.2 Pragmatic-Strategic Level

Agents resort to their evaluative beliefs in order to achieve their goals (Miceli and

Castelfranchi 2000). In general, evaluations are guidelines for planning; therefore

social evaluations (evaluations about other agents) are guidelines for social action

and social planning. The image an agent X has about a target agent Y will guide his

or her action with regard to Y, will suggest whether it is convenient to interact with
Y or not, and also will suggest what type of interaction to establish with Y. Image

may also be conveyed to others in order to guide their actions towards the target in a

positive or negative sense. To do so, the agent must (pretend to) be committed to

their evaluation and take responsibility for its truth value.

While image dominates direct pragmatic-strategic decisions reputation may be

used when it is consistent with image or when no image of the target has been
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formed. To influence others’ social decisions, however, agents tend to transmit

information about the target’s reputation rather than their image of the target. Two

main reasons explain this inverse pattern:

Agents expect that a general opinion is more credible and acceptable than an

individual one.

Agents reporting on reputation do not need to commit to its truth value, and do not

have to take responsibility for it; consequently, they may influence others at a

lower personal cost.

15.2.3.3 Memetic Level

A memetic decision can be roughly described as the decision to spread reputation.

Consequently, communication about reputation is communication about a meta-

belief, i.e. about others’ mental attitudes. To spread news about someone’s reputa-

tion does not bind the speaker to commit himself to the truth value of the evaluation

conveyed but only to the existence of rumours about it. In other words, communi-

cation about reputation does neither imply any personal commitment of the speaker

with regard to the content of the information delivered – if an agent X reports on Y’s
bad reputation he is by no means stating that Y deserved it – nor any responsibility

with regard to the credibility of (the source of) information (“I was told that Y is a

bad guy”). This is due to the source of the meta-belief being implicit (“I was

told. . .”) and the set of agents to whom the belief is attributed being undefined

(“Y is ill/well reputed”).

Communication about reputation is not always sincere. On the contrary, the lack

of commitment and responsibility can (and often does) lead to deceptive reputation

transmission. To deceive other agents about Y’s reputation agent X only needs to

report it as a rumour independent of or even opposite to his own beliefs.

Several factors may affect an agent’s decision to transmit reputation information

(see Conte and Paolucci 2002):

• Certainty and acceptance of the evaluation,

• Reputation of the source from which information was received,

• Responsibility and accountability for the effects of distributing this evaluation to

others,

• Benevolence toward the beneficiary as opposed to benevolence toward the

target, or no benevolence at all.

Social responsibility can be defined as the power attributed to intelligent autono-

mous social systems to predict and prevent harm to others and/or themselves.

A memetic agent may be said to have harmed another agent by transmitting bad

reputation information about her. Responsibility comes from accountability, i.e. the

power and obligation to respond and repair harm that one has been found account-

able for. A memetic agent may be asked to take responsibility and possibly repair the
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harm. However, responsibility is much less crucial in a memetic than in a pragmatic

decision concerning reputation. The decision to transmit reputation will thus depend

on the extent to which the memetic agent is aware of potentially serious effects of

reputation transmission on the target and his perceived contribution to these effects.

The latter is influenced by the perceived “distance” from the target. It is easier

to convey potentially dangerous evaluations when the target is far away, absent,

unknown, etc., not only because the memetic agent is less likely to perceive the

effective occurrence of harm but also because he or she will not be a direct cause of

it. Harm will actually depend on a number of intermediate events, others’ decisions,

etc. The greater the distance and the smaller the memetic agent’s (perceived)

responsibility, the less cautious the memetic agent is likely to be.

Benevolence means whether and to what extent a candidate third party adopts

the goals or interests of either the target or the beneficiary of reputation transmis-

sion. When circulating reputation, memetic agents may follow different strategies,

according to the direction of their benevolence.

In case of benevolence towards the set of beneficiaries B, gossiping may follow

some prudence rule like “pass on negative evaluation even if uncertain, pass on

positive evaluation only if certain”. This may give way to circulation of a reputation

which is overly critical and worse than the real characteristics of the target.

When the benevolence is target-oriented (set T), it is possible to expect the

application of some courtesy rule like “pass on positive evaluation even if uncer-

tain, negative evaluation only if certain”. This may lead to a courtesy equilibrium

where no-one expresses critique anymore, especially fearing retaliation.

If memetic agents are not benevolent towards any of the two sets B and T, Conte
and Paolucci (2002) predicts scarcity of reputation transmission. In this case

production of information may be induced by institutional reinforcement of it,

e.g. a university requesting students to academically evaluate their lecturers.

Systematic application of a courtesy or prudence rule in reputation spreading

may result in selective transmission of either positive or negative evaluations. We

expect general adoption of such rules as a consequence of self-interested decisions

of single memetic agents. We may reasonably suppose that a lower responsibility of

memetic agents increments the quantity of circulating information, while benevo-

lence direction is a consequence – all other factors being equal – of the overlapping

of reputational roles of agents. Role overlapping means that the same people

(or people having the same norm-related goals) are involved in more than one

reputational role. Such agents then may consider it useful to be prudent or generous

in their information spreading, or they may have not enough motivation to circulate

information of any sort.

As we have seen in this and the previous section, operationalization of cognitive

properties of reputation and dynamics of reputational groups allows us to express

testable hypotheses, which can be investigated both by experimenting with human

subjects and by designing software reputation agents.
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15.3 Simulating Reputation

Social simulation models have been successfully employed to investigate the

effects of reputation in different contexts. In this section we will present an

overview of three different ways of designing agent-based systems based on the

cognitive theory of reputation presented previously. These models can be distin-

guished according to:

• Different levels of cognitive complexity of the agents,

• The kind of setting (purely cooperative, competitive or both)

• The scenario.

The first, Sim-Norm, based on a very simple concept of reputation, has been

applied to observe the impact of reputation in social control. The second, REPAGE,

based on a more complex agent architecture and on the concepts of reputation and

image introduced in the previous section, has been applied to explore the impact of

social evaluation on the market. Finally, in the third model, called SOCRATE,

relatively simple agents interact in a complex market in which they exchange both

goods and information.

15.3.1 Sim-Norm

This model was developed to examine the effect of reputation on the efficiency of a

norm of precedence (Castelfranchi, Conte, Paolucci 1998; Conte and Paolucci

1999; Paolucci 2000) in reducing aggression, measured both at the global (i.e.

societal) and local (i.e. individual) level. In particular, Sim-Norm was designed to

explore why self-interested agents exercise social control. Albeit far from reaching

a final conclusion on this issue, the studies based on Sim-Norm confirmed a positive

impact of reputation on social control.

More precisely, while individually acquired evaluation of other agents gave

norm executors no significant advantage, the transmission of these evaluations

among norm executors proved decisive in levelling the outcomes of norm-abiders

and cheaters (if numerically balanced).

15.3.1.1 Hypotheses

Sim-Norm revolved around the question of which ingredients are necessary for

social order to be established in a society of agents. The role of norms as aggression

controllers in artificial populations living under conditions of resource scarcity was

addressed. We set out to explore two hypotheses:

Norm-based social order can be maintained and its costs reduced via distributed

social control.
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Social cognitive mechanisms are needed to account for distributed social control. In

particular, the propagation of social beliefs plays a decisive role in distributing

social control at low or zero individual costs and high global benefit.

15.3.1.2 Model Description and Experimental Conditions

The model defines agents as objects moving in a two-dimensional environment

(a 10 � 10 grid) with randomly scattered food. At the beginning of a run, agents

and food items are assigned locations at random. A location is a cell in the grid. The

same cell cannot contain more than one object at a time (except when an agent is

eating). The agents move through the grid in search of food, stopping to eat to build

up their strength when they find it. The agents can be attacked only when eating;

no other type of aggression is allowed.

At the beginning of each step, every agent selects an action from the six

available routines: eat, move-to-food-seen, move-to-food-smelled, attack, move-
random, and pause. Actions are supposed to be simultaneous and time consuming.

To investigate the role of norms in the control of aggression, we compared

scenarios in which agents follow a norm – implemented as a restriction on attacks –

with identical scenarios, in which they follow utilitarian rules. In all scenarios, each

agent can perform only one of three strategies:

Blind aggression, or control condition, in which aggression is not constrained. If the

agent can perform no better move (eating, moving to food seen or smelled), then

it will attack without further considerations. Blind agents have access to neither

their own strength nor the eater’s strength; these parameters never enter their

decision-making process.

Utilitarian, in which aggression is constrained by strategic reasoning. Agents will

only attack those eaters whose strength is lower than their own. An eater’s

strength is “visible” one step away from the agent’s current location. While

blind agents observe no rule at all, utilitarian agents observe a rule of personal

utility, which does not qualify as a norm.

Normative (N), in which aggression is constrained by a norm. We introduced a

finder-keeper precept, assigning a “moral right” to food items to finders, who

become possessors of the food. Possession of food is ascribed to an agent on the

grounds of spatial vicinity; food owned is flagged, and every player knows to

whom it belongs. Each food unit may have up to five owners, decided on the

basis of proximity at the time of creation. The norm then prescribes that agents

cannot attack other agents who are eating their own food.

The strategies can also be characterised by the kind of agents they allow to

attack: while blind agents attack anybody, the utilitarian agents attack only the

weaker, and the normative agents, respecting a norm of private property, will not

attack agents who are eating their own food.
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These strategies were compared (Castelfranchi et al. 1998) using an efficiency

measure – the average strength of the population after n periods of simulation – and

a fairness measure, the individual deviation from the average strength.

15.3.1.3 Findings

The first two series of experiments showed that normative agents perform less well

than non-normative agents in mixed populations, as they alone bear the costs of

social control and are exploited by utilitarian agents. In a following series of

experiments, “image” was added to the preceding experimental picture. Now,

each normative agent collects information about the behaviour of other agents in

an image vector. This information is binary and discriminates between the

“respectful,” who will abide with the norm and “cheaters,” who will not respect

the principle of finders–keepers. The vector is initialised to “all respectful” (pre-

sumption of innocence), but every time a normative agent is attacked while eating

its own food, the attacker is recorded as a cheater. Moreover, the normative

algorithm is modified so that the agents respect the norm only when facing agents

known as respectful, while they behave with known cheaters according to one of the

retaliation strategies listed above.

The results from another set of experimental runs on a mixed population equally

composed of normative and utilitarian agents show that in this model useful

knowledge can be drawn from personal experience, but therefore still at one’s

own cost. To reduce cost differences among subpopulations, image is insufficient.

Henceforth, we provided the respectful agents with the capacity to exchange

with their (believed-to-be) respectful neighbours at distance one images of other

agents. With the implementation of a mechanism of transmission of information,

we can speak of a reputation system. We ran the experiments again with normative

agents exchanging information about cheaters. The results suggest that circulating

knowledge about others’ behaviours significantly improves normative agents’

outcomes in a mixed population.

The spreading of reputation can then be interpreted as a mechanism of cost

redistribution for the normative population. Communication allows compliant

agents to easily acquire preventive information, sparing them the costs of direct

confrontations with cheaters. By spreading the news that some guys cheat, the good

guys (1) protect themselves, (2) at the same time punish the cheaters, and possibly

(3) exercise an indirect influence on the bad guys to obey the norm. Social control is

therefore explained as an indirect effect of a “reciprocal altruism” of knowledge.

15.3.1.4 Concluding Remarks

The Sim-Norm model presented in this section was studied with the purpose of

clarifying the role of norms controlling aggression in simple multi-agent systems.

The model shows that a simple norm of precedence is not as efficient as a utilitarian
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rule when utilitarian agents are present; the normative agents must resort to retalia-

tion against cheaters. The addition of image is not enough to defend the norm, but

image coupled with a mechanism of information transmission is. The necessity of

information transmission points out the relevance of our distinction between image

and reputation.

The model inspired further research in the social simulation community: Saam

and Harrer (1999) used the same model to explore the interaction between norma-

tive control and power, whereas Hales (2002) applied an extended version of Sim-

Norm to investigate the effects of group reputation. In his model agents are given

the cognitive capacity to categorise other agents as members of a group and project

reputation onto whole groups instead of individual agents (a form of stereotyping).

15.3.2 The REPAGE Cognitive Architecture

REPAGE is a computational system for partner selection in a competitive setting

(marketplace), although in principle it can also be used in cooperative contexts

(organizations). Based on a model of REPutation, imAGE and their interplay,

REPAGE provides evaluations of potential partners and is fed with information

from others plus outcomes from direct experience. This is fundamental to account

for (and to design) limited autonomous agents as exchange partners. To select good

partners, agents need to form and update own social evaluations; hence, they must

exchange evaluations with one another.

But in order to preserve their autonomy, agents need to decide whether or not to
share others’ evaluations of a given target. If agents would automatically accept

reported evaluations and transmit them as their own, they would not be autonomous

anymore. In addition, in order to exchange information about reputation, agents

need to participate in circulating it, whether they believe it or not (gossip); but again

to preserve their autonomy, they must decide how, when and about whom to gossip.

In sum, the distinction between image and reputation suggests a way out from the

paradox of sociality, i.e. the trade-off between agents’ autonomy and their need to

adapt to social environment. On one hand, agents are autonomous if they select

partners based on their social evaluations (images). On the other, they need to update

evaluations by taking into account others’ evaluations. Hence, social evaluations

must circulate and be represented as “reported evaluations” (reputation), before and

in order for agents to decide whether to accept them or not. To represent this level of

cognitive detail in artificial agents’ design, there is a need for a specialised subsys-

tem. This is what REPAGE provides.

In the following we briefly describe the architecture of the REPAGE model and

how it is integrated with the other elements that compose a typical deliberative

agent (cf. Sabater et al. 2006 for a more detailed description). REPAGE is com-

posed of three main elements: a memory, a set of components called detectors and

the analyzer. An implementation of REPAGE in Java has been published as a

Sourceforge project.
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15.3.2.1 Memory

In the implementation, to support the specialized nature of REPAGE, memory is

actually composed by a set of references to the predicates in the agent general-

purpose memory (see section A of Fig. 15.1). Only those predicates that are relevant

for dealing with image and reputation are considered. Therefore, of all the

predicates in the main memory, only a subset is also part of the REPAGE memory.

A change in a predicate is immediately visible in both memories.

To mirror their dependence connections, in the REPAGE memory predicates are

conceptually organized in different levels and inter-connected. Each predicate

reference is wrapped by a component that adds connection capabilities to it.

Predicates contain a fuzzy evaluation, consisting of three aspects: the type of the

evaluation (e.g. personal experience, image, third party image), the role of the target

(e.g. informant or seller) and the actual content. To store the content, a simple

number is used in e-Bay and in most reputation systems. This sharp representation,

however, is quite implausible in inter-agent communication, which is one of the

central aspects of REPAGE; in real life no-one is told that people are saying Jane is

0.234 good. To capture the lack of precision coming (a) from vague utterances, e.g.

“I believe that agent X is good, I mean, very good – good, that is”, and (b) from noise

in the communication or in the recollection from memory, we decided to model the

actual value of an evaluation with a tuple of positive real values that sum to one.

Aggregation of these evaluations was detailed in Sabater and Paolucci (2007).

Finally, each predicate has a strength value associated to it. This value is a

function of (1) the strength of its antecedents and of (2) some special characteristics

intrinsic to that type of predicate. The network of dependencies specifies which

Planner

Planner

R e p a g e

Analyzer

Agent main memory

Repage memory Detectors

Comm
module

Comm
module

Main
mem

Repage

a b

Fig. 15.1 REPAGE and its environment. For the sake of clarity only agent components that

interact with REPAGE are depicted

388 F. Giardini et al.



predicates contribute to the values of other predicates. Each predicate in the

REPAGE memory has a set of antecedents and a set of consequents. If an anteced-

ent changes its value or is removed, the predicate is notified. Then the predicate

recalculates its value and notifies the change to its consequents.

15.3.2.2 Detectors

The detectors are inference units specialized in certain predicates. They populate

the REPAGE memory (and consequently the main memory of the agent) with new

predicates inferred from those already in the memory. They are also responsible for

removing predicates that are no longer useful and, more importantly, for creating

the network of dependencies among the predicates.

Each time a new predicate is added to or removed from the main memory (either

by the action of another agent module – planner, communication module, etc. – or

by the action of a detector) the REPAGE memory notifies all detectors ‘interested’

in that type of predicate. This starts a cascading process where several detectors

are activated one after the other. At the same time, the dependency network ensures

the correct update of the predicate values according to the new additions and

subtractions.

15.3.2.3 Analyzer

The main task of the analyzer is to propose actions that (1) can improve the

accuracy of the predicates in the REPAGE memory and (2) can solve cognitive

dissonances trying to produce a situation of certainty. The analyzer can propose one

or more suggestions to the planner, which then decides whether to execute them

or not.

15.3.2.4 Integration with Deliberative Agent Architecture

One of the key points of the REPAGE design is its easy integration with the other

elements that compose a deliberative agent. REPAGE is not only a passive module

the agent can query to obtain information about image and reputation of another

agent. The aim of REPAGE is also to provide the agent (or more specifically, the

planner module of the agent) with a set of possibilities that can be followed to

improve the reliability of the provided information.

The communication module connects the agent with the rest of the world. After a

possible process of filtering and/or transformation of the received information, new

predicates are added to the main memory.

The REPAGE memory contains references to those predicates in the main

memory of the agent that are relevant to deal with image and reputation. The

actions of the detectors over the REPAGE memory result in addition/removal of
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predicates as well as the creation of the dependence network. While the addition or

removal of predicates has again an immediate effect on the main memory, the

dependence network is present only in the REPAGE memory.

The planner uses the information in the main memory to produce plans. This

information includes the information generated by REPAGE. By means of the

analyzer, REPAGE always suggests new actions to the planner in order to improve

the accuracy of existing images and reputations. It is a task of the planner to decide

which actions are worth being performed. These actions (usually asking informers

or interacting with other agents) will hopefully provide new information that will

feed REPAGE and improve its accuracy. This cycle is illustrated in Fig. 15.1(B).

15.3.2.5 Demonstration

To illustrate some of the main points in the behaviour of REPAGE let us consider

two particular situations that are quite common in the application area of markets.

The general scenario is the following: Agent X is a buyer who knows that agent

Y sells what he needs but knows nothing about the quality of agent Y (the target of

the evaluations) as a seller. Therefore, he turns to other agents in search for

information – the kind of behaviour that can be found, for example, in Internet

fora, auctions, and in most agent systems.

In the first situation, agent X receives a communication from agent Z saying that

his image of agent Y as a seller is very good. Since agent X does not yet have an

image about agent Z as informer he resorts to a default image that is usually quite

low. The uncertain image as an informer adds uncertainty to the value of the

communication.

Later on, agent X has received six communications from different agents

containing their image of agent Z as an informer. Three of them give a good report

and three a bad one. This information is enough for agent X now to build an image

about agent Z as an informer so this new image substitutes the default candidate

image that was used so far. However, the newly formed image is insufficient to take

any strategic decision – the target seems to show an irregular behaviour.

At this point, agent X decides to try a direct interaction with agent Y. Because he
is not sure about agent Y he resorts to a low risk interaction. The result of this

interaction is completely satisfactory and has important effects in the REPAGE

memory. The candidate image about agent Y as a seller becomes a full image, in this

case a positive one.

Moreover, this positive image is compared (via a fuzzy metric) with the infor-

mation provided by agent Z (which was a positive evaluation of agent Y as a seller);

since the comparison shows that the evaluations are similar, a positive confirmation

of the image of agent Z as an informer is generated. This reinforcement of the image

of agent Z as a good informer at the same time reinforces the image of agent Y as a

good seller. As a consequence, there is a positive feedback between the image of

agent Y as a good seller and the image of agent Z as a good informer. This feedback

is a necessary and relevant part of the REPAGE model.
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The purpose of the second situation is to show how REPAGE differentiates

between image and reputation. In this case agent X, after a couple of successful

interactions with agent Y, receives four communications from different informants.

Each informant communicates the reputation of agent Y as a seller, which happens

to be negative. This contradicts agent X’s own positive evaluations of Y stemming

from their direct interactions. However, it is not a problem in REPAGE because

there is a clear distinction between image and reputation. In addition, unlike

communicated images (see first situation) communications about reputation do

not generate confirmations that reinforce or weaken the image of the informant.

15.3.2.6 Concluding Remarks

REPAGE is a cognitive architecture to be used by artificial autonomous agents in

different scenarios, be they MAS applications, artificial markets or teamwork. Its

main objective is to give agents access to a fundamental module for social

reasoning and decision-making on the first two levels described in Sect. 15.2.3.1

and 15.2.3.2, epistemic and strategic. Thus, the main outputs of REPAGE consist of

“advice” about what to think of a given target and how to interact with it.

However, there are still some aspects of reputation-based decisions, which need

further theoretical elaboration and inclusion into REPAGE. First, the interplay

between image and reputation in the epistemic decision: which received evaluations

will be transformed into own evaluations of a given target and why? Secondly, the

grounds on which memetic decisions are made: what is said to whom, and moreover,

why? Both these issues will prove particularly relevant in testing this architecture by

means of simulation.

15.3.3 SOCRATE

SOCRATE is an attempt to test the cognitive theory of reputation in a ideal-typical

economic setting, modeled after an industrial district in which firms exchange

goods and information (Giardini et al. 2008; Di Tosto et al. 2010). In this model,

the focus is on social relationships among agents and their impact on the focusing

on social links and on the resulting social structure, usually informal, which is a

defining feature of industrial clusters (Porter 1998; Fioretti 2005; Squazzoni and

Boero 2002). Social evaluations are the building blocks of social and economic

relationships inside the cluster; they are used to select trustworthy partners, to

create and enlarge the social network (Giardini and Cecconi 2010), and to exert

social control on cheaters.
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15.3.3.1 Agents and Environment

We implemented an artificial environment in which agents can choose among

several potential suppliers by relying either on their own evaluations, or on other

agents’ evaluations. In the latter case, the availability of truthful information could

help agents to find reliable partners without bearing the costs of potentially nega-

tive, i.e. harmful, interactions with bad suppliers. Moreover, evaluations can be

transmitted either as image (with an explicit source and the consequent risk of

retaliation) or as reputation.

We tried to answer the following questions:

• How relevant is image when firms need to select suppliers, service providers and

so on?

• Does transmission of image promote the improvement of quality in a cluster?

• How does false information affect the quality of the cluster?

• What are the effects of image and reputation, respectively, on the economic

performance of firms?

Our model is characterized by the existence of two different kinds of interactions

among agents: material exchange and evaluation exchange. The former refers to the

exchange of products between leader firms and their suppliers, and it leads to the

creation of a supply chain network. On the other hand, the flows of social

evaluations among the firms create a social network. In this setting, agents can

transmit true or false evaluations in order to either help or hamper their fellows

searching for a good partner.

Agents are firms organized into different layers, in line with their role in the

production cycle. The number of layers can vary according to the characteristics of

the cluster, but a minimum of two layers is required. Here, we have three layers, but

n possible layers can be added, in order to develop a more complex production

process:

Layer 0 (L0) is represented by leader firms that supply the final product

Layer 1 (L1) is represented by suppliers of L0

Layer 2 (L2) are firms providing raw material to firms in L1.

When image transmission is allowed, both leader firms and suppliers exchange

information with their fellows, thus creating and taking part in a social network.

This process works only horizontally: L0 and L1 are not allowed to talk each other.

Agents in both layers can play two possible roles:

Questioner – asks an Informer, i.e. another firm of the same layer, to suggest a good

supplier;

Informer – provides her own image of a good supplier. Honest informers suggest

their best rated supplier, whereas cheaters transmit the image of their worse

supplier (as if it was a good one).
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Agents in L0 have to select suppliers that produce with a quality above the

average among all L1 agents. Suppliers can be directly tested or they can be chosen

thanks to the information received by other L0 firms acting as Informers. Buying

products from L1 and asking for information to L0 fellows are competing activities

that can not be performed contemporaneously. In turn, once received an order for a

product, L1 firms should select a good supplier (above the average quality) among

those in L2. After each interaction with a supplier, both L0 and L1 agents create an

evaluation, i.e. an image, of it, comparing the quality of the product they bought

with the quality threshold value. Agents are endowed with an “Image Table” in

which all the values of the tested partners are recorded and stored for future

selections. In the Reputation condition, evaluations are exchanged without reveal-

ing their source, thus injecting the cluster with untested information. In this

condition, retaliation against untrustful informers is unattainable.

At each simulation cycle, firms attempt to interact with the best known suppliers.

Every time the best known supplier is unavailable they query their fellows about

other high quality suppliers, which will be tested and integrated into the Image-

Table.

15.3.3.2 Results

The exchange of true and valuable information led to a significant increase in

quality of exchanged goods, making the cluster exploration faster and permitting

firms to obtain higher profits. However, in the Image condition average quality was

negatively affected by the presence of cheaters, because false information triggered

a mechanism of reciprocal retaliation with detrimental effects on the cluster as a

whole. In the Reputation Condition, the cluster could absorb relatively high

percentages of cheaters, without compromising its economic performance.

SOCRATE results provided further support to the hypotheses about the impor-

tance of reputation for social control, showing again that social evaluations and

their features have consequences also in economic terms.

15.3.3.3 Concluding Remarks

Given the assumption that in this “small-world”, as in the real world, evaluations

are crucial to selecting trustworthy partners and to isolating cheaters, we tried to

demonstrate how useful this exchange is, especially in terms of global cluster

quality and profits. Firms receiving reliable information about potential partners

found good suppliers in a faster and more efficient way, compared to firms that were

systematically cheated by their fellows. More interesting results are expected after

we include an enriched economic structure and the implementation of reputation.
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15.4 Conclusion and Future Work

In the last decade there has been a significant increase in research on reputation and

gossip. There is growing evidence on the fact that the presence of reputation

strongly promotes cooperation and represents an effective way to maintain social

control. Exercising social control roughly means to isolate and punish the cheaters.

However, punishment is costly and it inevitably implies the problem of second-

order cooperation.

In this chapter, we discussed current studies of reputation as a distributed

instrument for social order. After a critical review of current technologies of

reputation in electronic institutions and agentized environments, a theory of repu-

tation as a social cognitive artefact was presented. In this view, reputation allows

agents to cooperate at a social meta-level, exchanging information (a) for partner

selection in competitive settings like markets and (b) for cheater isolation and

punishment in cooperative settings like teamwork and grouping.

To exemplify both functionalities, we introduced three simulation models of

reputation in artificial societies developed within our research group during the last

decade. Both have been used mainly as a theory-building tool.

The first, Sim-Norm, is a reputation-based model for norm compliance. The

main findings from simulations show that, if circulated among norm-abiders only,

reputation allows for the costs of compliance to be redistributed between two

balanced subpopulations of norm-abiders and cheaters. In such a way, it contributes

to the fitness of the former, neutralising the advantage of cheaters. However, results

also show that as soon as the latter start to bluff and optimistic errors begin to spread

in the population, things worsen for norm-abiders, to the point that the advantage

produced by reputation is nullified.

REPAGE, a much more complex computational model than SimNorm, was

developed to test the impact of image, reputation and their interaction on the

market. Based on our social cognitive theory, it allows the distinction between

image and reputation to be made, and the trade-off between agents’ autonomy and

their liability to social influence to be coped with. REPAGE allows the circulation

of reputation whether or not third parties accept it as true.

Finally, SOCRATE is an attempt to combine fairly complex agents (endowed

with a memory and able to manage different kinds of evaluations) with a market in

which agents must protect themselves from both informational and material

cheating. In this context, reputation has been proven to be useful to punish cheaters

but it also prevented the social network from collapse.

These results clearly show that differentiating image from reputation provides a

means for coping with informational cheating and that further work is needed to

achieve a better understanding of this complex phenomenon. The long term results of

these studies are expected to (a) answer the question on how to cope with informa-

tional cheating (by testing the above hypothesis), (b) provide guidelines about how to

realize technologies of reputation that achieve specified objectives (e.g. promoting
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respect of contracts vs. increasing volume of transactions), and finally (c) show the

impact of reputation on the competitiveness of firms within and between districts.
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Further Reading

For a more in-depth treatment of the contents of this chapter we refer the reader to

the monograph Reputation in Artificial Societies (Conte and Paolucci 2002).

A review of this book was published in JASSS (Squazzoni 2004). For more on

the same line of research, with an easier presentation aimed to dissemination, we

suggest the booklet published as the result of the eRep project (Paolucci et al. 2009).

A conference aiming to propose a scientific approach to Reputation has been

organized in 2009: the first International Conference on Reputation, ICORE 2009.

Its proceedings (Paolucci 2009), available online, contain a collection of papers that

give an idea of the range of approaches and ideas on Reputation from several

academic disciplines.

Due to the focus on the theoretical background of reputation only a narrow

selection of simulation models of reputation could be discussed in this chapter.

Sabater and Sierra (2005) give a detailed and well-informed overview of current

models of trust and reputation using a variety of mechanisms. Another good starting

point for the reader interested in different models and mechanisms is the review by

Ramchurn and colleagues (Ramchurn et al. 2004a).

Further advanced issues for specialised reputation subfields can be found in

(Jøsang et al. 2007), a review of online trust and reputation systems, and in (Koenig

et al. 2008), regarding the Internet of Services approach to Grid Computing.
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