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Abstract: The semantic annotation of textual Web content is key for the success of the

Semantic Web. This entry reviews key approaches and state-of-the-art systems, as well as

drawing conclusions on outstanding challenges and future work.

First, the problem of semantic annotation is defined and distinguished from other

related research fields. Manual annotation tools are discussed next in the context of key

requirements, such as support for diverse document formats, multiple ontologies, and

collaborative, Web-based annotation.

Next, the entry discusses ontology-oriented, semiautomatic, and automatic systems,

which typically target ontologies as their output format, but do not use them as

a knowledge resource during semantic analysis. Then a number of more advanced

ontology-based semantic annotation approaches are presented and compared to one

another. Particular emphasis is on scalability (i.e., the ability to process millions of

documents) and customization (i.e., how easy it is to adapt these systems to new domains

and/or ontologies).

The semantic retrieval of documents enables users to find all documents that mention

one or more instances from the ontology and/or relations. The queries can also mix free-

text keywords, not just the annotations. Here different types of retrieval tools are reviewed,

some of which provide document browsing functionality as well as search refinement

capabilities. The entry then provides in-depth examples of three semantic annotation

applications: the GATE framework, News Collector, and large-scale patent processing.

Future issues to be addressed are making use of linked data, dealing with large-scale,

highly ambiguous ontologies, multilinguality, lexicalization of ontologies, and from an

implementational perspective, semantic annotation as a service.
3.1 Scientific and Technical Overview

The Semantic Web is about adding a machine-tractable, repurposeable layer that com-

plements the ‘‘traditional’’ Web of natural language hypertext. An important aspect of the

World Wide Web is that it has been based largely on human-written materials, and in

making the shift to the next-generation knowledge-based Web, human language will

remain key. One particular example of the continuing importance of human language

content on the Web comes from the success of Web 2.0 and social media. For instance, the

growth in Twitter alone between 2008 and 2009 was over 1,000% and it is projected that by

2010, around 10% of all Internet users will be publishing content on Twitter. At the same

time, there are over 70 million blogs and the average Facebook user has around 160

connections, many of whom are posting content in natural language on a daily basis.

These users are also publishing other media online, such as photos and videos but these

are outside the scope of this entry.

In the knowledge management context, Gartner reported (http://www3.gartner.com/

DisplayDocument?id = 379859) that more than 95% of human-to-computer information

input involves textual language and this trend will remain stable. They also report that by

2012, taxonomic and hierarchical knowledge mapping and indexing will be prevalent in

http://www3.gartner.com/DisplayDocument?id = 379859
http://www3.gartner.com/DisplayDocument?id = 379859
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Semantic annotation example
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almost all information-rich applications. There is a tension here: between the increasingly

rich semantic models in Semantic Web systems on the one hand and the continuing

prevalence of human language materials on the other (see >Ontologies and the Semantic

Web, for an introduction to ontologies and the Semantic Web).

The process of tying semantic models and natural language together is referred to as

semantic annotation. This process may be characterized as the dynamic creation of

interrelationships between ontologies and unstructured and semi-structured documents

in a bidirectional manner. From a technological perspective, semantic annotation is about

annotating in texts all mentions of concepts from the ontology (i.e., classes, instances,

properties, and relations), through metadata referring to their URIs in the ontology.

Approaches that only enhance the ontology with new instances derived from the texts

are typically referred to as ontology population.

A semantic annotation example is shown in > Fig. 3.1, where the strings ‘‘XYZ’’ and

‘‘the company’’ are marked as referring to the instance with URI XYZ-02FA, which is of

class company. From an implementational perspective, the semantic annotation task is

often broken down into two main phases: ontology-based lookup and reference disam-

biguation (see > Fig. 3.2). Ontology-based lookup is concerned with identifying all

candidate mentions of concepts from the ontology. In this example, there are

two candidates that match the string XYZ, based on their RDF labels: XYZ-02FA and

XYZ-98. The reference disambiguation step then uses contextual information from the

text as well as knowledge from the ontology to disambiguate the mentions to the correct

ontology concept. In this example, the text mentions London and in the ontology,

XYZ-02FA is the candidate company established in London.

Some semantic annotation systems also perform ontology population (see > Fig. 3.2),

that is, in addition to annotating the documents with respect to an ontology, they also

enrich the ontology itself with new instances not already present in the ontology. For

example, if a new British prime minister comes to power and a system is annotating news

documents, then it can discover the new prime minister’s name from the incoming
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articles. It must be noted that ontology population is a much harder task than ontology-

based lookup and reference disambiguation, since it can introduce noisy, unreliable

information in the ontology. An even more challenging problem is new concept discovery

where a system can also learn new ontological classes and relations. The latter is typically

carried out in a separate step, where domain experts can check the quality and validity of

the newly discovered facts, prior to placing them in the ontology.

Semantic annotation can be performed manually, automatically, or semiautomatically,

that is, first an automatic system creates some annotations and these are then post-edited

and corrected by human annotators. Also, by definition all annotations are tied to one or

more ontologies. Therefore, if an ontology changes or needs to be substituted by a different

ontology, then all or some of the semantic annotation of the documents will need to be

redone. Consequently, ontology evolution and the size of textual content on the Web

make manual annotation infeasible in most cases, apart from very limited domains and

applications. It is used primarily as means for checking the quality of the automatic

methods, as well as for estimating the effort required for semiautomatic annotation.

Information Extraction (IE), a form of natural language analysis, is becoming a central

technology for bridging the gap between unstructured text and formal knowledge

expressed in ontologies. Ontology-Based IE (OBIE) is IE that is adapted specifically for

the semantic annotation task. One of the important differences between traditional IE and

OBIE is in the use of a formal ontology as one of the system’s inputs and as the target
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output. Some researchers (e.g., [1]) call ontology-based any system that specifies its

outputs with respect to an ontology, however, in general, if a system only has

a mapping between the IE outputs and the ontology, this is not sufficient and therefore,

such systems should be referred as ontology-oriented.

Another distinguishing characteristic of the ontology-based IE process is that it not

only finds the (most specific) class of the extracted entity, but also identifies it by linking it

to its semantic description in the instance base, typically via a URI. This allows entities to

be traced across documents and their descriptions to be enriched during the IE process. In

practical terms, this requires automatic recognition of named entities, terms, and relations

and also coreference resolution both within and across documents. These more complex

algorithms are typically preceded by some linguistic preprocessing (tokenization, Part-

Of-Speech (POS) tagging, etc.).

Irrespective of the techniques used, the semantic annotation of textual content enables

semantic-based document retrieval (see > Fig. 3.2). This task is a modification of classical

Information Retrieval (IR), but documents are retrieved on the basis of relevance to

ontology concepts, as well as words. Nevertheless the basic assumption is quite similar –

a document is characterized by the bag of tokens constituting its content, disregarding its

structure. While the basic IR approach considers the word stems as tokens, there has been

considerable effort for the last decade toward using word-senses or lexical concepts (see

[2, 3]) for indexing and retrieval. The semantic annotations can be regarded as a special

kind of token to be indexed and retrieved. With respect to techniques, work on semantic-

based document retrieval is significantly less advanced than that on semantic annotation

techniques, largely because the latter are enablers of the former. In addition, sufficiently

scalable semantic repositories have only recently become available (for further details on

semantic repositories see > Storing the Semantic Web: Repositories).

Semantic annotation is relevant in many application contexts, for example, knowledge

management (see>KnowledgeManagement in Large Organizations), (> eBusiness), and

(> eScience) (see the eponymous chapters in this handbook), and many large-scale

implemented systems are already deployed and used on a daily basis.
3.1.1 Encoding Semantic Annotations

The first issue that needs to be addressed by any semantic annotation system is how to

encode the annotations in documents. Some commonly used approaches are:

– As inline markup within the document’s text content, with URIs pointing to the

ontology (see > Fig. 3.13)

– As RDF markup attached to the start/end of the document (see > Fig. 3.3)

– As standoff RDFmarkup pointing to the document, but stored in a separate file and/or

loaded within a semantic repository (see > Fig. 3.10)

The trade-offs between these three approaches are several. First, representing each

annotation inline, on each occurrence of the target instance/class has the advantage over



<!--ONTOMAT-ANNOTATION-BEGIN<rdf:RDF  
xmlns:rdf="http://www.w3.org/1999/02/22-rdf-syntax-ns#"  
xmlns:iswc="http://annotation.semanticweb.org/2004/iswc#"  

xmlns:rdfs="http://www.w3.org/2000/01/rdf-schema#">  
<owl:Ontology  rdf:about="http://www.dcs.shef.ac.uk/~kalina/index.html#">

<owl:imports  rdf:resource="http://annotation.semanticweb.org/ontologies/cream/ontomat#"/>
<owl:imports  rdf:resource="http://annotation.semanticweb.org/2004/iswc#"/>

</owl:Ontology>  
<iswc:Organization  rdf:about="http://www.dcs.shef.ac.uk/~kalina/index.html#University_of_Sheffield">
    <rdfs:label> University  of  Sheffield</rdfs:label>  

<iswc:has_affiliate>  
<iswc:Person  rdf:about="http://www.dcs.shef.ac.uk/~kalina/index.html#Kalina_Bontcheva">  

<iswc:phone>(+44  -  114)  222  1930</iswc:phone>  
<iswc:fax>(+44  -  114)  222  1810</iswc:fax>  
<rdfs:label>Kalina  Bontcheva</rdfs:label>  

</iswc:Person>  
</iswc:has_affiliate>  

</iswc:Organization>  

</rdf:RDF>  
-->  

...

...

. Fig. 3.3

Example RDF markup attached to a semantically annotated document
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the other two representations when a system needs to retrieve the specific place(s) within

documents where this class/instance is mentioned. The example shown in > Fig. 3.13

shows how all references to George Bush are annotated accordingly. In comparison, the

other two representations only encode the fact that certain instances are mentioned in

a particular document, but it is not possible to retrieve examples of where exactly these

occur in the text. This approach makes the semantic annotation task considerably easier,

since annotators only need to annotate only one of the mentions. Consequently, this also

makes data storage and retrieval requirements smaller.

When comparing the second representation (RDF markup appended to the original

document) to the third (RDF markup in a separate file), the choice depends on whether

it is feasible to modify the document content itself. For an introduction to RDF, see

> Semantic Annotation and Retrieval: RDF.
3.1.2 Manual Semantic Annotation

Frameworks and user interface tools for manual semantic annotation need to address

several challenges:

– First, as discussed above, they need to support references to ontology concepts via URIs.

– Second, given that manual annotation is time consuming, the tools should ideally be

collaborative and also Web-based to enable distributed teams of annotators to share

the work.
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– Third, the tools need to go beyond annotation of classes and instances, and support

also annotation of property and relation values.

– Fourth, the tools need to support annotation with respect to multiple ontologies and

also scale well for large ontologies with many classes and relations. As discussed in [4],

the annotation of relationships is significantly more time consuming for users and

therefore a suitably supportive GUI is required.

– Last, but not least, manual annotation tools need to support multiple document

formats, going beyond HTML toward PDF, XML, images (e.g., PNG, JPEG), and

video.

Next, several state-of-the-art manual annotation tools are discussed in the context of

these challenges. For a description of some older systems please refer to [5].

A comprehensive semantic annotation framework is CREAM [4]. It not only addresses

the requirements listed above, but it also provides a document editor that supports the

creation of semantic annotations as an integral part of document authoring. Another

distinguishing feature is the RDF crawler, which collects relevant entities from already

published Semantic Web RDF data and makes these available to the human annotators, so

they can reuse already existing instances, instead of creating new ones. CREAM also allows

for the integration of automatic tools to bootstrap the manual annotation process

(discussed in the following section).

CREAM’s manual annotation editor is OntoMat Annotatizer (see > Fig. 3.4) and it

runs in aWeb browser. There is an ontology guidance and fact browser, which allows users

to expand the ontology with new data, for example, add a new instance. Document-based

annotation is carried out by selecting parts of the text and then dropping them on the

desired ontology class or, once a class has been chosen, in the property template for that

class, in order to instantiate property values (e.g., a person’s name or their date of birth).

The example in > Fig. 3.4 shows a Web page annotated with people, projects, and

organizations. However, although the new instances and annotations were created by

first selecting them in the text, the mentions of these in the text itself are not highlighted,

due to the fact that CREAM uses RDF triples, which are independent of the text itself (see

> Fig. 3.3).

Another manual semantic annotation editor for Web pages, similar to OntoMat, is

SMORE (http://www.mindswap.org/2005/SMORE/) (see > Fig. 3.5). It also integrates the

SWOOP (http://www.mindswap.org/2004/SWOOP/) ontology editor. SMORE supports

ontology navigation in order to select classes and properties and create triples to be added

to the HTML pages. It also verifies the domain and range constraints on annotations to

detect inconsistencies.

The W3C Annotea annotation framework and its extensions (e.g., [6]) support

collaborative semantic annotation of documents accessible over the Internet, in multiple

document formats, for example, HTML, PDF, images, and video. The framework uses

RDF to model annotations as a set of statements. Annotations range from simple text

comments, through hyperlinks, to controlled vocabulary statements (e.g., WordNet) and

ontologies. As discussed in [6], annotations with respect to ontologies are modeled

http://www.mindswap.org/2005/SMORE/
http://www.mindswap.org/2004/SWOOP/


. Fig. 3.4

OntoMat manual annotation tool
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through reification in order to support provenance, that is, information on who anno-

tated what. The problemwith reification, however, is that it is computationally expensive.

The authors have therefore proposed to investigate named graphs in future work as a less

expensive way to represent semantic annotations.

Zemanta (http://www.zemanta.com) is an online annotation tool for blog and e-mail

content, which helps users insert tags and links through recommendations. > Figure 3.6

shows an example text and the recommended tags, potential in-text link targets (e.g., the

W3CWikipedia article and the W3C home page), and other relevant articles. It is then for

the user to decide which of the tags should apply and which in-text link targets they wish

to add. In this example, in-text links have been added for the terms highlighted in orange,

all pointing to the Wikipedia articles on the respective topics.

There are also a number of multimedia semantic annotation tools, which are covered

in more detail in >Multimedia, Broadcasting, and eCulture. To take just one example,

PhotoStuff [7] is an image annotation tool, which supports semantic annotation of

images and regions of images with respect to OWL and RDFS ontologies. It defines an

image region ontology (http://www.mindswap.org/2005/owl/digital-media), which has

a set of useful concepts for image annotation. The semantic annotation interface is based
. Fig. 3.6

Zemanta’s online tagging demo

http://www.zemanta.com
http://www.mindswap.org/2005/owl/digital-media
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on forms, which provide slots for all properties of the chosen class and the user can then

specify the values. For example, if the astronaut class is chosen for a given part of an image,

then the form is populated with properties such as date of birth, education, and employer.

The manual RDF annotations can then be uploaded into a semantic portal where they are

published and made available for semantic searches (see > Sect. 3.1.5). Provenance in this

case is modeled at a file level, rather than annotation level, that is, each RDF file with

semantic annotations is tagged with its creator name, description, and time stamp. On the

one hand, this is a far more coarse-grained provenance model, but on the other, it is more

computationally efficient.

In summary, while manual semantic annotation can be feasible in limited domains or

through involving multiple annotators over the Web, it is in general considered too

expensive to carry out without any automation. Consequently, the next section introduces

semiautomatic and automatic approaches, many of which have been combined already

with manual annotation.
3.1.3 Automatic and Semiautomatic Annotation

As discussed in the introduction, there are a number of ontology-oriented semantic

annotation systems, which, unlike ontology-based ones, do not incorporate ontologies

into the semantic analysis, but either use them as a bridge between the linguistic

output and the final annotation (as with AeroDAML) or rely on the user to provide

the relevant information through manual annotation (as with the Amilcare-based

tools).

Information Extraction (IE) is one of the most commonly used techniques for (semi-)

automatic semantic annotation. For example, when annotating information about

companies, key information to be identified would be the company address, contact

phone, fax numbers, and e-mail address, products and services, members of the board

of directors, and so on. The field of information extraction has been driven by two major

US international evaluation programs, from 1987 until 1997, the Message Understanding

Conferences [8, 9] and since 2000, the Automatic Content Extraction Evaluation

(ACE) [10].

The main tasks carried out during information extraction are:

– Named entity recognition, which consists of the identification and classification of

different types of names in text

– Coreference resolution, which is the task of deciding if two linguistic expressions refer

to the same entity in the discourse

– Relation extraction, which identifies relations between entities in text

Information extraction usually employs the following natural language processing

components: Part-Of-Speech (POS) taggers, morphological analyzer, named entity

recognizers, full (or shallow) parsing, and semantic interpretation. These linguistic

processors are generally available (e.g., in language processing frameworks such as
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GATE [11]), although some may require domain adaptation. For example, while a Parts-

Of-Speech tagger can be reusedmostly as is, a named entity recognizer would usually need

adaptation to new application domains.

There are two main classes of approaches to information extraction:

1. Rule-based systems which are built by language engineers, who design lexicons and

rules for extraction.

2. Machine-learning systems that are trained to perform one or more of the IE tasks.

Learning systems are given either an annotated training corpus (i.e., supervised

machine learning) or unannotated corpus together with a small number of seed

examples (i.e., unsupervised or lightly supervised methods).

The advantages of rule-based approaches are that they do not require training data to

create (although a small gold standard is needed for evaluation) and harness human

intuition and domain knowledge. Depending on the lexical and syntactic regularity of the

target domain, rule creation ranges from extremely fast (when few, clear patterns exist) to

rather time consuming (if more ambiguities are present). Depending on the system

design, some changes in requirements may be hard to accommodate. Since rule-based

systems tend to require at least basic language processing skills, they are sometimes

perceived as more expensive to create.

In comparison, machine-learning approaches typically require at least some human-

annotated training data in order to reach good accuracy. While the cost per individual

annotator is lower than the cost of language engineers, given the size of data needed, often

more than one or two annotators are required. This raises the problem of inter-annotator

agreement (or consistency), since the accuracy of the learnt models can be affected

significantly by noisy, contradictory training data. However, getting training annotators

to agree on their labels is again dependent on the complexity of the target annotations and

could in itself be rather time consuming. Another potential problem could arise if the

semantic annotation requirements change after the training data has been annotated,

since this may require substantial re-annotation.

To summarize, both types of approaches have advantages and drawbacks and the

choice of which one is more appropriate for a given application depends on the target

domain, the complexity of the semantic annotations (including the size of the ontology),

and the availability of trained human annotators and/or language engineers. Last but not

least, there is no reasonwhy one cannot have a hybrid approach, which uses both rules and

machine learning.

Next, some representative semantic annotation systems are discussed with emphasis

on their extraction components.

AeroDAML [12] is an annotation tool created by Lockheed Martin that applies IE

techniques to automatically generate DAML annotations from Web pages. The aim is to

provide naive users with a simple tool to create basic annotations without having to learn

about ontologies, in order to reduce time and effort and to encourage people to seman-

tically annotate their documents. AeroDAML links most proper nouns and common

types of relations with classes and properties in a DAML ontology.
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There are two versions of the tool: a Web-enabled version that uses a default generic

ontology, and a client-server version that supports customized ontologies. In both cases,

the user enters a URI (for the former) and a filename (for the latter) and the system

returns the DAML annotation for theWeb page or document. It provides a drag-and-drop

tool to create static (manual) ontology mappings, and also includes some mappings to

predefined ontologies.

AeroDAML consists of the AeroText IE system, together with components for DAML

generation. A default ontology that directly correlates to the linguistic knowledge base used

by the extraction process is used to translate the extraction results into a corresponding

RDF model that uses the DAML + OIL syntax. This RDF model is then serialized to

produce the final DAML annotation. The AeroDAML ontology is comprised of two layers:

a base layer comprising the common knowledge base of AeroText, and an upper layer based

on WordNet [13]. AeroDAML can generate annotations consisting of instances of classes

such as common nouns and proper nouns, and properties, of types such as coreference,

Organization to Location, Person to Organization.

Amilcare [14] is an adaptive IE system that has been integrated in several different

annotation tools for the Semantic Web. It uses machine learning (ML) to learn to adapt

to new domains and applications using only a set of annotated texts (training data).

It has been adapted for use in the Semantic Web by simply monitoring the kinds of

annotations produced by the user in training, and learning how to reproduce them. The

traditional version of Amilcare adds XML annotations to documents (inline markup); the

Semantic Web version (used byMelita – see below) leaves the original text unchanged and

produces the extracted information as triples of the form < annotation, startPosition,

endPosition > (standoff markup – see > Sect. 3.1.1). This means that it is left to the

annotation tool and not the IE system to decide on the format of the ultimate annotations

produced.

In the Semantic Web version, no knowledge of IE is necessary; the user must

simply define a set of annotations, which may be organized as an ontology where

annotations are associated with concepts and relations. The user then manually annotates

the text using some interface connected to Amilcare, as described in the following systems.

Amilcare works by preprocessing the texts using GATE’s IE system ANNIE [15],

and then uses a supervised machine learning algorithm [16] to induce rules from the

training data.

Melita [17] is an ontology-based tool for semantic annotation, which provides

a mechanism for a user to interact with an IE system (Amilcare). It consists of two

main parts: an ontology viewer and a document editor. The two most interesting features

of Melita are that it enables the user to tune the IE system to provide different levels of

proactivity, and to schedule texts to provide timeliness (i.e., learning with minimum

delay). The annotation cycle follows two phases: manual annotation (training of the

system) and active annotation (where the system takes over the annotation automati-

cally). At some point, the system will start suggesting annotations to the user (active

annotation) and the user can correct these as necessary. The system can suggest annota-

tions as either reliable or unreliable, depending on its confidence level about that
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annotation. Reliable annotations need to be explicitly removed by the user, while

unreliable annotations need to be explicitly added.

MnM [18] is a semantic annotation tool that provides support for annotating Web

pages with semantic metadata. This support is semiautomatic, in that the user must

provide some initial training information by manually annotating documents before the

IE system (Amilcare) can take over. It integrates a Web browser, an ontology editor, and

tools for IE, and has been described as ‘‘an early example of next-generation ontology

editors’’ [18], because it is Web-based and provides facilities for large-scale semantic

annotation of Web pages.

The philosophy behind MnM is that the semantic annotation of Web pages can, and

should, be carried out by users without specialist skills in either language technology or

knowledge engineering. It therefore aims to provide a simple system to perform knowl-

edge extraction tasks at a semiautomatic level.

The five main steps to the underlying procedure are:

– The user browses the Web.

– The user manually annotates his chosen Web pages.

– The system learns annotation rules.

– The system tests the rules learnt.

– The system takes over automatic annotation, and populates ontologies with the

instances found.

The ontology population process is semiautomatic andmay require intervention from

the user. First, it only deals with a predefined set of concepts in the ontology. Second, the

system is not perfect and may miss instances in the text, or allocate them wrongly.

Retraining can be carried out at any stage, however.

S-CREAM (Semiautomatic CREAtion of Metadata) [19] is a tool that provides

a mechanism for automatically annotating texts, given a set of training data, which

must be manually created by the user. It uses a combination of two tools: Onto-O-Mat,

a manual annotation tool that implements the CREAM framework for creating relational

metadata [20], and Amilcare.

As with the other Amilcare-based tools, S-CREAM is trainable for different domains,

provided that the user creates the necessary training data. It essentially works by aligning

conceptual markup (which defines relational metadata) provided by OntoMat with

semantic markup provided by Amilcare. This problem is not trivial because the two

representations may be very different. Relational metadata may provide information

about relationships between instances of classes, for example that a certain hotel is located

in a certain city. S-CREAM thus supports metadata creation with the help of a traditional

IE system, and also provides other functionalities such as a Web crawler, a document

management system, and a meta-ontology.

Wrapper-based Data Extraction for Ontology Population: Lixto [21] is a set of tools for

writing wrappers that scrape Web pages and perform data extraction. As part of the

REWERSE project these were used to build essentially an ontology population tool, which

scrapes and syndicates information from publication pages. The output is an ontology of
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researchers and publications that is populated automatically from the Web pages. How-

ever, unlike all previous systems, the goal here is only ontology population, that is, the

original Web content is not annotated semantically.

Drawbacks of the Ontology-Oriented Approaches: One of the problems with ontology-

oriented annotation tools, such as those reviewed here, is that they do not provide the user

with a way to customize the integrated language processing directly. While many users

would not need or want such customization facilities, users who already have ontologies

with rich instance data will benefit if they can make these data available to the IE

components. However, this is not possible when traditional IE methods such as Amilcare

are used, because they are not aware of the existence of the user ontology.

The more serious problem however, as discussed in the S-CREAM system [19], is that

there is often a gap between the IE output annotations and the classes and properties in the

user’s ontology. The solution proposed by the developers was to write logical rules to

resolve this. For example, an IE system would typically annotate London and UK as

locations, but extra rules are needed to specify that there is a containment relationship

between the two. However, rule writing of this kind is too difficult for most users and

therefore ontology-based semantic annotation algorithms were developed, as they anno-

tate directly with the classes and instances from the user’s ontology.

Magpie [22] is a suite of tools that supports the interpretation of Web pages and

‘‘collaborative sense-making.’’ It annotates Web pages with metadata in a fully automatic

fashion and needs no manual intervention by matching the text against instances in the

ontology (see > Fig. 3.7). It automatically populates an ontology from relevant Web

sources, and can be used with different ontologies. The principle behind it is that it uses

an ontology to provide a very specific and personalized viewpoint of the Web pages the

user wishes to browse. This is important because different users often have different

degrees of knowledge and/or familiarity with the information presented, and have differ-

ent browsing needs and objectives.

Another interesting aspect of Magpie is that it maintains a kind of ‘‘browsing history’’

in windows called collectors. Each collector shows the instances of a given concept that

have been mentioned on the page or a list of related instances (e.g., people working on

a given project, which were not mentioned in this page). The user can then click on these

instances and browse their semantic data or create semantic bookmarks to retrieve this

information later through semantic queries.

However, Magpie relies on a prespecified ontology, which makes the system domain-

dependent. PowerMagpie [23] is an extension of the approach, so that it identifies

automatically, at runtime, the most appropriate ontology to be used for annotation.

PowerMagpie displays two panels. The first one is called ‘‘Entities’’ and lists key terms

from the Web page, as well as the ontological entities they refer to and navigation to

the places where they are mentioned in the text. The second panel is called ‘‘Ontologies’’

and displays the automatically found ontologies, which were deemed relevant to the

given page.

In PowerMagpie, semantic annotation is performed first by identifying statistically the

domain terms and then matching them up against candidate ontologies. The system first
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Magpie example

3.1 Scientific and Technical Overview 3 91
used a TF∗IDF term recognizer, but due to over-generation it was replaced by a call to

the Yahoo! Term extraction service (http://developer.yahoo.com/search/content/V1/

termExtraction.html). The key terms are then used to select dynamically one or more

relevant ontologies. The matching is done on the basis of string similarity between the key

terms and the labels of classes, instances, and properties in the ontology. Complex terms,

for example, University of Sheffield, are matched as a whole, rather than matching

university and Sheffield separately. However, it remains unclear how PowerMagpie

would deal with named entity recognition and also with relation annotation.

PANKOW and OntoSyphon: The PANKOW system (Pattern-based Annotation

through Knowledge on the Web) [24] exploits surface patterns and the redundancy on

the Web to categorize automatically instances from text with respect to a given ontology.

The patterns are phrases like: the < INSTANCE > <CONCEPT > (e.g., the Ritz hotel)

and< INSTANCE> is a< CONCEPT> (e.g., Novotel is a hotel). The system constructs

patterns by identifying all proper names in the text (using a Part-of-Speech tagger) and

combining each one of them with each of the 58 concepts from their tourism ontology

into a hypothesis. Each hypothesis is then checked against theWeb via Google queries and

the number of hits is used as a measure of the likelihood of this pattern being correct.

The system’s best performance on this task in fully automatic mode is 24.9%, while the

human performance is 62.09%. However, when the system is used in semiautomatic

http://developer.yahoo.com/search/content/V1/termExtraction.html
http://developer.yahoo.com/search/content/V1/termExtraction.html
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mode, that is, it suggests the top five most likely concepts and the user chooses among

them, then the performance goes up to 49.56%.

The advantages of this approach are that it does not require any text processing (apart

from POS tagging) or any training data. All the information comes from the Web.

However, this is also a major disadvantage because the method does not compare the

context in which the proper name occurs in the document to the contexts in which it

occurs on the Web, thus making it hard to classify instances with the same name that

belong to different classes in different contexts (e.g., Niger can be a river, state, country,

etc.). On the other hand, while IE systems are more costly to set up, they can take context

into account when classifying proper names.

Another system similar to PANKOW is OntoSyphon [1], which uses the ontology as

the starting point in order to carry out Web mining to populate the ontology with

instances. It uses the ontology structure to determine the relevance of the candidate

instances. However, it does not carry out semantic annotation of documents as such.

There has also been work on populating ontologies specifically from tabular data from

theWeb, for example, the AllRight system [25]. The approach is based on clustering, table

identification, and conflict detection.

Open Calais is a commercial Web service provided by Thomson Reuters that carries

out semantic annotation. At the time of writing, the target entities are mostly locations,

companies, people, addresses, contact numbers, products, movies, etc. The events and

facts extracted are those involving the above entities, for example, acquisition, alliance,and

company competitor. The Calais OWL ontology is available at: http://www.opencalais.

com/documentation/opencalais-web-service-api/calais-ontology-owl.> Figure 3.8 shows

an example text annotated with some entities.

The Calais service also carries out limited entity disambiguation for companies (with

respect to a proprietary database of public companies); locations (using Freebase); and

electronics (using Shopping.com).

The entity annotations include URIs, which allow access via HTTP to obtain further

information on that entity via linked data. Currently OpenCalais links to eight linked

datasets, including DBPedia, Wikipedia, IMDB, and Shopping.com. These broadly cor-

respond to the entity types covered by the ontology.

The main limitation of Calais comes from its proprietary nature, that is, users send

documents to be annotated by the Web service and receive results back, but they do not

have the means to give Calais a different ontology to annotate with or to customize the

way in which entity extraction works.

SemTag [26] performs large-scale semantic annotation with respect to the TAP

ontology (http://tap.stanford.edu/data/). It first performs a lookup phase annotating all

possible mentions of instances from the TAP ontology. In the second, disambiguation

phase, SemTag uses a vector-space model to assign the correct ontological class or to

determine that this mention does not correspond to a class in TAP. The disambiguation is

carried out by comparing the context of the current mention against the contexts of

instances in TAP with compatible aliases, using a window of ten words either side of

the mention.

http://www.opencalais.com/documentation/opencalais-web-service-api/calais-ontology-owl
http://www.opencalais.com/documentation/opencalais-web-service-api/calais-ontology-owl
http://tap.stanford.edu/data/
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Calais results on part of the Semantic Web Wikipedia entry
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The TAP ontology, which contains about 65,000 instances, is very similar in size and

structure to the KIMOntology and KB (e.g., each instance has a number of lexical aliases).

One important characteristic of both ontologies is that they are lightweight and encode

only essential properties of concepts and instances. In other words, the goal is to cover

frequent, commonly known and searched for instances (e.g., capital cities, names of

presidents), rather than to encode an extensive set of axioms enabling deep, Cyc-style

reasoning. As reported in [27], the heavyweight logical approach undertaken in Cyc is not

appropriate for many NLP tasks.

The SemTag system is based on a high-performance parallel architecture – Seeker,

where each node annotates about 200 documents per second. The demand for such

parallelism comes from the big volumes of data that need to be dealt with in many

applications and make automatic semantic annotation, the only feasible option.

A parallel architecture of a similar kind is currently under development for KIM and, in

general, it is an important ingredient of large-scale automatic annotation approaches.

The KIM Semantic Annotation Platform [28, 29] is an extendable platform for knowl-

edge management that offers facilities for metadata creation, storage, and semantic-based

search (see> Fig. 3.9 for details). It also includes a set of front ends for online use that offer

multi-paradigm search and semantically enhanced browsing (see > Sect. 3.1.5).

KIM uses the PROTON ontology (http://proton.semanticweb.org/) that contains

around 250 classes and 100 properties. The classes cover entities (such as people, organi-

zations, locations, products) and events. The core entities addressed are roughly equiva-

lent to those covered by OpenCalais.

http://proton.semanticweb.org/
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KIM architecture
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The information extraction in KIM is based on the GATE framework [11]. The essence

of KIM’s semantic annotation is the recognition of named entities with respect to the KIM

ontology. The entity instances all bear unique identifiers that allow annotations to be

linked both to the entity type and to the exact individual in the instance base. For new

(previously unknown) entities, new identifiers are allocated and assigned; then minimal

descriptions are added to the semantic repository. The annotations are kept separately

from the content, and an API for their management is provided.

The instance base of KIM is pre-populated with 200,000 entities of general importance

that occur frequently in documents. The majority are different kinds of locations:

continents, countries, cities, etc. Each location has geographic coordinates and several

aliases (usually including English, French, Spanish, and sometimes the local transcription

of the location name) as well as co-positioning relations (e.g., subRegionOf.) As previ-

ously shown by [30], IE systems need such data, because locations are difficult to

recognize otherwise.

The difference between SemTag’s TAP ontology and the KIM instance base is in the

level of ambiguity. TAP has few entities sharing the same alias, while KIM has a lot more,

due to its richer collection of locations.

At a conceptual level, KIM and SemTag differ significantly in their goal. Namely,

SemTag aims only at accurate classification of the mentions that were found by matching

the lexicalizations in the ontology. KIM, on the other hand, also aims to find all mentions,

that is, coverage, as well as accuracy. The latter is a harder task because there tends to be

a trade-off between accuracy and coverage. In addition, SemTag does not attempt to
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discover and classify new instances, which are not already in the TAP ontology. In other

words, KIM performs two tasks, ontology population with new instances and semantic

annotation, while SemTag performs only semantic annotation.

KIM can also use linked data ontologies for semantic annotation. At present it has

been tested with DBPedia, Geonames, WordNet, Musicbrainz, Freebase, UMBEL,

Lingvoj, and the CIAWorld Factbook (for further details on linked data see > Semantic

Annotation and Retrieval: Web of Data). Those datasets are preprocessed and loaded to

form an integrated dataset of about 1.2 billion explicit statements. Forward-chaining is

performed to materialize another 0.8 billion implicit statements, in accordance with the

semantics of the ontologies used in the datasets.

Another important issue is extensibility, where not only the ontology can be replaced

or extended, but also there is the option to customize or replace the semantic annotation

application used within KIM. This can be any GATE-based semantic application, includ-

ing machine learning, rule-based, or any other text-processing component integrated in

GATE. The semantic annotator could also be provided by any other system, provided that

it is wrapped and plugged into KIM via its API. In fact, KIM’s extensibility with respect to

new ontologies and semantic annotators is what makes it more powerful than ready-made

services, such as OpenCalais.

Ontology-Based Semantic Annotation via Hierarchical Learning: The Hieron system

[31] implements a hierarchical learning approach for semantic annotation, which uses the

target ontology as an essential part of the annotation process, by taking into account the

relations between concepts and instances in the ontology.

As discussed above, conventional IE uses labels that have no specific relation among

each other, that is, they are treated as independent by the learning algorithms (e.g., Person,

Location). However, concepts in an ontology are related to each other (at the very least

through the subsumption hierarchy) and therefore it is beneficial to feed this knowledge

into the OBIE algorithms. The Hieron system has explored two aspects of using the

ontology structure for semantic annotation. First, it derives ontology-induced measures,

which are then used by the learning algorithm to evaluate how well it is learning to

annotate the target concepts. Second, the authors introduce the Perceptron-based learn-

ing algorithm Hieron, which has a mechanism to handle effectively hierarchical classifi-

cation, as is required for semantic annotation.

The approach was evaluated on a corpus of 290 news articles annotated manually with

respect to an ontology of 146 classes. The results demonstrate clearly the benefits of using

knowledge from the ontology as input to the information extraction process.
3.1.4 Entity Disambiguation

Gruhl et al. [32] focus in particular on the disambiguation element of semantic annota-

tion and examine the problem of dealing with highly ambiguous cases. Their approach

first restricts the part of the ontology used for producing the candidates, in this case by

filtering out all information about music artists not mentioned in the given text. Second,
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they apply lightweight language processing, such as POS tagging, and then use this

information as input to a support vector machine classifier, which disambiguates on the

basis of this information. The approach has been tested with the MusicBrainz ontology

and a corpus of MySpace posts for three artists. While the ontology is very large (thus

generating a lot of ambiguity), the texts are quite focused, which allows the system to

achieve good performance. As discussed by the authors themselves, the processing of less

focused texts, for example, Twitter messages or news articles, is likely to prove far more

challenging.

The problem of person name disambiguation is a specific case of entity disambigua-

tion, which has received attention in earlier work. For example, Aswani et al. [33]

experimented with disambiguating author names in citations by using both contextual

information (e.g., coauthor names) and additional evidence gathered from the Web, in

combination with a similarity measure. Similar to Gruhl et al., the reported accuracy was

very good, but again, the question remains open as to howwell the approachwill deal with

other domains or text types.

Another approach to named entity disambiguation, called IdentityRank [34], was

proposed in the context of the NEWS project. It tackles the problem of disambiguating

named entities occurring in newspaper articles with respect to a news domain ontology.

The algorithm exploits the metadata provided by news agencies, automatically detected

named entities, and NewsCodes subject categories. It also takes into account the frequency

of occurrence of entities in the last few days, as well as the frequency of occurrence in news

with a given category. However, similar to the previously discussed approaches,

IdentityRank has not been tested on other domains and applications and, thus, the general

applicability of the approach outside the news domain remains unproven.

The IdRF framework for identity resolution [35] differs from the above work, since it

exploits instead knowledge from the ontology, in order to determine whether a candidate

mention from the text refers to a known instance in the ontology or a new one needs to be

created. For efficiency reasons, the resolution process is divided into several steps. First is

pre-filtering, which filters out the irrelevant parts of the ontology and forms a set of

candidate entities. Next is the similarity measure stage, during which context from the text

is compared against knowledge in the ontology to help with disambiguation. The last

stage is called data integration and it determines whether to assert a new instance in the

ontology or match the mention to an existing one, based on the similarity measures from

the previous step. The potential drawback of this approach is that it requires the manual

definition of the similarity metrics and pre-filtering criteria, which might prove complex

as the size of the ontology grows.
3.1.5 Annotation Retrieval

Semantic annotations in documents enable users to find all documents that mention one

or more instances from the ontology and/or relations. The queries can also mix free-text

keywords, not just the annotations. Most retrieval tools provide also document browsing
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functionality as well as search refinement capabilities. Due to the fact that documents can

have hundreds of annotations (especially if every concept mention in the document is

annotated), annotation retrieval on a large document collection is a very challenging task.

Annotation-based search and retrieval is different from traditional information

retrieval, because of the underlying graph representation of annotations, which encode

structured information about text ranges within the document. The encoded information

is different from the words and inter-document link models used by Google and other

search engines. In the case of semantic annotations, the case becomes even more complex,

since they also refer to ontologies via URIs. While augmented full-text indexes can help

with efficient access, the data storage requirements can grow exponentially with the

cardinality of the annotation sets. Therefore different, more optimized solutions have

been investigated.

The main difference from Semantic Web search engines, such as Swoogle [36], is the

focus on annotations and using those to find documents, rather than forming queries

against ontologies or navigating ontological structures. Similarly, semantic-based facet

search and browse interfaces, such as /facet [37], tend to be ontology-based, whereas

annotation-based facet interfaces (see KIM below) tend to hide the ontology and instead

resemble more closely ‘‘traditional’’ string-based faceted search.

Next, several representative approaches are discussed.

Browsing RDFAnnotations: The MINDSWAP SemPortal (http://www.mindswap.org/)

publishes RDF annotations on the Web, for example, those created by PhotoStuff [7]. As

can be seen in > Fig. 3.10, the user can then browse these RDF instances via the portal and

see any associated images and other documents. The provenance of the information is

shown as a tooltip as shown in the example.

Natural Language Interfaces: These allow users to perform retrieval tasks using written

or spoken language (e.g., English). Themajority of work on natural language interfaces for
. Fig. 3.10

SemPortal: Instance browsing example

http://www.mindswap.org/
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the Semantic Web has focused on the problem of querying ontologies (e.g., [38–40]) or

ontology authoring (e.g., [41, 42]). Using language-based queries for retrieving semantic

annotations and associated documents is a somewhat different task, since the queries need

to go beyond the ontology and into documents as well.

The QuestIO system [43], for example, has an ontology modeling document and the

semantic annotations in them and uses it to help naive users to search through RDF

annotations and get a list of matching documents back. The example domain is software

engineering where over 10,000 different artifacts (software code, documentation, user

manuals, papers, etc.) were annotated semantically with respect to a domain ontology.

> Figure 3.11 shows a query where the user needs more information about the parameters

of a particular component, called Sentence Splitter. The results are a list of document

URLs that mention the query concepts. QuestIO implicitly interprets the query as a search

for all documents discussing Sentence Splitter parameters.

QuestIO interprets the queries as follows. First it tries to match some or all of the

contained words to ontology concepts. Then any remaining textual segments are used to

predict property names and act as context for disambiguation. The sequence of concepts

and property names can then be converted into a formal query that is executed against the

semantically annotated documents. Throughout the process, metrics are used to score the

possible query interpretations, allowing the filtering of low scoring options, thus reducing

ambiguity and limiting the search space.

Another similar system is SemSearch [44], which is based on Sesame for indexing the

semantics and Lucene for indexing the texts. Queries can be a combination of keywords

(e.g., news) and connectors such as ‘‘and’’ and ‘‘or’’ (see > Fig. 3.12 for an example). The

system performs semantic matching between words in complex queries and semantic

entities by exploring different plausible combinations between the keywords. For longer

queries this could compromise the performance of the search engine and more efficient

strategies are needed.

In general, natural language interfaces to ontologies, while potentially useful for naive

users, need to be evaluated in practice with large number of users, different ontologies,

and large document collections, in order to demonstrate clearly their benefits over the

other kinds of retrieval interfaces discussed here.

Ontology-Based Faceted Browsing: KIM has a number of front end user interfaces for

annotation retrieval and ones customized for specific applications can be easily added.
. Fig. 3.11

Language-based interface for semantic annotation retrieval
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Example SemSearch query results
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The KIM plug-in for Internet Explorer (see > Fig. 3.13) provides lightweight delivery

of semantic annotations to the end user. On its first tab, the plug-in displays the ontology

and each class has a color used for highlighting the metadata of this type. Classes of

interest are selected by the user via check boxes. The user requests the semantic annotation

of the currently viewed page by pressing the Annotate button. The KIM server returns the

automatically created metadata with its class and instance identifiers. The results are

highlighted in the browser window, and are hyperlinked to the KIM Explorer, which

displays further information from the ontology about a given instance (see top right

window).

The text boxes on the bottom right in > Fig. 3.13 that contain the type and unique

identifier are seen as tooltips when the cursor is positioned over a semantically annotated

entity.
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KIM plug-in showing the KIM ontology and KB explorer
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KIM also has a comprehensive Web browser–based UI for semantic search. An

important part of that is an annotation retrieval interface, similar to faceted search,

where the user can select one or more instances (visualized with their RDF labels, but

found via their URIs) and obtain the documents where these are all mentioned.

> Figure 3.14, for example, shows a case where the user is searching for documents

mentioning the entities British Petroleum (BP) and Obama, as well as the keyword spill.

As new entities are selected as constraints, the number of matching documents is updated

dynamically. At the bottom of the figure, one can see the titles of the retrieved documents

and some relevant content from them. The titles can be clicked on in order to view the full

document content and the semantic annotations within it. The content of the entity

columns (People, Organizations, Locations) is also updated to show only entities

contained in the currently retrieved set of documents.

Mı́mir (see http://gate.ac.uk/family/) is a multi-paradigm information management

index and repository that can be used to index and search over text, annotations, semantic

schemas (ontologies), and semantic metadata (instance data). It allows queries that

arbitrarily mix full-text, structural, linguistic, and semantic queries (see > Fig. 3.20) and

that which can scale to gigabytes of text. Its scalability has been tested on semantically

annotated data exceeding 10 million documents.

http://gate.ac.uk/family/
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KIM’s entity-based, faceted annotation retrieval UI
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Since typical semantic annotation projects deal with large quantities of data of

different kinds, Mı́mir provides a framework for implementing indexing and search

functionality across all these datatypes, listed below in the order of increasing information

density:

Text: All semantically annotated documents have a textual content, and consequently,

support for full-text search is required in most (if not all) retrieval use cases. Even when

semantic annotations are used to abstract away from the actual textual data, the original

content still needs to be accessible so that it can be used to provide textual query fragments

in the case of more complex conceptual queries.

Mı́mir uses inverted indexes for indexing the document content (including additional

linguistic information, such as Part-Of-Speech ormorphological roots), and for associating

instances of annotations with the position in the input text where they occur. The inverted

index implementation used by Mı́mir is based on MG4J (http://mg4j.dsi.unimi.it/).

Semantic Annotations: The semantic annotation index supports a more generic

retrieval paradigm. A unique feature of Mı́mir is that it can index linguistic, as well as

semantic annotations, which thus enables queries mixing the two. For example, if all

words in the indexed documents are annotated according to their part of speech and also

with semantic classes such as Person, Location, Organization, then the user can

pose Mı́mir queries such as “CEO of {Mention class==Organization} {Verb},”

which mix text (i.e., CEO of) with semantic and linguistic annotations. A unique and

important feature of Mı́mir is the support for queries nesting one annotation within

another, for example, retrieving all semantic annotations of type Person that are contained

in document titles. Like many other retrieval systems, Mı́mir also supports Klene operators.

http://mg4j.dsi.unimi.it/
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Knowledge Base Data: Knowledge Base (KB) Data consists of an ontology populated

with instances. KB data is used to reach a higher level of abstraction over the information

in the documents that enables conceptual queries such as finding date ranges or distances.

A KB is required for answering such queries because this involves actions like converting

from one date format into another and reasoning about scalar values.

A KB that is pre-populated with appropriate world knowledge can perform other

generalizations that are natural to human users, such as being able to identify Vienna as

a valid answer to queries relating to Austria or Europe.

Mı́mir uses a Knowledge Base to store some of the information relating to semantic

annotations. The links between annotations, the textual data, and the knowledge base

information are created by the inclusion into the text indexes of a set of specially created

URIs that are associated with annotation data. Furthermore, the URI of entities from the

Knowledge Base can be stored as annotation features. The knowledge store used byMı́mir

for retrieval is based on OWLIM (http://www.ontotext.com/owlim/).

Mı́mir is discussed and exemplified further in > Sect. 3.2.3 below.
3.2 Example Applications

3.2.1 GATE: A Semantic Annotation Framework

GATE (http://gate.ac.uk, [11]) differs from other manual and automatic semantic

annotation systems in that it is a framework. In other words, it provides reusable

implementations of semantic annotation components and a set of prefabricated software

building blocks that researchers can use, extend, and customize for their specific needs.

> Figure 3.15 shows the main semantic annotation components, which will be discussed

in more detail next. Conceptually, one can distinguish tools for: (1) manual semantic

annotation (i.e., Teamware and OAT in the top half of the figure); (2) document and

ontology editing and visualization (the center of the figure); and (3) algorithms for

ontology-based information extraction and evaluation (see the lower half).

GATE is implemented in Java and runs on a wide range of platforms. Another

distinguishing characteristic of GATE is its development environment (called GATE Devel-

oper) that helps users minimize the time they spend building new semantic annotation

systems or modifying existing ones, by aiding overall development and providing

a debugging mechanism for new modules. Because GATE has a plug-in-based model,

this allows for the easy coupling and decoupling of the processors, thereby facilitating

comparison of alternative configurations of the system or different implementations of

the samemodule (e.g., different parsers). The availability of tools for the easy visualization

of data at each point during the development process aids the immediate interpretation of

the results.

GATE is engineered to a high standard and supports efficient and robust semantic

annotation. It is tested extensively, including regression testing, and frequent performance

optimization. GATE has proved capable of processing gigabytes of text and millions of

http://www.ontotext.com/owlim/
http://gate.ac.uk
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GATE semantic annotation components
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documents. It has been used successfully to build many semantic annotation systems

(many discussed in this entry) and ontology learning tools (e.g., Text2Onto [45], Sabou’s

work [46], SPRAT [47]). The rest of this section discusses the reusable manual annotation

tools, the semantic annotation components, and the quantitative evaluation facilities.

First, GATE supports importing, accessing, and visualizing RDF and OWL (see

>KR and Reasoning on the Semantic Web: OWL) ontologies, as well as using those as

lexical and reasoning resources within semantic annotation systems. Since the emphasis is
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on document annotation, rather than ontology authoring, only basic ontology editing

capabilities are provided and the assumption is that typically the ontology would already

have been created externally, provided by for example, linked data ontologies. Neverthe-

less, application-specific extensions with new classes and instances are possible from

within GATE.

The second reusable building block is Teamware, which is a collaborative, Web-based

annotation tool. It can be used to build both manual and semiautomatic annotation

workflows. Alternatively, GATE also provides the single-user, desktop-based Ontology-

based Annotation Tool (OAT). > Figure 3.16 shows the process of adding a new annota-

tion, that is, the user highlights part of the text and then starts typing the name of the

desired class. A list of possible matches is shown for quick selection. It is possible to create

new annotations for all occurrences of the selected text within the given document, thus

reducing themanual effort. Similarly, the target instance can be specified or a new instance

created, if not already available in the ontology. Once an instance is chosen, it is then

possible to annotate property values as well. The editor supports manual annotation with

respect to more than one ontology at the same time, by adding the ontology URI to each

semantic annotation, in addition to the class and instance URIs.

Themost reused and extended components for semantic annotation are the automatic

ones, especially the ontology-based gazetteers, the JAPE pattern-matching engine, and the

machine-learning facilities.
. Fig. 3.16

OAT: Adding a new annotation
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A gazetteer typically contains names of entities/instances such as cities, organizations,

days of the week, etc. The word gazetteer is often used interchangeably for both the set of

resources that contain the names and for the algorithm that makes use of those lists to find

occurrences of these names in documents. GATE’s OntoRoot gazetteer analyzes the

ontology, that is, all classes, instances, and properties, to derive a list of lexicalizations

(e.g., IBM, Big Blue) and their corresponding URIs (in this example, the URI of the IBM

instance). In addition, OntoRoot captures morphological variations, for example, the

string ‘‘language resources’’ in the document would be matched against a class with label

‘‘language resource.’’ A potential limitation of OntoRoot is that it builds the lexical

resources from the ontology only once on initialization, which means that any runtime

updates to the ontology are not taken into account as soon as they appear.

The JAPE pattern-matching engine uses rules that describe patterns to be matched

(left-hand side) and annotations to be created (right-hand side). It provides access to

ontologies on the right-hand side of JAPE rules, which allows rules to add new informa-

tion to the ontology (e.g., add an instance or a newly discovered property value) or to use

reasoning (e.g., to obtain semantic distance between concepts). The ontology and most

notably the subsumption relation is also taken into account when matching on the left-

hand side. So for example, a rule might look for an organization followed by a location, in

order to create a locatedAt relationship between them. By using subsumption, the rule

automatically matches not just organizations, but also all of its subclasses in the ontology,

for example, Company, GovernmentOrg.

The machine-learning components in GATE provide linguistic information as input to

a selection of popular machine-learning algorithms directly from GATE’s model of anno-

tations. Once collected, the data are exported in the format required by the ML algorithm,

which is often a table where each row is an instance and each column is a feature.

When collecting training data, all the annotations of the type specified as instances are

found in the given corpus and for each of them the set of attribute values is determined.

All attribute values, provided as features to the learning algorithm, refer either to the

current annotation or to one situated at a specified relative position (e.g., +1 is the next

annotation). The ML implementation has two modes of functioning: training – when the

model is being built, and application – when the built model is used to create new

annotations. For an example of how learning can be used for semantic annotation see

> Sect. 3.1.3, as well as [31].

Another key part of the development of semantic annotation systems is quantitative

evaluation. The key metrics applied here are precision, recall, and f-measure.

Precision measures the number of correctly identified items as a percentage of

the number of items identified. In other words, it measures how many of the items that

the system identified were actually correct, regardless of whether it also failed to retrieve

correct items. The higher the precision, the better the system is at ensuring that what is

identified is correct.

Recall measures the number of correctly identified items as a percentage of the

total number of correct items. In other words, it measures how many of the items

that should have been identified actually were identified, regardless of how many
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spurious identifications were made. The higher the recall rate, the better the system is at

not missing correct items.

In general, there is a trade-off between precision and recall, for a system can easily be

made to achieve 100% precision by identifying nothing (and so making no mistakes in

what it identifies), or 100% recall by identifying everything (and so not missing anything).

The F-measure [48] is often used in conjunction with Precision and Recall, as a weighted

average of the two.

Since semantic annotation identifies mentions of instances from a given ontology,

there are cases when a systemwould identify an instance successfully but does not assign it

the correct class. For example, the entity London in the ontology is an instance of the

concept Capital; however, the system annotates the string ‘‘London’’ as belonging to

the class City. Since the assigned class does not match the correct class according to the

manually annotated data, traditional precision would regard it as wrong. However, due to

the closeness of the two classes in the ontology, the system should be given some credit.

For such cases, GATE offers BDM (a Balanced Distance Metric), which measures the

closeness of two concepts in an ontology or taxonomy [49]. The closer the two concepts

are in an ontology, the greater their BDM score is. It is dependent on the length of the

shortest path connecting the two classes and also on their depth in the ontology. BDM is

normalized with the size of ontology and also takes into account the concept density.

In general, BDM can be seen as an improved version of learning accuracy [50].
3.2.2 Large-Scale Semantic Annotation of News

Large-scale semantic annotation produces a lot of metadata in the form of annotations.

Processing these does not require a heavy reasoning infrastructure, but a scalable infra-

structure for Web crawling, automatic annotation, storage, and retrieval. A particular

example application to be discussed here is the annotation of news articles, performed by

the KIM platform discussed in > Sect. 3.1.3 above.

The News Collector demonstrator (http://ln.ontotext.com/) harvests around

a thousand articles daily from the Web and has processed over a million news articles

since 2002 (At the time of access, not all these articles were available for retrieval in the

online demo.). On average, there were around 30 semantic annotations per document and

just over 27 million annotations had to be indexed and stored.

In order to achieve the required scalability and real-time semantic annotation, the

system has a cluster architecture, shown in > Fig. 3.17. The cluster provides a set of

components that can be configured to work in a distributed environment and allows new

processing components to be added on demand. It has centralized repositories for

ontologies, semantic annotations, and documents. Scalability of those is achieved through

BigOWLIM [51], which is capable of loading and reasoning with over 1 billion of RDF

statements. Its performance allows it to replace relational databases in many applications,

for example, analytical tasks, business intelligence, and Web front ends to semantic

repositories. For an exciting example see BBC’s world cup website, which uses BigOWLIM

http://ln.ontotext.com/
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underneath: http://www.bbc.co.uk/blogs/bbcinternet/2010/07/bbc_world_cup_2010_dy-

namic_sem.html. The semantic metadata are stored in binary files, which allows instant

startup and initialization, because it does not require parsing, re-loading and re-inferring

all knowledge, unlike triple-based storage formats.

Annotators are the components of the cluster that have an unlimited number of

instances, in order to distribute the computationally heavy semantic annotation task.

There is also support for multiple Web crawlers and other data feeders. The cluster

supports dynamic reconfiguration, that is, the starting of new crawlers and semantic

annotators on demand.

As discussed above, the knowledge bases of large-scale applications, such as News

Collector, tend to be billions of RDF triples in size. In contrast, ‘‘traditional’’ information

extraction methods typically use much smaller-scale lexical resources, especially gazetteer

http://www.bbc.co.uk/blogs/bbcinternet/2010/07/bbc
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lists. Therefore, when IE components are adapted to semantic annotation, there is a need

for a scalable and fast lookup against the instances in the knowledge base (their labels and

properties in particular). Consequently, News Collector has a component called

a semantic gazetteer, which runs as one of its annotator modules (others are, e.g., rules

for discovery of new instances and relations).

The semantic gazetteer uses the knowledge base to access the entities, their labels, and

other properties, as well as some lexical resources (such as possible male person first

names). Upon occurrence of a known lexical resource or entity label in the text (e.g.,

Monday, John, GMT, etc.), the semantic gazetteer generates a semantic annotation with

a link to a class in the ontology (e.g., Monday will be linked to the NewsCollector’s

ontology class DayOfWeek). Moreover, where possible, mentions in the text are linked to

the specific instances they refer to (e.g., California will be annotated with the URI of the

instance Province.4188).

Since entities can share labels (e.g., New York is both a state and a city), it is often the

case that one named entity reference in the text is associated with several possible types

and instances. At this stage all possibilities are generated as separate semantic annotations.

A subsequent disambiguation component is applied to filter out the irrelevant annota-

tions, based on the text context and other clues.

In addition, News Collector (and KIM in general) distinguishes between pre-

populated (or trusted) instances and instances populated automatically during the

semantic annotation process. Since the latter can be much less reliable, they are not

used by the semantic gazetteer, in order to reduce the propagation of mistakes.

On the other hand, the discovery of new instances or the enrichment of existing

instances with new information extracted from the documents is essential in News

Collector and other similar systems that deal with very dynamic domains. Due to the

size of their knowledge bases, it is not always practical to carry out ontology enrichment

manually. Therefore, discovery of such new information becomes a vital part of the

semantic annotation process.

In practical terms, this results in having newly discovered annotations that lack

instance information and are thus not linked to the knowledge base via a URI. News

Collector uses the IdRF instance disambiguation framework (see > Sect. 3.1.4) to either

find a matching existing instance and enrich that with the new information, or to create

a new instance in the knowledge base. At the end of the semantic annotation process all

annotations are linked to the ontology (via their type/class information) and to the

knowledge base (via the instance URI). Any relation annotations discovered in the text

are used to enrich the KB with new property values (e.g., to assert that David Cameron is

UK’s prime minister following the May 2010 elections).
3.2.3 Large-Scale Semantic Patent Processing

Another large-scale application domain is patent processing. The benefits from semanti-

cally enriching patents are threefold. First, semantic annotation is capable of dealing with
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variable language patterns and format irregularities far easier than text-based regular

expressions. For example, references to other patents can be very diverse, for example, US

Patent 4,524,128 or Korean laid open utility model application No. 1999-007692. Second,

in addition to semantic annotation one can also use an ontology to carry out data

normalization. Again, taking an example from references to figures or similarly claims,

expressions such as ‘‘> Figs. 3.1–3.3’’ or ‘‘Claims 5–10’’ imply references not just to the

explicitly mentioned figure/claim numbers but also to all those in between. Lastly,

automatic semantic annotation techniques are capable of enriching the ever-growing

number of patents with more detailed knowledge, which can then be retrieved using

multi-paradigm search tools, such asMı́mir that combine textual, linguistic, and semantic

retrieval.

The SAM project [52] developed an end-to-end, large-scale semantic annotation and

retrieval system. One of the main challenges faced in this project is the sheer scale of task.

Patent databases typically contain tens of millions of patents, and hundreds of thousands

of new ones are produced any year. Worldwide, millions of new patent applications are

submitted yearly (see e.g., the statistics page of the World Intellectual Property Organi-

zation at http://www.wipo.int/ipstats/). Any application aimed at the IP domain requires

a good scalability profile if it is to maintain any credibility.

> Figure 3.18 shows the domain ontology, which models key parts of patent docu-

ments, that is, sections, claims, references (e.g., to other patents or publications). Mea-

surements are specific to one or more subject areas and are of interest to specialized patent

searchers. Currently, patent professionals use traditional keyword search, but face serious

difficulties finding measurements reliably, due to the diverse ways in which they are

expressed in language and the need for normalization, for example, some patents have

metric units, whereas others use imperial measures. Therefore, measurements are an
. Fig. 3.18

The SAM patent ontology

http://www.wipo.int/ipstats/
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excellent example of the added value and power of automatic semantic annotation and

retrieval methods.

The SAM system was developed using GATE [11] and comprises of three types of

components: a tokenizer, gazetteer, and a set of semantic annotation rules. These rules are

based on patterns and clue words. For example to locate a reference to a table, one rule

looks for the clue word table followed by a number. Gazetteers annotate such clue words in

the text with all their inflections.

The reference gazetteers are rather small in size, 314 elements in total, and contain clue

words such as Figure, Table, and Example to name a few. They also contain entries such as

described in or Patent application no. to help locate literature and patent references.

In the case of measurements, a database (http://www.gnu.org/software/units)

containing more than 30 K entries was used to automatically populate a gazetteer list.

The database also contains transformation rules for transforming one measurement value

into another (e.g., inches to centimeters). Since a gazetteer is simply a list of entries, the

information about transforming rules has been populated in the ontology. These rules are

used for answering semantic queries by transforming values in onemeasurement unit into

the other on-the-fly.

The application has over 30 rules that identify mentions of the ontology classes in the

text (see > Fig. 3.19). For example, these include identification of complex equations and

intervals of measurements. First, the measurement gazetteer is used for identifying

measurement units in the text. In the example below, the pattern would annotate text
. Fig. 3.19

A semantically annotated patent

http://www.gnu.org/software/units


3.3 Future Issues 3 111
such as ‘‘40–50 mph’’ where 40 and 50 are the two numbers and mph is the measurement

unit, identified by the gazetteer. As a result, a new annotation of type Measurement will be

created, more specifically one of type interval.

Rule: MeasurementInterval

(

{Number}

{Token.string == "-"}

{Number}

{Unit}

):span

-->

:span.Measurement = {type = "interval"}

In order to evaluate the consistency in the application’s performance on a large dataset,

experiments were carried out on a corpus consisting of 1.3 million US Patent Office docu-

ments (108 GB) in XML format with a few attributes on eachmarkup. The average document

size was 85 KB. Automatic semantic annotation of all 1.3 million documents took 142 h

(5.92 days), at a processing rate of 203.76 KB/s, on a server with 12 threads running in parallel.

In order to be able to estimate the number of semantic annotations that the applica-

tion produces per document, 20 documents were obtained at random. These contained

147 section annotations, 604 measurements, 1,351 references, and 150,140 linguistic

annotations. Based on these results, it would be reasonable to estimate that each docu-

ment contains an average of 105 semantic annotations and 7,507 linguistic annotations.

The document content, semantic annotations, and linguistic data were indexed with

Mı́mir, in order to enable semantic annotation retrieval.> Figure 3.20, for example, shows

a multi-paradigm query consisting of the string ‘‘of ’’ followed by a measurement semantic

annotation with value within the given interval, which must be contained within the

examples section. The results show the matching parts of the documents and the sur-

rounding context. As can be seen, the ontology and reasoning has been used to match

values like 2 in. or 135 mm to the query range of between 2.5 and 15 cm.
3.3 Future Issues

The semantic annotation of Web and intranet content is a research problem that has been

receiving significant interest over the past 10 years. As discussed in this entry, automatic

and manual approaches have often been combined or used independently, depending on

the target application, the volume of the target content, and desired accuracy.

Scalability and large volume, real-time semantic annotation were a challenge until

relatively recently, but systems, such as NewsCollector and the patent annotator, have now

emerged and are capable of dealing with this challenge.

However, with the emergence of the Web of Data, a new challenge has now emerged.

While previously the question was how to annotate millions of documents with
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a small-to-medium-sized ontology, the problem is now how to annotate content with

respect to large, interlinked ontologies of billions of RDF triples and millions of instances.

Ontologies of this size result in significant ambiguities and thus the onus is now on the

instance disambiguation algorithms. However, as discussed in > Sect. 3.1.4, further

research and especially cross-domain, rigorous evaluations are needed. In addition, with

linked data becoming an increasingly important publishing format for analysis results,

existing semantic annotation systems need to adapt their conceptual modeling and output

mechanisms.

Another considerable open issue is the fact that existing Semantic Web ontologies

typically contain very limited linguistic information (i.e., labels), which in turn limits

their usefulness as a resource for ontology-based information extraction and semantic

annotation. Recent work on linguistically grounded ontologies [53] has recognized this

shortcoming and proposed a more expressive model for associating linguistic information

to ontology elements.While this is a step in the right direction, nevertheless, further work is

still required, especially with respect to building multilingual semantic annotation systems.

Change management and the dynamics of semantic annotations is yet another area

that needs to be addressed in future work. The problem arises from the dynamic nature of

ontologies (and the world in general). For example, if an ontology is updated with new

subclasses or an instance is changed to a class, then the question is what changes need to be

made to the semantic annotations and/or the automatic software that created them.
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Last but not least, there are some technological challenges, especially the problem of

delivering semantic annotation using the Software-as-a-Service model. Unfortunately,

content analysis services are currently problematic for both suppliers and customers,

for two reasons. First, service creation can have high initial and ongoing infrastructural

costs, which are only affordable to very few, large companies as a result. Second,

existing semantic annotation services mostly focus on English and a couple of other

languages. For example, OpenCalais supports only three languages, is not easily

customizable by its users, and involves vendor lock-in. All processed content is also

made accessible to the provider (Thomson Reuters in this case), which is not always

appropriate due to confidentiality. While there are other proven semantic annotation

tools, which are open and easily customizable, they are not yet available as scalable Web

Services.
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