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Predicting Residue-Wise Contact Orders in 
Proteins by Support Vector Regression with 
Parametric-Insensitive Model 

Pei-Yi Hao and Lung-Biao Tsai1 

Abstract. A major challenge in structural bioinformatics is the prediction of pro-
tein structure and function from primary amino acid sequences. The residue-wise 
contact order (RWCO) describes the sequence separations between the residues of 
interest and its contacting residues in a protein sequence. RWCO provides com-
prehensive and indispensable important information to reconstructing the protein 
three-dimensional structure from a set of one-dimensional structural properties. 
Accurately predicting RWCO values could have many important applications in 
protein three-dimensional structure prediction and protein folding rate prediction, 
and give deep insights into protein sequence-structure relationships. In this paper, 
we developed a novel approach to predict residue-wise contact order values in 
proteins based on support vector regression with parametric insensitive model. 

1   Introduction 

A major challenge in structural bioinformatics is the prediction of protein structure 
and function from primary amino acid sequences. This problem is becoming more 
pressing now as the protein sequence-structure gap is widening rapidly as a result 
of the completion of large-scale genome sequencing projects [1,2]. As an interme-
diate but useful step, predicting a number of key properties of proteins including 
secondary structure, solvent accessibility, contact numbers and contact order is a 
possible and promising strategy, which simplifies the prediction task by projecting 
the three-dimensional structures onto one dimension, i.e. strings of residue-wise 
structural assignments [6]. 

Residue-wise contact order (RWCO) is a new kind of one dimensional protein 
structure representing the extent of long-range contacts, which is a sum of se-
quence separations between the given residue and all the other contacting residues 
[8,9,11]. RWCO provides comprehensive and indispensable important information 
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to reconstructing the protein three-dimensional structure from a set of one-
dimensional structural properties. Kinjo et al. first proposed a simple linear regres-
sion method to predict RWCO values and the local sequence information with 
multiple sequence alignments in the form of PSI-BLAST profiles was extracted 
using a sliding window scheme centered on the target residue [8]. Song et al. first 
adopt a support vector regression (SVR) algorithm to predict residue-wise contact 
order values in proteins, starting from primary amino acid sequences [11]. In this 
paper, a new SV regression algorithm, called par-v-SVR, is proposed by using a 
parametric insensitive loss function such that the corresponding insensitive zone 
of par-v-SVR can have arbitrary shape. This can be useful in situations where the 
noise is heteroscedastic, that is, where it depends on x. 

2   SV Regression with Parametric Insensitive Model 

Support Vector (SV) machines comprise a class of learning algorithms, motivated 
by results of statistical learning theory [12]. Originally developed for pattern rec-
ognition, they represent the decision boundary in terms of a typically small subset 
of all training examples, called the Support Vectors. In order for this property to 
carry over to the case of SV Regression, Vapnik devised the so-called ε-
insensitive loss function [12]: 

{ }εε −−=− )(,0max)( xx fyfy                                   (2.1) 

which does not penalize errors below some ε>0, chosen a priori. To motivate the 
new algorithm that shall be proposed, note that the parameter ε in original support 
vector regression (SVR) algorithm can be useful if the desired accuracy of the ap-
proximation can be specified beforehand. Besides, the ε-insensitive zone in the 
SVR is assumed to has a tube (or slab) shape. Namely, the radius of the insensitive 
zone is a user-predefined constant, and we do not care about the errors as long as 
they are inside the ε-insensitive zone. The selection of a parameter ε may seriously 
affect the modeling performance. In this paper, an new SV algorithm, called  par-
v-SVR, is derived to evaluate the interval regression model by using a new para-
metric-insensitive loss function, which automatically adjusts the interval to in-
clude all data [4]. The parametric-insensitive loss function is defined by 

{ })()(,0max:)( xxx gfyfy
g

−−=−                                 (2.2) 

where f and g are real-valued functions on the a domain nR , nR∈x  and Ry ∈ . 

The basic idea of SV regression is that a nonlinear regression function is achieved 
by simply mapping the input patterns ix  by Φ: nR → F into a high-dimensional 

feature space F. Hence, the proposed par-v-SVR seeks to estimate the following 
two functions: 
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bf +Φ⋅= )()( xwx , where F∈w , nR∈x , Rb ∈ , 

dg +Φ⋅= )()( xcx , where F∈c , nR∈x , Rd ∈ . 

The problem of finding the w, c, b, and d that minimize the empirical risk 
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( ) ( ) *)()( iiii ydb ξ+≤+Φ⋅−+Φ⋅ xcxw    and  0, * ≥ii ξξ   for i=1,…,N. 

Using the Lagrangian theorem, the dual problem can be formulated as  

⎪
⎪

⎩

⎪
⎪

⎨

⎧

−+Φ⋅Φ++−

Φ⋅Φ−−−

∑∑∑

∑∑

== =

= =

N

i

iii

N

i

N

j

jijjii

N

i

N

j

jijjii

y
Cv 1

*

1 1

**

1 1

**

)()()())((
2

1

)()())((
2

1

maximize

αααααα

αααα

xx

xx

   

subject to   (2.4) 

 ,0)(
1

*∑
=

=−
N

i

ii αα  ,)(
1

* vC
N

i

ii ⋅=+∑
=

αα   .,0, *
⎥⎦
⎤

⎢⎣
⎡∈

N

C
ii αα   for i=1,…,N.  

From the Karush-Kuhn-Tucker (KKT) conditions, parameters b and d can be com-
puted as follows: 

( )jijiji yyb −−Φ⋅−Φ⋅+Φ⋅+Φ⋅−= )()()()(
2
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for some ( )NCji ,0, * ∈αα . 



10 P.-Y. Hao and L.-B. Tsai 
 

3   The Concept of Residue-Wise Contact Orders  

Prediction of protein three-dimensional structure from primary sequence is the cen-
tral problem in structural bioinformatics. One protein structural feature is of par-
ticular interest here, namely, residue-wise contact order (RWCO) which can be 
used to enhance protein fold recognition. The concept of residue-wise contact order 
(RWCO) was first introduced by Kinjo and Nishikawa [8,9]. The discrete RWCO 
values of the i-th residue in a protein sequence with M residues is defined by 
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where ri,j is the distance between the C  atoms of the i-th and j-th residues (C  a at-
oms for glycine) in the protein sequence. Two residues are considered to be in 
contact if their C  atoms locate within a sphere of the threshold radius rd. Note that 
the trivial contacts between the nearest and second-nearest residues are excluded. 
In order to smooth the discrete RWCO values, Kinjo et al. proposed a particular 
sigmoid function [8,9], which is given by  

{ })](exp[11)( ,, djiji rrwr −+=σ                                 (3.2) 

where w is a parameter that determines the sharpness of the sigmoid function. In 
the present study, for the sake of comparison, we set rd = 12 Å and w = 3, which 
was adopted by Kinjo et al. [8,9].  

4   Experiments 

In this experiment, we apply the proposed par-v-SVR to predict residue-wise con-
tact order values in proteins, starting from primary amino acid sequences. The 
Gaussian kernel ( )22

2exp),( σyxyx −−=k  is used here. The optimal choice of 
parameters C, v and σ  was tuned using a grid search mechanism. We used the 
same dataset previously prepared by Kinjo and Nishikawa [8,9], which included 
680 protein sequences and was originally extracted from ASTRAL database ver-
sion 1.65 [3]. There are a total of 120421 residues in this dataset. The protein 
chain names and their corresponding amino acid sequences, and the detailed 
RWCO information with a radius cutoff of 12Å can be found in [11]. To measure 
the performance of par-v-SVR methods in this application, we calculated the 
Pearson's correlation coefficients (CC) between the predicted and observed 
RWCO values in a protein sequence as given by 
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                                    (a)                                                                    (b) 

Fig. 4.1 The predicted RWCO for protein d1n7oa2 obtained by (a) the original SVR and (b) the 
proposed par-v-SVR, respectively.  RWCO values are used with a radius cutoff of 12 A. Ob-
served and predicted RWCO are represented by solid and dashed lines, respectively 

where ix  and ir  are the observed and predicted normalized RWCO values of the 

i-th residue, and x  and r  are their corresponding means. Here N is the total resi-
due number in a protein. The root mean square error (RMSE) is also given by 
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The predicted performances were evaluated on the whole datasets by 5-fold 
cross-validation. In original SVR, the correlation coefficient (CC) between pre-
dicted and observed residue-wise contact order (RWCO) can reach 0.695, with 
normalized root mean square error (RMSE) less than 2.0545. In our approach, the 
use of parametric insensitive model can increase the correlation coefficient to 
0.734 and decrease the root mean square error to 1.9719. To illustrate the per-
formance in this study, fig 4.1 shows the predicted and observed RWCO values in 
protein d1n7oa2 obtained by the original SVR and the proposed par-v-SVR,  
respectively. 

5   Conclusion 

In the present study, we proposed a novel method to predict the RWCO profiles 
from amino acid sequences based on support vector regression with parametric in-
sensitive model (par-v-SVR). Different from the linear regression approach, our 
method uses the non-linear radial basis kernel function (RBF) to approximate and 
determine the sequence-RWCO relationship. We compared our prediction accu-
racy with original SVR. The experimental results show that the proposed par-v-
SVR is slightly better than the original SVR in predicting protein structural profile 
values and describing sequence-structure relationships. 
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