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Multidisciplinary Design Aspects

The design and development approaches of aerospace vehicles of either kind
are basically the same as those of conventional aircraft. Their background is
given by Cayley’s design paradigm. Sir George Cayley (1773–1857) was an
early British aviation pioneer who conceived the essentials of the aircraft as
we know it today [1]. Paraphrasing Cayley’s design paradigm [2, 3]:

– Assign functions plainly to corresponding subsystems, e.g.
◦ wing ⇒ provision of lift,
◦ propulsion system ⇒ overcoming of drag,
◦ horizontal stabilizer and elevator ⇒ longitudinal trim, stabilization and

control,
◦ vertical stabilizer and rudder⇒ lateral (directional) stabilization and con-

trol,
◦ fuselage ⇒ payload accommodation,
◦ etc.

– Have the different functions and the corresponding subsystems only weakly
and linearly coupled, then you can treat and optimize each function and sub-
system more or less independently of the others, but nevertheless treat and
optimize the whole aircraft in this way, which integrates all functions and
subsystems.

This paradigm has been proven to be very effective (ideally it should hold for
every technical apparatus). However, the quest for more performance and ef-
ficiency, the opening of new flight-speed domains, etc., has led over the years
to higher and higher integrated functions and subsystems, i.e., a weakening of
Cayley’s design paradigm. Of course, this is different for different kinds of flight
vehicles. In each case, this paradigm does not necessarily encompass all major
functions and subsystems.

In the context of our considerations it is interesting and important to note
that a differentiation similar to that of subsystems and functions has taken
place also of the engineering disciplines which are involved in the design and
development of flight vehicles.1 This is natural, and was and is indeed also a

1 This differentiation also holds for university education and for research at uni-
versities and research establishments.
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strong technological driving factor. The differentiation of the engineering dis-
ciplines, however, had also adverse effects. It led, for instance, to the presently
strongly established sequential and iterative design cycles with a weak interac-
tion of the disciplines. It further led in some cases to autonomy drives of disci-
plines by duplicating (under the euphemism “adaptation”) skills and tools of
other disciplines, which then often did not participate in the subsequential de-
velopments of the mother disciplines. In view of these developments, the mean-
ing of Cayley’s design paradigm is expanded to also cover the disciplines, i.e.,
both the differentiation of functions/sub-systems (first aspect), and of disci-
plines (second aspect). The significant observation is now, that both aspects
of Cayley’s design paradigm are, as already indicated, persistently weakening
in modern aircraft design, which holds even more for aerospace flight vehicles.

An important issue for aircraft, as well as aerospace vehicles, for the lat-
ter especially for CAV’s and ARV’s, is that with the present design and de-
velopment approach, the actual quantification of the aerothermo-servoelastic
properties of the vehicle’s airframe is made only very late in the development
process, after the first, already completely defined and developed, airframe has
been assembled.2 Partly, this quantification process extends deep into the flight
envelope opening process. Changes—actually “repair solutions”—which must
be made of the airframe, if the said properties do not meet the requirements,
can be very costly and in any case will likely increase the structural weight of
the vehicle.

Similar problems exist with regard to the structures and materials layout
of hypersonic vehicles in view of the thermal loads associated with high-speed
flight. Thermal protection systems of either kind cost much weight, not to men-
tion maintenance and repair efforts during the vehicle’s lifetime. The real per-
formance of a TPS will become apparent only after the first flight(s). Again
“repair solutions” to either improve a TPS or to shed unnecessary mass will
be costly and time consuming.

All this must be seen in view of the payload fraction (pay load/dry mass)
[4]. For the SÄNGER system, this was estimated to be approximately 4.4 per
cent (rocket launcher: approximately 2 per cent). Compared to payload frac-
tions of modern transport aircraft of 30 to 45 per cent, these are very small
percentages. This means that the design is much more critical for hypersonic
space transportation systems than for transonic aircraft. Hence the develop-
ment risk is very much larger, which must be seen in the context of the very
much larger development costs.

A good chance to overcome these problems, basically the weakening of Cay-
ley’s design paradigm (first aspect), lies in the fantastic developments of com-
putational simulation, which we have seen for the last two decades [2]. In gen-
eral, it appears that a strong and nonlinear coupling of functions and subsys-
tems also asks for a strong discipline coupling. But there are also cases, where

2 The reader is asked to recall in this regard the particular design problems of
airbreathing hypersonic vehicles, Section 4.5.4.
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a strong disciplines coupling is mandatory, even if functions/sub-systems obey
Cayley’s design paradigm. The treatment of these design problems in the clas-
sical way is partly possible, but often it leads to increasingly large time and cost
increments. Design risks can become large, and, especially with very strong
functions and subsystems coupling, they can become untenable. The discus-
sion shows that the weakening of Cayley’s design paradigm, in both aspects,
asks for new approaches. This holds strongly for aerospace vehicles, especially
airbreathing aerospace planes, for both space transportation and military pur-
poses.

The continued enormous growth of computer power and the capabilities
of information technologies make a post-Cayley design paradigm (integrated
design) a viable option. This usually is understood when speaking of multidis-
ciplinary design and optimization. Of course present day design and develop-
ment is multidisciplinary, however, usually only in the sense, that the parent
discipline brings in the other disciplines in terms of simple and partly very ap-
proximate methods.

True multidisciplinary design and optimization must overcome the second
aspect of Cayley’s design paradigm. It must bring together the best suited tools
in a strong coupling of the disciplines. The methods of numerical aerodynam-
ics are a key element of such approaches. Large advancements, however, are
necessary in flow physics and thermodynamics modeling [5].

Large advancements and new thinking are necessary, too, in structural me-
chanics. New structure-physics models are necessary in order to permit the in-
fluence of joints of all kind (non-linearities, damping), of non-linear deforma-
tions (buckling), etc., to be quantified. This is true in particular when static
and dynamic aeroelastic properties of the airframe are to be described and op-
timized with high accuracy and reliability [2]. Actually, a shift from the perfect-
elastic to the high-fidelity real-elastic airframe consideration and modeling is
necessary already in the early design phases, and not late in the development
process [3]. This also holds analogously for thermal protection, propulsion in-
tegration, guidance and control, etc.

8.1 Introduction and Short Overview of the Objectives of
Multidisciplinary Design Work

In the last decade, multidisciplinary design methods were motivated by the
recognition that the development of such complex systems as aerospace vehi-
cles can no longer be conducted by an isolated treatment of the various compo-
nents (first aspect of Cayley’s design paradigm). The multidisciplinary design
process for such vehicles to optimize their performance and missions is very
complex. This strictly implies the strong interference between various disci-
plines (second aspect of Cayley’s design paradigm). The global process encom-
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passes a technological and an economical part.3 The technological part consists
mainly of the

• aerodynamic shape,
• aerothermodynamic performance including stability, controllability and ma-

neuverability,
• ascent, descent, and contingency trajectories,
• guidance and control concept,
• masses: vehicle, propellants, payload,
• internal lay-out with the definition of the center-of-gravity and the moments

of inertia,
• structures and materials layout including thermal protection systems,
• main propulsion system,
• reaction control system.

There exists for every technical system the challenge to deal with a large num-
ber of design variables and constraints which come from the disciplines con-
tributing to the definition and synthesis of the system. These contributing dis-
ciplines are in general not independent from each other. Some of the interac-
tions between the disciplines are so intense that only a closely coupled consider-
ation of the physical behavior leads to really reliable and valuable results [6, 7].

We do not have the intention here to give a comprehensive survey about
all the various methods for dealing with the multidisciplinary design and op-
timization problem. We shortly address some of the analysis tools [8]. First,
however we state that the design variables forming the design space can be
classified as entities being

• either continuous, such as the thrust of a rocket as function of the physics of
the flow and the material under the condition of minimized side loads,

• or non-continuous (integer, discrete), such as the cost of the design and de-
velopment of a highly sophisticated space-transportation system.

If the design variables are continuous, gradient-based and search methods
are employed. Response-surface methods are used, when the whole vehicle is
treated as a system with non-continuous (integer, discrete) design variables.
Gradient-based methods should be applied whenever possible since they are
much more effective than search methods. Gradient-based methods use the
information of the function derivatives to locate local extremes. Search
methods use only the function information to determine a global extreme. In
the case that some elements of the design space are non-continuous (mixed-
variable design space), gradient-based optimization algorithms are not the
methods of choice. Typical disciplines, which do not provide continuous de-
sign variables, are material definition, manufacturing, maintenance, and cost
determination.

3 Customarily the main items considered are costs, operations, and rate of return
of investment.



8.1 Introduction and Objectives of Multidisciplinary Design Work 375

Methods are available which are well suited for dealing with mixed-variable
design spaces. These are the response-surface methods4 with approximations
based on

• neural networks [9, 10],
• fuzzy logic [11, 12],
• genetic algorithms [13, 14].

A response surface is generated by the experts of the disciplines who treat
the single parts (subsystems) of the whole system. Each discipline contributes
design solutions for statistically selected combinations of design parameters
within the design space. Therefore, the response-surface method generally per-
forms optimization on system level rather than on discipline level.

For example, Fig. 8.1 shows a simplified flow chart of the optimization pro-
cess for the design of an aerospace vehicle with an inner loop generating a single
design point.

We distinguish two interactions between the various disciplines.5 The first
type of interaction is weak, in the sense that the disciplines involved each have
a separate physical description. Examples are:

• Steady contour changes of elements of vehicle shape =⇒ change of flow field,
• Change of aerodynamic performance =⇒ change of flight trajectory,
• Change of characteristics of propulsion system =⇒ change of vehicle’s flight

mechanics.

The second type of interaction is the strong one, where the disciplines involved
require a coupled physical description, if advanced technology aspects with
new capabilities like enhanced performance, flight safety, reliability and cost
effectiveness are taken into account. Examples for that case are:

• Dynamic contour change of elements of vehicle shape due to aerodynamic
(mechanical) loads ⇐⇒ unsteady change of aerodynamic flow field (aeroe-
lasticity),

• Heat transfer in structures ⇐⇒ change of aerothermodynamic flow field
(thermal surface effects),

• Contour change of elements of vehicle shape by thermal stresses ⇐⇒ defor-
mation of structure and change of aerothermodynamic flow field.

In agreement with the scope of this book we focus now our attention on ap-
proaches to describe the second type of interaction, viz. strong interactions.

4 These methods are also called search methods.
5 By interaction we mean the mutual influence of physical behavior, i.e., the ex-

change of physical information. With coupling we mean the mathematical for-
mulation of the exchange of information.
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Fig. 8.1. Simplified flow chart illustrating the optimization process for aerospace
vehicle design. “Type” denotes, for example the class of an aerospace vehicle, either
a capsule or a bicone or a RV-W, and similar for the propulsion system.

8.2 Equations for Fluid-Structure Interaction Domains

8.2.1 Fluid Dynamics Equations

In Appendix A, we present the fluid dynamic equations for unsteady viscous
flows in Cartesian coordinates (x, y, z), eq. (A.1). For flows past elastically de-
forming configurations (e.g., due to unsteady aerothermodynamic loads), the
body surface as “inner” boundary of the flow-computation domain deforms in
a time-dependent manner. Due to that, any grid, either structured or unstruc-
tured, of the numerical flow solution procedure is also time-dependent. There-
fore a coordinate transformation to arbitrary non-orthogonal time-dependent
coordinates (ξ, η, ζ), Fig. 8.2, is the method of choice for dealing with this kind
of problems:
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Fig. 8.2. Arbitrary non-orthogonal time-dependent coordinates defining iso-sur-
faces ξ = const. at times t0 and t1.

ξ = ξ(x, y, z, t),
η = η(x, y, z, t),
ζ = ζ(x, y, z, t),
τ = t. (8.1)

Equation (A.1) then reads

∂Q̂

∂τ
+
∂(Ê − Ê visc)

∂ξ
+
∂(F̂ − F̂ visc)

∂η
+
∂(Ĝ− Ĝ visc)

∂ζ
= 0, (8.2)

with
Q̂ = J−1Q, (8.3)

Ê = J−1

⎛
⎜⎜⎜⎜⎝

ρU
ρuU + ξxp
ρvU + ξyp
ρwU + ξzp

(ρet + p)U − ξtp

⎞
⎟⎟⎟⎟⎠ , Ê visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ξxτxx + ξyτxy + ξzτxz

ξxτyx + ξyτyy + ξzτyz

ξxτzx + ξyτzy + ξzτzz

ξxβx + ξyβy + ξzβz

⎞
⎟⎟⎟⎟⎠ ,
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F̂ = J−1

⎛
⎜⎜⎜⎜⎝

ρV
ρuV + ηxp
ρvV + ηyp
ρwV + ηzp

(ρet + p)V − ηtp

⎞
⎟⎟⎟⎟⎠ , F̂ visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ηxτxx + ηyτxy + ηzτxz

ηxτyx + ηyτyy + ηzτyz

ηxτzx + ηyτzy + ηzτzz

ηxβx + ηyβy + ηzβz

⎞
⎟⎟⎟⎟⎠ ,

(8.4)

Ĝ = J−1

⎛
⎜⎜⎜⎜⎝

ρW
ρuW + ζxp
ρvW + ζyp
ρwW + ζzp

(ρet + p)W − ζtp

⎞
⎟⎟⎟⎟⎠ , Ĝ visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ζxτxx + ζyτxy + ζzτxz

ζxτyx + ζyτyy + ζzτyz

ζxτzx + ζyτzy + ζzτzz

ζxβx + ζyβy + ζzβz

⎞
⎟⎟⎟⎟⎠ ,

βx = uτxx + vτxy + wτxz − qx,

βy = uτyx + vτyy + wτyz − qy, (8.5)
βz = uτzx + vτzy + wτzz − qz .

Here J−1 =
∣∣∣∣ ∂(x, y, z, t)
∂(ξ, η, ζ, τ)

∣∣∣∣ is the determinant of the Jacobian matrix of the

geometry.
Note that the Cartesian derivatives of the velocity components in the defi-

nition of τij are transformed using the chain rule. The contravariant velocities
are defined by [15]

U = ξt + ξxu+ ξyv + ξzw,

V = ηt + ηxu+ ηyv + ηzw, (8.6)
W = ζt + ζxu+ ζyv + ζzw.

Another form of eq. (8.6) is given by

U = ξx(u− xτ ) + ξy(v − yτ ) + ξz(w − zτ ), (8.7)

and similarly for V and W , where (xτ , yτ , zτ ) are the Cartesian components
of the grid velocity.

In the literature [16]–[19], the following form of the Navier–Stokes equa-
tions is often used

∂(J−1Q)
∂t

+ J−1

(
∂(E − xτQ)

∂x
+
∂(F − yτQ)

∂y
+
∂(G− zτQ)

∂z

)
=

= J−1

(
∂E visc

∂x
+
∂F visc

∂y
+
∂G visc

∂z

)
, (8.8)

which is identical to eq. (8.2). Equation (8.2) combined with eq. (8.7) as well
as eq. (8.8) is named the arbitrary Lagrange-Euler formulation (ALE), which
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means that grid points move with velocities other than the velocity of the local
fluid element.6

8.2.2 Structure Dynamics Equations

The main task of an analysis of a structural system consists in the calculation
of the deformations and stresses due to externally applied mechanical and ther-
mal loads. In the theory of elasticity, considering a linear orthotropic material,
the relationship between stresses and strains is given by [20]

σ = D(ε− ε T − ε I), (8.9)

with σ denoting the stresses,D the elasticity matrix containing the appropriate
material properties, ε the resulting strains, ε T the thermal strains, and ε I the
initial strains. Further we have:

σ =

⎛
⎜⎜⎜⎜⎜⎜⎝

σxx

σyy

σxx

σxy

σyz

σzx

⎞
⎟⎟⎟⎟⎟⎟⎠
, ε I =

⎛
⎜⎜⎜⎜⎜⎜⎝

εIxx

εIyy

εIzz

εIxy

εIyz

εIzx

⎞
⎟⎟⎟⎟⎟⎟⎠
, ε T =

⎛
⎜⎜⎜⎜⎜⎜⎝

αxx

αyy

αzz

0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎠
∆T, (8.10)

ε =

⎛
⎜⎜⎜⎜⎜⎜⎝

εxx

εyy

εxx

εxy

εyz

εzx

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

∂
∂x 0 0
0 ∂

∂y 0
0 0 ∂

∂z
∂
∂y

∂
∂x 0

0 ∂
∂z

∂
∂y

∂
∂z 0 ∂

∂x

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎝ u
v
w

⎞
⎠ = Su, (8.11)

where u = (u, v, w)T are the displacements, α = (αxx, αyy, αzz, 0, 0, 0)T

the thermal expansion coefficients, and ∆T = T − Tref is the temperature
difference.7

The equilibrium condition STσ+b = 0, saying that the internal forces have
to be equal to the external forces (body forces) in connection with the principle
of virtual work, leads to the relation [21]∫

V

δεTσ dV −
∫

V

δuT b dV −
∫

S

δuT t dS −
∑

a

δu T
a f

a = 0, (8.12)

with δε being the virtual strains, δu the virtual displacements, b the body
forces, t the tractions (e.g. flow shear stress) on the surface, and fa the single

6 If the grid point moves with the fluid element, this is called a Lagrange formu-
lation. If the grid point does not move, while the fluid element travels through
the grid, we speak of an Euler formulation.

7 In order to avoid confusion, we note that T , used as superscript in this and the
next sub-section, denotes the transpose of the corresponding vector or matrix.
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forces at nodal points a. Transferring eq. (8.12) to a finite element formulation,
the integrals are divided to yield sums over individual elements ‘e’

∑
e

∫
V e

δεTD(ε− ε T − ε I) dV −
∑

e

∫
V e

δuT b dV −

−
∑

e

∫
Se

δuT t dS −
∑

a

δu T
a f

a = 0. (8.13)

We now apply the usual assumptions of finite element theory [21, 22], namely
that the displacements in an element are defined by the displacements ũ at the
nodes of this element

δu =
∑

a

N a δũ a ≡ N δũ , (8.14)

and that the strains are formulated by

δε =
∑

a

SN a δũ a =
∑

a

B a δũ a ≡ B δũ , (8.15)

where N a are the shape functions at the nodal point a. Then with eq. (8.13)
we obtain

∑
e

δũ T
a

(∫
V e

B T
aD (B bũ b − α∆T − ε I) dV−

−
∫

V e

N T
a b dV −

∫
Se

N T
a t dS − fa

)
= 0. (8.16)

The displacements δũ a and ũ b at the nodal points are independent from the
integration variable and can be written outside of the integrals. With

Kũ = F , (8.17)

we find
K =

∑
e

∫
V e

BTDB dV,

and

F =
∑

e

∫
V e

BTDα ∆TdV +
∑

e

∫
V e

BT ε I dV +

+
∑

e

∫
V e

NT b dV +
∑

e

∫
Se

NT t dS + f. (8.18)

In the above, K is called the stiffness matrix and F the load vector. Equation
(8.17) describes the static equilibrium of a structural system [21].
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In cases where the loads change rapidly with time, inertial forces as well as
damping forces due to energy dissipation inside the material (e.g. microstruc-
ture movement) need to be considered. Replacing in eq. (8.17) the body force
b by b̄− ρü− µu̇ yields

M ¨̃u+ C ˙̃u+Kũ = F , (8.19)

with the mass matrix
M =

∑
e

∫
V e

ρNTNdV,

and the damping matrix8

C =
∑

e

∫
V e

µNTNdV.

Equation (8.19) represents the mathematical formulation for the dynamic be-
havior of elastic structures, however with homogenous damping properties.
This points to the difficulty to describe real-elastic structures with point- and
line-wise distributed joints (rivets, screws, gluing and welding zones), which
introduce non-linearities and damping, and of non-linear deformations, as dis-
cussed shortly in the opening remarks of this chapter. If these could be mod-
elled to the needed degree, the real-elastic properties of a structure could be
determined in the design and development process of a flight vehicle much ear-
lier than is currently possible [2].

However, this topic presents enormous challenges. Scale discrepancies as
large as in flow with turbulent boundary layers past entire configurationswould
have to be mastered. It is not clear yet how to proceed. Possible approaches
may use statistical models based on parameter identification as in statistical
turbulence theory, combined with methods similar to direct numerical or large-
eddy simulations. It appears therefore, that the classical approach of struc-
tural mechanics based on the computational determination only of the perfect-
elastic properties, combined with structural tests late in the development pro-
cess to find the real-elastic properties, has to be kept for quite some time.

8.2.3 Heat Transport Equation

The thermal energy equilibrium in a solid or fluid can be expressed by the dif-
fusive equation9

ρc
∂T

∂t
+ ∇T q −Ω = 0, (8.20)

with ρ the density, c the specific heat, q = −k∇T Fourier’s law of heat conduc-
tion,10 k the thermal conductivity matrix and Ω the internal heat generation.

8 This derivation assumes that the resistance is linear to the velocity ˙̃u.
9 Unsteady heat conduction equation.
10 For the generalized aerothermodynamic heat transfer formulation, see, e.g., [5].
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Using the principle of virtual temperatures (which acts in the same way as the
virtual displacements), the Gauss’ integral theorem and the proper considera-
tions of boundary conditions, the finite element equilibrium equation for heat
transport on the basis of eq. (8.20) has the form [20, 23]

∫
V

ρcNTNdV

︸ ︷︷ ︸
C

Ṫ +
∫

V

BTλB dV

︸ ︷︷ ︸
Kc

T +
∫

Sh

hNTNdS

︸ ︷︷ ︸
Kh

T = (8.21)

∫
V

ΩNT dV

︸ ︷︷ ︸
PΩ

+
∫

Ss

qsN
TdS

︸ ︷︷ ︸
Pq

+
∫

Sh

hTeN
TdS

︸ ︷︷ ︸
Ph

−
∫

Sr

σ̂ε (T 4
s − T 4

a )NTdS

︸ ︷︷ ︸
Pr

,

where the following boundary conditions are applied11

q · n = −qs specified surface heat flow on Ss,
q · n = h (Ts − Te) convective heat exchange on Sh,
q · n = σ̂ε (T 4

s − T 4
a ) radiation heat exchange on Sr.

In eq. (8.21), T is the element nodal temperature vector and Ṫ the time deriva-
tive of T, Ts the surface temperature, Te the temperature at the boundary
layer edge, Ta the ambient temperature, h the convective heat transfer coeffi-
cient (see Section 10.3), σ̂ the Stefan–Boltzmann constant12 and ε the emission
coefficient. Equation (8.21) can be written in matrix form:

C Ṫ + (Kc +Kh) T = PΩ + Pq + Ph − Pr = P , (8.22)

with C being the heat capacity matrix, Kc the conduction matrix and Kh the
convection matrix. The vector P contains the heat inputs arising from several
sources defined above and the heat radiation from the surface.13

8.3 Coupling Procedures

The main problem for disciplines analyzing physical states which interact
strongly with each other is that they have to provide for a fast and precise ex-
change (or transfer) of data at the corresponding boundaries, in the way that

11 Generally the surfaces Ss, Sh and Sr are different, but in some specific applica-
tion cases we may have Ss ≡ Sh ≡ Sr.

12 The symbol for the Stefan–Boltzmann constant with the circumflex σ̂ is used
here in order to distinguish it from the symbol of the stresses σ.

13 In case of concave contours, the heat radiation depends on the local view factor
(non-convex effects, Section 9.1) which describes for a given surface element the
ratio of heat emission and absorption and leads to an adjustment of Pr [22, 23].
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an equilibrium state, either static or quasi-static (dynamic), is achieved.14 The
coupling of the solutions of various disciplines is easiest and provides best re-
sults, if in the different domains the same kind of numerical approximation
methods (e.g., finite element methods) as well as conformal meshes (e.g., un-
structured grids) along the common boundaries are used. This has the conse-
quence that at most an interpolation in the frame of the, e.g., finite element
solution during the data transfer at the boundaries has to be conducted. But
in real applications this is often not practical, since in general the fluid do-
main needs a finer grid resolution than the structural domain and the solution
procedure itself (e.g., FEM) is not always appropriate for integrating the fluid
dynamical equations, in particular in the hypersonic regime.

Therefore in the past few years, it could be observed that methods were
developed which are based in each case on the best approximation in the cor-
responding application domain. This has some advantages. First, methods for
the various disciplines can be used, which are well tested and verified, which
also includes commercial products in particular for the structural domain.
Secondly, the grid can be more precisely adapted where it is required by the
physics. It might be in one domain unstructured and in another domain struc-
tured as best suited to the solution method employed. However, the disadvan-
tage consists in the more complex data transfer across the common interface
boundary, which requires a special treatment, since in general a sophisticated
interpolation method is necessary.

The coupling process depends strongly on the physical situation to be
solved. For example, the requirements on the solution process for an aeroelas-
tic problem are quite different from those of a heat transfer problem. Our main
interest here consists in describing the coupling procedure for fluid–heat trans-
fer problems (thermal fluid-structure interaction). Nevertheless we will address
also some other applications like aeroelasticity (mechanical fluid-structure in-
teraction), ablation, etc. We begin with the description of the mechanical-
fluid structure interaction (classical aeroelastic approaches), look then at the
thermal-fluid structure interaction (without structural response) and finally at
the thermal-mechanical fluid-structure interaction (with structural response).

8.3.1 Mechanical Fluid–Structure Interaction Aeroelastic
Approach I

For the treatment of the aeroelastic problem, over the years, the authors of [24]
to [29] have introduced a specific system of methods. Therein, both the equa-
tions for the dynamic structural motion and for fluid dynamics are approxi-
mated and solved by a finite element approach. Used are the fluid dynamic
equations in the Euler formulation, eq. (A.1), where no grid movement is in-
corporated. As already mentioned, the data transfer between the disciplines

14 We consider here only solutions based on numerical methods for fluid dynamics
(CFD) and for structural dynamics (CSD).
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along the common boundary is simplified by employing a monolithic approach.
Since the unsteady CFD Euler method needs very significant computer time, a
system-identification procedure was developed, based on some unsteady mas-
ter CFD solutions for provision of the unsteady aerodynamic loads, which are
required in the dynamic structural solver, eq. (8.19), where F = fa(t) repre-
sents the unsteady aerodynamic loads.

8.3.2 Mechanical Fluid–Structure Interaction Aeroelastic
Approach II

Another strategy for the treatment of aeroelastic problems was pursued by
the authors of [16]–[19],[30]–[32]. They consider besides the fluid and struc-
ture fields the moving mesh as a third field. The corresponding equations for
the three fields have to be solved simultaneously.

The set of equations is compiled by the semi-discrete form of eq. (8.8) or
eq. (8.2) for fluid dynamics, which could, for example, be approximated by a
finite-volume approach by eq. (8.19) for structural dynamics, and by

M̃ẍ+ C̃ẋ+ K̃x = Ktũ (8.23)

for the moving mesh, where x describes the position of a moving fluid grid
point. M̃, C̃, K̃ are fictitious mass, damping and stiffness matrices, respec-
tively, andKt is designed as transfer matrix describing the continuity between
structural displacement and moving fluid mesh along the common interface
boundary.

The coupling of the fluid and structure equations at the interface boundary
Γ is conducted by imposing:

σS · n = −p n+ σF · n,
∂u S

∂t
=
∂u F

∂t
no-slip condition,

∂u S

∂t
· n =

∂u F

∂t
· n slip condition, (8.24)

with σS , σF the tensors of structural and fluid viscous stresses, u S , u F the
displacements of the structural and fluid fields, p the fluid pressure field and n
the normal on a given point on Γ . Further the coupling between the structure
and the moving grid on Γ takes place via the relations:

x = u S ,

∂x

∂t
=
∂u S

∂t
. (8.25)

For accuracy, stability and convergence reasons the solution of eq. (8.23) must
meet the so called geometric conservation law, which can be achieved by an
appropriate time discretization of the time-dependent grid position x repre-
senting the mesh velocity ẋ, [16].
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Fig. 8.3. Staggered scheme with inter-field parallelism for the coupling of the so-
lutions of a three-fields fluid-structure interaction problem, U = (u, u̇)T [33].

The three-fields approach allows for the employment of the partitioned solu-
tion procedure, where best suited numerical simulation methods can be ap-
plied for the various disciplines, like finite-volume or finite-difference methods
in the fluid domain and finite element methods in the structural and moving
mesh domains.

A solution strategy, regarding the time coupling for the set of the coupled
equations (8.8), (8.19), (8.23), with a powerful capacity concerning the numer-
ical stability and the accuracy of the results, is given by the staggered scheme,
Fig. 8.3 [33]. This scheme can be described by

1. update the fluid mesh coordinates with structural displacements un and
the velocities u̇n to conform to the structural boundary at tn,

2. advance the flow from tn to tn+1/2,
3. advance the structure using the pressure and the stress field at tn from tn

to tn+1,
4. transfer the pressure and the stress field at tn+1/2 to the structural code

and transfer the structural displacements un+1 and the velocities u̇n+1 to
the fluid code,

5. advance the flow from tn+1/2 to tn+1,
6. re-compute the structure using the pressure and the stress field at tn+1/2

from tn to tn+1.

The above procedure is a variation of the scheme reported in [18], which was
also successfully used for space applications [34].

In general the mesh applied to the structural system is coarser than the
mesh required for a proper resolution of the fluid domain. This means that
typically the common boundaries Γ of the fluid and structural domains have
non-matching discrete interfaces. Therefore, the transfer of the displacements
from the structural domain to the fluid mesh as well as the transfer of the pres-
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sure and stress field to the structural mesh can be critical with respect to con-
sistency and load conservation.15

A promising approach to solving this problem, sometimes indicated as the
space-coupling strategy, is given in [19]. The main idea behind it is the def-
inition of Gauss points on the finite elements, which are in contact with the
structural boundary interface ΓS , and the connection of these with appropri-
ate cells or elements of the fluid boundary interface ΓF , in the sense to provide
these points with the pressure and the shear stress field values of the fluid. This
procedure is known as “pairing” and several algorithms are available for solv-
ing this task [35, 36].

A similar approach is reported in [37], where a neutral interface, defined
by two Gauss parameters, is constructed, which acts as data-transfer medium
between the boundary interfaces16 ΓS and ΓF . These procedures are often used
for practical applications conducted by the aerospace industry [39]–[41].

8.3.3 Thermal–Mechanical Fluid–Structure Interaction

One of the earliest if not the first paper dealing with the simulation of cou-
pled thermal–mechanical fluid–structure interaction is [42] from the year 1988.
There a monolithic finite element environment was developed for solving the
Navier–Stokes equations for the flow field, the structural equations for the me-
chanical response and the heat conduction equation for the thermal field in the
solid. Further the finite element grids, created for the flow and the structure
field, had at the common interface the same nodes which render any interpo-
lation for transferring the boundary conditions unnecessary.

Generally, supersonic and hypersonic flows past RV-W’s and RV-NW’s, as
well as CAV/ARV’s, heat up the—in general radiation-cooled—surface ma-
terial of the vehicles. This has two major consequences. First, the structure
responds to the severe surface temperature with thermal stresses and/or de-
formations. Secondly, responding to the severe thermal state of the surface—
that are the surface-temperature and the temperature gradients in the gas at
the wall, Chapter 9—and the deformation, the general properties of the flow
field (e.g. thermal surface effects, shock waves, expansion zones, local separa-
tion with vortex phenomena, etc.) and the properties of the thermal boundary
layer may change dramatically. Therefore for an advanced design of aerospace
vehicles coupled solutions of the corresponding disciplines are indispensable.

In the more general case, where thermal–mechanical fluid–structure in-
teractions with moving grids are considered, the set of governing equations
consists of
15 Load conservation is considered here in the sense that the forces and energies

(for example displacement work) on the fluid/structure interface Γ , evaluated
by a suitable interpolation procedure, are consistent.

16 Another interesting solution regarding the data transfer between non-matching
boundaries can be found in [38]. There, the construction of a virtual grid is pro-
posed, which has a similar function as the neutral interface mentioned above.
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– the Navier–Stokes equations in ALE-formulation for the flow field, eq. (8.2)
or (8.8),

– the finite element representation of structure dynamics, eq. (8.19),
– the finite element representation of the heat conduction in solids, eq. (8.22),
– the finite element representation for the moving mesh, eq. (8.23).

This is a four-fields approach in the sense described also in [31]. Another ap-
proach, where the determination of the moving mesh by eq. (8.23) is replaced
by various mesh tracking procedures, is reported in [43]. For RV-W’s and RV-
NW’s, often the deformations due to thermal and mechanical (pressure and
stress field) loads are small. This is the reason why the investigations reported
in [23],[44]–[46] do not include a moving mesh capability in the fluid domain.

To include the thermal conditions, the interface boundary conditions on Γ
as formulated for the aeroelastic case, eqs. (8.24) and (8.25), have to be ex-
tended. They consist now of

• the structural compatibility conditions, eq. (8.24):

σS · n = −p n+ σF · n,
∂u S

∂t
=
∂u F

∂t
no-slip condition,

∂u S

∂t
· n =

∂u F

∂t
· n slip condition,

• the temperature continuity and heat flux equilibrium conditions:

λS∇TS · n = λF∇TF · n,
TS = TF , (8.26)

• the mesh motion continuity conditions, eq. (8.25):

x = u S ,

∂x

∂t
=
∂u S

∂t
.

As already indicated, for aeroelastic problems the evolution with respect to the
development of simulation systems for thermal–mechanical fluid–structure in-
teraction issues exhibits, that loosely coupled strategies are favored. This al-
lows the combination of independent numerical methods for the single disci-
plines as well as the application of different grid structures.

One promising method for solving the system of coupled equations (8.8),
(8.19), (8.22), (8.23), is to use a staggered scheme,17 similar to that shown
Fig. 8.3. We present here the one proposed in [31] which is called the conven-
tional serial staggered procedure (CSS), Fig. 8.4. For pure fluid–thermal cou-
pling (without mechanical response due to thermal loads) a similar staggered

17 This is applicable only for transient problems, where the thermal behavior is
transient and the mechanical and fluid behaviors are stationary.
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Fig. 8.4. Conventional serial staggered scheme (CSS) for the coupling of the solu-
tions of thermal-mechanical fluid-structure interaction problems [31].

scheme can be found in [45, 47]. Another practical scheme for solving the sys-
tem of coupled equations is the classical Dirichlet–Neumann iteration which
can be applied also for dynamic thermal–mechanical fluid–structure interac-
tions [47, 48]. This scheme consists of the sequence of flux calculations on the
interface boundary ΓF by the fluid equations and the state calculations on the
interface boundary ΓS by the thermal–structural equations. Dirichlet bound-
ary conditions are used in the fluid domain (u, u̇, T ), and Neumann conditions
in the structural domain (qn, p · n, σF · n).

Let the state in the structural field be denoted by Ψ , which contains defor-
mations and temperatures, and the state at the structural interface boundary
ΓS by ΨS , then the iteration for k + 1 is performed by [44, 47]:

Ψk+1
S = ω Ψk

S + (1 − ω) Ψk
S , (8.27)

with the relaxation coefficient ω ≤ 1. The iteration has succeeded if a pre-
scribed convergence limit is satisfied.

The other question is how to transfer the data on the interface boundary
Γ from one domain to the other, when the grid nodes on the fluid and struc-
ture domain do not coincide (non-matching meshes). This is supported by the
fact that normally the grid spacing on the fluid side is finer compared to that
of the structural side. So the need for an interpolation procedure arises, with
the ability to conserve, for example, the sum of loads18 (pressure and shear
stress field) as well as the energy in terms of the heat fluxes along the common
interface boundary.

A first possibility of performing the load transfer is given by introducing
the Lagrange multipliers δi and an additional state variable z, whereby the
homogeneity of the virtual work (or virtual power) is preserved, which leads
to the relation [49]

18 Conservation is satisfied if the sum of loads on the interface boundary of the
structure ΓS is equal to the sum of loads on the interface boundary of the fluid
ΓF .
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Γ

δi (Ψi − z) dΓ = 0, i = F, S. (8.28)

In order to simplify the procedure, one can choose z = ΨS |Γ , reducing the
number of Lagrange multipliers δi to one, which makes the numerics easier.

A second method is given by the definition of a virtual surface grid, where
the interface boundaries ΓS and ΓF are projected to this surface, which is
described by two Gauss parameters [37, 43]. Once the virtual surface is con-
structed, conventional interpolation routines are used for transferring the data
from one interface boundary to the other, but this procedure is not in a fully
conservative fashion.

A third method is based on the conservation of energy19 for both the con-
version of the fluid pressure and the shear stress fields into a mechanical load
and the transfer of the heat fluxes to the structural interface boundary ΓS [31].

Recent investigations apply the commercial interpolation software MpCCI
(Mesh-based parallel Code Coupling Interface), [50]. The standard technique
of the commercial MpCCI software can be perceived as a particular formula-
tion of the Lagrange multiplier method and is therefore conservative [23, 45,
48]. In addition this software package includes non-conservative interpolation
routines.

8.4 Examples of Coupled Solutions

8.4.1 Mechanical Fluid-Structure Interaction
Aeroelastic Approach I

The method described in Sub-Section 8.3.1 was tested and applied to some
aerospace vehicle shapes like the X-33 re-entry vehicle, Fig. 8.5, and NASA’s
generic hypersonic vehicle (GHV), which looks similar to the lower stage of
the German SÄNGER wing-body configuration, Fig. 8.6 [51]. A typical result
is plotted in Fig. 8.7, where the shape of the first symmetric bending mode is
shown.

8.4.2 Mechanical Fluid–Structure Interaction
Aeroelastic Approach II

The results obtained in the UNSI project of the European Union, performed
in the years 1998–2000, are presented in [39]. In UNSI several contributors em-
ployed methods like the ones described in Sub-Section 8.3.2. Some of the results
are presented below.

19 For the pressure and shear stress field the virtual displacement work is con-
sidered, whereas for the thermal loads the integral of the heat fluxes over the
interface boundaries is used, which has the dimension of a power, [ML2/t3].



390 8 Multidisciplinary Design Aspects

Fig. 8.5. X-33 re-entry vehicle shape (left), and unstructured mesh for a finite el-
ement fluid dynamics solver (right) [20].

Sänger wing-body

configuration

GHV configuration

Fig. 8.6. Generic hypersonic vehicle (GHV) configuration with the unstructured
finite element mesh for a fluid dynamics solver (lower left), [20]. Wing-body com-
bination with the structured finite-volume surface mesh of the German SÄNGER
lower stage configuration (upper right) [51].

We start with results of a study of the AMP wing,20 which was designed jointly
by AEROSPATIALE, DASA, DLR and ONERA in 1990 with the goal to un-
dertake flutter studies for a modern aircraft in the transonic flight regime.
There exists a broad experimental data base from investigations in ONERA’s
S2 wind tunnel in Modane. Every aeroelastic simulation (static or dynamic)
of a wing configuration needs as initial geometry the so-called jig shape (=⇒
wind-off shape, nz = 0), which differs from the shape designed for cruise con-

20 AMP =⇒ Aeroelastic Model Program.
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Contour of first symmetric

bending mode

Fig. 8.7. Generic hypersonic vehicle (GHV). Typical structural mode shape: first
symmetric bending mode, calculated with the method reported in [24]–[28, 52].

jig wing

deformed wing

skin friction lines

x - component of skin

friction vector

Fig. 8.8. AMP wing: static aeroelastic solution, [39]. Wing deformations and skin-
friction lines for M∞ = 0.819, α = 3.98◦, Re = 1.99 · 106, CL = 0.58.

ditions.21 Figure 8.8 shows the static aeroelastic solution of the AMP wing
performed with ONERA’s inviscid–viscous interaction code VIS25 for the flow
and the NASTRAN code for the structure.

The spanwise deformation and the leading edge deflection for another case
are shown in Fig. 8.9 where experimental data are compared with data from
the VIS25 solver and from ONERA’s more sophisticated fluid solver CANARI
(unsteady Euler) again coupled with NASTRAN. A moderate overprediction
can be observed of the leading edge deflection found with the simulation meth-
ods in contrast to the experimental data. This is also true for the wing twist,
except at the wing tip, where larger deviations are observed (note the negative
coordinate scale in the twist plot.).

21 The jig shape has the following properties: a) the twist distribution of the design
wing is reproduced as a result of a static mechanical fluid-structure simulation at
cruise conditions, and b) the vertical locations of the jig wing sections (heights)
coincide with the ones of the design wing in the no load case.
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leading edge

deflection

twist

deformation

Fig. 8.9. AMP wing: static aeroelastic solution, [39]. Span-wise leading edge de-
flection Hz and twist deformation Ry . Flow field found with Euler (CANARI) and
viscous-inviscid interaction code (VIS25). Comparison with experimental data of the
ONERA S2 wind tunnel, Modane.M∞ = 0.862, α = 1.6◦, Re = 3.64·106 , CL = 0.3.

The aeroelastic simulation procedure referred to above with the CANARI code
for the flow field is also applied to the coupled dynamic fluid-structure problem.
In that case the structural analysis is performed by a modal approach, where
the six first mode shapes of the wing are taken into account. In Fig. 8.10, the
time evolution of the modal coordinates is displayed for a low transonic test
case with M∞ = 0.78, α = 1.79◦, Re = 3.49 · 106, CL = 0.3. The stagnation
pressure amounts to pstag = 90 kPa for which obviously the unsteady responses
are damped. This is also true for the first mode, where the damping occurs
after a certain time delay, whereas the third mode looks indifferently. Beyond
the stagnation pressure of pstag = 90 kPa, the modal coordinates are amplified
indicating flutter onset.

A second test case, again in the frame of the UNSI project, considers the
so called MDO22 wing–fuselage configuration. This shape was designed in a
Brite-Euram project of the EU performed in the years 1996 and 1997. Static
aeroelastic computations were conducted by three contributors (two industrial
companies, one research institute) using in total eight different methods, in-
cluding five Euler approaches for the flow field. Figure 8.11 presents a three-
dimensional view on the design, the deformed, and the jig shape of the MDO
wing as a result of a static aeroelastic solution.

The quality of today’s simulation capacity for aeroelastic problems is re-
vealed by the two diagrams in Fig. 8.12. In the upper diagram the vertical
bending deformations of the MDO wing, as predicted by the eight methods
mentioned before, are plotted. They show, despite the complexity of the prob-
lem, surprisingly good agreement for the trailing edge as well as the leading

22 MDO =⇒ Multidisciplinary Design Optimization.
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Fig. 8.10. AMP wing: dynamic aeroelastic solution [39]. Flow field found with Euler
code CANARI. Time evolution of the six first modal coordinates qi. M∞ = 0.78,
α = 1.79◦, pstag = 90 kPa, Re = 3.49 · 106, CL = 0.3.

design wing

deformed wing

jig shape

Fig. 8.11. MDO wing: static aeroelastic solution [39]. Jig shape definition with
ONERA’s inviscid-viscous interaction code VIS25. Design flight conditions: M∞ =
0.85, flight altitude H = 11, 280 m, total aircraft lift CL = 0.458.
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trailing edge

leading edge

Fig. 8.12. MDO wing: static aeroelastic solution [39]. Spanwise leading and trailing
edge deflection ∆z (above) as well as twist deformation ∆α (below). Design flight
conditions: M∞ = 0.85, flight altitude H = 11, 280 m, total aircraft lift CL = 0.458.

edge deflections. Note, that the deflection amounts to approximately 3 m at
the wing tip for a wing half-span of 37.5 m. The predictions of the twist de-
formation versus span (lower part of Fig. 8.12) agree well in the inner part of
the wing, whereas at the tip larger differences appear, which we have similarly
identified also in Fig. 8.9 (right).

Turning to simulations of the dynamic aeroelasticity of the MDO wing,
two test conditions, apart from the optimized cruise conditions, were defined.
For these the Mach number is M∞ = 0.88, and in the first case the altitude
amounts to H = 7 km, corresponding to a dynamic pressure q∞ = 22.25
kPa, and in the second case the altitude is H = 2 km, corresponding to
q∞ = 43.10 kPa.
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Fig. 8.13. MDO wing: dynamic aeroelastic solution (Euler solution by SAAB), [39].
z-deflection time series for a stable case at the flight altitude H = 7 km (left), and
for a flutter case at the flight altitude H = 2 km (right). M∞ = 0.88.

Four institutions (three industrial companies, one research institute) delivered
results of six different methods for these test cases. The structural analysis is
represented by a modal approach taking into account the twenty lowest wing-
normal vibration modes. All the simulations predict for the H = 7 km case a
damping of the excitations (stable flight) and for theH = 2 km case an increase
of the oscillations (flutter response). As an example, Fig. 8.13 shows the time
evolution of the deflection of the leading edge at 99 per cent half span. For the
reader interested in more details, we refer to [39, 40].

8.4.3 Thermal–Fluid–Structure Interaction

In Sub-Section 8.3.3, we have discussed the description of thermal–mechanical
fluid–structure interactions characterized by a mechanical response in the form
of mechanical and thermal stresses. In this Sub-Section we look now at interac-
tion cases without mechanical response. Two cases with mechanical response
are presented in Sub-Section 8.4.4.

Let us consider a winged aerospace vehicle. We are concerned with the ques-
tion at what locations and under what conditions thermal fluid-structure in-
teractions play a role. As we know from Chapters 3 to 6, the thermal loads are
particularly high at forward stagnation points, along leading edges of wings,
fins and winglets, at deflected aerodynamic control surfaces, and in regimes
where a strong expansion of the flow leads to a drastic reduction of the bound-
ary layer thickness (e.g., shoulder of capsules, Chapter 5).

What we also know is that at a surface part with small contour radius/radii
the heat flux in the gas at the wall, qgw , is larger than for the case with large
radius/radii 23 [5]. If the vehicle surface is radiation cooled, which is the rule,
this holds also for the wall temperature. However, this temperature then drops
surface-tangentially very fast with increasing running length s of the boundary
layer, and so does the heat flux in the gas at the wall.

High temperatures at strongly curved surfaces and strong temperature gra-
dients in the surface-tangential direction, lead to a special phenomenon, viz.
23 On a sphere we have qgw ∼ 1/

√
R, Section 10.3.
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Fig. 8.14. Sketch of tangential heat transport qc;(1)−(2) by conduction inside a struc-
tural shell (hot primary structure of a nose cone). It diminishes the temperature at
the stagnation point (1) and increases the temperature more downstream (2), lead-
ing there to a higher surface heat radiation qrad(2).

heat transport by conduction tangentially through the structure. This is indi-
cated at the shape shown in Fig. 8.14, representing the hot primary structure of
a nose cone. Heat is conducted from location (1) to location (2), consequently
the wall temperature at location (1) is reduced, whereas it is increased at lo-
cation (2). As a result less heat is radiated away at (1) and more at (2) than
would be the case if the surface material did not allow any tangential heat con-
duction.

Hence we can say that in regions with strong tangential heat conduction
within the structure the surface-temperature distribution along the surface co-
ordinate is smoothed out to some extent. With increasing curvature the effect is
getting stronger. Accordingly we must note, that in such regimes on a flight ve-
hicle, Fig. 8.15, the radiation-adiabatic wall temperature gradually is no more
an adequate approximation of the actual surface temperature.

Similar effects can be observed in gaps, existing for example around the
hinge area of flaps, elevons, et cetera. Turning to the heating of deflected
aerodynamic control surfaces, in our case the body flaps of the X-38 vehi-
cle, Fig. 8.16, we are confronted with the situation that the wall thermal flux
qw = qgw + qrad (the value is negative for heat transferred into the struc-
ture!) conducts heat from the wind side to the lee side of the flap—transverse
heat transport, Sub-Section 6.3.3—and radiates into the cavity, heating up
strongly the lower side of the fuselage. For all these problems a coupled ther-
mal fluid-structure simulation is indispensable, otherwise the thermal loads
and the thermal state of the surface could be predicted with dramatic errors.

We now study quantitatively the situation of tangential heat transport at
the two-dimensional representation of the leading edge of a hypersonic flight
vehicle [53], like the SÄNGER lower stage, Chapter 4. In Fig. 8.17 (upper part)
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regions of strong tangential heat

conduction in structure

Fig. 8.15. Regimes on an aerospace vehicle with potentially strong thermal–fluid–
structure interactions.

body flap with body flap container

Fig. 8.16. X-38, view from behind showing the deflected body flaps with the body
flap container as part of the fuselage. The right part of the figure shows the surface
grid for flow computation.

we find details of the geometry and the structure of the leading edge. For the
nose radius R2 = 4 mm, temperature contours are given in the lower part of
the figure,24 found with a coupled Navier–Stokes/FEM solution for the flight
conditionsM∞ = 6.5 andH = 30 km. The coupling of the discipline codes was
conducted by the Dirichlet–Neumann method, eq. (8.27), and the data at the
common boundary interface were transferred by means of a virtual surface.

For different nose radii the wall temperatures in the vicinity of the stagna-
tion point are plotted in Fig. 8.18 (upper part). As expected, the peak tem-
peratures increase with decreasing nose radius. In addition the wall heat flux
qw = qgw + qrad is displayed in Fig. 8.18 (lower part), showing two interesting
trends. First, for large radii the wall heat flux qw in the stagnation regime tends
to zero, indicating that the wall behaves radiation-adiabatic. Second, for small

24 The slight asymmetry of the temperature cannot be explained.



398 8 Multidisciplinary Design Aspects

radii the wall heat flux qw is large at the stagnation point, while heat is trans-
ferred tangentially in the structure along the coordinate s (not shown here).
This leads to the effect, that some distance away from the stagnation point
more heat qrad is radiated from the surface than the flow is able to transport
(qgw) to the surface. This effect, although not very large in this case, is well
discernible in Fig. 8.18 (below).

We focus now our attention on another case, the gap model, which
was designed for experimental investigations of thermal loads in DLR’s plasma
tunnel L3K in the frame of the German technology programmeTETRA,25 [54],
see also Section 6.4. In the follow-on programme ASTRA26 intensive work was
devoted to coupled thermal–mechanical fluid–structure interaction problems.
The gap model, Fig. 8.19, was fitted to obtain validation data for the newly de-
veloped coupled simulation environment. This environment, used for the test
case, which we will discuss below, was based on [48, 49]:

• the finite-volume τ code (DLR) for the solution of the Navier–Stokes equa-
tions on unstructured grids,

• the finite element commercial code ANSYS for the structural and thermal
equilibrium mechanics computations,

• the Dirichlet–Neumann method, eq. (8.27), for the coupling of the discipline
codes,

• the commercial interpolation software MpCCI [50], for the data transfer be-
tween the non-matching boundary interfaces.

The two-dimensional Navier–Stokes solution, for the test conditions of the
plasma tunnel L3K with M∞ = 7.27, α = 15◦, T∞ = 620 K, Re = 12.1 · 104,
with open gap,27 gives an impression of the topology of the streamlines, Fig.
8.20 [55]. The figure shows, that despite the fact that in reality the flow is three-
dimensional, Fig. 8.21, a small vortex is created due to the flow separation at
the upstream part of the gap inflow. This prevents a direct flow into the gap.
The fluid material, which reaches the gap, streams around the vortex. Some of
it has traveled up to an attachment point on the ramp before turning back to
the gap.

The influence of the thermal–fluid–structure coupling, with non-convex ef-
fects taken into account, see also Section 6.4 and Sub-Section 6.7.2, is shown
in Fig. 8.21. The comparison of the wall temperatures exhibits clearly the cou-
pling effect. Generally, the temperatures of the coupled solution are lower than
the uncoupled (radiation-adiabatic surface boundary condition) ones and this

25 TEchnologien für zukünftige RaumTRAnsportsysteme (Technologies for Fu-
ture Space Transportation Systems), 1998-2001.

26 Ausgewählte Systeme und Technologien für zukünftige RTS-Anwendungen
(Selected Systems and Technologies for Future Space Transportation Systems
Applications), 2001–2003.

27 Open and closed gaps represent different states of flow, for example near the
hinge line of aerodynamic control surfaces (flaps, elevons, etc), Section 6.4.
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Fig. 8.17. Tangential heat transport: geometry of the 2-D leading edge test case
(above), and lines of constant temperatures found with a coupled Navier–Stokes so-
lution for M∞ = 6.5 and H = 30 km (below), nose radius R2 = 4 mm [53].
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Fig. 8.18. Tangential heat transport in the structure shown in Fig. 8.17 (upper
part): wall temperatures T (above) and wall heat fluxes into the structure qw for
different nose radii R ≡ R2 (below) [53].

is more pronounced at the side edges and in regions with high surface curvature
(e.g., gap inlet), Fig. 8.21 (left).

Wall temperatures in the symmetry plane, calculated with the coupled and
the uncoupled approach, are compared with L3K plasma tunnel data in Fig.
8.21 (right). The level of the experimental data is higher than the level of the
numerical ones. Further it seems that at least upstream of the gap the uncou-
pled data agree better with the experimental ones compared with the results
of the coupled solution.
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Fig. 8.19. Sketch of the configuration of the gap model [54].
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Fig. 8.20. Gap model: topology of the 2-D velocity field (streamlines) for open gap
(lower right) [48, 56]. Plasma tunnel test conditions:M∞ = 7.27, α = 15◦, T∞ = 620
K, Re = 12.1 · 104.

The next considered test case in this context is a generic body flap model, which
was to model the situation at the rear of the X-38, see also Sub-Section 6.3.3.
With it essentially the fluid and thermal behavior in the cavity between the
lee side of the flap and the ground of the flap box (lower side of the fuselage)
was investigated, Fig. 8.22. All plates of the model were manufactured from
the ceramic material C/C-SiC, except for the blunt nose part, which was a
water-cooled steel part.

We highlight in particular the heat conduction in the structure from the
wind side to the lee side of the flap (transverse heat transfer) and the subse-
quent radiation exchange with the ground plate. In Fig. 8.23 the surface tem-
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Fig. 8.21. Gap model: comparison of coupled and uncoupled (radiation-adiabatic)
3-D solution for model with open gap [48, 56]. Wall temperature distribution (left),
wall temperature distribution in symmetry plane (right).
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actuator
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Fig. 8.22. Body flap model. Plasma tunnel model (left), sketch of the construction
(right), [23, 48]. Material of the plates is C/C-SiC, and material of the insulation
Al2O3.

peratures and the streamlines are displayed in an explosion view for the un-
coupled (radiation-adiabatic surface boundary condition) and the coupled nu-
merical simulation.

There are three main differences between the two solutions:

1. The temperatures along the boundaries of the flap and on the ground plate
(‘flap box ground’ in Fig. 8.23) as well as at the junction between the fore-
body and the nose part are relatively high in the uncoupled solution. In
the coupled solution these strong temperature gradients are damped out
by the heat conduction in the structure. This leads to more homogeneous
wall temperature fields.
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Fig. 8.23. Surface temperatures and streamlines on the body flap model. Radiation-
adiabatic (uncoupled) solution (left), coupled solution (right), [23, 48, 57]; M∞ =
7.36, α = 10◦, T∞ = 552 K, Re = 11.9 · 104.

2. The lee side of the flap has higher wall temperatures in the coupled solu-
tion compared to the uncoupled one due to the intensive transverse heat
conduction from the wind side to the lee side.

3. The wall temperature level at the ground plate in the coupled solution (ex-
cept at the side edges) is increased by the heat radiation from the lee side
of the flap. Note in this context also the changes of the topology of the
skin-friction lines.

Finally we consider the surface temperature along the middle section of the flap
and the ground plate (y = 50 mm), Fig. 8.24. Compared are the uncoupled and
the coupled solutions with the experimental data. The experimental data on
the wind side were obtained with an infrared imaging system whereas on the
ground plate thermocouples were used. As before on the gap model the results
of the uncoupled simulation for the wind side are closer to the experimental
data than the coupled ones. The temperature level on the ground plate of the
uncoupled solution is relatively low, what we already mentioned, but increases
remarkably in the coupled simulation. The agreement of the data from this
solution with the thermocouple data is more convincing than that with the
infrared imaging data discussed before.

In order to assess the quality of the experimental and numerical data one
should have the following in mind:

• First, such hypersonic, high-enthalpy flow situations are probably the most
challenging ones from a physical point of view.

• Second, there are likely uncertainties in the experiment, stemming from, e.g.,
the “free-stream” produced by the conical nozzle, the heat absorbtion and
emission from the tunnel walls, the homogeneity of the onset flow, the degree
of chemical and thermal non-equilibrium of the gas, the gas pollution by the
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Fig. 8.24. Surface temperatures along the middle section of the flap (y = 50 mm),
comparison of results of radiation-adiabatic and coupled simulations with experi-
mental data [23]; M∞ = 7.36, α = 10◦, T∞ = 552 K, Re = 11.9 · 104; 1 denotes the
windward side of the flap, 2 the ground plate of the flap box.

heating system of the tunnel, the accuracy of the measurement methods, in
particular of the infrared imaging system, and others. Laminar–turbulent
transition is very unlikely because of the low experimental Reynolds number.

• Third, the uncertainties in the numerical simulation of the flow field, e.g., in
the modelling of the catalytic effects at the wall, of the chemical and thermal
non-equilibrium effects, of the wall radiation effects including non-convex
effects, the accuracy of the interpolation along the interface boundary, and
others.

8.4.4 Thermal–Mechanical–Fluid–Structure Interaction

We present here a result of probably the first work [42] which dealt with a cou-
pled thermal–mechanical fluid–structure interaction problem, as formulated in
Sub-Section 8.3.3. A thin panel is considered, which is fixed in a panel holder,
which is declined by an angle α = 15◦ to the free-stream with M∞ = 6.57,
and Reu = 1.214 ·106 m−1, Fig. 8.25 a). The oblique shock produces a bound-
ary layer flow with a Mach number M∞ = 4.24, and a unit Reynolds number
Reu = 2.16 · 106 m−1 , Fig. 8.25 b). All the sets of equations, given in Sub-
Section 8.3.3 for the flow, the structure and the heat conduction in the solid
are solved by using the finite element approach.

Due to the grid-point coincidence along the common boundary interface no
interpolation was necessary for the data transfer. The coupled simulation was
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a)

b)

Fig. 8.25. Flow over a panel fixed in a panel holder [42]. Coupled thermal–
mechanical fluid–structure finite element model, panel holder inclination α = 15◦,
free-stream conditions M∞ = 6.57, Reu = 1.214 · 106 m−1, upper figure a), and
panel onset-flow conditions M∞ = 4.24, Reu = 2.16 · 106 m−1, lower figure b).

Fig. 8.26. Flow over a panel fixed in a panel holder [42]. Panel deformation and
density distribution (left), wall temperature distribution (right), M∞ = 4.24, α =
15◦, Re = 2.16 · 106.

carried out for a time period of 30 s, where the system was yet in a transient
phase. Equilibrium was estimated for times larger than 600 s.

We show in Fig. 8.26 for the first 30 s the time evolution of the deformation
of the panel and the density distribution (left), as well as the wall temperature
distribution (right). The temperature profiles reflect also the influence of the
heat transfer into the cooled panel holder.
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Fig. 8.27. Sphere-cone nose of a re-entry test vehicle, geometry and grid in the fluid
domain [58].
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Fig. 8.28. Sphere-cone nose of a re-entry test vehicle [59]. Ablated nose shape after
a flight along a re-entry trajectory of 19 s.
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The same problem was treated with the more advanced coupling environ-
ment reported in [43]. Again the sets of equations were solved by finite element
approaches, but in an iterative way (loosely coupled algorithm). Since different
mesh sizes were used in the fluid and the structural domain, the data transfer
at the interface boundary was conducted by interpolation via a virtual surface.

As a last example we consider the case of a thermal-mechanical fluid-struc-
ture interaction with ablation [58, 59]. Ablating materials are often employed
on expendable RV-NW’s (re-)entering the atmosphere, e.g., capsules. The the-
oretical treatment of ablation requires a complex multi-phase physical and
chemical modeling. In the fluid domain a thermal-chemical non-equilibrium
Navier–Stokes code on finite-volume basis was used, which is able to consider
in the chemical model also the species from the ablated material injected into
the air. On the structural side a generalized finite element code for solving dif-
fusion problems was applied to determine the heat conduction in the solid. This
code includes the capability to update the structural grid which is changed due
to the mass loss rate of ablation. To avoid complex interpolations, the meshes
of the different domains have coincident nodes on the interface boundary. With
the displacements provided by the structural code an updated mesh in the fluid
domain was calculated.

A sphere-cone configuration as part of a simple space vehicle was investi-
gated axisymmetrically, Fig. 8.27. The ablating material was carbon-carbon.
Ballistic flight was simulated from the altitude H = 67 km down to H = 18.1
km for a duration of 19 s. Figure 8.28 shows the computed change of shape in
the nose regime owing to ablation.

8.5 Conclusion

Multidisciplinary simulation and optimization is a relatively young branch in
particular for the flow, the structure, and the heat conduction disciplines in
combination with advanced numerical simulation methods. Of course, theoret-
ical investigations of the aeroelasticity of airplanes or parts of airplanes have
a long tradition, but in the earlier days the theoretical approach was usually
based on analytical solutions. With the advent of high-performance computers
and competitive computer codes for the numerical simulation of various disci-
plines, this situation has changed. Now we observe the trend that simulation
environments for a coupled treatment of:

• mechanical fluid-structure (aeroelastic, static and dynamic (flutter), aeroa-
custics),

• thermal fluid-structure (aerothermal, quasi-steady),
• thermal-mechanical fluid-structure (aerothermoelastic, quasi-steady)

interactions are developed.
Any work on the creation of simulation codes needs data for the verification

of the methods. These data can come from experiments, free flights or from
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other theoretical simulation methods. Often such data are barely available.
Helpful for our discussions in Section 8.4 were data from the project IMENS,28

where Germany’s DLR together with the industry (EADS-ST) combined ex-
perimental and theoretical work in that field [23],[45]-[49].

The quality of the experimental and theoretical data are not in all aspects
satisfactory, but the knowledge about the possible drawbacks and influences
has a good basis and was further advanced after the end of the project. Looking
at the worldwide ongoing efforts, it can be expected that in the near future
the methods of multidisciplinary design and optimization will become accurate
and reliable tools for the design and development of aerospace flight vehicles.

8.6 Problems

Problem 8.1 Consider expansion of air as perfect gas with a total tempera-
ture Tt = 1, 500 K. How large is the maximum possible speed Vm?

Problem 8.2. Prove that the formulations eqs. (8.2) and (8.8) are identical
by employing the unsteady, two-dimensional inviscid part of these equations.
It is sufficient to consider one component, for example the continuity equation.

Problem 8.3. The radiation-adiabatic temperature at a spherical nose with
radius R is proportional to R−0.125 [5]. We can determine this also from Sec-
tion 10.3 when putting qgw ∼ T 4

ra into the relations given there. Apply this
to the results shown in the upper part of Fig. 8.18. Take as reference case the
case with R = 64 mm, where the tangential heat transfer is small and the wall
temperature can be considered approximately as radiation-adiabatic, obtain
results for the smaller radii, and compare with the data in the figure.

Problem 8.4 We have learned in this chapter that a thermal–mechanical cou-
pling exists between aerothermodynamics and the structure of aerospace ve-
hicles flying with high Mach numbers. We found that this coupling is strong in
forward stagnation point regions, at leading edges of wings, winglets and tails
and at body flaps which are located totally or partly underneath of a fuselage.
At other parts of the vehicle structure only a weak coupling is observed, and
the wall temperature there is close to the radiation-adiabatic temperature.

On CAV’s or ARV’s with their airbreathing propulsion systems (see Figs.
4.5 and 4.14), consisting of the three main parts inlet, combustion chamber
(burner) and expansion nozzle, the outer flow field is very complex, particularly
with respect to the aerodynamic forces and moments as well as to the thermal
loads on some surface elements. It is obvious that at some of the main parts of
the propulsion system strong thermal-mechanical fluid-structure interactions
occur. Indicate two of them.

28 “Integrated Multidisciplinary Design of Hot Structures for Space Vehicles”.
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