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Short Introduction to Flight Trajectories for
Aerothermodynamicists

Aerothermodynamic design, aerothermodynamic phenomena, and the choice
of flight trajectories of either re-entry vehicles, space-transportation systems
or hypersonic aircraft depend mutually on each other. We give here a short
introduction to issues of flight trajectories in order to provide basic knowledge
about these dependencies.

The very fast flight of hypersonic vehicles, partly with vast changes of the
flight altitude, makes a precise flight guidance necessary. This is especially a
problem with CAV-type space transportation systems because of their very
small pay-load fractions. The basic problem is to find a flight trajectory
which permits the vehicle to fulfill its mission with minimum demands on the
vehicle system. However, different from classical aircraft design, the physical
properties and the functions of a hypersonic vehicle and its components must
be extremely closely tailored to the flight trajectory and vice versa.

To design and to optimize a vehicle’s flight trajectory in a sense is to solve
a guidance problem. While the fulfillment of the basic mission is the primary
objective of the trajectory definition, other, secondary objectives may exist.
In the multi-objective design and optimization of a trajectory, these must
be identified as guidance objectives. It is further necessary to define and
to describe the trajectory control variables, which permit the vehicle
to fly the trajectory. Finally, a system reduction is necessary to identify a
few characteristic physical loads and vehicle properties/functions, whose lim-
itations and/or fulfillments are introduced as systems and operational
constraints in the trajectory design and optimization process. The eventual
outcome are guidance laws, which in general have a rather small number of
free parameters to fulfill the mission objectives under the given conditions.

Prerequisites for trajectory design and optimization are flyability and con-
trollability of the considered vehicle on the sought trajectory. Under flyability
we understand longitudinal trimmability, and static and dynamic stability,
which, with a few exceptions, is the rule for both the longitudinal and the
lateral motion of the vehicle. Controllability is the ability to steer the vehicle
around all relevant vehicle and air-path related axes with the help of control
devices. For RV-W’s these are aerodynamic control surfaces and usually, in
addition, reaction control systems (RCS) in the form of small rocket thrusters
located appropriately around the vehicle, for RV-NW’s they are in general
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solely reaction control systems.1 We stress the fact that only a “trimmed”
trajectory is a viable trajectory. For airbreathing (CAV) flight vehicles the in-
fluence of the thrust vector of the propulsion system in the lift-drag plane on
the longitudinal force and the moment balance must be taken into account.

Trajectory design and optimization must allow for uncertainties in the
describing data of the vehicle, its sub-systems, and the flight environment,
for a RV-W see, for instance [1]. The uncertainties concern the aerodynamic
model—the aerodynamic data set—of the vehicle including uncertainties in
the performance data of the control devices, and also uncertainties in the
performance data of the propulsion system in the case of CAV’s. Uncertainties
of other kinds are present as a rule regarding the vehicle mass, the location
of the center-of-gravity of the flight vehicle and its moments of inertia. This
holds especially for RV-NW’s with ablation cooling. With CAV’s all these
are anyway not constant because of the fuel consumption during flight, and,
in the case of TSTO-systems, also because of the separation of the upper
stage.

Other uncertainties come in from the sensor systems (air data, acceler-
ation data) etc., and are also given in the form of deviations from the, for
the trajectory design chosen, standard atmosphere during the actual mission,
especially regarding the density ρ∞, and the possible presence of wind. The
latter concerns in particular CAV’s, because these fly predominantly in the
troposphere and the stratosphere, Appendix B.

In the following sections we look at the trajectory design and optimiza-
tion elements which have close connections to aerothermodynamics (guidance
objectives, trajectory control variables, systems and operational constraints).
We consider the forces acting on a vehicle, discuss the equilibrium glide tra-
jectory of RV-W’s and RV-NW’s (the compact and frame-consistent deriva-
tion of the general equations for planetary flight is given at the end of the
chapter), give qualitative results, and show in case studies some examples of
trajectories. We refrain from discussing guidance laws, and refer the reader
the reader instead to, e.g., [2]. We begin with RV-W’s and RV-NW’s, where
considerable flight experience is available,2 and proceed with CAV’s, where,
however, flight experience is not available.

1 The major role, however, of the RCS of a flight vehicle leaving the atmosphere
(above H ≈ 80 to 100 km) and/or performing orbital flight, is to carry out
orbital manoeuvering.

2 The reader is especially referred to [1] about the Space Shuttle Orbiter’s re-
entry guidance.
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2.1 Flight Trajectories of Winged and Non-Winged
Re-Entry Vehicles

2.1.1 General Aspects

RV-W’s and RV-NW’s have in common that their re-entry flight as decel-
erating flight is actually a braking mission. Their large initial total air-path
energy

Et,i = m

(
gHi +

1
2
v2

i

)
, (2.1)

is dissipated exclusively by means of the aerodynamic drag. In eq. (2.1) m is
the vehicle mass, g the gravitational acceleration as function of the altitude,
Section C.1, Hi the initial altitude, and vi the initial speed.

The dissipation of the large initial total energy requires specific systems
constraints of which the dynamic pressure, the thermal surface loads and the
aerodynamic load factor belong to the most important ones. The result is
an usually very narrow re-entry flight corridor. We show in Fig. 2.1 as an
example the flight corridor of the Space Shuttle Orbiter for the operational
angle of attack profile [1].

The minimum weight of the Space Shuttle Orbiter’s thermal protection
system (TPS) is achieved by flying on a large part of the trajectory the
maximum angle of attack, consistent with the cross-range requirements, in
order to minimize the thermal loads. During the initial five flights, which
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Fig. 2.1. Flight corridor of the Space Shuttle Orbiter (operational flights) [1].
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served as test flights, this angle was α = αmax = 40◦, during the following
operational flights α = αmax = 38◦ [1].

A RV-W flies, with basically fixed configuration, in a large Mach number
and altitude range. During the high speed re-entry it flies at large, and at
low Mach numbers at small angles of attack. With increasing angle of attack
the effective longitudinal “nose” radius in the stagnation point region of the
vehicle increases (rise of effective bluntness).3 With increasing nose radius,
at constant flight speed and altitude, the boundary layer thickness increases
and the thermal loads, both the heat flux in the gas at the wall, qgw, and
the surface temperature Tw (which without slip-flow effects is equal to the
temperature in the gas at the wall Tgw, Section 9.1) of the radiation cooled
TPS surface, decrease [5].

Increased effective bluntness also increases the portions of the bow shock
with large inclination against the free-stream, and hence the wave drag and
with that the deceleration4 of the vehicle along the flight path. The blunt
vehicle shape at large angle of attack thus serves both low thermal loads and
high drag (and deceleration) [5].

The flight trajectories of RV-W’s and RV-NW’s can be distinguished in
the altitude-velocity map, Fig. 2.2. The lift parameter αW = W/(ArefCL)
and the ballistic parameter βW = W/(ArefCD) are derived in Sub-Sec-
tion 2.1.4. They can be related to each other by the lift-to-drag ratio L/D.
The “lifting” re-entry trajectory of RV-W’s is much “higher” than that of
RV-NW’s. Our intuition tells us that the higher the trajectory, the smaller
the thermal loads, but the lower the effectiveness of aerodynamic stabiliza-
tion, trim, and control surfaces. The ballistic or semi-ballistic re-entry of RV-
NW’s thus is marked by much larger thermal loads than the lifting re-entry
of RV-W’s.

Cross-range capabilities of RV-W’s and especially RV-NW’s are limited
because of their small lift-to-drag ratios. Usually RV-W’s have in the high
speed domain a L/D = O(1) due to the blunt vehicle shape and the large
angles of attack. The Space Shuttle Orbiter has a trimmed L/D ≈ 1 at α ≈
40◦, Fig. 2.35 [7]. For the upper stage HORUS of the TSTO reference concept
SÄNGER of the former German Hypersonics Technology Programme, [8],
L/D ≈ 1.9 was envisaged at that angle of attack. For RV-NW’s we find L/D
= 0.1 to 0.3 [9], which is achieved by an offset of the center-of-gravity from
the centerline, and hence is the trimmed L/D. For purely ballistic re-entry

3 For the Space Shuttle Orbiter’s equivalent axisymmetric body, [3], the “nose”
radius rises almost linearly from RN = 0.493 m at α = 21.8◦ to RN = 1.368
m at α = 42.75◦ [4].

4 In trajectory design and optimization the term “drag acceleration” is used
instead of the term “deceleration”, Sub-Section 2.1.4.

5 The agreement between the flown L/D data of the trimmed vehicle and the
predicted data is very good. The flight data show Mach number independence,
Section 3.6.
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Fig. 2.2. Trajectories of RV-W’s and RV-NW’s with typical values of lift param-
eters and ballistic parameters in the altitude-velocity map (STS-2: second flight of
the Space Shuttle Orbiter, data from [6]).

capsules L/D = 0. All these vehicles can be considered as compressibility or
pressure effects dominated flight vehicles, Section 1.1.

Lift-to-drag ratios of O(1) of RV-W’s are due to the blunt, although elon-
gated shape of the vehicles—usually with large portions of the lower side
being approximately flat, Sub-Section 3.2.2—in combination with large an-
gles of attack.
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Fig. 2.3. Trimmed lift-to-drag ratio L/D of the Space Shuttle Orbiter in the
hypersonic domain as function of the angle of attack α [7]. The large angle of attack
interval of the flight data was achieved by transient pushover-pull-up maneuvers
around the actual flight angle of attack.
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During a re-entry flight, which is performed at large angles of attack, L/D
can be increased by both reducing the angle of attack α (reduction of the
“effective” bluntness of the configuration) and the actual nose bluntness (nose
radius RN ). If we approximate the lower side of a RV-W by an equivalent flat
plate, the RV-W-type RHPM-flyer, Section 10.1, and apply Newton’s theory,
we find for the lift-to-drag ratio L/D = 1/tanα, which in the case of the
Space Shuttle Orbiter is a fair approximation for α � 25◦, Fig. 2.3. Thus
reducing the angle of attack, also for realistic vehicle shapes, is an effective
means to increase the lift-to-drag ratio, as is amply demonstrated by Fig. 2.3.

We note, however, that in reality a reduction of L/D of a given flight vehi-
cle is undertaken on appreciable parts of the trajectory via a reduction of L.
With the bank angle µa of the vehicle an effective lift Leff � L and/or a side
force is achieved, which serve as trajectory-control means, Sub-Section 2.1.2.

2.1.2 Guidance Objectives, Trajectory Control Variables, and
Systems and Operational Constraints

We discuss now some issues of the above mentioned guidance objectives,
trajectory control variables, and systems and operational constraints.

Guidance Objectives: For RV-W’s and RV-NW’s the most important
guidance objectives are:

– Minimization of the time-integrated heat flux in the gas at the wall
qgw at selected reference locations

qgw =
∫ tflight

t0

qgwdt, (2.2)

which is used as a measure of the thickness and hence the weight of the
heat protecting or insulating structure. The reference locations are at least
the nose cap, approximated by a sphere, where qgw would be the forward
stagnation point heat flux, and usually parts of the TPS, where the heat
fluxes qgw can be approximated by those of a flat plate or a swept cylinder
etc. (see, e.g., [10]). Simple relations for the estimation of qgw are provided
in Chapter 10.

The use of the time integral of qgw in trajectory design and optimization
has historical roots. In reality, it is the time integral of qw, the heat flux
which actually enters the TPS or the hot primary structure, which is of
importance. In presence of radiation cooled surfaces, Section 9.1, which are
the rule for hypersonic vehicles in the velocity and altitude range considered
in this book, this heat flux is qw = qgw - qrad, where qrad is the radiation
cooling heat flux qrad.

– Cross range achievement. The cross range is the lateral distance of the
prescribed landing site from the exit orbital plane. Both the down range—
in direction of the trace of the exit orbit plane—and the cross range are
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to be achieved by a proper timing of the de-orbiting impulse. For both
ranges possible cross and down winds must be compensated. In general
a multi-objective problem exists, because possible contingency returns of
the flight vehicle must be considered, too. In all cases the vehicle with
its mass m must arrive at the terminal area (TA) with an adequate total
air-path energy state—Et,TA = mTA(g HTA + 0.5v2

TA) � ETA,min—and a
reasonable vehicle attitude.

Trajectory control variables are the attitude variables which permit to fly
a RV-W or a RV-NW on its re-entry trajectory. For RV-W’s most experience
about vehicle control is available from the flights of the Space Shuttle Orbiter
(see, e.g., [1]). In principle only three vehicle trajectory control variables are
at one’s disposal:

– The angle of attack α is the trajectory control variable of RV-W’s which
first of all governs the thermal loads on the vehicle’s structure. In general
it holds, the larger α, the smaller are these loads. The angle of attack
further governs the drag and hence the deceleration of the vehicle (Sub-
Section 2.1.4). The larger α, the larger is the total drag D of the vehicle.
The Space Shuttle Orbiter flies at large Earth-relative speed (4 km/s �
v∞ � 8 km/s, equivalent to 12 � M∞ � 28) at α = O(40◦) [1]. A mission
usually is flown with a predefined function α(v∞). If bank angle changes or
reversals are performed on the trajectory, small deviations around α(v∞)
are the rule.

For (axisymmetric) RV-NW’s overall thermal loads on the front shield
are smallest, if the angle of attack, Chapter 5, is zero (ballistic entry). Then
also the drag is largest. However, in this caseL/D= 0, and the cross range—
without attitude-change capability—cannot be modulated.

– To modulate the effective aerodynamic lift Leff (= L cosµa, Sub-Sec-
tion 2.1.4), and the effective lift-to-drag ratio Leff/D of RV-W’s and RV-
NW’s, a bank angle µa is employed.6 On a large (initial) part of the
trajectory, changes of the angle of attack are usually not available to mod-
ulate the lift, because α must be large in order to minimize the thermal
loads (see above). A large α is further needed for sufficient drag and hence
vehicle deceleration.

The bank angle in addition is the primary means to control the cross
range of a vehicle. Because it directs part of the lift sidewards (L sinµa),
it induces a lateral motion. We see from this, that RV-NW’s need to have
a L/D > 0, i. e., to fly at angle of attack, if a cross range modulation is
wanted. If the bank angle is used to reduce the flight time, and the lateral

6 The bank angle option holds also for RV-NW’s for rolling around the velocity
vector even though these vehicles have axisymmetric shapes, see Fig. 2.22. This
option implies a non-zero angle of attack which anyway is necessary in order
to achieve a L/D > 0, Chapter 5.
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motion is unwanted, bank angle reversals are used to compensate for it.
The Space Shuttle Orbiter employs bank angles up to µa = ±80◦ [1].

The bank angle µa is defined as roll angle around the velocity vector
v∞, Fig. 2.22, of the RV-W or the RV-NW (also called air-path vector [11],
or wind vector), and not as roll angle around the longitudinal axis of the
vehicle. Roll must be made around the vehicle’s velocity vector, otherwise
the lift is not effectively modulated or directed sidewards. Further, regard-
ing RV-W’s, the lower side of the vehicle with its TPS must always remain
the vehicle’s windward side. On the trajectory for such vehicles, the initial
bank angle is zero, i.e., µa = 0, in other words, the wings are in horizontal
position. Otherwise, the vehicle will fly inverted if µa = 180◦.

– The sideslip (yaw) angle β of a flight vehicle is a potential trajectory con-
trol variable. But because it would induce unwanted increments of thermal
loads, at least in the high Mach number segment of the trajectory, sideslip
should be zero on a large part of the trajectory, i. e. the vehicle should fly
at high speed with β = 0.

Systems and operational constraints: For both RV-W’s and RV-NW’s
several systems and operational constraints exist. They may influence only
parts of the trajectory or the whole trajectory.7 We list the most important
flight path systems and operational constraints of both vehicle types. For
details regarding especially RV-W’s we refer the reader to, e.g., [1].

– The dynamic pressure q∞ is one of the most important systems and
operational constraints with:

q∞ =
1
2
ρ∞v2

∞ � q∞,max. (2.3)

The dynamic pressure is a measure of the mechanical (pressure and shear
stress) loads on the vehicle structure, mainly the surface pressure. Impor-
tant is that also all aerodynamic forces and moments are proportional to it.
This holds also for performance and efficiency of aerodynamic stabilization
and control devices and the sizes of the hinge moments of aerodynamic
trim and control surfaces, which govern the actuator performance.

For RV-W-type’s the maximum allowed dynamic pressure typically cho-
sen is about q∞,max ≈ 14 kPa, which amounts to the maximum value of
the Space Shuttle Orbiter [12]. Initially on a re-entry trajectory q∞ is much
lower due to the low density, see the X-38 example in Sub-Section 2.1.7.
This leads to the problem of reduced and insufficient effectiveness of aero-
dynamic stabilization, trim and control surfaces. To overcome this problem,
reaction control devices, as in the case of the Space Shuttle Orbiter (see,
e.g., [13]) are employed. There, the vertical RCS jets operate in roll for q∞
� 0.48 kPa (H � 81 km, M∞ � 27), and in pitch for q∞ � 1.9 kPa (H �

7 In any case not only the nominal flight trajectory must be considered, but
conceivable alternative trajectories, and especially abort trajectories.
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69 km, M∞ � 22). The yaw RCS jets are active as long as M∞ > 1. The
body flap and the elevons are active at q∞ � 0.1 kPa (H � 90 km, M∞ �
27), the rudder only at Mach numbers M∞ � 5, where at angles of attack
α � 20◦ to 25◦ the vertical stabilizer begins to leave the “shadow” of the
fuselage.8

For RV-NW’s a large range of maximum dynamic pressures can be found
from low values like 6.2 kPa for OREX up to 25 kPa for the lunar return
of APOLLO and even larger ones.

– Thermal loads9 must be sufficiently low so that the thermal protection
system can cope with them, and functions and integrity of all other struc-
tural elements are not deteriorated.

The maximum permissible thermal loads must be seen relative to the
considered locations on the flight vehicle. The structure and materials con-
cept of, e.g., the TPS, or of a control surface etc., always is tailored closely
to the expected and actual thermal (and mechanical) loads in order to save
weight and cost. The thermal loads are very different at the different loca-
tions of the vehicle. This holds even for the TPS, whose thickness decreases
from the forward part of thew vehicle (maximum) towards the aft part
(minimum). Behind this fact is the behavior, Chapter 9, of the heat flux
in the gas at the wall, qgw, and the wall temperature Tw in the presence of
radiation cooling, which in general is quite close to the radiation-adiabatic
temperature Tra, Section 9.1.

Trajectory design and optimization in general is made using a heat flux
as constraint, either the total heat flux Q∞, eq. (2.4), or, as the rule, the
heat flux in the gas at the wall qgw (see the guidance objectives above) at
one or more reference locations as a result of the mentioned system reduc-
tion. The reference locations are usually and primarily the nose cap, which
is approximated by a sphere (forward stagnation point of the vehicle), and
in addition other configuration parts10, which can be approximated by
swept cylinders (leading edges) or flat plates (flat portions of the lower
side), etc. (see, e.g., [10]). At the sphere, for instance, it is demanded that
qgw � qgw,max, with, depending on the overall structure and material lay-
out of the vehicle, qgw,max = 400–1,200 kW/m2.

The requirement that qgw at the reference locations remains within given
constraints qgw,max, holds for the whole configuration on the nominal flight
trajectory and on all conceivable alternative trajectories, including abort

8 The vertical stabilizer has the drawback that it is not effective at the high
angles of attack which are flown on a large part of the trajectory. However, it
must be seen in the frame of the overall vehicle and mission layout, which is a
result of numerous design trades.

9 We define thermal loads, Chapter 9, in the sense that they encompass both
surface temperatures Tw and the heat flux into the surface qw [5].

10 In [5] it is shown that, due to strong interaction phenomena, thermal loads at
wing leading edges, represented in that case by the radiation-adiabatic tem-
perature, can be as large as at the forward stagnation point of the vehicle.
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trajectories. What actually is demanded, and that is the problem of a
proper system reduction, is that everywhere at the vehicle and at any
time the thermal loads in the form of the wall temperature Tw (in view
of material strength and endurance, also with regard to erosion, where
the wall shear stress τw plays a role, too), and the heat flux qw into the
wall, as well as the time integrated wall heat flux qw, eq. (2.2), are within
the limits of the given vehicle layout.11 To check whether this requirement
is met, appropriate post-optimization analyses of the trajectory must be
made.

The total heat flux Q∞ is the heat transported per unit area and unit
time towards a flight vehicle:

Q∞ = ρ∞v∞

(
h∞ +

v2
∞
2

)
, (2.4)

with ρ∞ and v∞ being the free-stream density and speed (their product is
the mass flux per unit area towards the flight vehicle), and h∞ the enthalpy
of the free-stream, i. e., of the undisturbed atmosphere.

At hypersonic speed the kinetic energy is dominant, and hence the trans-
ported heat is approximately proportional to the flight velocity squared,
and we note:

Q∞ ∼ ρ∞v∞
v2
∞
2

∼ q∞v∞. (2.5)

The heat flux in the gas at the wall, qgw, of a sphere usually is approximated
with the help of the relation of Fay and Riddell, Section 10.3. For the
computation of large amounts of trajectory points, simpler relations for
qgw of the type

qgw = Cgwρ
n
∞v

m
∞, (2.6)

for spheres, swept cylinders, flat plates, the latter two for both laminar and
turbulent (flight below approximately 60 to 40 km altitude [5]) flow, can
be found, Section 10.3. For relations for flat surfaces see, e.g., Section 10.4.
For spheres n = 0.5 to 1, and m � 3. Cgw must be chosen accordingly.
For a sphere, for instance, it includes the inverse of the square root of the
radius, (1/

√
R), Section 10.3.

We remind the reader that for the actual structure and materials layout
the heat flux into the wall qw, respectively the time-integrated value qw is
the relevant one. The wall temperature Tw is of equal importance as qw,
[5], because it determines the choice of the material. It must be below the

11 For the development of the Aeroheating Design Data Base of the Space Shuttle
Orbiter the following major reference locations were distinguished [10]: the
fuselage lower side including the nose area, the wing lower surface, the wing
leading edges, control surfaces, the wing lee side, the fuselage sides and its
upper surface.
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maximum permissible one: Tw � Tw,max. For radiation cooled surfaces the
radiation-adiabatic temperature Tra in general is a good approximation of
the real Tw. Transverse and tangential heating through the structure must
be considered in non-convex or transverse situations, see Section 9.1 and
Sub-Section 6.3.3 respectively. These heating issues are further discussed in
Sub-Section 8.4.3. With the approximate relations for Tra given in Chapter
10, it can easily and with acceptable cost be checked, whether on the
trajectory Tw � Tw,max is fulfilled at the reference locations.

– The normal load factor is defined as the ratio of the normal aerodynamic
force N = q∞CNAref to the vehicle weight W = mg:

nz =
q∞CNAref

mg
,

where, following [11], g should be taken as function of the distance of the
actual flight path to the center of Earth: g = g(RE +H), where RE is the
mean Earth radius and H the flight altitude, Appendix C. It concerns the
loads on the flight vehicle structure as well as on the passengers and the
payload. The constraint is nz � nz,max, and the maximum value is usually
defined for RV-W’s as nz,max = 2–2.5, while for RV-NW’s it can reach
nz,max = 8–10.

– Equilibrium glide, Sub-Sections 2.1.4 and 2.1.5, is associated with the
minimum drag acceleration if the bank angle is zero, and is used as oper-
ational constraint, too.

– Trimmability can be considered as indirect operational constraint which
partly is covered by the dynamic-pressure constraint. It must be assured
on the whole trajectory. It can have severe implications for the trajectory.
If, for instance, a large trim-surface (e.g. body flap) deflection is needed on
a large part of the trajectory, the ensuing trim drag will influence the down
and the cross range of the vehicle. Also influenced are the hinge moments
(demands on actuator performance), and the mechanical and thermal loads
of the trim surface, which then pose additional systems and operational
constraints.

– Stability and controllability, like trimmability are also indirect opera-
tional constraints. Forces exerted by aerodynamic stabilization and control
surfaces can pose systems and operational constraints, either by being too
large or too small. If, for instance, at high altitudes aerodynamic stabiliza-
tion and control surfaces are not effective, a RCS must be foreseen, see the
“dynamic pressure” constraint.

2.1.3 Forces Acting on a Re-Entry Vehicle

We consider a RV-W on its flight path. We summarize the axes, forces and
moments in Table 2.1, following [11]. The general axis convention is: the x-
axis in both the body-axis and the air-path axis system points forward, the
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Table 2.1. Axes, and aerodynamic forces (in brackets the “aerodynamic” notation)
and moments (all are right-hand orthogonal triples) in the body-axis system and
the air-path system [11].

Axis system Axis Force Moment

Body axis

longitudinal axis x axial force X (A) rolling moment LA

lateral axis y side force Y pitching moment MA

normal axis z normal force Z (N) yawing moment NA

Air-path axis

air-path axis xa drag Xa (D) rolling moment La

air-path lateral axis ya lateral force Ya (C) pitching moment Ma

air-path normal axis za lift Za (L) yawing moment Na

z-axis downward, and the y-axis to the right, when looking in flight direction
(see Fig. 7.1 and [14]–[17]). Both axis systems are right-handed systems. The
definition of the forces is given in Fig. 7.2.
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Fig. 2.4. Schematic of a re-entry vehicle on its flight path (cog: center-of-gravity).
RE + H is the distance to the center of Earth, R∞ is the local radius of the curved
flight path. γ is the flight-path angle.
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Fig. 2.5. Schematic point-mass force polygon at re-entry flight (the aerodynamic
forces are those of trimmed flight, Faero,trim is the resultant aerodynamic force of
trimmed flight).

The aerodynamicists, however, usually have the x-axis pointing backward, the
z-axis upward, and the y-axis to the right, when looking in flight direction,
see, e.g., Fig. 7.3. We use this convention throughout the book.12

For the pitching moment in the body-axis system usually and also in this
book the symbol M is used instead of MA. In Chapter 5 the more convenient
notation [L,M,N ] is used for the components of the moment vector.

The vehicle has a weight W , acting on it is the aerodynamic lift L, the
aerodynamic drag D, and the centrifugal force Fcentr (“g-reduction” due to
the high speed flight on a curved trajectory). Moreover, at a CAV also the
inlet drag force and the thrust force of the propulsion system act on the
vehicle, Section 2.2.3. In non-steady flight an inertial or mass force Fmass

complements these forces. The flight path is inclined by the flight path angle
γ against the local horizontal plane, which is defined positive in upward
direction and negative in downward direction, Fig. 2.4. The angle γ varies
along the flight path. The flight vehicle is approximated as a point mass, i.
e., it is trimmed, but moments are not examined13.

The forces acting on the vehicle are shown in Fig. 2.5. The flight path
angle γ initially is small (γ = O(- 1◦)) (danger of phugoid motion of the
vehicle14), and varies in general only little down to approximately 40 km
altitude.

12 The reader is generally warned, that it is mandatory and absolutely necessary,
when using data and literature from other disciplines, or when dealing with
representatives of other disciplines, that a full understanding and agreement is
reached about axis conventions, symbols, signs, and nomenclature!

13 For trim and stability considerations see Sub-Section 3.4.2
14 Long-period lightly damped oscillatory modes are called phugoid motion (see,

e.g., [18].
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2.1.4 The Equilibrium Glide Trajectory

The equilibrium glide trajectory is defined as having a small flight path an-
gle γ which does not change with time, see below. Hence it is not a viable
trajectory, because in reality γ is small only on the initial trajectory and
dγ/dt �= 0. However, the equilibrium glide trajectory is very useful, because
it permits to obtain a closed solution for the flight speed as function of the
flight time. From this several important, though in general qualitative results
can be found, which we discuss in Sub-Section 2.1.5.

In Section 2.3 we present a compact and frame-consistent derivation of
the general equation for unpowered planetary flight, which results in three
scalar equations, eq. (2.55), see also [19]. By assuming that the vehicle moves
in a great-circle plane (this means a non-rotating Earth: ω = 0) and the flight
path azimuth angle χ is constant, we have for “planar” flight15, Fig. 2.5:

dv∞
dt

= −D
m

− W

m
sin γ = −D

m
− g sinγ = −Fmass

m
, (2.7)

v∞
dγ

dt
=

1
m
L− W

m
cos γ +

v2∞
R∞

=
1
m
L− g cos γ +

v2∞
R∞

, (2.8)

where m = W/g is the vehicle mass16, g the gravitational acceleration, which
is a function of the flight altitude, Appendix C, and R∞ = (RE + H)/cosγ
≈ RE + H , the local radius of the flight path. RE is the mean Earth radius,
H the flight altitude, and, compared to eq. (2.55), we have the identities
v∞ ≡ V and RE +H ≡ r.

To describe and evaluate flight trajectories with eqs. (2.7) and (2.8), the
kinematic relations for the altitudeH and the longitudinal angle θ are needed,
too, see eq. (2.52):

dr

dt
≡ d(RE +H)

dt
=
dH

dt
= V sin γ, (2.9)

and
r
dθ

dt
≡ (RE +H)

dθ

dt
= V cos γ. (2.10)

The third term on the right-hand side of eq. (2.8) times the vehicle mass m is
the centrifugal force Fcentr due to the curved trajectory of the flight vehicle:

Fcentr = m
v2
∞
R∞

. (2.11)

For flight control and guidance purposes the lift vector L can be rotated out
of the planar surface by the bank angle µa, Section 2.3 and Sub-Section 2.1.2.
15 The subscript ‘trim’ of L and D in Fig. 2.5 for convenience is omitted in this

and in the following equations.
16 The reader should note, that W is not the weight of the vehicle at sea level,

because g = g(H), Appendix C.



2.1 Flight Trajectories of Winged and Non-Winged Re-Entry Vehicles 25

In this case we replace L by L cosµa, which is then the component of the lift
acting against the Earth gravitation. We call this the effective lift Leff :

Leff = L cosµa. (2.12)

The bank angle also serves to create the side force L sinµa needed for cross
range control, see Sub-Section 2.1.2 and third equation of eq. (2.55).

Introducing the aerodynamic force coefficients CL and CD, and the refer-
ence area Aref , yields from the above relations after rearrangement the with
g normalized acceleration along the flight path:

nt =
1
g

dv∞
dt

= −sinγ − ρ∞v2
∞

2

(
W

ArefCD

)−1

, (2.13)

and normal to it:

nn =
v∞
g

dγ

dt
=
ρ∞v2∞

2

(
W

ArefCL

)−1

− cosγ +
1
g

v2∞
R∞

. (2.14)

The terms in brackets are the ballistic parameter, also called ballistic
factor:

βW =
W

ArefCD
, (2.15)

and the lift or glide parameter:

αW =
W

ArefCL
. (2.16)

The two parameters are given in terms of the vehicle weight W = mg. Their
dimensions are [M/L t2]. In the literature they are often expressed in English
units: [lbf/ft2] [20]. In metric units they read [N/m2] = [Pa].

If the parameters are defined in terms of the vehicle mass m = W/g, the
ballistic parameter is:

βm =
m

ArefCD
, (2.17)

and the lift or glide parameter:

αm =
m

ArefCL
. (2.18)

Their dimensions are in this case [M/L2]. In the literature they are expressed
usually in metric units: [kg/m2].

Ballistic and glide parameter are related to each other via the lift-to-drag
ratio:

W

ArefCD
=

W

ArefCL

CL

CD
. (2.19)
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For RV-W’s they are around17 W/ArefCD = 3,600–4,000 Pa, and if, for
instance, CL/CD ≈ 0.8 in the hypersonic domain at high angle of attack
(α = O(40◦)), W/ArefCL ≈ 4,500–5,000 Pa, Fig. 2.2. RV-NW-type vehicles
have ballistic parameters between W/ArefCD = 300 and 4,300 Pa, Tab. 5.1,
see also Fig. 2.2.

The velocity change (deceleration) follows from eq. (2.7) as:

dv∞
dt

= −D +Wsinγ

m
= −D

m
− gsinγ, (2.20)

where D/m is called “drag acceleration”.
The flight path angle γ is small on a considerable portion of a lifting entry

trajectory and, in addition, changes only slowly. Equilibrium glide flight hence
is defined as flight in the limit dγ/dt = 0, with γ being small, such that sinγ
≈ 0, and cosγ ≈ 1, and by zero bank angle µa.

We assume now R∞ = RE and g = g0. With the introduction of the
circular or orbital speed, i.e.—disregarding aerodynamic forces—the speed of
a body near the surface of Earth, which keeps it in orbit:

vc =
√
g0RE , (2.21)

and after rearrangement of the above eqs. (2.13) and (2.14), we find:

dv∞
dt

= −g0D
L

(
1 − v2

∞
v2

c

)
, (2.22)

where

1 − v2
∞
v2

c

=
L

W
=
ρ∞v2

∞
2

ArefCL

W
. (2.23)

Combining eqs. (2.22) and (2.20), the drag acceleration of equilibrium glide
flight reads

D

m
|equilibrium glide =

g0(1 − v2∞/v2
c )

L/D
(= −dv∞

dt
), (2.24)

indicating that an equilibrium glide trajectory has minimum drag level, and
hence can be associated with the maximum down range capability.

As we have seen in Sub-Section 2.1.2, several systems and operational
constraints are to be regarded. The drag acceleration of equilibrium glide
therefore is considered as the lower limit of drag acceleration on the trajec-
tory:

D

m
|trajectory � D

m
|equilibrium glide. (2.25)

17 This is the approximate value for the Space Shuttle Orbiter. For L/D of the
Space Shuttle Orbiter as function of α see Fig. 2.3.
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If L/D is fixed, for instance, due to a prescribed angle of attack, a larger drag
acceleration can only be attained with a non-zero bank angle: µa �= 0, which
means Leff < L. This is the commonly used praxis in trajectory design and
optimization.18

Eq. (2.22) can be integrated by separation of variables (see, e.g., [18]) to
yield the flight speed v∞ on the equilibrium glide trajectory as function of
time t :

v∞
vc

= tanh

(
−g0
vc

t

L/D

)
+ C. (2.26)

In [18], v∞/vc = 0 at t = 0, which yields C = 0, so that the time must be
counted negative.

These considerations hold for RV-W’s and RV-NW’s, for the latter, if
L/D > 0. For purely ballistic RV-NW’s with L/D = 0, similarly elements of
the re-entry trajectory can be described (see, e.g., [18]).

2.1.5 Equilibrium Glide Trajectory: Qualitative Results

Re-entry flight is not made on an equilibrium glide trajectory. Initially a
trajectory with a small and time-dependent flight path angle γ = O(−1◦)
may be flown [9], later a pseudo-equilibrium glide may be attained [18].

Nevertheless, the above considerations allow to gain a number of qualita-
tive insights regarding the trajectory and the aerothermodynamic phenom-
ena and design problems. The following results must be understood in the
sense that small increments of a variable lead to bounded increments of the
dependent variable, while the other involved variables remain in principle
unchanged. Therefore, for instance, the dependence of the lift L and the drag
D on the dynamic pressure q∞ is not explicitly noted. Large increments of
a variable may lead to fundamental changes of the trajectory, which would
change the whole picture.

– Combining eq. (2.23), for instance, with eq. (2.6), gives a relation for the
heat flux in the gas at the wall at an appropriate reference location of the
vehicle:

qgw = Cgw

(
2W

ArefCL

)n (
1 − v2

∞
v2

c

)n (
v∞
vc

)m−2n

vm−2n
c . (2.27)

We see that qgw depends inversely on some power of the lift coefficient
CL. This coefficient increases in the considered angle of attack domain at
all Mach numbers with α. Hence increasing α decreases qgw, and a RV-W

18 The concept of pseudo-equilibrium glide takes into account a time-varying lift
due to a finite bank angle.
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Fig. 2.6. Flight data of the heat flux in the gas at the wall, qw ≡ qgw, at x/L =
0.5 in the lower symmetry line of the Space Shuttle Orbiter [21]. Sources of data:
90 km � H � 110 km: [22], 60 km � H � 80 km: [23], laminar–turbulent transition
domain: [24], H � 50 km: [25].

on a large part of the trajectory will fly at large angle of attack19, Sub-
Section 2.1.1. The heat flux depends also on some power of the wing loading
W/Aref . The larger the wing loading, the larger is qgw .

– Eq. (2.27) can be used to guess the flight speed at which maximum heating
occurs. Setting its differential with respect to the velocity ratio v∞/vc to
zero:

dqgw

d(v∞/vc)
= 0,

we obtain

v∞
vc

|qgw,max =

√
m− 2n
m

. (2.28)

If we chose n = 0.5 and m = 3, the resulting velocity is with eq. (2.21)
v∞ = 0.816 vc = 6,451.55 m/s. This amounts, Fig. 2.2, to a flight altitude
(STS-2) of approximately 70 km. Comparing this with flight data of the
Space Shuttle Orbiter, Fig. 2.6, we find quite a good agreement.

This result must not be generalized. It holds for the lower side of the
vehicle including the nose region at the trajectory part above 40–60 km
altitude, where the attached viscous flow is laminar. Below that altitude

19 We remember that also with a finite bank angle µa �= 0, the angle of attack α
is kept, because the roll motion is made around the air-path or velocity vector.
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range the viscous flow becomes turbulent20 which leads to a strong increase
of thermal loads. Depending on the considered trajectory, these can be
equal or larger than those at approximately 70 km altitude with laminar
flow. Data are available in this regard for the Space Shuttle Orbiter (see,
e.g., [7]), where it is also shown that thermal loads (the heat flux in the
gas qgw at the wall) on the orbital maneuvering system (OMS) pod due
to vortex interaction are largest for α ≈ 20◦, which is an angle of attack
typical for flight at an altitude of about 40–30 km.

– For the part of the trajectorywith laminar flow, eq. (2.6) tells us directly, that
flight at the same speed, but on a higher trajectory point (“lifting entry”,
Fig. 2.2), reduces the heating qgw (and the dynamic pressure q∞), because
ρ∞ decreases with increasing altitude. A lower trajectory point (“ballistic
entry”) at the same speed increases heating (and dynamic pressure).

Rearranging eq. (2.8) and assuming small γ and zero µa yields

v2
∞ =

R∞
m

(W − L). (2.29)

If the aerodynamic lift L would be increased (visualize it with the help of
Fig. 2.5), the flight altitude, here the radius of the flight path R∞, must
be increased, in order to keep v∞ constant, and the vehicle flies at smaller
density ρ∞ and hence dynamic pressure q∞ than before.

In general, increasing the lift, of course via CL(α) and finally α, leads
from a ballistic re-entry trajectory to a “higher” flight trajectory and hence
can be used to reduce thermal loads on the flight vehicle21, and to reduce
the deceleration, via q∞, which the vehicle undergoes during re-entry. It
thus permits in addition larger down ranges and cross ranges.

– From eq. (2.26) a guess of the flight time can be made. Rearranging it
yields:

t = − vc

2g0
L

D
ln

(
1 + v∞/vc

1 − v∞/vc

)
. (2.30)

Hence (with the time counted positive):

t ∼ L

D
,

which indicates, that the larger L/D, the larger the flight time and, in
addition, also the time-integrated heat flux qgw, eq. (2.2), if the effect is
not compensated by fundamental trajectory changes.

20 The accurate and reliable prediction of laminar–turbulent transition is still one
of the large unsolved problems of fluid mechanics [5].

21 This holds in any case for the nose region, but this effect can be configuration-
dependent. Even higher thermal loads than at the nose can be present at other
parts of a configuration, due to, for instance, thin boundary layers in strong
expansion regions such as edges and shoulders. Hence a careful analysis is
necessary in each case.
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Reducing the flight time, and hence the time-integrated heat flux, can
be achieved by reducing L/D. As we have seen above, this is not made via
the angle of attack, but via the bank angle of the flight vehicle. Then the
effective lift, eq. (2.12), is Leff = cosµa L < L, and hence Leff/D < L/D.

– Not only the flight time is proportional to the effective lift-to-drag ratio,
but also the down range modulation capability:

�x ∼ L

D
cosµa, (2.31)

and the cross range:

�y ∼ L

D
sinµa. (2.32)

We see from these relations, that at given lift and drag the bank angle µa

= 0 gives the largest down range. To get a cross range modulation, a bank
angle µa �= 0 is necessary. From eq. (2.32) µa = 90◦ appears to yield the
largest cross range. However, actually that is achieved at |µa| = 45◦. We
don’t derive the exact relations, but refer the reader to, e.g., [18].

– The larger the drag D, the larger is the drag acceleration, eq. (2.20). The
drag, like the lift, increases with increasing angle of attack α (rise of the
effective bluntness), but stronger. This is the reason, why, at the large
angles of attack flown during re-entry, L/D decreases with increasing α,
Fig. 2.3.

– From eq. (2.8), also Fig. 2.5, we see that, due to the high speed of the
vehicle and the curved flight path, on the initial trajectory—where γ is
small—the aerodynamic lift L is small compared to the centrifugal force
Fcentr . The deceleration, eq. (2.20), see also eq. (2.7), however, is almost
exclusively governed by the aerodynamic drag D.

Hence, if density uncertainties exist on a part of the trajectory, and
W sin γ � D, eq. (2.7), they will affect first of all the deceleration force,
drag D, and hence dv∞/dt. If the density on a larger part of the trajectory
is smaller than assumed, this would lead, without corrective measures, to
an increase of the down range.

The effect in general is large for RV-W’s, which fly for a rather long
time at small flight path γ (see, e.g., Fig. 2.10). In [26] it is indicated that
in such a situation a density, which is 25 per cent smaller than initially
assumed, would lead to an increase of the down range of approximately
100 km.

For RV-NW’s, density uncertainties in general have smaller impact, be-
cause the flight interval with small γ is not so large (see, e.g., Fig. 2.9).
However, even here we get for a 25 per cent uncertainty in ρ∞ a down
range change of about 50 km. This is large for a capsule, which has a small
L/D and hence a restricted trajectory correction potential.

We have seen so far, that the basic aerodynamic lift-to-drag ratio L/D is
mostly the important parameter. An increase of L/D in general can be de-
sirable, for instance for arbitrary recall from orbit (requirement of flexible
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down range) or large cross range demand, [9], even if constraints considera-
tions (flight time, time-integrated heat flux) ask for a reduction of L to Leff

< L. However, in view of the small design experience base available, being
in principle only that of the Space Shuttle Orbiter, one should be aware
of the consequences of an increase of L/D regarding the choice and use of
aerothermodynamic simulation means. This holds despite of the advances of
the discrete numerical methods of aerothermodynamics which now seemingly
allow to quantify more and more the aerothermodynamic properties of flight
vehicles. The point is that ground-facility simulation remains for quite some
time to come the major tool for data set generation, Sub-Section 1.2.2. This
makes some further considerations necessary.

In the high angle of attack domain of re-entry flight, L/D can be increased
by reducing α. If with the application of an advanced material, respectively
thermal protection system, the nose radius RN of a given RV-W-type flight
vehicle could be reduced too, a further improvement of L/D would be possi-
ble, because this also reduces the wave drag. If pure surface radiation cooling
of the nose region is demanded, of course, a trade-off becomes necessary
between wave drag reduction and cooling effectiveness. Both wave drag and
radiation cooling are reduced if the nose radius RN is reduced [5].

Decreasing α and RN thus can be used to optimize the aerodynamic per-
formance of a re-entry vehicle within the limits of its structure and materials
concept. It also can be used to reduce the thermal loads on the airframe via
trajectory shaping [9]. However, if we reduce α on the high Mach number
part of the trajectory, we move away from the benign wall (boundary-layer
edge) Mach number interval, Sub-Section 3.6.4, on the windward side of the
flight vehicle, and towards a Mach number and especially high temperature
real gas sensitivity of aerodynamic coefficients, which is important in view of
ground-facility simulation, Sub-Section 3.6.4.

We are also moving from the compressibility or pressure effects domi-
nated RV-W in direction of the viscosity-effects dominated CAV. The more
this happens, the more the proper simulation of viscous effects, including
hypersonic viscous interaction phenomena, becomes important during the
vehicle’s definition and development process. Also thermo-chemical effects
including finite-rate effects change their character. While thermo-chemical
freezing phenomena in high-enthalpy ground-simulation facilities are in gen-
eral not a major problem for a RV-W shape, like that of the Space Shuttle
Orbiter, [5], this may change gradually for RV-W’s with reduced α and RN

compared to that of the Space Shuttle Orbiter.
Increasing the aerodynamic performance L/D of a RV-W thus increases

down range and cross range capabilities and in addition, via a large L, can
decrease thermal loads, though not necessarily the time-integrated ones. How-
ever, the L/D increase changes the demands on the aerothermodynamic de-
sign with a kind of snow-ball effect which can be vicious.
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Table 2.2. Characteristic quantities of APOLLO and SOYUZ capsules for the
calculation of the trajectory in the planar limit.

Symbol Quantity APOLLO SOYUZ

Aref reference area [m2] 12.02 3.80

L/D aerodynamic performance 0.30 0.26

CL lift coefficient 0.374 0.349

CD drag coefficient 1.247 1.341

m total vehicle mass [kg] 5,470.0 2,400.0

Ve flight velocity at entry [m/s] 7,670.0 7,900.0

γe flight path angle at entry [◦] -0.75, -1.50, -3.50 -1.50

RN radius at stagnation point [m] 4.694 2.235

2.1.6 Case Study 1: Trajectories of RV-NW’s

So far we have considered qualitative results derived from the relations for the
equilibrium glide trajectory. We present now quantitative results for two RV-
NW’s. They are found from the numerical integration of the dynamic eqs.
(2.7) and (2.8) together with the kinematic relations eqs. (2.9) and (2.10)
corresponding to planar flight. We use simple relations for the gravitational
acceleration g(H), Appendix C,

g(H) = g0

(
RE

RE +H

)2

, (2.33)

and for the atmospheric density ρ(H), Appendix B,

ρ(H) = ρ0e
−βH , (2.34)

with β = 1.40845 · 10−4 m−1.
Further we assume that the lift and the drag coefficient are constant along

the whole trajectory. The stagnation point heat flux is calculated with
eq. (10.76).

Investigated is the entry flight behavior of the APOLLO and the SOYUZ
capsule. In Table 2.2 the characteristic quantities of both capsules, necessary
for the computation of the trajectories, are listed. They are taken from Tables
5.1, 5.3, 5.4 and Figs. 5.11, 5.12.

In the first example the APOLLO trajectory for three values of the flight
path angle at entry (γe = −0.75◦, −1.5◦, −3.5◦) is considered. In Fig. 2.7 are
plotted the altitude as function of the inertial velocity, a), and the inertial
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Fig. 2.7. APOLLO capsule: entry trajectory as function of the initial flight path
angle γe based on planar equations.

velocity, the altitude, the normalized acceleration nt, the flight range and the
stagnation point heat flux as functions of time, b) to f).

The lowest entry flight path angle, γe = −0.75◦, a value which is usually
employed, leads to the smallest nt and the smallest stagnation point heat
flux, a), f), whereas the flight (down) range is largest, e). The largest angle,
γe = −3.5◦, produces a skip trajectory, which means that the flight path
angle γ becomes positive over a certain distance with the consequence that
the flight altitude grows, a), c). Further the g-loads and the stagnation point
heat flux increase remarkable, d), f) while the flight range is lowest, e). Of
course, the flight time is much smaller than for the lower γe values.

In the second example the trajectories of the APOLLO and the SOYUZ
capsules are compared for the same flight path angle at entry (γe = −1.5◦),
Fig. 2.8. It seems that the tendency of SOYUZ for skipping is lower than for
APOLLO, a). The maximum g-loads are reached at a later time, b), but the
stagnation point heat flux is at the maximum higher and has a high value over
a longer time interval leading to larger time-integrated thermal loads, d).

As mentioned in Appendix B, the density distribution in the atmosphere
as function of the altitude is not constant but depends on the local and global
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weather conditions. Therefore the question arises how density uncertainties
on a part of the trajectory will affect the trajectory, see also Sub-Section 2.1.5.
We test this with the APOLLO trajectory, Fig. 2.7, by multiplying the density
function, eq. (2.33), once with 0.75 and then with 1.25.

Fig. 2.9 shows the result in terms of the flight path angle and the vehicle’s
deceleration. We can perceive that the density influence on the trajectory of a
lifting capsule appears to be low, since the flight path angle anyway becomes
soon large. The flight range for both the smaller and the larger value of
the density function is only changed by approximately 1.2 per cent which,
however, is large for a capsule.
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Fig. 2.8. APOLLO and SOYUZ capsule: comparison of entry trajectories based
on planar equations.

2.1.7 Case Study 2: Trajectory of a RV-W (X-38)

In this case study we discuss the optimized trajectory of a RV-W, the X-
38 [2]. The vehicle is to fly from an entry altitude of H = 121.9 km to the
terminal area (TA) in the southwest of France, Fig. 2.10, upper right, arriving
there at 24.1 km � HTA � 25.1 km with 645 m/s � vTA � 845 m/s. The
guidance objective is the minimization of the time-integrated heat flux qgw.
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Fig. 2.9. APOLLO capsule: influence of atmospheric density variations on the
flight trajectory. Flight path angle γ (left), vehicle deceleration dv∞/dt (right).

Table 2.3. Systems and operational constraints of the X-38 flight [2].

q∞ qgw nz γ α

� 14.346 kPa � 1,175 kW/m2 � 2 � 0◦ 35◦ � α � 45◦

The determination of qgw was made with eq. (10.76) in Section 10.3 for a
nose radius RN = 0.3048 m (= 1 ft). The control variables are the angle of
attack α and the bank angle µa. The systems and operational constraints are
given in Table 2.3.

We discuss summarily only some of the results. For the whole picture,
including the definition of the guidance law, the reader is referred to [2].

The de-orbit maneuver generates an initial flight path angle of γ ≈ −1.6◦,
Fig. 2.10, lower right. With a pull-up maneuver this angle is almost zeroed
out22 at the flight time t = 322 s. Then it drops to again γ ≈ −1.6◦ at t ≈
880 s. In this time interval the trajectory follows the qgw = qgw,max = 1,750
kW/m2 constraint, Fig. 2.11. After a short rise the flight path angle drops
to values around γ ≈ −10◦, and the trajectory follows the nz = nz,max = 2
constraint.

22 An initial flight path angle of that magnitude would result in a trajectory
initially too steep, with too large thermal loads and a large drag acceleration.
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Fig. 2.10. Elements of the re-entry trajectory of the X-38 [2]. Upper left: flight
altitude (H) as function of flight time (t). Upper right: ground track (the trajectory
begins in this figure at the lower left and ends at the upper right). Lower left: flight
path speed (v∞) as function of flight time (t). Lower right: flight path angle (γ) as
function of flight time (t).
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In Fig. 2.11, upper part, this is reflected in the velocity/drag-acceleration
map.23 The trajectory, after the initial pull-up maneuver, down to v∞ ≈ 5
km/s follows the thermal load constraint and then down to v∞ ≈ 2 km/s that
of the normal load factor. The dynamic pressure constraint q∞ = q∞,max =
14.346 kPa is approximately followed only for v∞ � 2 km/s. The drag accel-
eration of the resulting trajectory lies clearly above that of the equilibrium
glide trajectory, the latter being characterized also by a much smaller dy-
namic pressure, Fig. 2.11, lower part.

The angle of attack, Fig. 2.12 (upper left, also to be read from the right to
the left) down to M∞ ≈ 10 (v∞ ≈ 3 km/s) is the maximum angle α = αmax

= 45◦. This high angle permits the large deceleration at minimum thermal
loads while meeting the cross range demand. The bank angle µa, Fig. 2.12
(upper right) up to t = 322 s is zero in order to provide the lift needed for
the pull-up maneuver. After that the effective aerodynamic lift is reduced by
a large bank angle down to µa ≈ −80◦, although without bank reversal, in
order to reduce the flight time and thus the time-integrated heat flux qgw .

2.2 Flight Trajectories of Cruise and
Acceleration Vehicles

2.2.1 General Aspects

In contrast to RV-W’s and RV-NW’s, CAV’s have scarcely been flown. They
are in general hypothetical vehicles and negligible flight experience is avail-
able. Airbreathing CAV’s are to fly like ordinary airplanes. They are drag
sensitive in contrast to RV-W’s and RV-NW’s, which need to employ a large
aerodynamic drag to achieve their mission. Cruise vehicles and acceleration
vehicles have different missions, Chapter 4, and hence different trajectory
demands. We concentrate here somewhat on cruise-type vehicles, because
several concepts of this kind have been studied in the recent past, mainly
TSTO space transportation systems.

A CAV, if being the lower stage of a TSTO space-transportation system,
usually is thought to perform a return-to-base mission (A→ A flight). Hyper-
sonic transport aircraft, in a sense also SSTO (ARV-type) vehicles, perform
A → B flights. CAV’s typically first employ turbojet propulsion (up to M∞
≈ 4), then, depending on the maximum flight Mach number, ramjet propul-
sion (up to M∞ ≈ 7) or combined ramjet/scramjet propulsion up to M∞ ≈
12–14. SSTO vehicles finally employ rocket propulsion to reach orbit. These
different propulsion modes are an important issue in trajectory design and
optimization, since at least for ramjet and scramjet propulsion a strong cou-
pling of the propulsion forces, Fig. 2.14, into the force and moment balance
of the vehicle exists, Sub-Section 2.2.3.
23 The re-entry trajectory is beginning at a flight path speed of approximately

7.6 km/s, hence the figure must be read from the right to the left.
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Fig. 2.11. Resulting trajectory representations [2]. Drag acceleration (D/m) as
function of flight path speed (v∞), and dynamic pressure (q∞) as function of flight
path speed (v∞) (the trajectories begin at the lower right). The constraints are
maximum values of dynamic pressure (qmax ≡ q∞,max), of heat flux in the gas at
the wall (Qmax ≡ qgw,max), and of the normal load factor (nmax ≡ nz,max).
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Fig. 2.12. Elements of the re-entry trajectory of the X-38 [2]. Upper left: maximum
angle of attack (αmax) as function of flight Mach number (M∞). Upper right: bank
angle (µa) as function of flight time (t). Lower left: actual heat flux in the gas at
the wall (qgw) as function of flight time (t), Qmax ≡ qgw,max. Lower right: actual
normal load factor (nz) as function of flight time (t), nmax ≡ nz,max.
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With TSTO or multistage systems another important issue is stage sepa-
ration. It is characterized by the shedding of a large percentage of the system
mass in a very short time interval, which leads to a large lift surplus of the
carrier stage. This problem concerns flight dynamics, guidance and control
and many other systems aspects.

A particular problem especially for large CAV’s is the influence of aerother-
moelasticity of the airframe and the aerodynamic control surfaces on the
propulsion system performance, Sub-Section 4.5.4, and on the control prop-
erties of the flight vehicle. RV-W’s (and RV-NW’s) have rather stiff airframes,
because of their cold primary (load-carrying) structures in combination with
a TPS. This is not the case for large CAV’s, where the airframe and the aero-
dynamic control surfaces may have, in addition to their large size, hot primary
structures. The resulting additional couplings of aerodynamic, propulsion and
control features will be highly dynamical and pose enormous design challenges
(see, e.g., [27]), and also the present Sub-Section 4.5.4.

We restrict our discussion in the following sub-sections mostly to the
issues of cruise-type vehicle trajectories in the turbojet/ramjet-propulsion
domain without consideration of possible stage separation. We look at the
guidance objectives, the trajectory control variables and the systems and
operational constraints, extending the considerations of RV-W’s and RV-
NW’s. The forces acting on a CAV are discussed, but, since no counterpart
exists to the equilibrium glide of RV-W’sand RV-NW’s, after that only a
SÄNGER trajectory is considered as an example and some qualitative and
quantitative results are presented.

2.2.2 Guidance Objectives, Trajectory Control Variables, and
Systems and Operational Constraints

Guidance objectives. Guidance objectives are the optimization of vehicle
performance, for instance:

– Minimization of fuel consumption for a given mission.
– Maximization of total air-path energy at upper stage separation of a

TSTO space transportation system.
– Maximization of pay load, i. e., of the mass inserted into Earth orbit

with a TSTO space transportation system.

Trajectory Control Variables. The number of trajectory control variables
is, like that of RV-W’s and RV-NW’s, rather limited. The control variables
are basically only:

– Angle of attack α, which governs aerodynamic lift L, drag D, and
pitching moment M of the vehicle. It governs further, if forebody pre-
compression is employed, Section 4.5, strongly the net thrust of the (air-
breathing) propulsion system.
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– Power setting of the propulsion system with its different engine modes.
– Bank angle µa of the vehicle (again, like for RV-W’s, around the velocity

vector v∞). Banking is necessary for curved (in general A → A) flight,
and, in case of TSTO space transportation systems, to dump the surplus
lift during stage separation.24

Systems and Operational Constraints. The basic systems and opera-
tional constraints are the same as, or similar to those of RV-W’s and RV-
NW’s:

– The dynamic pressure q∞ now is also a measure of the demands of
the airbreathing propulsion system. The ascent trajectory of the SÄNGER
TSTO system for instance was studied as a 50 kPa trajectory for both the
turbojet and the ramjet mode [28]. If both the ramjet and the scramjet
mode are to be employed, dynamic-pressure ranges of 25 kPa � q∞ � 95
kPa have been considered [27, 29].

– Flight of CAV-type vehicles below 40–60 km altitude means that the at-
tached viscous flow predominantly is turbulent. The forward stagnation
point however again is the primary reference location where thermal loads
are constrained. In addition flat portions downstream of the nose region
with turbulent flow may be chosen as reference locations.

– Besides the normal load factor, again with nz,max = 2–2.5, the axial
load factor with nx,max = q∞CAAref/(mg) = 3–3.5 is a constraint during
the stage separation process of TSTO space transportation systems.

– Due to the influence of the thrust vector on the longitudinal forces and the
pitching moment, Sub-Section 2.2.3, trimmability, and stability and
controllability of the flight vehicle are critical operational constraints.
If the thrust-force angle cannot be restricted or controlled mechanically,
the only available degree of freedom to trim the vehicle is the symmet-
rical elevon deflection. If this angle is large, a substantial total drag D
increase, due to the trim drag, will result. At the same time, depending
on the overall forces and moment balance, a possible decrease of the lift L
will happen, and an even stronger decrease of the lift-to-drag ratio L/D.
Besides that the longitudinal stability characteristics of the vehicle will be
influenced. Other issues in this regard are the resulting hinge moments
(actuator performance) together with the mechanical and thermal loads
on the elevons.

Besides these basic systems and operational constraints others may need
to be prescribed, for instance regarding the airbreathing propulsion system.

24 The mass of the upper stage of, for instance, the SÄNGER space transportation
system, is at upper stage separation about one third of the total mass of the
system. Hence when it leaves the lower stage, the latter has much too much
lift, which immediately must be reduced in order to avoid collision with the
upper stage, and to insure controllability of the flight vehicle.
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Fig. 2.13. Flight corridors and system and operational constraints of CAV-type
flight vehicles in the altitude-velocity map [27].

A graphical presentation of the hypothetical flight corridor in the velocity-
altitude map is given in Fig. 2.13, where Areas 1 and 3 concern for instance
the lower stages of TSTO space transportation systems and hypersonic air-
craft, whereas Area 2 concerns SSTO (ARV-type) systems.

The shaded flight corridor in Fig. 2.13 is bounded on the lower side by
structural pressure limits and thermal loads of the airframe, the propulsion
system and the control surfaces (hinge moment limit). On the upper side
lift and combustion limits play a role and also the limit of the aerodynamic
control authority. We have met the latter limit already with RV-W’s. Control
aspects possibly will make the flight corridor much narrower in reality, there
might even be larger excluded regions due to propulsion issues [27].

In conclusion it can be stated that flight trajectory design and optimiza-
tion for future large airbreathing CAV’s poses extremely large challenges,
much larger than those for RV-W’s. Because Cayley’s design paradigm, [30],
see also the prologue to Chapter 8, is completely invalid for these vehicles, the
highly non-linear aerodynamics/structure dynamics/propulsion/flight dy-
namics/flight control couplings make new vehicle design approaches neces-
sary, but also new trajectory design and optimization approaches.

2.2.3 Forces Acting on a Cruise and Acceleration Vehicle

Again we approximate the flight vehicle as a point mass. A schematic point-
mass force polygon of a propelled CAV is given in Fig. 2.14. Assumed is
steady level flight, for non-steady flight the figure changes accordingly.
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Fig. 2.14. Schematic point-mass force polygon at steady level flight of a propelled
CAV [31].

The lower side of a CAV is a highly integrated lift and propulsion system [31].
Aerodynamic lift and propulsion provision are strongly coupled, Section 4.4.
Depending on the thrust vector angle, a large net thrust lift component will
exist. The net thrust is the—vectorial—difference between the inlet drag, i.
e. the flow momentum entering the inlet of the propulsion system, and the
thrust of the nozzle.

Since the nozzle is an asymmetric external nozzle25, the thrust vector
will change in magnitude and direction in a considerable range depending
on flight speed, altitude, angle of attack and power setting of the propulsion
system. The right-hand side figure of Fig. 2.15 is an example of the thrust
vector angle as function of the flight Mach number. The jumps in the full
lines in Fig. 2.15 of both the thrust coefficient and the thrust vector angle
are due to the switch-over from the turbojet to the ramjet propulsion mode,
which has not been smoothed out. The broken lines in Fig. 2.15 depict the
data of the ejector nozzle. This nozzle dumps in the turbojet mode (up to
M∞ = 3.5) the forebody boundary layer material, which has been removed
by the boundary layer diverter (see, e.g., [5]), into the main nozzle flow.26

On the left-hand side of Fig. 2.15 the axial thrust coefficient CFGX is
given. We see that around M∞ = 1, in the transonic drag-rise domain, the
CFGX is smallest and the thrust vector angle � largest (negative). The latter
leads (due to the need for trim) to a large elevon deflection27 and hence to

25 The classical bell nozzle of rocket propulsion cannot be integrated into the
airframe of a CAV for thrust control (large flight Mach number span at not
too large altitudes) and configurational reasons (see, e.g., [32]).

26 It is not yet clear whether a boundary layer diverter is needed also in the ramjet
and the scramjet propulsion mode.

27 Whether a downward or an upward deflection is necessary depends on the
actual location of the thrust vector acting line relative to the vehicle’s center-
of-gravity.
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Fig. 2.15. Axial thrust coefficient CF GX (left) and thrust vector angle � (right)
as function of the flight Mach number Ma∞ (≡ M∞) of the SÄNGER lower stage
[28] (nominal flight trajectory).

increased trim drag. To compensate in the transonic domain for both the
decreased thrust (the thrust-lift component possibly is increased) and the
increased drag, a transonic bunt maneuver28 can be flown, where potential
energy of the vehicle is exchanged for kinetic energy, Sub-Section 2.2.4.

Because usually forebody pre-compression is employed in order to reduce
the inlet capture area, Section 4.5, a large dependence of the net thrust
on the angle of attack is present. In reality this net thrust sensitivity will be
enhanced by the forebody aerothermoelasticity (see, e.g., [33]), a problem, for
which so far no solution has been found and which has not yet been accounted
for in trajectory studies. The forebody pre-compression problem of a large
CAV requires the quantification of the above mentioned highly non-linear
aerodynamics/structure dynamics/propulsion/flight dynamics/flight control
couplings of the vehicle.

2.2.4 Case Study 3: Trajectory of a CAV (SÄNGER)

We discuss now as example the optimized trajectory of the TSTO space
transportation system SÄNGER [34]. The system is to fly from Southern
Europe to the upper stage release at a northern latitude of 25◦ to 30◦ and
back (return-to-base cruise). Again we look only at selected results.

The guidance objective is minimization of the fuel consumption for the
whole mission, while the stage separation is to happen at H = 33.35 km
altitude at v∞ = 2,085 m/s with a flight path angle γ = +8.5◦. The con-
trol variables are angle of attack α, the power (throttle) setting δT , and the

28 The vehicle performs part of an inverted (or outside) loop.
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bank angle µa. During the study the power setting δT for the ramjet mode
(M∞ > 3.5) was substituted by the fuel/air equivalence ratio29 Φf , because
overfueling (fuel-rich mixture) of ramjet combustion was found to have a fa-
vorable effect on the stage separation maneuver performance. The systems
and operational constraints are given in Table 2.4. We note that also min-
imum constraints are prescribed, for instance for the dynamic pressure q∞.
This is necessary to assure minimum vehicle flyability and controllability and
propulsion effectiveness.

Table 2.4. Systems and operational constraints of the SÄNGER flight [34].

q∞ [kPa] α [◦] |µa| [◦] nz δT,turbo δT,ram Φf,ram

Min: 10 -1.5 free 0 0 0 Φf (M∞, δT,min)

Max: 50 20 prescribed 2 1 δT (M∞, Φf,max) 3

A presentation of the resulting flight trajectory is given in Fig. 2.16. We
observe some particularities of the trajectory [34]:

– The trajectory is a highly three-dimensional one with significant motion in
longitudinal, vertical and lateral direction.

– The trajectory is throughout curved.
– In the transonic regime the drag increase, the large negative thrust vec-

tor angle �, and the decrease of the axial thrust coefficient CFGX , Sub-
Section 2.2.3, make a bunt maneuver necessary (indicated at the far left of
the ascent part of the trajectory, see also Fig. 2.17).

– The upper stage separation maneuver is characterized by a steep climb
followed by a bunt, all reflected strongly in the control variables.

Fig. 2.17 shows that the flight up to the upper stage separation is an ac-
celerated climb, and barely a cruise flight. The transonic bunt at t ≈ 200 s
is well discernible, similarly the stage separation maneuver at t � 1,850 s.
The altitude oscillations in the trajectory parts before and after the stage
separation are not due to numerical problems, but seem to be related to a
phugoid-like motion [34].

The control variables are shown in Fig. 2.18. The angle of attack α does
not change much before and after stage separation. The transonic bunt is
29 The fuel/air equivalence ratio, usually called only equivalence ratio, is the ra-

tio of the actual fuel/air ratio to the stoichiometric fuel/air ratio (see, e.g.,
[35]). The stoichiometric mixture hence has the equivalence ratio Φf = 1. For
hydrogen-fueled ramjets (and scramjets) a fuel-rich mixture (Φf > 1) can be
used to increase the thrust, which, of course, leads to an increase of the fuel
consumption. A fuel-lean mixture (Φf < 1) results in a decrease of fuel con-
sumption.
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Fig. 2.16. The resulting return-to-base trajectory of the SÄNGER space trans-
portation system in three-dimensions including upper stage separation [34].
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Fig. 2.17. Flight altitude h (≡ H) and flight Mach number M (≡M∞) as function
of flight time [34]. The separation of the upper stage is initiated at t ≈ 1,850.0 s.

reflected, the pull-up for the stage separation maneuver demands a strong
increase of α.

The power setting, respectively the equivalence ratio, is Φf ≈ 1 before
stage separation. Transition from turbojet to ramjet propulsion—hardly ob-
served in Fig. 2.18—is made between M∞ = 3 to 3.5 (t ≈ 540–600 s). A
strong overfueling occurs prior to stage separation. On the return part of
the trajectory Φf is much reduced, eventually to approximately zero, which
amounts to a glide flight to base.

The bank angle µa (defined as negative to the left) increases steadily up
to −45◦, is zero during stage separation (wings level condition), and then
drops to µa ≈ −115◦. This happens in order to dump the excess lift after
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Fig. 2.18. The resulting trajectory control variables (from above): angle of attack
α, equivalence ratio (power setting) Φf , bank angle µa as function of the flight time
t [34].

upper stage release. Despite this the normal load factor (nz) constraint is
never violated.

Because the resulting large bank angle might not be acceptable for a large
TSTO system, trajectories with bank angle limitation were also studied in
[34]. The smaller the maximum permitted bank angle, the larger becomes the
ground track of the trajectory, Fig. 2.19. Accordingly rises the fuel consump-
tion, while on the return part of the trajectory the minimum dynamic-pressure
constraint becomes active.

2.3 General Equations for Planetary Flight

Newton’s second law is the basic equation valid for an inertial system, for ex-
ample O, x0, y0, z0, Fig. 2.20, and reads:

m
dV

dt

∣∣∣∣
0

= F |0 = F A |0 +mG |0, (2.35)

where F A contains the aerodynamic forces and G represents the gravity.30

The planeto-centric coordinate system p rotates with the angular velocity Ω̄ |p
around the origin O of the inertial system, Fig. 2.20. Therefore,
applying the general rule for time derivatives of vectors in rotating systems,
we find [16, 19]:

dr

dt

∣∣∣∣
0

=
dr

dt

∣∣∣∣
p

+ Ω̄ |p × r |p, Ω̄ |p = ω

⎛
⎝0

0
1

⎞
⎠ , (2.36)

30 Only unpowered flight is considered.
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Fig. 2.19. The influence of the bank angle µa constraint on the resulting optimal
cruise ground track [34].

and

dV

dt

∣∣∣∣
0

=
d

dt
(V |p + Ω̄ |p × r |p) + Ω̄ |p × (V |p + Ω̄ |p × r |p). (2.37)

Since the angular velocity of the planet, Ω̄ |p, is nearly a constant, we get with
dΩ̄ |p/dt = 0:

dV

dt

∣∣∣∣
0

=
dV

dt

∣∣∣∣
p

+ 2Ω̄ |p × V |p + Ω̄ |p × (Ω̄ |p × r |p). (2.38)

Combining eqs. (2.35) and (2.38) we obtain:

m
dV

dt

∣∣∣∣
p

= F A |0 +mG |0 − 2mΩ̄ |p × V |p −mΩ̄ |p × (Ω̄ |p × r |p). (2.39)

We define the coordinate system r, which results from a rotation of the p coor-
dinate system around the zp axis, by θ and around the negative yp axis by φ31

such that xr coincides with the position vector r , Fig. 2.20. Further we need
the coordinate system g, which is parallel to the r system, but with the origin
O’, Fig. 2.21.

It is now our intention to formulate all the vectors used in the g coordinate
system. The position vector r reads in the p coordinate system:
31 The rotation around the negative yp axis is identical with a rotation with −φ.
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Fig. 2.20. Inertial coordinate system O, x0, y0, z0, planet fixed coordinate system
O, xp, yp, zp and rotating coordinate system O, xr, yr, zr.

r |p = r

⎛
⎝ cosφ cos θ

cosφ sin θ
sinφ

⎞
⎠ . (2.40)

With the matrices

M−φ
pg =

⎛
⎝ cosφ 0 sinφ

0 1 0
− sinφ 0 cosφ

⎞
⎠ , Mθ

pg =

⎛
⎝ cos θ sin θ 0

− sin θ cos θ 0
0 0 1

⎞
⎠ , (2.41)

we transform r |p and Ω̄ |p into the g coordinate system:

r |g = M−φ
pg M

θ
pg r |p = r

⎛
⎝ 1

0
0

⎞
⎠ , Ω̄ |g = M−φ

pg M
θ
pg Ω̄ |p = ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠ .

(2.42)
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Fig. 2.21. Coordinate system O’, xg, yg, zg parallel to coordinate system O, xr, yr,
zr.

The gravitational force in the g coordinate system is given by:

mG |g = mg

⎛
⎝−1

0
0

⎞
⎠ . (2.43)

The aerodynamic force F A is composed of the drag D, which is in opposite
direction to the flight velocity V , and the lift L which is perpendicular to this
direction.

The velocity and the drag in the g coordinate system follow directly from
Fig. 2.21, namely:

V |g = V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ , D |g = −D

⎛
⎝ sin γ

cos γ cosχ
cos γ sinχ

⎞
⎠ . (2.44)

We define now the coordinate system k (flight path system), where the velocity
vector V |k coincides with the yk coordinate, Fig. 2.22.

Remark: The definitions of the coordinates xg, yg, zg (g-frame) and xk, yk,
zk (k-frame), Figs. 2.21 and 2.22, are not in agreement with the tradition of
notation associated with them. We apply this exception in order to make the
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Fig. 2.22. Coordinate system O’, xg, yg, zg and coordinate system O’, xk, yk, zk

(flight path) with the definition of bank angle µa and lift L outside the r, V plane.

derivations and transformations easier to understand, having in mind that the
scalar sets of eqs. (2.55) and (2.56) are independent of these definitions. Tra-
ditionally in the g-frame the coordinate zg is directed vertically downwards,
i.e. along the local g vector, and xg and yg are specified in any convenient way
in the Earth horizontal plane. Further, in the k-frame the coordinate xk is di-
rected along the velocity vector V |k and yk lies in the Earth horizontal plane
[16, 17].

With the matrices:

Mγ
gk =

⎛
⎝ cos γ − sinγ 0

sin γ cos γ 0
0 0 1

⎞
⎠ , Mχ

gk =

⎛
⎝ 1 0 0

0 cosχ sinχ
0 − sinχ cosχ

⎞
⎠ , (2.45)

we find

V |k = Mγ
gkM

χ
gk V |g = V

⎛
⎝0

1
0

⎞
⎠ . (2.46)
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In planar flight the lift force L is in the r, V plane, but for flight control and
guidance purposes L is rotated out of this plane by an angle µa, Fig. 2.22. µa

is the bank angle.
Therefore the directions of the coordinates of the k system coincide with

xk ⇒ L sinµa, yk ⇒ V |k and zk ⇒ L cosµa, Fig. 2.22.
To transform the vector L |k to the g coordinate system we have:

L |g = Mχ
kgM

γ
kg L |k, L |k = L

⎛
⎝ cosµa

0
sinµa

⎞
⎠ , (2.47)

where the matrix Mχ
kgM

γ
kg is the inverse of the matrix Mγ

gkM
χ
gk with

Mγ
kg =

⎛
⎝ cos γ sinγ 0

− sin γ cos γ 0
0 0 1

⎞
⎠ , Mχ

kg =

⎛
⎝ 1 0 0

0 cosχ − sinχ
0 sinχ cosχ

⎞
⎠ . (2.48)

In order to be able to formulate eq. (2.39) completely in the g coordinate sys-
tem, we need finally for dr /dt|p and dV /dt|p the transformations from the p
system to the g system, which have the forms:

dr

dt

∣∣∣∣
p

=
dr

dt

∣∣∣∣
g

+Ω |g × r |g,
dV

dt

∣∣∣∣
p

=
dV

dt

∣∣∣∣
g

+Ω |g × V |g. (2.49)

Here Ω |g denotes the vector of the rotation velocity of the g system relatively
to the p system. Since the g coordinate system was obtained by rotations
around the zp and yp axes with the Euler angles32 θ and −φ, Fig. 2.21, we
find:

Ω |g = M−φ
pg

⎛
⎝0

0
θ̇

⎞
⎠ +

⎛
⎝ 0

−φ̇
0

⎞
⎠ =

⎛
⎝ θ̇ sinφ

−φ̇
θ̇ cosφ

⎞
⎠ , (2.50)

dr

dt

∣∣∣∣
p

=
dr

dt

⎛
⎝1

0
0

⎞
⎠

|g

+

⎛
⎝ 0
θ̇ r cosφ
φ̇ r

⎞
⎠

|g

=

⎛
⎝ ṙ

θ̇ r cosφ
φ̇ r

⎞
⎠

|g

= V |g. (2.51)

Eqs. (2.44) and (2.51) represent the kinematic equations in the form (see also
[19]):

ṙ = V sin γ,

θ̇ =
V cos γ cosχ
r cosφ

, (2.52)

φ̇ =
V cos γ sinχ

r
.

32 For the definition of the Euler angles see [17] and Sub-Section 5.4.2.
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All together we can write a compact form of the general flight mechanical equa-
tions for space applications in the g coordinate system:

m

(
dV

dt

∣∣∣∣
g

+Ω |g × V |g

)
= D |g +Mχ

kgM
γ
kgL |k +mG |g −

−2mΩ̄ |g × V |g −mΩ̄ |g × (Ω̄ |g × r |g). (2.53)

By substitution of eqs. (2.42) to (2.44), (2.47), (2.50) into eq. (2.53) we obtain:

d

dt
V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ +

⎛
⎝ θ̇ sinφ

−φ̇
θ̇ cosφ

⎞
⎠× V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ =

− 1
m
D

⎛
⎝ sin γ

cos γ cosχ
cos γ sinχ

⎞
⎠ +

1
m
L

⎛
⎝ cos γ cosµa

− sinγ cosχ cosµa − sinχ sinµa

− sinγ sinχ cosµa + cosχ sinµa

⎞
⎠ +

+ g

⎛
⎝−1

0
0

⎞
⎠ − 2ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠× V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠−

− ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠ ×

⎧⎨
⎩ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠× r

⎛
⎝1

0
0

⎞
⎠

⎫⎬
⎭ . (2.54)

Resolving eq. (2.54) for dV/dt, V dγ/dt, V dχ/dt by using the relations of eq.
(2.52) leads to, (see also [19]):

dV

dt
= − 1

m
D − g sinγ + ω2r cos2 φ(sin γ − cos γ tanφ sinχ),

V
dγ

dt
=

1
m
L cosµa − g cos γ +

V 2

r
cos γ + 2ωV cosφ cosχ+

+ ω2r cos2 φ(cos γ + sin γ tanφ sinχ),

V
dχ

dt
=

1
m

L sinµa

cos γ
− V 2

r
cos γ cosχ tanφ+

+ 2ωV (tan γ cosφ sinχ− sinφ) − ω2r

cos γ
sinφ cosφ cosχ. (2.55)

These are the force equations which describe the unpowered motion of aero-
space vehicles during space flight including ascent and descent. Since ω is a
small value, generally the influence of the term ω2r is low. More important is
the quantity 2ωV , which describes the influence of the Coriolis forces, which
aerospace vehicles experience moving relative to a rotating system. The im-
pact of this term diminishes for flights along descent trajectories with strong
deceleration.

By considering the planet as non-rotating we have ω = 0, and the p coordi-
nate system takes over the role of the inertial system. Eq. (2.55) then reduces
to:
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dV

dt
= − 1

m
D − g sin γ,

V
dγ

dt
=

1
m
L cosµa − g cos γ +

V 2

r
cos γ,

V
dχ

dt
=

1
m

L sinµa

cos γ
− V 2

r
cos γ cosχ tanφ. (2.56)

For flight, where the flight path azimuth angle χ is not changed, the third of
the scalar equations, eq. (2.56), vanishes and we have the relations given at the
beginning of Sub-Section 2.1.4.

Remark: It should be noted that eqs. (2.55) with the 2ωV - and the ω2r- terms
are only valid in the inertial O-frame, while eqs. (2.56) are to be applied on the
basis of the p-frame as inertial system. Actually the magnitude ofV , describing
the same planetary or orbital flight situation, is different in both frames and
hence in both sets of equations.

For clarification we define an example. Let us assume that a space vehicle
moves along an equatorially circular orbit around the Earth, which is determi-
ned—as is well known—by the balance of the gravitational and the centrifugal
forces. The velocity of the space vehicle in the p-frame is then given by:

Vcirc = [(RE +H)g(H)]1/2 . (2.57)

The velocity in a point on this circular orbit due to the Earth rotation is:

VE = ω(RE +H). (2.58)

This means that the determination of the velocity of a vehicle along this cir-
cular orbit, using eq. (2.56), has to be made with:

V p
|g = Vcirc,

and, using eq. (2.55), with:

V 0
|g = Vcirc − VE ,

see Problem 2.5.

2.4 Problems

Problem2.1. Calculate flight velocity and Mach number of the Space Shuttle
Orbiter in connection with the RCS employment during re-entry flight for a)
q∞ = 0.48 kPa at 81 km altitude and b) q∞ = 1.9 kPa at 69 km altitude.

Problem 2.2. The maximum heat flux at the lower symmetry line at x/L =
0.5 of the Space Shuttle Orbiter given in Fig. 2.6 is (qw =) qgw = 0.067MW/m2.
Assume zero heat flux into the wall and no other heat-flux contributions. How
large is the radiation-adiabatic temperature belonging to that heat flux, if ε =
0.85?
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Problem 2.3. How large is the heat flux in the gas at the wall, qgw , at the
vehicle nose for the flight conditions of Problem 2, assuming H = 70 km and
v∞ = 6,450 m/s? Assume an effective nose radius of RN = 1.3 m. Use the sim-
plest relation for qgw given in Section 10.3. Is the heat flux within the usual
constraints? How large is Tra, if ε = 0.85? Is it acceptable from the material
point-of-view?

Problem 2.4. Repeat Problem 2.3 for an effective nose radius RN = 0.25 m.
Are the heat flux and Tra acceptable?

Problem 2.5. a) At what altitude H is an equatorially circular orbit syn-
chronized with the Earth rotation, saying that the position of a space vehicle
is fixed with respect to an observer on the Earth surface? b) How large is the
velocity magnitude V , when the simulation of the flight of a vehicle in this orbit
is made with eqs. (2.55) and alternatively with eqs. (2.56)?

Assume that the gravitational acceleration is given by g = g0[RE/(RE +
H)]2.
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8. Koelle, D.E., Kuczera, H.: SÄNGER – An Advanced Launcher System for Eu-
rope. IAF-Paper 88-207 (1988)

9. Neumann, R.D.: Defining the Aerothermodynamic Methodology. In: Bertin,
J.J., Glowinski, R., Periaux, J. (eds.) Hypersonics. Defining the Hypersonic En-
vironment, vol. 1, pp. 125–204. Birkhäuser, Boston (1989)
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