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Preface

Hypersonic flight and aerothermodynamics are fascinating topics. Design
problems and aerothermodynamic phenomena are partly very different for
the various kinds of hypersonic flight vehicles. These are—and will be in
the future—winged and non-winged re-entry vehicles as well as airbreathing
cruise and acceleration and also ascent and re-entry vehicles.

Both authors of the book worked for almost four decades in hypersonics:
at the German aerospace research establishment (DVL/DFVLR, now DLR)
to the end of the 1970s, then in industry (MBB/Dasa, now EADS). They
were involved in many major technology programs and projects. First, in
the early 1970s, the German ART program (Association for Re-Entry Tech-
nologies), and, in the 1980s, the European (ESA) HERMES project and the
German Hypersonics Technology (SÄNGER) program. Then followed, in the
1990s, the Future European Space Transportation Investigations program
(FESTIP), the Manned Space Transportation program (MSTP) with the At-
mospheric Re-Entry Demonstrator (ARD), the X-CRV Project with the X-38
vehicle and, later, the German technology programs TETRA (Technologies
for Future Space Transportation Systems), ASTRA (Selected Systems and
Technologies for Future Space Transportation Systems Applications), and
IMENS (Integrated Multidisciplinary Design of Hot Structures for Space Ve-
hicles).

Research in the 1960s and 1970s placed great emphasis on low-density
flows, high temperature real gas effects in ground-simulation facilities and,
already, on discrete numerical computation methods. After the first flights
of the Space Shuttle Orbiter with its generally very good aerodynamic per-
formance, interest in low-density problems diminished. The layout of the
thermal protection systems highlighted the importance of high temperature
real gas effects, surface catalycity and laminar–turbulent transition. Numer-
ical methods received a large boost first during post-flight analyses of the
Orbiter flights and then, in particular in Europe, during the research and
development activities accompanying the HERMES project.

A serious problem showed up during the first Orbiter flight, viz., the hy-
personic pitching moment anomaly, which gave rise to grave concerns in the
HERMES project. This new vehicle had a shape totally different to that of the
Orbiter. The question was whether similar or other problems—undetected in
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the vehicle design—would become manifest during flight. Because the hyper-
sonic pitching moment anomaly was obviously a ground facility simulation
problem, much emphasis was put on the development and application of nu-
merical methods and their validation. Consequently, an experimental vehicle
was proposed, the 1:6 down-scaled MAIA. The first author of this book was
deeply involved in the definition of its scientific payload although neither
MAIA nor HERMES actually flew.

Work in the SÄNGER program revealed that viscous effects dominate
airbreathing hypersonic flight rather than pressure or compressibility effects
as is the case in re-entry flight. Viscous thermal surface effects of all kinds,
governed by surface radiation cooling became a major focal point in hyper-
sonic research and design work. These are important subjects covered in a
previous publication by the first author on the basics of aerothermodynamics.

The fantastic increase in computer power in the second half of the 1990s
showed that it will be possible in future to treat the many strong couplings
between the disciplines involved in the design of hypersonic flight vehicles in
new ways. Multidisciplinary numerical simulation and optimization methods
became a major focus in ASTRA and IMENS, in which the second author
was strongly involved.

All these findings and developments, together with the responsibility of
the first author for an initial structuring of general medium and long-term
technology development and verification strategies in both the SÄNGER
technology program and FESTIP, have shaped the content of the present
book. It discusses selected aerothermodynamic design problems of winged
and non-winged re-entry and airbreathing hypersonic flight vehicles—but not
the full vehicle design.

The work and experience of the authors are reflected in the chapters
on winged re-entry vehicles (RV-W’s), airbreathing cruise and acceleration
vehicles (CAV’s) and non-winged re-entry vehicles (RV-NW’s). Besides the
major aerothermodynamic phenomena and simulation problems, particular
trends in aerothermodynamics of these vehicle classes are discussed.

Special attention is paid to the hypersonic pitching moment anomaly of
the Space Shuttle Orbiter and to forebody aerothermodynamics of airbreath-
ing vehicles. Furthermore, there is a comprehensive presentation of waverider
design issues. For non-winged re-entry vehicles, trim and dynamic stability
issues are discussed. In particular, aerothermodynamic issues of stabilization,
trim and control devices are also considered.

The authors’ research, university teaching and industrial involvement have
shown that it is important to cover topics that are usually not in the major
focus of books on aerothermodynamics. These are the fundamentals of flight
trajectory mechanics, including the general equations for planetary flight, the
describing mathematical equations in general formulation of forces, moments,
center of pressure, trim and stability, as well as multidisciplinary design as-
pects including the mathematical models and the coupling procedures.
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Another outcome of the authors’ work was the recognition that it would be
useful to provide the reader with quantitative examples of the coefficients of—
at least—longitudinal motion for a variety of shapes of operational vehicles,
demonstrators, and studied concepts. In this way, numbers are available to
compare and to check the results of the readers own work. Many of the
data that we provide were generated with both numerical simulations and
experimental tests in the department formerly headed by the second author.

Although the thermal state of a vehicle surface and the ensuing thermal
loads and thermal surface effects are among the major topics of hypersonic
vehicle design, they are not treated separately in this book. Their treatment
is integrated in the corresponding chapters. However, a short overview of
the basic issues, as well as a simulation compendium, is given in a separate
chapter.

Both authors have advanced over many years the use of discrete numerical
methods of aerothermodynamics in research and in industrial applications.
These methods now permit a thorough quantification of and deep insights
into design problems and the relevant aerothermodynamic phenomena. A
good overall knowledge is necessary for their successful application, as is
an eye for the relevant features. Consequently, this book discusses in great
detail results of numerical simulations, also in view of the multidisciplinary
implications of aerothermodynamics.

The book is intended for graduate students, doctoral students, design
and development engineers, and technical managers. A useful prerequisite is
a knowledge of the basics of aerothermodynamics.

We see presently an up and down of the different modes and vehicles of
hypersonic flight. Non-winged concepts now seem to displace winged re-entry
concepts. Airbreathing hypersonic flight is a concept still waiting for its time.
Nevertheless, we are convinced that hypersonic flight has a bright future. We
hope that our book will help the reader to make himself familiar with a
number of problems regarding the aerothermodynamic design of hypersonic
flight vehicles.

April 2009 Ernst Heinrich Hirschel
Claus Weiland
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1

Introduction

When studying papers discussing aspects of the aerodynamic shape definition
process of the Space Shuttle Orbiter, see, e.g., [1], one is confronted with
a host of different methods, correlations, simulation tools, etc. which were
employed. At that time the discrete numerical methods of aerodynamics and
aerothermodynamics were just beginning to appear. In the meantime very
large algorithmic achievements and fantastic developments in computer speed
and storage, and in general in the information technologies, have happened
and change now profoundly the aerothermodynamic design processes, but
also the scientific work.

However, numerical methods, like ground-simulation facilities, are “only”
tools. Basic knowledge of both aerothermodynamic phenomena and design
problems are the prerequisites which must be present in order to use the tools
effectively. It is important to note in this context, that extended design ex-
perience for space transport vehicles, backed by flight experience, is available
only from the Space Shuttle Orbiter as well as from the capsules APOLLO
and SOYUZ.

The Space Shuttle Orbiter is a winged re-entry flight vehicle which has its
specific aerothermodynamic phenomena and design problems. If one looks at
airbreathing hypersonic flight vehicles, the picture is radically different. Re-
entry vehicles on purpose have large drag, while airbreathing flight vehicles
must have a drag as low as possible, which immediately brings into play the
viscous drag and many aerothermodynamic phenomena and design problems
other than those present or important for the Space Shuttle Orbiter.

It is even apt to distinguish between hypersonic flight and hypersonic
flow. A winged re-entry vehicle flies at hypersonic speed, but usually the flow
in the shock layer is in the subsonic to low supersonic speed domain. An
airbreathing flight vehicle flies at hypersonic speed, but now the flow past
the vehicle is a true hypersonic flow. This implies that hypersonics in one
case can be a topic vastly different from hypersonics in another case [2].

In this book we treat selected aerothermodynamic design problems of
predominantly hypersonic flight vehicles operating in the Earth atmosphere
at altitudes H � 100 km and flight velocities v∞ � 8 km/s. We do not
attempt to cover the issue of overall aerothermodynamic vehicle design, but
to explain, demonstrate and illustrate design problems. Because of the partly
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very different vehicle shapes and the different flow phenomena present, a
classification of the flight vehicles into winged re-entry vehicles, airbreathing
cruise and acceleration vehicles, and non-winged re-entry vehicles, i.e. space
capsules, like given in [2], is employed.

This classification is sketched first, then we discuss shortly aerothermo-
dynamics and the definition and development of flight vehicles with regard to
design sensitivities, design margins, data uncertainties, and the potential and
deficits of simulation means. The latter also appears to be necessary, because
design problems usually are coupled to simulation problems, too. Sometimes
even a design problem is “only” a simulation problem. This chapter is closed
with a sketch of the scope and the content of the book.

1.1 Three Reference Classes of Hypersonic Vehicles

Winged re-entry vehicles (RV-W), airbreathing cruise and acceleration ve-
hicles (CAV), and non-winged re-entry vehicles or space capsules (RV-NW)
are chosen to be the reference flight vehicle classes in this book. In [2] the
class of ascent and re-entry vehicles (ARV) is added. ARV’s in principle are
single-stage-to-orbit (SSTO) space transportation systems with airbreathing
(and rocket) propulsion. In a sense the design problems of these vehicles are
a mixture of the problems encountered for RV-W’s and CAV’s. Therefore,
we do not treat this class here separately. In [2] aeroassisted orbital trans-
fer vehicles (AOTV) are introduced as a separate class to serve as a kind
of extreme reference vehicle class. We do not treat this class either but have
introduced instead the class of RV-NW’s with their operation, like that of the
other classes, predominantly in the H � 100 km and v∞ � 8 km/s domain.

For more details regarding vehicle classifications see [2] and for a very
detailed classification, e.g., [3]. The vehicles of the three reference classes
referred to in the accordant chapters are:

1. Winged re-entry vehicles (RV-W’s): Space Shuttle Orbiter, HERMES,
HOPE-X, X-34, X-38, and HOPPER/PHOENIX. RV-W’s are launched
typically by means of rocket boosters, but potentially also as rocket-
propelled upper stages of two-stage-to-orbit (TSTO) space transportation
systems.

2. Cruise and acceleration vehicles with airbreathing propulsion (CAV’s):
the lower stage of the TSTO system SÄNGER, and also the ARV Scram
5. Flight Mach numbers lie in the ramjet propulsion regime up to M∞ =
7, and the scramjet propulsion regime up to M∞ = 12 (to 14).

3. Non-winged re-entry vehicles (RV-NW’s), some of them not operating in
the Earth atmosphere: HUYGENS, BEAGLE2, OREX, APOLLO, ARD,
SOYUZ, VIKING, AFE, CARINA and others.

Each of the three classes has specific aerothermodynamic features which are
summarized in Table 1.1 (see also [2]).
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Table 1.1. Comparative consideration of particular aerothermodynamic features
of the three reference classes of hypersonic vehicles. Features which are common to
all classes are not listed.

Item Winged re-entry Cruise and ac- Non-winged
vehicles celeration vehicles re-entry vehicles
(RV-W’s) (CAV’s) (RV-NW’s)

Mach number 30–0 0–7(12) 30–0
range

Configuration blunt slender very blunt, blunt

Flight time short long short

Angle of attack large small head on

Drag large small large

Aerodynamic small large small, zero
lift/drag ratio

Flow field compressibi- viscosity-ef- compressibi-
lity-effects fects domi- lity-effects
dominated nated dominated

Thermal sur- not important/ very not important
face effects: ‘vis-
cous’

locally important important

Thermal sur- very impor- important very impor-
face effects: tant tant
‘thermo-chemi-
cal’

Without a quantification of features and effects we can say that for CAV’s
viscosity effects, notably laminar–turbulent transition and turbulence (which
occur predominantly at altitudes below approximately 60 to 40 km) play a
major role, while high temperature real gas (thermo-chemical) effects are very
important for RV-W’s and RV-NW’s. Viscous thermal surface effects play a
large role for CAV’s, while thermo-chemical thermal surface effects are very
important for RV-W’s and RV-NW’s [2].

The main objective of Table 1.1 is to sharpen the perception, that for
instance a CAV, i.e. an airbreathing hypersonic flight vehicle, definitely poses
an aerothermodynamic (and multidisciplinary) design problem quite different
from that of a RV-W. The CAV is aircraft-like, slender, flies at small angles
of attack, all in contrast to the RV-W. The RV-W is a pure re-entry vehicle,
which is more or less “only” a deceleration system, however not a ballistic or
quasi-ballistic one as is the RV-NW. Therefore it has a blunt shape, and flies
at large angles of attack in order to increase the effective bluntness.

Thermal loads must always be considered together with the structure
and materials concept of the respective vehicle, and its passive or active
cooling concept. As discussed in [2], the major passive cooling means for outer
surfaces is surface-(thermal-)radiation cooling. The thermal management of
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a CAV, for instance, must take into account all thermal loads (heat sources),
cooling needs and cooling potential of the airframe, propulsion system, sub-
systems and cryogenic fuel system.

1.2 Aerothermodynamics and the Definition and
Development of Flight Vehicles

High performance and at the same time high cost efficiency of all kinds of hyper-
sonic flight vehicles will most likely not be achievedby single large technological
breakthroughs. A good chance exists that they will be achieved in the future, at
least partly, by better, more accurate and more versatile disciplinary and mul-
tidisciplinary numerical simulation and optimization tools in all vehicle defi-
nition and development phases and processes. This certainly is possible, when
we observe how discrete numerical methods in all involved technology areas ad-
vance, supported by the vast growth of computer power. A similar development
is underway in classical aircraft design [4]-[6].

In view of this prospect we think it is useful to look at some important
aspects of vehicle design and development, in particular with respect to design
sensitivities and margins, and accounting for data uncertainties and deficits
of aerothermodynamic simulation means.

1.2.1 Design Sensitivities and Margins versus Data Uncertainties

In [2] the term “simulation triangle” is used. The simulation triangle consists
of computational simulation, ground-facility simulation and in-flight simula-
tion. None of the simulation means in the triangle permits a full simulation of
the aerothermodynamic properties and functions of hypersonic flight vehicles,
Section 1.2.2. It is the art and experience of the engineer to arrive nevertheless
at a viable aerothermodynamic design. However, in future the engineer will
command much more powerful numerical simulation and optimization tools
than he has available today.

In the following a short consideration of the three important entities in
the definition and development processes, “sensitivities”, “uncertainties”, and
“margins”, is given, following [2]. For a discussion of design methodologies of
hypersonic flight vehicles as we consider them in this book, see, e.g., [7]-[9].

The objectives of the definition and development processes are:

– the design of the flight vehicle with its performance, properties and func-
tions according to the specifications,

– the provision of the describing data of the vehicle, the vehicle’s data sets.

The aerodynamic design is embedded in the design of the whole flight vehicle
[10]. A few decades ago the tools typically used in the aerodynamic shape
definition were approximate and parametric methods, and for aerodynamic
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verification purposes, data set generation and problem diagnosis the ground-
simulation facilities [5]. This has changed insofar as numerical methods now
have a very important role in all tasks of aerodynamics and aerothermody-
namics.

In view of the whole vehicle design, sensitivities and margins with respect
to data uncertainties are of general interest:
Design sensitivities are sensitivities of the flight vehicle with regard to its
performance, properties and functions. Hypersonic airbreathing flight vehi-
cles (CAV) are, for instance, sensitive with regard to vehicle drag (the “thrust
minus drag” problem), and quite in general, with regard to aerothermody-
namic propulsion integration. We state:

– small design sensitivities permit rather large uncertainties in describing
data (vehicle data sets),

– large design sensitivities demand small uncertainties in the describing data
sets.

Uncertainties in describing data are due to deficits of the simulation
means, i.e. the prediction and verification tools:

– computational simulation, there especially flow-physics and thermo-chemi-
cal models,

– ground-facility simulation,
– in-flight simulation.

Design margins finally allow for uncertainties in the describing data. The
larger the uncertainties in design data, for given sensitivities, the larger are
the design margins, which have to be employed in the system design. They
concern for instance flight performance, flight mechanics, etc. Design margins
potentially give away performance. In general, uncertainties in describing data
(particularly where sensitivities are large) should be reduced in order to reduce
design margins. Of course it is desirable to keep design sensitivities as small as
possible, but demands of high performance and high cost efficiency of flight
vehicles will always lead to large design sensitivities. Reduced uncertainties in
describing data reduce design risks, cost and time [6].

1.2.2 Deficits of Aerothermodynamic Simulation Means

A discussion of the potentials and deficits of the aerothermodynamic simula-
tion means is given in [2] and in this book in the form of an aerothermody-
namic simulation compendium in Section 9.3. We give here a more general
overview of the most important deficits of simulation means, because they are
the sources of uncertainties in the describing data and hence are governing
the design margins, presenting large challenges to the designer and developer.
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The discrete numerical methods of aerothermodynamics have become an
important tool in research and in industrial design. They permit, in prin-
ciple, to simulate all aerothermodynamic phenomena and design problems
including the thermal state of flight vehicle surfaces in the presence of sur-
face radiation cooling.1 The discrete numerical methods suffer, however, as
other computational simulation tools, from deficits in thermo-chemical mod-
els and even more so in flow-physics models (laminar–turbulent transition,
turbulence, turbulent flow separation).

These deficits and the still not large enough computer power limit com-
putational simulation basically to the design process and to diagnosis issues.
Full-fledged data set generation on the computer is still years away, because of
the relatively small productivity of numerical simulation compared to ground-
simulation facilities.2 However, the treatment of multidisciplinary design and
development problems is becoming more and more a key application domain
of aerodynamic/aerothermodynamic numerical methods. This is important
in view of the waning of Cayley’s design paradigm [6], also Chapter 8 of the
present book, especially for airbreathing CAV’s.

Ground-facility simulation has some principle deficits which cannot be
overcome. In general a full experimental simulation of reality, particularly
of thermal surface effects in the presence of surface radiation cooling, is not
possible in ground-simulation facilities. The simulation of laminar–turbulent
transition is another very critical topic. For aerothermodynamic investiga-
tions of RV-W’s and RV-NW’s a strong reliance seems to exist on the Mach
number independence principle of Oswatitsch, which however usually is not
explicitly stated. High-enthalpy facilities attempt to overcome freezing phe-
nomena in the nozzle by employing ever higher reservoir densities, but in-
troduce other problems. For CAV’s especially viscous thermal surface effects
cannot be treated properly in wind tunnels. In the aerothermodynamic de-
sign process the verification and data set generation is affected by deficits
which lead again to uncertainties of the describing data.

The matter of productivity of simulation means especially for aerody-
namic data set generation demands a closer consideration. Up to now only one
winged hypersonic flight vehicle (RV-W) became operational, the Space Shut-
tle Orbiter. Due to the very commendable publication policy of the NASA

1 The thermal state of a surface is defined by both the wall temperature Tw and
the heat flux in the gas at the wall qgw, Chapter 9. It governs viscous and
thermo-chemical thermal surface effects as well as the thermal loads (aeroheat-
ing) on the surface.

2 Although computation speed on certain computer architectures now is in the
Teraflops (1012 floating-point operations per second) domain, this is by far
not fast enough to beat productivity of (not all, see below) ground-simulation
facilities, once a suitable model has been fabricated and instrumented. Note,
however, that a computational solution is usually much richer than the set of
measured data.
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(see, e.g., [11, 12]), we can study in detail the development and design expe-
rience gained with this vehicle.3

We quote first W.C. Woods and R.D. Watson [13] regarding the Space
Shuttle Orbiter design and development: In general, configuration screen-
ing was conducted in NASA’s hypersonic research facilities (relatively small,
inexpensive blowdown tunnels) and benchmark performance, stability and
control characteristics in hypersonic continuum flow were determined in the
Department of Defence’s relatively large hypersonic facilities. The latter facili-
ties are the Arnold Engineering and Development Center (AEDC) Supersonic
Tunnel A and Hypersonic Tunnel B, and the Naval Surface Warfare Center
Hypervelocity Tunnel 9.

Why these tunnels? They are, on the one hand, capable of simultaneous
Mach number and Reynolds number simulation, though only with perfect
gas flow, and on the other hand, they have a high productivity. They are
continuous (Tunnel A and B) and blowdown (Tunnel 9) facilities, [14], the
latter with testing times large enough to permit the pitch pause or the con-
tinuous sweep approach4 to measure in one run a polar in the α = 0◦ to 45◦

range. In contrast to this a high-enthalpy pulse facility will permit at most
a few “shots” per day. If being in a mile-stone driven project, this will be
intolerable nowadays, as it was during the Space Shuttle project. The Space
Shuttle Orbiter approach worked well, except regarding the pitching moment
at hypersonic speeds (STS-1), see Section 3.5. It is to be expected that for
possible future developments of RV-W’s this approach will be followed again,
although now with very heavy support by numerical aerothermodynamics.

In view of thermal loads the lessons learned with the Space Shuttle Or-
biter regarding the matter of productivity is somewhat different from that
regarding aerodynamic data [15]. In any case also large data sets need to
be produced to cover the potential flight trajectories of a re-entry vehicle,
including abort trajectories, with a multitude of trim and control surface set-
tings.5 A special problem are various types of gap flows and leak flows. Also
in the future ground-facility simulation will bear the main load, although
with heavy support by numerical aerothermodynamics.

The reader should note that for CAV’s no experience is available regarding
productivity of ground-simulation means as exists for RV-W’s. Regarding RV-
NW’s the situation is rather good, Chapter 5, although no problems as severe

3 The Russian BURAN flew once and also several American and Russian exper-
imental vehicles, however the wealth of the material available from the Space
Shuttle Orbiter is unparalleled.

4 In these approaches the wind tunnel model is intermittently or slowly moving
from one angle of attack to the other (pitch pause) or continuously (continuous
sweep) through the preset angle of attack domain.

5 Aerodynamic control surfaces can be multi-functional. In the case of the Space
Shuttle Orbiter the elevons are used to control trim, pitch, and roll. The body
flap as main trim surface was originally intended only to act as a heat shield
for the main engine nozzles.
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as the hypersonic pitching moment problem of the Space Shuttle Orbiter
(STS-1) have been observed so far.

In-flight simulation basically is centered on experimental and demonstra-
tion issues, which cannot be dealt with sufficiently on the ground. Large
design sensitivities and deficits in the ground-simulation means may make
extended in-flight simulation and testing necessary for future projects with
large technology challenges.

An issue often overshadowed by simulation issues (fidelity, uncertainties,
apparatus, cost and time) is simply the understanding of a given design prob-
lem and the involved phenomena. It is very important for a designer to know
the implications of phenomena for the design problem at hand, and for the
engineer to know the implications for simulation problems and for diagnostic
(trouble shooting) purposes. A prerequisite of understanding in this sense is
a good knowledge of the physical basics. Understanding can sometimes be
achieved with simple analytical considerations which yield basic trends and
also order of magnitude knowledge of an effect.

1.3 Scope and Content of the Book

When treating selected aerothermodynamic design issues in this book, our
goal is to obtain an understanding of the problems at hand, to show how
they are related to flight vehicle or vehicle component functionality and per-
formance, to isolate relevant phenomena and their interdependencies, and to
give quantitative information. We do not intend to deal with overall config-
uration design, or detailed aerothermodynamic configuration definition.

The aerodynamic and aerothermodynamic design of flight vehicles present-
ly is undergoing large changes regarding the tools used in the design. Discrete
numerical methods have become mature tools (even if partly still restricted by
shortcomings in flow-physics and thermo-chemical models). Therefore mostly
results of numerical aerothermodynamics will be presented and discussed,
simply because they usually contain detailed information which otherwise is
not easy to obtain.

In the following Chapter 2 we give a short introduction to flight trajec-
tories for aerothermodynamicists including a full presentation of the general
flight mechanical equations for planetary flight. The constraints, which re-
sult from the flight trajectories for the aerothermodynamic design and vice
versa, should be understood at least in a basic way. Chapter 3 deals with
selected aerothermodynamic design problems of winged re-entry (RV-W)
flight vehicles. General aerothermodynamic issues of these vehicles are dis-
cussed first, together with particular aerothermodynamic trends. It follows
a presentation and discussion of available aerodynamic performance data
(coefficients of longitudinal motion) of a number of RV-W shapes. Finally
issues of vehicle flyability and controllability, in particular the hypersonic
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pitching moment anomaly, observed during the first flight of the Space Shut-
tle Orbiter, are discussed.

A similar range of topics is treated in Chapter 4 for winged airbreathing
flight vehicles (CAV’s), there especially also issues of aerothermodynamic
airframe/propulsion integration and of waverider design, and in Chapter 5 for
re-entry capsules (RV-NW’s). For a couple of the capsules aerodynamic data
sets of longitudinal motion are given, together with an in-depth discussion
of the role of the z-offset of the center-of-gravity and nominal and parasite
trim.

Chapter 6 is devoted to a thorough presentation of aerothermodynamic
design problems of stabilization, trim and control devices, which to a large
extent are the same for all vehicle classes considered in this book. In Chapter
7 general formulations are given of forces, moments, center of pressure, trim,
and stability of flight vehicles. These, like the flight mechanical equations in
Chapter 2 usually are not found in a general form in the literature.

Chapter 8 is devoted to a discussion of multidisciplinary design aspects
which are of interest for hypersonic vehicle design. Also in this evolving dis-
cipline the describing equations in a general form are seldom found in the
literature, which also holds for the coupling procedures. Few application ex-
amples are available so far from hypersonic vehicle design.

The thermal state of a vehicle surface and the ensuing thermal loads and
thermal surface effects are of large interest in aerothermodynamic vehicle
design. Nevertheless, we do not treat them separately in this book, but inte-
grate them in the corresponding chapters. However, a short overview of the
basic issues, as well as a simulation compendium, is given in Chapter 9, to-
gether with a compilation of the most important approximate relations used
or referred to in the book in Chapter 10. A solution guide to the problems is
given in Chapter 11.

The full governing equations for flow with high temperature real gas ef-
fects are presented in Appendix A. The properties of the Earth atmosphere
are given in Appendix B. They should provide the reader quickly with data
especially also for the solution of the problems which are provided at the end
of several of the chapters. The book closes with constants, units and con-
versions, Appendix C, symbols, Appendix D, a glossary, abbreviations and
acronyms, Appendix E, and, following the acknowledgement of copyright per-
missions, the author and the subject index.
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2

Short Introduction to Flight Trajectories for
Aerothermodynamicists

Aerothermodynamic design, aerothermodynamic phenomena, and the choice
of flight trajectories of either re-entry vehicles, space-transportation systems
or hypersonic aircraft depend mutually on each other. We give here a short
introduction to issues of flight trajectories in order to provide basic knowledge
about these dependencies.

The very fast flight of hypersonic vehicles, partly with vast changes of the
flight altitude, makes a precise flight guidance necessary. This is especially a
problem with CAV-type space transportation systems because of their very
small pay-load fractions. The basic problem is to find a flight trajectory
which permits the vehicle to fulfill its mission with minimum demands on the
vehicle system. However, different from classical aircraft design, the physical
properties and the functions of a hypersonic vehicle and its components must
be extremely closely tailored to the flight trajectory and vice versa.

To design and to optimize a vehicle’s flight trajectory in a sense is to solve
a guidance problem. While the fulfillment of the basic mission is the primary
objective of the trajectory definition, other, secondary objectives may exist.
In the multi-objective design and optimization of a trajectory, these must
be identified as guidance objectives. It is further necessary to define and
to describe the trajectory control variables, which permit the vehicle
to fly the trajectory. Finally, a system reduction is necessary to identify a
few characteristic physical loads and vehicle properties/functions, whose lim-
itations and/or fulfillments are introduced as systems and operational
constraints in the trajectory design and optimization process. The eventual
outcome are guidance laws, which in general have a rather small number of
free parameters to fulfill the mission objectives under the given conditions.

Prerequisites for trajectory design and optimization are flyability and con-
trollability of the considered vehicle on the sought trajectory. Under flyability
we understand longitudinal trimmability, and static and dynamic stability,
which, with a few exceptions, is the rule for both the longitudinal and the
lateral motion of the vehicle. Controllability is the ability to steer the vehicle
around all relevant vehicle and air-path related axes with the help of control
devices. For RV-W’s these are aerodynamic control surfaces and usually, in
addition, reaction control systems (RCS) in the form of small rocket thrusters
located appropriately around the vehicle, for RV-NW’s they are in general
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solely reaction control systems.1 We stress the fact that only a “trimmed”
trajectory is a viable trajectory. For airbreathing (CAV) flight vehicles the in-
fluence of the thrust vector of the propulsion system in the lift-drag plane on
the longitudinal force and the moment balance must be taken into account.

Trajectory design and optimization must allow for uncertainties in the
describing data of the vehicle, its sub-systems, and the flight environment,
for a RV-W see, for instance [1]. The uncertainties concern the aerodynamic
model—the aerodynamic data set—of the vehicle including uncertainties in
the performance data of the control devices, and also uncertainties in the
performance data of the propulsion system in the case of CAV’s. Uncertainties
of other kinds are present as a rule regarding the vehicle mass, the location
of the center-of-gravity of the flight vehicle and its moments of inertia. This
holds especially for RV-NW’s with ablation cooling. With CAV’s all these
are anyway not constant because of the fuel consumption during flight, and,
in the case of TSTO-systems, also because of the separation of the upper
stage.

Other uncertainties come in from the sensor systems (air data, acceler-
ation data) etc., and are also given in the form of deviations from the, for
the trajectory design chosen, standard atmosphere during the actual mission,
especially regarding the density ρ∞, and the possible presence of wind. The
latter concerns in particular CAV’s, because these fly predominantly in the
troposphere and the stratosphere, Appendix B.

In the following sections we look at the trajectory design and optimiza-
tion elements which have close connections to aerothermodynamics (guidance
objectives, trajectory control variables, systems and operational constraints).
We consider the forces acting on a vehicle, discuss the equilibrium glide tra-
jectory of RV-W’s and RV-NW’s (the compact and frame-consistent deriva-
tion of the general equations for planetary flight is given at the end of the
chapter), give qualitative results, and show in case studies some examples of
trajectories. We refrain from discussing guidance laws, and refer the reader
the reader instead to, e.g., [2]. We begin with RV-W’s and RV-NW’s, where
considerable flight experience is available,2 and proceed with CAV’s, where,
however, flight experience is not available.

1 The major role, however, of the RCS of a flight vehicle leaving the atmosphere
(above H ≈ 80 to 100 km) and/or performing orbital flight, is to carry out
orbital manoeuvering.

2 The reader is especially referred to [1] about the Space Shuttle Orbiter’s re-
entry guidance.
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2.1 Flight Trajectories of Winged and Non-Winged
Re-Entry Vehicles

2.1.1 General Aspects

RV-W’s and RV-NW’s have in common that their re-entry flight as decel-
erating flight is actually a braking mission. Their large initial total air-path
energy

Et,i = m

(
gHi +

1
2
v2

i

)
, (2.1)

is dissipated exclusively by means of the aerodynamic drag. In eq. (2.1) m is
the vehicle mass, g the gravitational acceleration as function of the altitude,
Section C.1, Hi the initial altitude, and vi the initial speed.

The dissipation of the large initial total energy requires specific systems
constraints of which the dynamic pressure, the thermal surface loads and the
aerodynamic load factor belong to the most important ones. The result is
an usually very narrow re-entry flight corridor. We show in Fig. 2.1 as an
example the flight corridor of the Space Shuttle Orbiter for the operational
angle of attack profile [1].

The minimum weight of the Space Shuttle Orbiter’s thermal protection
system (TPS) is achieved by flying on a large part of the trajectory the
maximum angle of attack, consistent with the cross-range requirements, in
order to minimize the thermal loads. During the initial five flights, which
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Fig. 2.1. Flight corridor of the Space Shuttle Orbiter (operational flights) [1].
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served as test flights, this angle was α = αmax = 40◦, during the following
operational flights α = αmax = 38◦ [1].

A RV-W flies, with basically fixed configuration, in a large Mach number
and altitude range. During the high speed re-entry it flies at large, and at
low Mach numbers at small angles of attack. With increasing angle of attack
the effective longitudinal “nose” radius in the stagnation point region of the
vehicle increases (rise of effective bluntness).3 With increasing nose radius,
at constant flight speed and altitude, the boundary layer thickness increases
and the thermal loads, both the heat flux in the gas at the wall, qgw, and
the surface temperature Tw (which without slip-flow effects is equal to the
temperature in the gas at the wall Tgw, Section 9.1) of the radiation cooled
TPS surface, decrease [5].

Increased effective bluntness also increases the portions of the bow shock
with large inclination against the free-stream, and hence the wave drag and
with that the deceleration4 of the vehicle along the flight path. The blunt
vehicle shape at large angle of attack thus serves both low thermal loads and
high drag (and deceleration) [5].

The flight trajectories of RV-W’s and RV-NW’s can be distinguished in
the altitude-velocity map, Fig. 2.2. The lift parameter αW = W/(ArefCL)
and the ballistic parameter βW = W/(ArefCD) are derived in Sub-Sec-
tion 2.1.4. They can be related to each other by the lift-to-drag ratio L/D.
The “lifting” re-entry trajectory of RV-W’s is much “higher” than that of
RV-NW’s. Our intuition tells us that the higher the trajectory, the smaller
the thermal loads, but the lower the effectiveness of aerodynamic stabiliza-
tion, trim, and control surfaces. The ballistic or semi-ballistic re-entry of RV-
NW’s thus is marked by much larger thermal loads than the lifting re-entry
of RV-W’s.

Cross-range capabilities of RV-W’s and especially RV-NW’s are limited
because of their small lift-to-drag ratios. Usually RV-W’s have in the high
speed domain a L/D = O(1) due to the blunt vehicle shape and the large
angles of attack. The Space Shuttle Orbiter has a trimmed L/D ≈ 1 at α ≈
40◦, Fig. 2.35 [7]. For the upper stage HORUS of the TSTO reference concept
SÄNGER of the former German Hypersonics Technology Programme, [8],
L/D ≈ 1.9 was envisaged at that angle of attack. For RV-NW’s we find L/D
= 0.1 to 0.3 [9], which is achieved by an offset of the center-of-gravity from
the centerline, and hence is the trimmed L/D. For purely ballistic re-entry

3 For the Space Shuttle Orbiter’s equivalent axisymmetric body, [3], the “nose”
radius rises almost linearly from RN = 0.493 m at α = 21.8◦ to RN = 1.368
m at α = 42.75◦ [4].

4 In trajectory design and optimization the term “drag acceleration” is used
instead of the term “deceleration”, Sub-Section 2.1.4.

5 The agreement between the flown L/D data of the trimmed vehicle and the
predicted data is very good. The flight data show Mach number independence,
Section 3.6.



2.1 Flight Trajectories of Winged and Non-Winged Re-Entry Vehicles 15

Fig. 2.2. Trajectories of RV-W’s and RV-NW’s with typical values of lift param-
eters and ballistic parameters in the altitude-velocity map (STS-2: second flight of
the Space Shuttle Orbiter, data from [6]).

capsules L/D = 0. All these vehicles can be considered as compressibility or
pressure effects dominated flight vehicles, Section 1.1.

Lift-to-drag ratios of O(1) of RV-W’s are due to the blunt, although elon-
gated shape of the vehicles—usually with large portions of the lower side
being approximately flat, Sub-Section 3.2.2—in combination with large an-
gles of attack.

0

0,2

0,4

0,6

0,8

1

1,2

1,4

1,6

1,8

2

16 20 24 28 32 36 40 44 48

1/tan �

Fig. 2.3. Trimmed lift-to-drag ratio L/D of the Space Shuttle Orbiter in the
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interval of the flight data was achieved by transient pushover-pull-up maneuvers
around the actual flight angle of attack.
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During a re-entry flight, which is performed at large angles of attack, L/D
can be increased by both reducing the angle of attack α (reduction of the
“effective” bluntness of the configuration) and the actual nose bluntness (nose
radius RN ). If we approximate the lower side of a RV-W by an equivalent flat
plate, the RV-W-type RHPM-flyer, Section 10.1, and apply Newton’s theory,
we find for the lift-to-drag ratio L/D = 1/tanα, which in the case of the
Space Shuttle Orbiter is a fair approximation for α � 25◦, Fig. 2.3. Thus
reducing the angle of attack, also for realistic vehicle shapes, is an effective
means to increase the lift-to-drag ratio, as is amply demonstrated by Fig. 2.3.

We note, however, that in reality a reduction of L/D of a given flight vehi-
cle is undertaken on appreciable parts of the trajectory via a reduction of L.
With the bank angle µa of the vehicle an effective lift Leff � L and/or a side
force is achieved, which serve as trajectory-control means, Sub-Section 2.1.2.

2.1.2 Guidance Objectives, Trajectory Control Variables, and
Systems and Operational Constraints

We discuss now some issues of the above mentioned guidance objectives,
trajectory control variables, and systems and operational constraints.

Guidance Objectives: For RV-W’s and RV-NW’s the most important
guidance objectives are:

– Minimization of the time-integrated heat flux in the gas at the wall
qgw at selected reference locations

qgw =
∫ tflight

t0

qgwdt, (2.2)

which is used as a measure of the thickness and hence the weight of the
heat protecting or insulating structure. The reference locations are at least
the nose cap, approximated by a sphere, where qgw would be the forward
stagnation point heat flux, and usually parts of the TPS, where the heat
fluxes qgw can be approximated by those of a flat plate or a swept cylinder
etc. (see, e.g., [10]). Simple relations for the estimation of qgw are provided
in Chapter 10.

The use of the time integral of qgw in trajectory design and optimization
has historical roots. In reality, it is the time integral of qw, the heat flux
which actually enters the TPS or the hot primary structure, which is of
importance. In presence of radiation cooled surfaces, Section 9.1, which are
the rule for hypersonic vehicles in the velocity and altitude range considered
in this book, this heat flux is qw = qgw - qrad, where qrad is the radiation
cooling heat flux qrad.

– Cross range achievement. The cross range is the lateral distance of the
prescribed landing site from the exit orbital plane. Both the down range—
in direction of the trace of the exit orbit plane—and the cross range are
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to be achieved by a proper timing of the de-orbiting impulse. For both
ranges possible cross and down winds must be compensated. In general
a multi-objective problem exists, because possible contingency returns of
the flight vehicle must be considered, too. In all cases the vehicle with
its mass m must arrive at the terminal area (TA) with an adequate total
air-path energy state—Et,TA = mTA(g HTA + 0.5v2

TA) � ETA,min—and a
reasonable vehicle attitude.

Trajectory control variables are the attitude variables which permit to fly
a RV-W or a RV-NW on its re-entry trajectory. For RV-W’s most experience
about vehicle control is available from the flights of the Space Shuttle Orbiter
(see, e.g., [1]). In principle only three vehicle trajectory control variables are
at one’s disposal:

– The angle of attack α is the trajectory control variable of RV-W’s which
first of all governs the thermal loads on the vehicle’s structure. In general
it holds, the larger α, the smaller are these loads. The angle of attack
further governs the drag and hence the deceleration of the vehicle (Sub-
Section 2.1.4). The larger α, the larger is the total drag D of the vehicle.
The Space Shuttle Orbiter flies at large Earth-relative speed (4 km/s �
v∞ � 8 km/s, equivalent to 12 � M∞ � 28) at α = O(40◦) [1]. A mission
usually is flown with a predefined function α(v∞). If bank angle changes or
reversals are performed on the trajectory, small deviations around α(v∞)
are the rule.

For (axisymmetric) RV-NW’s overall thermal loads on the front shield
are smallest, if the angle of attack, Chapter 5, is zero (ballistic entry). Then
also the drag is largest. However, in this caseL/D= 0, and the cross range—
without attitude-change capability—cannot be modulated.

– To modulate the effective aerodynamic lift Leff (= L cosµa, Sub-Sec-
tion 2.1.4), and the effective lift-to-drag ratio Leff/D of RV-W’s and RV-
NW’s, a bank angle µa is employed.6 On a large (initial) part of the
trajectory, changes of the angle of attack are usually not available to mod-
ulate the lift, because α must be large in order to minimize the thermal
loads (see above). A large α is further needed for sufficient drag and hence
vehicle deceleration.

The bank angle in addition is the primary means to control the cross
range of a vehicle. Because it directs part of the lift sidewards (L sinµa),
it induces a lateral motion. We see from this, that RV-NW’s need to have
a L/D > 0, i. e., to fly at angle of attack, if a cross range modulation is
wanted. If the bank angle is used to reduce the flight time, and the lateral

6 The bank angle option holds also for RV-NW’s for rolling around the velocity
vector even though these vehicles have axisymmetric shapes, see Fig. 2.22. This
option implies a non-zero angle of attack which anyway is necessary in order
to achieve a L/D > 0, Chapter 5.
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motion is unwanted, bank angle reversals are used to compensate for it.
The Space Shuttle Orbiter employs bank angles up to µa = ±80◦ [1].

The bank angle µa is defined as roll angle around the velocity vector
v∞, Fig. 2.22, of the RV-W or the RV-NW (also called air-path vector [11],
or wind vector), and not as roll angle around the longitudinal axis of the
vehicle. Roll must be made around the vehicle’s velocity vector, otherwise
the lift is not effectively modulated or directed sidewards. Further, regard-
ing RV-W’s, the lower side of the vehicle with its TPS must always remain
the vehicle’s windward side. On the trajectory for such vehicles, the initial
bank angle is zero, i.e., µa = 0, in other words, the wings are in horizontal
position. Otherwise, the vehicle will fly inverted if µa = 180◦.

– The sideslip (yaw) angle β of a flight vehicle is a potential trajectory con-
trol variable. But because it would induce unwanted increments of thermal
loads, at least in the high Mach number segment of the trajectory, sideslip
should be zero on a large part of the trajectory, i. e. the vehicle should fly
at high speed with β = 0.

Systems and operational constraints: For both RV-W’s and RV-NW’s
several systems and operational constraints exist. They may influence only
parts of the trajectory or the whole trajectory.7 We list the most important
flight path systems and operational constraints of both vehicle types. For
details regarding especially RV-W’s we refer the reader to, e.g., [1].

– The dynamic pressure q∞ is one of the most important systems and
operational constraints with:

q∞ =
1
2
ρ∞v2

∞ � q∞,max. (2.3)

The dynamic pressure is a measure of the mechanical (pressure and shear
stress) loads on the vehicle structure, mainly the surface pressure. Impor-
tant is that also all aerodynamic forces and moments are proportional to it.
This holds also for performance and efficiency of aerodynamic stabilization
and control devices and the sizes of the hinge moments of aerodynamic
trim and control surfaces, which govern the actuator performance.

For RV-W-type’s the maximum allowed dynamic pressure typically cho-
sen is about q∞,max ≈ 14 kPa, which amounts to the maximum value of
the Space Shuttle Orbiter [12]. Initially on a re-entry trajectory q∞ is much
lower due to the low density, see the X-38 example in Sub-Section 2.1.7.
This leads to the problem of reduced and insufficient effectiveness of aero-
dynamic stabilization, trim and control surfaces. To overcome this problem,
reaction control devices, as in the case of the Space Shuttle Orbiter (see,
e.g., [13]) are employed. There, the vertical RCS jets operate in roll for q∞
� 0.48 kPa (H � 81 km, M∞ � 27), and in pitch for q∞ � 1.9 kPa (H �

7 In any case not only the nominal flight trajectory must be considered, but
conceivable alternative trajectories, and especially abort trajectories.
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69 km, M∞ � 22). The yaw RCS jets are active as long as M∞ > 1. The
body flap and the elevons are active at q∞ � 0.1 kPa (H � 90 km, M∞ �
27), the rudder only at Mach numbers M∞ � 5, where at angles of attack
α � 20◦ to 25◦ the vertical stabilizer begins to leave the “shadow” of the
fuselage.8

For RV-NW’s a large range of maximum dynamic pressures can be found
from low values like 6.2 kPa for OREX up to 25 kPa for the lunar return
of APOLLO and even larger ones.

– Thermal loads9 must be sufficiently low so that the thermal protection
system can cope with them, and functions and integrity of all other struc-
tural elements are not deteriorated.

The maximum permissible thermal loads must be seen relative to the
considered locations on the flight vehicle. The structure and materials con-
cept of, e.g., the TPS, or of a control surface etc., always is tailored closely
to the expected and actual thermal (and mechanical) loads in order to save
weight and cost. The thermal loads are very different at the different loca-
tions of the vehicle. This holds even for the TPS, whose thickness decreases
from the forward part of thew vehicle (maximum) towards the aft part
(minimum). Behind this fact is the behavior, Chapter 9, of the heat flux
in the gas at the wall, qgw, and the wall temperature Tw in the presence of
radiation cooling, which in general is quite close to the radiation-adiabatic
temperature Tra, Section 9.1.

Trajectory design and optimization in general is made using a heat flux
as constraint, either the total heat flux Q∞, eq. (2.4), or, as the rule, the
heat flux in the gas at the wall qgw (see the guidance objectives above) at
one or more reference locations as a result of the mentioned system reduc-
tion. The reference locations are usually and primarily the nose cap, which
is approximated by a sphere (forward stagnation point of the vehicle), and
in addition other configuration parts10, which can be approximated by
swept cylinders (leading edges) or flat plates (flat portions of the lower
side), etc. (see, e.g., [10]). At the sphere, for instance, it is demanded that
qgw � qgw,max, with, depending on the overall structure and material lay-
out of the vehicle, qgw,max = 400–1,200 kW/m2.

The requirement that qgw at the reference locations remains within given
constraints qgw,max, holds for the whole configuration on the nominal flight
trajectory and on all conceivable alternative trajectories, including abort

8 The vertical stabilizer has the drawback that it is not effective at the high
angles of attack which are flown on a large part of the trajectory. However, it
must be seen in the frame of the overall vehicle and mission layout, which is a
result of numerous design trades.

9 We define thermal loads, Chapter 9, in the sense that they encompass both
surface temperatures Tw and the heat flux into the surface qw [5].

10 In [5] it is shown that, due to strong interaction phenomena, thermal loads at
wing leading edges, represented in that case by the radiation-adiabatic tem-
perature, can be as large as at the forward stagnation point of the vehicle.



20 2 Short Introduction to Flight Trajectories for Aerothermodynamicists

trajectories. What actually is demanded, and that is the problem of a
proper system reduction, is that everywhere at the vehicle and at any
time the thermal loads in the form of the wall temperature Tw (in view
of material strength and endurance, also with regard to erosion, where
the wall shear stress τw plays a role, too), and the heat flux qw into the
wall, as well as the time integrated wall heat flux qw, eq. (2.2), are within
the limits of the given vehicle layout.11 To check whether this requirement
is met, appropriate post-optimization analyses of the trajectory must be
made.

The total heat flux Q∞ is the heat transported per unit area and unit
time towards a flight vehicle:

Q∞ = ρ∞v∞

(
h∞ +

v2
∞
2

)
, (2.4)

with ρ∞ and v∞ being the free-stream density and speed (their product is
the mass flux per unit area towards the flight vehicle), and h∞ the enthalpy
of the free-stream, i. e., of the undisturbed atmosphere.

At hypersonic speed the kinetic energy is dominant, and hence the trans-
ported heat is approximately proportional to the flight velocity squared,
and we note:

Q∞ ∼ ρ∞v∞
v2
∞
2

∼ q∞v∞. (2.5)

The heat flux in the gas at the wall, qgw, of a sphere usually is approximated
with the help of the relation of Fay and Riddell, Section 10.3. For the
computation of large amounts of trajectory points, simpler relations for
qgw of the type

qgw = Cgwρ
n
∞v

m
∞, (2.6)

for spheres, swept cylinders, flat plates, the latter two for both laminar and
turbulent (flight below approximately 60 to 40 km altitude [5]) flow, can
be found, Section 10.3. For relations for flat surfaces see, e.g., Section 10.4.
For spheres n = 0.5 to 1, and m � 3. Cgw must be chosen accordingly.
For a sphere, for instance, it includes the inverse of the square root of the
radius, (1/

√
R), Section 10.3.

We remind the reader that for the actual structure and materials layout
the heat flux into the wall qw, respectively the time-integrated value qw is
the relevant one. The wall temperature Tw is of equal importance as qw,
[5], because it determines the choice of the material. It must be below the

11 For the development of the Aeroheating Design Data Base of the Space Shuttle
Orbiter the following major reference locations were distinguished [10]: the
fuselage lower side including the nose area, the wing lower surface, the wing
leading edges, control surfaces, the wing lee side, the fuselage sides and its
upper surface.
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maximum permissible one: Tw � Tw,max. For radiation cooled surfaces the
radiation-adiabatic temperature Tra in general is a good approximation of
the real Tw. Transverse and tangential heating through the structure must
be considered in non-convex or transverse situations, see Section 9.1 and
Sub-Section 6.3.3 respectively. These heating issues are further discussed in
Sub-Section 8.4.3. With the approximate relations for Tra given in Chapter
10, it can easily and with acceptable cost be checked, whether on the
trajectory Tw � Tw,max is fulfilled at the reference locations.

– The normal load factor is defined as the ratio of the normal aerodynamic
force N = q∞CNAref to the vehicle weight W = mg:

nz =
q∞CNAref

mg
,

where, following [11], g should be taken as function of the distance of the
actual flight path to the center of Earth: g = g(RE +H), where RE is the
mean Earth radius and H the flight altitude, Appendix C. It concerns the
loads on the flight vehicle structure as well as on the passengers and the
payload. The constraint is nz � nz,max, and the maximum value is usually
defined for RV-W’s as nz,max = 2–2.5, while for RV-NW’s it can reach
nz,max = 8–10.

– Equilibrium glide, Sub-Sections 2.1.4 and 2.1.5, is associated with the
minimum drag acceleration if the bank angle is zero, and is used as oper-
ational constraint, too.

– Trimmability can be considered as indirect operational constraint which
partly is covered by the dynamic-pressure constraint. It must be assured
on the whole trajectory. It can have severe implications for the trajectory.
If, for instance, a large trim-surface (e.g. body flap) deflection is needed on
a large part of the trajectory, the ensuing trim drag will influence the down
and the cross range of the vehicle. Also influenced are the hinge moments
(demands on actuator performance), and the mechanical and thermal loads
of the trim surface, which then pose additional systems and operational
constraints.

– Stability and controllability, like trimmability are also indirect opera-
tional constraints. Forces exerted by aerodynamic stabilization and control
surfaces can pose systems and operational constraints, either by being too
large or too small. If, for instance, at high altitudes aerodynamic stabiliza-
tion and control surfaces are not effective, a RCS must be foreseen, see the
“dynamic pressure” constraint.

2.1.3 Forces Acting on a Re-Entry Vehicle

We consider a RV-W on its flight path. We summarize the axes, forces and
moments in Table 2.1, following [11]. The general axis convention is: the x-
axis in both the body-axis and the air-path axis system points forward, the
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Table 2.1. Axes, and aerodynamic forces (in brackets the “aerodynamic” notation)
and moments (all are right-hand orthogonal triples) in the body-axis system and
the air-path system [11].

Axis system Axis Force Moment

Body axis

longitudinal axis x axial force X (A) rolling moment LA

lateral axis y side force Y pitching moment MA

normal axis z normal force Z (N) yawing moment NA

Air-path axis

air-path axis xa drag Xa (D) rolling moment La

air-path lateral axis ya lateral force Ya (C) pitching moment Ma

air-path normal axis za lift Za (L) yawing moment Na

z-axis downward, and the y-axis to the right, when looking in flight direction
(see Fig. 7.1 and [14]–[17]). Both axis systems are right-handed systems. The
definition of the forces is given in Fig. 7.2.

v
�

R
�

R +H
E

cog

�

�

�

Fig. 2.4. Schematic of a re-entry vehicle on its flight path (cog: center-of-gravity).
RE + H is the distance to the center of Earth, R∞ is the local radius of the curved
flight path. γ is the flight-path angle.
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Fig. 2.5. Schematic point-mass force polygon at re-entry flight (the aerodynamic
forces are those of trimmed flight, Faero,trim is the resultant aerodynamic force of
trimmed flight).

The aerodynamicists, however, usually have the x-axis pointing backward, the
z-axis upward, and the y-axis to the right, when looking in flight direction,
see, e.g., Fig. 7.3. We use this convention throughout the book.12

For the pitching moment in the body-axis system usually and also in this
book the symbol M is used instead of MA. In Chapter 5 the more convenient
notation [L,M,N ] is used for the components of the moment vector.

The vehicle has a weight W , acting on it is the aerodynamic lift L, the
aerodynamic drag D, and the centrifugal force Fcentr (“g-reduction” due to
the high speed flight on a curved trajectory). Moreover, at a CAV also the
inlet drag force and the thrust force of the propulsion system act on the
vehicle, Section 2.2.3. In non-steady flight an inertial or mass force Fmass

complements these forces. The flight path is inclined by the flight path angle
γ against the local horizontal plane, which is defined positive in upward
direction and negative in downward direction, Fig. 2.4. The angle γ varies
along the flight path. The flight vehicle is approximated as a point mass, i.
e., it is trimmed, but moments are not examined13.

The forces acting on the vehicle are shown in Fig. 2.5. The flight path
angle γ initially is small (γ = O(- 1◦)) (danger of phugoid motion of the
vehicle14), and varies in general only little down to approximately 40 km
altitude.

12 The reader is generally warned, that it is mandatory and absolutely necessary,
when using data and literature from other disciplines, or when dealing with
representatives of other disciplines, that a full understanding and agreement is
reached about axis conventions, symbols, signs, and nomenclature!

13 For trim and stability considerations see Sub-Section 3.4.2
14 Long-period lightly damped oscillatory modes are called phugoid motion (see,

e.g., [18].
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2.1.4 The Equilibrium Glide Trajectory

The equilibrium glide trajectory is defined as having a small flight path an-
gle γ which does not change with time, see below. Hence it is not a viable
trajectory, because in reality γ is small only on the initial trajectory and
dγ/dt �= 0. However, the equilibrium glide trajectory is very useful, because
it permits to obtain a closed solution for the flight speed as function of the
flight time. From this several important, though in general qualitative results
can be found, which we discuss in Sub-Section 2.1.5.

In Section 2.3 we present a compact and frame-consistent derivation of
the general equation for unpowered planetary flight, which results in three
scalar equations, eq. (2.55), see also [19]. By assuming that the vehicle moves
in a great-circle plane (this means a non-rotating Earth: ω = 0) and the flight
path azimuth angle χ is constant, we have for “planar” flight15, Fig. 2.5:

dv∞
dt

= −D
m

− W

m
sin γ = −D

m
− g sinγ = −Fmass

m
, (2.7)

v∞
dγ

dt
=

1
m
L− W

m
cos γ +

v2∞
R∞

=
1
m
L− g cos γ +

v2∞
R∞

, (2.8)

where m = W/g is the vehicle mass16, g the gravitational acceleration, which
is a function of the flight altitude, Appendix C, and R∞ = (RE + H)/cosγ
≈ RE + H , the local radius of the flight path. RE is the mean Earth radius,
H the flight altitude, and, compared to eq. (2.55), we have the identities
v∞ ≡ V and RE +H ≡ r.

To describe and evaluate flight trajectories with eqs. (2.7) and (2.8), the
kinematic relations for the altitudeH and the longitudinal angle θ are needed,
too, see eq. (2.52):

dr

dt
≡ d(RE +H)

dt
=
dH

dt
= V sin γ, (2.9)

and
r
dθ

dt
≡ (RE +H)

dθ

dt
= V cos γ. (2.10)

The third term on the right-hand side of eq. (2.8) times the vehicle mass m is
the centrifugal force Fcentr due to the curved trajectory of the flight vehicle:

Fcentr = m
v2
∞
R∞

. (2.11)

For flight control and guidance purposes the lift vector L can be rotated out
of the planar surface by the bank angle µa, Section 2.3 and Sub-Section 2.1.2.
15 The subscript ‘trim’ of L and D in Fig. 2.5 for convenience is omitted in this

and in the following equations.
16 The reader should note, that W is not the weight of the vehicle at sea level,

because g = g(H), Appendix C.
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In this case we replace L by L cosµa, which is then the component of the lift
acting against the Earth gravitation. We call this the effective lift Leff :

Leff = L cosµa. (2.12)

The bank angle also serves to create the side force L sinµa needed for cross
range control, see Sub-Section 2.1.2 and third equation of eq. (2.55).

Introducing the aerodynamic force coefficients CL and CD, and the refer-
ence area Aref , yields from the above relations after rearrangement the with
g normalized acceleration along the flight path:

nt =
1
g

dv∞
dt

= −sinγ − ρ∞v2
∞

2

(
W

ArefCD

)−1

, (2.13)

and normal to it:

nn =
v∞
g

dγ

dt
=
ρ∞v2∞

2

(
W

ArefCL

)−1

− cosγ +
1
g

v2∞
R∞

. (2.14)

The terms in brackets are the ballistic parameter, also called ballistic
factor:

βW =
W

ArefCD
, (2.15)

and the lift or glide parameter:

αW =
W

ArefCL
. (2.16)

The two parameters are given in terms of the vehicle weight W = mg. Their
dimensions are [M/L t2]. In the literature they are often expressed in English
units: [lbf/ft2] [20]. In metric units they read [N/m2] = [Pa].

If the parameters are defined in terms of the vehicle mass m = W/g, the
ballistic parameter is:

βm =
m

ArefCD
, (2.17)

and the lift or glide parameter:

αm =
m

ArefCL
. (2.18)

Their dimensions are in this case [M/L2]. In the literature they are expressed
usually in metric units: [kg/m2].

Ballistic and glide parameter are related to each other via the lift-to-drag
ratio:

W

ArefCD
=

W

ArefCL

CL

CD
. (2.19)
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For RV-W’s they are around17 W/ArefCD = 3,600–4,000 Pa, and if, for
instance, CL/CD ≈ 0.8 in the hypersonic domain at high angle of attack
(α = O(40◦)), W/ArefCL ≈ 4,500–5,000 Pa, Fig. 2.2. RV-NW-type vehicles
have ballistic parameters between W/ArefCD = 300 and 4,300 Pa, Tab. 5.1,
see also Fig. 2.2.

The velocity change (deceleration) follows from eq. (2.7) as:

dv∞
dt

= −D +Wsinγ

m
= −D

m
− gsinγ, (2.20)

where D/m is called “drag acceleration”.
The flight path angle γ is small on a considerable portion of a lifting entry

trajectory and, in addition, changes only slowly. Equilibrium glide flight hence
is defined as flight in the limit dγ/dt = 0, with γ being small, such that sinγ
≈ 0, and cosγ ≈ 1, and by zero bank angle µa.

We assume now R∞ = RE and g = g0. With the introduction of the
circular or orbital speed, i.e.—disregarding aerodynamic forces—the speed of
a body near the surface of Earth, which keeps it in orbit:

vc =
√
g0RE , (2.21)

and after rearrangement of the above eqs. (2.13) and (2.14), we find:

dv∞
dt

= −g0D
L

(
1 − v2

∞
v2

c

)
, (2.22)

where

1 − v2
∞
v2

c

=
L

W
=
ρ∞v2

∞
2

ArefCL

W
. (2.23)

Combining eqs. (2.22) and (2.20), the drag acceleration of equilibrium glide
flight reads

D

m
|equilibrium glide =

g0(1 − v2∞/v2
c )

L/D
(= −dv∞

dt
), (2.24)

indicating that an equilibrium glide trajectory has minimum drag level, and
hence can be associated with the maximum down range capability.

As we have seen in Sub-Section 2.1.2, several systems and operational
constraints are to be regarded. The drag acceleration of equilibrium glide
therefore is considered as the lower limit of drag acceleration on the trajec-
tory:

D

m
|trajectory � D

m
|equilibrium glide. (2.25)

17 This is the approximate value for the Space Shuttle Orbiter. For L/D of the
Space Shuttle Orbiter as function of α see Fig. 2.3.
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If L/D is fixed, for instance, due to a prescribed angle of attack, a larger drag
acceleration can only be attained with a non-zero bank angle: µa �= 0, which
means Leff < L. This is the commonly used praxis in trajectory design and
optimization.18

Eq. (2.22) can be integrated by separation of variables (see, e.g., [18]) to
yield the flight speed v∞ on the equilibrium glide trajectory as function of
time t :

v∞
vc

= tanh

(
−g0
vc

t

L/D

)
+ C. (2.26)

In [18], v∞/vc = 0 at t = 0, which yields C = 0, so that the time must be
counted negative.

These considerations hold for RV-W’s and RV-NW’s, for the latter, if
L/D > 0. For purely ballistic RV-NW’s with L/D = 0, similarly elements of
the re-entry trajectory can be described (see, e.g., [18]).

2.1.5 Equilibrium Glide Trajectory: Qualitative Results

Re-entry flight is not made on an equilibrium glide trajectory. Initially a
trajectory with a small and time-dependent flight path angle γ = O(−1◦)
may be flown [9], later a pseudo-equilibrium glide may be attained [18].

Nevertheless, the above considerations allow to gain a number of qualita-
tive insights regarding the trajectory and the aerothermodynamic phenom-
ena and design problems. The following results must be understood in the
sense that small increments of a variable lead to bounded increments of the
dependent variable, while the other involved variables remain in principle
unchanged. Therefore, for instance, the dependence of the lift L and the drag
D on the dynamic pressure q∞ is not explicitly noted. Large increments of
a variable may lead to fundamental changes of the trajectory, which would
change the whole picture.

– Combining eq. (2.23), for instance, with eq. (2.6), gives a relation for the
heat flux in the gas at the wall at an appropriate reference location of the
vehicle:

qgw = Cgw

(
2W

ArefCL

)n (
1 − v2

∞
v2

c

)n (
v∞
vc

)m−2n

vm−2n
c . (2.27)

We see that qgw depends inversely on some power of the lift coefficient
CL. This coefficient increases in the considered angle of attack domain at
all Mach numbers with α. Hence increasing α decreases qgw, and a RV-W

18 The concept of pseudo-equilibrium glide takes into account a time-varying lift
due to a finite bank angle.
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Fig. 2.6. Flight data of the heat flux in the gas at the wall, qw ≡ qgw, at x/L =
0.5 in the lower symmetry line of the Space Shuttle Orbiter [21]. Sources of data:
90 km � H � 110 km: [22], 60 km � H � 80 km: [23], laminar–turbulent transition
domain: [24], H � 50 km: [25].

on a large part of the trajectory will fly at large angle of attack19, Sub-
Section 2.1.1. The heat flux depends also on some power of the wing loading
W/Aref . The larger the wing loading, the larger is qgw .

– Eq. (2.27) can be used to guess the flight speed at which maximum heating
occurs. Setting its differential with respect to the velocity ratio v∞/vc to
zero:

dqgw

d(v∞/vc)
= 0,

we obtain

v∞
vc

|qgw,max =

√
m− 2n
m

. (2.28)

If we chose n = 0.5 and m = 3, the resulting velocity is with eq. (2.21)
v∞ = 0.816 vc = 6,451.55 m/s. This amounts, Fig. 2.2, to a flight altitude
(STS-2) of approximately 70 km. Comparing this with flight data of the
Space Shuttle Orbiter, Fig. 2.6, we find quite a good agreement.

This result must not be generalized. It holds for the lower side of the
vehicle including the nose region at the trajectory part above 40–60 km
altitude, where the attached viscous flow is laminar. Below that altitude

19 We remember that also with a finite bank angle µa �= 0, the angle of attack α
is kept, because the roll motion is made around the air-path or velocity vector.
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range the viscous flow becomes turbulent20 which leads to a strong increase
of thermal loads. Depending on the considered trajectory, these can be
equal or larger than those at approximately 70 km altitude with laminar
flow. Data are available in this regard for the Space Shuttle Orbiter (see,
e.g., [7]), where it is also shown that thermal loads (the heat flux in the
gas qgw at the wall) on the orbital maneuvering system (OMS) pod due
to vortex interaction are largest for α ≈ 20◦, which is an angle of attack
typical for flight at an altitude of about 40–30 km.

– For the part of the trajectorywith laminar flow, eq. (2.6) tells us directly, that
flight at the same speed, but on a higher trajectory point (“lifting entry”,
Fig. 2.2), reduces the heating qgw (and the dynamic pressure q∞), because
ρ∞ decreases with increasing altitude. A lower trajectory point (“ballistic
entry”) at the same speed increases heating (and dynamic pressure).

Rearranging eq. (2.8) and assuming small γ and zero µa yields

v2
∞ =

R∞
m

(W − L). (2.29)

If the aerodynamic lift L would be increased (visualize it with the help of
Fig. 2.5), the flight altitude, here the radius of the flight path R∞, must
be increased, in order to keep v∞ constant, and the vehicle flies at smaller
density ρ∞ and hence dynamic pressure q∞ than before.

In general, increasing the lift, of course via CL(α) and finally α, leads
from a ballistic re-entry trajectory to a “higher” flight trajectory and hence
can be used to reduce thermal loads on the flight vehicle21, and to reduce
the deceleration, via q∞, which the vehicle undergoes during re-entry. It
thus permits in addition larger down ranges and cross ranges.

– From eq. (2.26) a guess of the flight time can be made. Rearranging it
yields:

t = − vc

2g0
L

D
ln

(
1 + v∞/vc

1 − v∞/vc

)
. (2.30)

Hence (with the time counted positive):

t ∼ L

D
,

which indicates, that the larger L/D, the larger the flight time and, in
addition, also the time-integrated heat flux qgw, eq. (2.2), if the effect is
not compensated by fundamental trajectory changes.

20 The accurate and reliable prediction of laminar–turbulent transition is still one
of the large unsolved problems of fluid mechanics [5].

21 This holds in any case for the nose region, but this effect can be configuration-
dependent. Even higher thermal loads than at the nose can be present at other
parts of a configuration, due to, for instance, thin boundary layers in strong
expansion regions such as edges and shoulders. Hence a careful analysis is
necessary in each case.
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Reducing the flight time, and hence the time-integrated heat flux, can
be achieved by reducing L/D. As we have seen above, this is not made via
the angle of attack, but via the bank angle of the flight vehicle. Then the
effective lift, eq. (2.12), is Leff = cosµa L < L, and hence Leff/D < L/D.

– Not only the flight time is proportional to the effective lift-to-drag ratio,
but also the down range modulation capability:

�x ∼ L

D
cosµa, (2.31)

and the cross range:

�y ∼ L

D
sinµa. (2.32)

We see from these relations, that at given lift and drag the bank angle µa

= 0 gives the largest down range. To get a cross range modulation, a bank
angle µa �= 0 is necessary. From eq. (2.32) µa = 90◦ appears to yield the
largest cross range. However, actually that is achieved at |µa| = 45◦. We
don’t derive the exact relations, but refer the reader to, e.g., [18].

– The larger the drag D, the larger is the drag acceleration, eq. (2.20). The
drag, like the lift, increases with increasing angle of attack α (rise of the
effective bluntness), but stronger. This is the reason, why, at the large
angles of attack flown during re-entry, L/D decreases with increasing α,
Fig. 2.3.

– From eq. (2.8), also Fig. 2.5, we see that, due to the high speed of the
vehicle and the curved flight path, on the initial trajectory—where γ is
small—the aerodynamic lift L is small compared to the centrifugal force
Fcentr . The deceleration, eq. (2.20), see also eq. (2.7), however, is almost
exclusively governed by the aerodynamic drag D.

Hence, if density uncertainties exist on a part of the trajectory, and
W sin γ � D, eq. (2.7), they will affect first of all the deceleration force,
drag D, and hence dv∞/dt. If the density on a larger part of the trajectory
is smaller than assumed, this would lead, without corrective measures, to
an increase of the down range.

The effect in general is large for RV-W’s, which fly for a rather long
time at small flight path γ (see, e.g., Fig. 2.10). In [26] it is indicated that
in such a situation a density, which is 25 per cent smaller than initially
assumed, would lead to an increase of the down range of approximately
100 km.

For RV-NW’s, density uncertainties in general have smaller impact, be-
cause the flight interval with small γ is not so large (see, e.g., Fig. 2.9).
However, even here we get for a 25 per cent uncertainty in ρ∞ a down
range change of about 50 km. This is large for a capsule, which has a small
L/D and hence a restricted trajectory correction potential.

We have seen so far, that the basic aerodynamic lift-to-drag ratio L/D is
mostly the important parameter. An increase of L/D in general can be de-
sirable, for instance for arbitrary recall from orbit (requirement of flexible
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down range) or large cross range demand, [9], even if constraints considera-
tions (flight time, time-integrated heat flux) ask for a reduction of L to Leff

< L. However, in view of the small design experience base available, being
in principle only that of the Space Shuttle Orbiter, one should be aware
of the consequences of an increase of L/D regarding the choice and use of
aerothermodynamic simulation means. This holds despite of the advances of
the discrete numerical methods of aerothermodynamics which now seemingly
allow to quantify more and more the aerothermodynamic properties of flight
vehicles. The point is that ground-facility simulation remains for quite some
time to come the major tool for data set generation, Sub-Section 1.2.2. This
makes some further considerations necessary.

In the high angle of attack domain of re-entry flight, L/D can be increased
by reducing α. If with the application of an advanced material, respectively
thermal protection system, the nose radius RN of a given RV-W-type flight
vehicle could be reduced too, a further improvement of L/D would be possi-
ble, because this also reduces the wave drag. If pure surface radiation cooling
of the nose region is demanded, of course, a trade-off becomes necessary
between wave drag reduction and cooling effectiveness. Both wave drag and
radiation cooling are reduced if the nose radius RN is reduced [5].

Decreasing α and RN thus can be used to optimize the aerodynamic per-
formance of a re-entry vehicle within the limits of its structure and materials
concept. It also can be used to reduce the thermal loads on the airframe via
trajectory shaping [9]. However, if we reduce α on the high Mach number
part of the trajectory, we move away from the benign wall (boundary-layer
edge) Mach number interval, Sub-Section 3.6.4, on the windward side of the
flight vehicle, and towards a Mach number and especially high temperature
real gas sensitivity of aerodynamic coefficients, which is important in view of
ground-facility simulation, Sub-Section 3.6.4.

We are also moving from the compressibility or pressure effects domi-
nated RV-W in direction of the viscosity-effects dominated CAV. The more
this happens, the more the proper simulation of viscous effects, including
hypersonic viscous interaction phenomena, becomes important during the
vehicle’s definition and development process. Also thermo-chemical effects
including finite-rate effects change their character. While thermo-chemical
freezing phenomena in high-enthalpy ground-simulation facilities are in gen-
eral not a major problem for a RV-W shape, like that of the Space Shuttle
Orbiter, [5], this may change gradually for RV-W’s with reduced α and RN

compared to that of the Space Shuttle Orbiter.
Increasing the aerodynamic performance L/D of a RV-W thus increases

down range and cross range capabilities and in addition, via a large L, can
decrease thermal loads, though not necessarily the time-integrated ones. How-
ever, the L/D increase changes the demands on the aerothermodynamic de-
sign with a kind of snow-ball effect which can be vicious.
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Table 2.2. Characteristic quantities of APOLLO and SOYUZ capsules for the
calculation of the trajectory in the planar limit.

Symbol Quantity APOLLO SOYUZ

Aref reference area [m2] 12.02 3.80

L/D aerodynamic performance 0.30 0.26

CL lift coefficient 0.374 0.349

CD drag coefficient 1.247 1.341

m total vehicle mass [kg] 5,470.0 2,400.0

Ve flight velocity at entry [m/s] 7,670.0 7,900.0

γe flight path angle at entry [◦] -0.75, -1.50, -3.50 -1.50

RN radius at stagnation point [m] 4.694 2.235

2.1.6 Case Study 1: Trajectories of RV-NW’s

So far we have considered qualitative results derived from the relations for the
equilibrium glide trajectory. We present now quantitative results for two RV-
NW’s. They are found from the numerical integration of the dynamic eqs.
(2.7) and (2.8) together with the kinematic relations eqs. (2.9) and (2.10)
corresponding to planar flight. We use simple relations for the gravitational
acceleration g(H), Appendix C,

g(H) = g0

(
RE

RE +H

)2

, (2.33)

and for the atmospheric density ρ(H), Appendix B,

ρ(H) = ρ0e
−βH , (2.34)

with β = 1.40845 · 10−4 m−1.
Further we assume that the lift and the drag coefficient are constant along

the whole trajectory. The stagnation point heat flux is calculated with
eq. (10.76).

Investigated is the entry flight behavior of the APOLLO and the SOYUZ
capsule. In Table 2.2 the characteristic quantities of both capsules, necessary
for the computation of the trajectories, are listed. They are taken from Tables
5.1, 5.3, 5.4 and Figs. 5.11, 5.12.

In the first example the APOLLO trajectory for three values of the flight
path angle at entry (γe = −0.75◦, −1.5◦, −3.5◦) is considered. In Fig. 2.7 are
plotted the altitude as function of the inertial velocity, a), and the inertial
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Fig. 2.7. APOLLO capsule: entry trajectory as function of the initial flight path
angle γe based on planar equations.

velocity, the altitude, the normalized acceleration nt, the flight range and the
stagnation point heat flux as functions of time, b) to f).

The lowest entry flight path angle, γe = −0.75◦, a value which is usually
employed, leads to the smallest nt and the smallest stagnation point heat
flux, a), f), whereas the flight (down) range is largest, e). The largest angle,
γe = −3.5◦, produces a skip trajectory, which means that the flight path
angle γ becomes positive over a certain distance with the consequence that
the flight altitude grows, a), c). Further the g-loads and the stagnation point
heat flux increase remarkable, d), f) while the flight range is lowest, e). Of
course, the flight time is much smaller than for the lower γe values.

In the second example the trajectories of the APOLLO and the SOYUZ
capsules are compared for the same flight path angle at entry (γe = −1.5◦),
Fig. 2.8. It seems that the tendency of SOYUZ for skipping is lower than for
APOLLO, a). The maximum g-loads are reached at a later time, b), but the
stagnation point heat flux is at the maximum higher and has a high value over
a longer time interval leading to larger time-integrated thermal loads, d).

As mentioned in Appendix B, the density distribution in the atmosphere
as function of the altitude is not constant but depends on the local and global
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weather conditions. Therefore the question arises how density uncertainties
on a part of the trajectory will affect the trajectory, see also Sub-Section 2.1.5.
We test this with the APOLLO trajectory, Fig. 2.7, by multiplying the density
function, eq. (2.33), once with 0.75 and then with 1.25.

Fig. 2.9 shows the result in terms of the flight path angle and the vehicle’s
deceleration. We can perceive that the density influence on the trajectory of a
lifting capsule appears to be low, since the flight path angle anyway becomes
soon large. The flight range for both the smaller and the larger value of
the density function is only changed by approximately 1.2 per cent which,
however, is large for a capsule.
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Fig. 2.8. APOLLO and SOYUZ capsule: comparison of entry trajectories based
on planar equations.

2.1.7 Case Study 2: Trajectory of a RV-W (X-38)

In this case study we discuss the optimized trajectory of a RV-W, the X-
38 [2]. The vehicle is to fly from an entry altitude of H = 121.9 km to the
terminal area (TA) in the southwest of France, Fig. 2.10, upper right, arriving
there at 24.1 km � HTA � 25.1 km with 645 m/s � vTA � 845 m/s. The
guidance objective is the minimization of the time-integrated heat flux qgw.
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Fig. 2.9. APOLLO capsule: influence of atmospheric density variations on the
flight trajectory. Flight path angle γ (left), vehicle deceleration dv∞/dt (right).

Table 2.3. Systems and operational constraints of the X-38 flight [2].

q∞ qgw nz γ α

� 14.346 kPa � 1,175 kW/m2 � 2 � 0◦ 35◦ � α � 45◦

The determination of qgw was made with eq. (10.76) in Section 10.3 for a
nose radius RN = 0.3048 m (= 1 ft). The control variables are the angle of
attack α and the bank angle µa. The systems and operational constraints are
given in Table 2.3.

We discuss summarily only some of the results. For the whole picture,
including the definition of the guidance law, the reader is referred to [2].

The de-orbit maneuver generates an initial flight path angle of γ ≈ −1.6◦,
Fig. 2.10, lower right. With a pull-up maneuver this angle is almost zeroed
out22 at the flight time t = 322 s. Then it drops to again γ ≈ −1.6◦ at t ≈
880 s. In this time interval the trajectory follows the qgw = qgw,max = 1,750
kW/m2 constraint, Fig. 2.11. After a short rise the flight path angle drops
to values around γ ≈ −10◦, and the trajectory follows the nz = nz,max = 2
constraint.

22 An initial flight path angle of that magnitude would result in a trajectory
initially too steep, with too large thermal loads and a large drag acceleration.
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Fig. 2.10. Elements of the re-entry trajectory of the X-38 [2]. Upper left: flight
altitude (H) as function of flight time (t). Upper right: ground track (the trajectory
begins in this figure at the lower left and ends at the upper right). Lower left: flight
path speed (v∞) as function of flight time (t). Lower right: flight path angle (γ) as
function of flight time (t).
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In Fig. 2.11, upper part, this is reflected in the velocity/drag-acceleration
map.23 The trajectory, after the initial pull-up maneuver, down to v∞ ≈ 5
km/s follows the thermal load constraint and then down to v∞ ≈ 2 km/s that
of the normal load factor. The dynamic pressure constraint q∞ = q∞,max =
14.346 kPa is approximately followed only for v∞ � 2 km/s. The drag accel-
eration of the resulting trajectory lies clearly above that of the equilibrium
glide trajectory, the latter being characterized also by a much smaller dy-
namic pressure, Fig. 2.11, lower part.

The angle of attack, Fig. 2.12 (upper left, also to be read from the right to
the left) down to M∞ ≈ 10 (v∞ ≈ 3 km/s) is the maximum angle α = αmax

= 45◦. This high angle permits the large deceleration at minimum thermal
loads while meeting the cross range demand. The bank angle µa, Fig. 2.12
(upper right) up to t = 322 s is zero in order to provide the lift needed for
the pull-up maneuver. After that the effective aerodynamic lift is reduced by
a large bank angle down to µa ≈ −80◦, although without bank reversal, in
order to reduce the flight time and thus the time-integrated heat flux qgw .

2.2 Flight Trajectories of Cruise and
Acceleration Vehicles

2.2.1 General Aspects

In contrast to RV-W’s and RV-NW’s, CAV’s have scarcely been flown. They
are in general hypothetical vehicles and negligible flight experience is avail-
able. Airbreathing CAV’s are to fly like ordinary airplanes. They are drag
sensitive in contrast to RV-W’s and RV-NW’s, which need to employ a large
aerodynamic drag to achieve their mission. Cruise vehicles and acceleration
vehicles have different missions, Chapter 4, and hence different trajectory
demands. We concentrate here somewhat on cruise-type vehicles, because
several concepts of this kind have been studied in the recent past, mainly
TSTO space transportation systems.

A CAV, if being the lower stage of a TSTO space-transportation system,
usually is thought to perform a return-to-base mission (A→ A flight). Hyper-
sonic transport aircraft, in a sense also SSTO (ARV-type) vehicles, perform
A → B flights. CAV’s typically first employ turbojet propulsion (up to M∞
≈ 4), then, depending on the maximum flight Mach number, ramjet propul-
sion (up to M∞ ≈ 7) or combined ramjet/scramjet propulsion up to M∞ ≈
12–14. SSTO vehicles finally employ rocket propulsion to reach orbit. These
different propulsion modes are an important issue in trajectory design and
optimization, since at least for ramjet and scramjet propulsion a strong cou-
pling of the propulsion forces, Fig. 2.14, into the force and moment balance
of the vehicle exists, Sub-Section 2.2.3.
23 The re-entry trajectory is beginning at a flight path speed of approximately

7.6 km/s, hence the figure must be read from the right to the left.
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Fig. 2.11. Resulting trajectory representations [2]. Drag acceleration (D/m) as
function of flight path speed (v∞), and dynamic pressure (q∞) as function of flight
path speed (v∞) (the trajectories begin at the lower right). The constraints are
maximum values of dynamic pressure (qmax ≡ q∞,max), of heat flux in the gas at
the wall (Qmax ≡ qgw,max), and of the normal load factor (nmax ≡ nz,max).
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Fig. 2.12. Elements of the re-entry trajectory of the X-38 [2]. Upper left: maximum
angle of attack (αmax) as function of flight Mach number (M∞). Upper right: bank
angle (µa) as function of flight time (t). Lower left: actual heat flux in the gas at
the wall (qgw) as function of flight time (t), Qmax ≡ qgw,max. Lower right: actual
normal load factor (nz) as function of flight time (t), nmax ≡ nz,max.
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With TSTO or multistage systems another important issue is stage sepa-
ration. It is characterized by the shedding of a large percentage of the system
mass in a very short time interval, which leads to a large lift surplus of the
carrier stage. This problem concerns flight dynamics, guidance and control
and many other systems aspects.

A particular problem especially for large CAV’s is the influence of aerother-
moelasticity of the airframe and the aerodynamic control surfaces on the
propulsion system performance, Sub-Section 4.5.4, and on the control prop-
erties of the flight vehicle. RV-W’s (and RV-NW’s) have rather stiff airframes,
because of their cold primary (load-carrying) structures in combination with
a TPS. This is not the case for large CAV’s, where the airframe and the aero-
dynamic control surfaces may have, in addition to their large size, hot primary
structures. The resulting additional couplings of aerodynamic, propulsion and
control features will be highly dynamical and pose enormous design challenges
(see, e.g., [27]), and also the present Sub-Section 4.5.4.

We restrict our discussion in the following sub-sections mostly to the
issues of cruise-type vehicle trajectories in the turbojet/ramjet-propulsion
domain without consideration of possible stage separation. We look at the
guidance objectives, the trajectory control variables and the systems and
operational constraints, extending the considerations of RV-W’s and RV-
NW’s. The forces acting on a CAV are discussed, but, since no counterpart
exists to the equilibrium glide of RV-W’sand RV-NW’s, after that only a
SÄNGER trajectory is considered as an example and some qualitative and
quantitative results are presented.

2.2.2 Guidance Objectives, Trajectory Control Variables, and
Systems and Operational Constraints

Guidance objectives. Guidance objectives are the optimization of vehicle
performance, for instance:

– Minimization of fuel consumption for a given mission.
– Maximization of total air-path energy at upper stage separation of a

TSTO space transportation system.
– Maximization of pay load, i. e., of the mass inserted into Earth orbit

with a TSTO space transportation system.

Trajectory Control Variables. The number of trajectory control variables
is, like that of RV-W’s and RV-NW’s, rather limited. The control variables
are basically only:

– Angle of attack α, which governs aerodynamic lift L, drag D, and
pitching moment M of the vehicle. It governs further, if forebody pre-
compression is employed, Section 4.5, strongly the net thrust of the (air-
breathing) propulsion system.
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– Power setting of the propulsion system with its different engine modes.
– Bank angle µa of the vehicle (again, like for RV-W’s, around the velocity

vector v∞). Banking is necessary for curved (in general A → A) flight,
and, in case of TSTO space transportation systems, to dump the surplus
lift during stage separation.24

Systems and Operational Constraints. The basic systems and opera-
tional constraints are the same as, or similar to those of RV-W’s and RV-
NW’s:

– The dynamic pressure q∞ now is also a measure of the demands of
the airbreathing propulsion system. The ascent trajectory of the SÄNGER
TSTO system for instance was studied as a 50 kPa trajectory for both the
turbojet and the ramjet mode [28]. If both the ramjet and the scramjet
mode are to be employed, dynamic-pressure ranges of 25 kPa � q∞ � 95
kPa have been considered [27, 29].

– Flight of CAV-type vehicles below 40–60 km altitude means that the at-
tached viscous flow predominantly is turbulent. The forward stagnation
point however again is the primary reference location where thermal loads
are constrained. In addition flat portions downstream of the nose region
with turbulent flow may be chosen as reference locations.

– Besides the normal load factor, again with nz,max = 2–2.5, the axial
load factor with nx,max = q∞CAAref/(mg) = 3–3.5 is a constraint during
the stage separation process of TSTO space transportation systems.

– Due to the influence of the thrust vector on the longitudinal forces and the
pitching moment, Sub-Section 2.2.3, trimmability, and stability and
controllability of the flight vehicle are critical operational constraints.
If the thrust-force angle cannot be restricted or controlled mechanically,
the only available degree of freedom to trim the vehicle is the symmet-
rical elevon deflection. If this angle is large, a substantial total drag D
increase, due to the trim drag, will result. At the same time, depending
on the overall forces and moment balance, a possible decrease of the lift L
will happen, and an even stronger decrease of the lift-to-drag ratio L/D.
Besides that the longitudinal stability characteristics of the vehicle will be
influenced. Other issues in this regard are the resulting hinge moments
(actuator performance) together with the mechanical and thermal loads
on the elevons.

Besides these basic systems and operational constraints others may need
to be prescribed, for instance regarding the airbreathing propulsion system.

24 The mass of the upper stage of, for instance, the SÄNGER space transportation
system, is at upper stage separation about one third of the total mass of the
system. Hence when it leaves the lower stage, the latter has much too much
lift, which immediately must be reduced in order to avoid collision with the
upper stage, and to insure controllability of the flight vehicle.
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Fig. 2.13. Flight corridors and system and operational constraints of CAV-type
flight vehicles in the altitude-velocity map [27].

A graphical presentation of the hypothetical flight corridor in the velocity-
altitude map is given in Fig. 2.13, where Areas 1 and 3 concern for instance
the lower stages of TSTO space transportation systems and hypersonic air-
craft, whereas Area 2 concerns SSTO (ARV-type) systems.

The shaded flight corridor in Fig. 2.13 is bounded on the lower side by
structural pressure limits and thermal loads of the airframe, the propulsion
system and the control surfaces (hinge moment limit). On the upper side
lift and combustion limits play a role and also the limit of the aerodynamic
control authority. We have met the latter limit already with RV-W’s. Control
aspects possibly will make the flight corridor much narrower in reality, there
might even be larger excluded regions due to propulsion issues [27].

In conclusion it can be stated that flight trajectory design and optimiza-
tion for future large airbreathing CAV’s poses extremely large challenges,
much larger than those for RV-W’s. Because Cayley’s design paradigm, [30],
see also the prologue to Chapter 8, is completely invalid for these vehicles, the
highly non-linear aerodynamics/structure dynamics/propulsion/flight dy-
namics/flight control couplings make new vehicle design approaches neces-
sary, but also new trajectory design and optimization approaches.

2.2.3 Forces Acting on a Cruise and Acceleration Vehicle

Again we approximate the flight vehicle as a point mass. A schematic point-
mass force polygon of a propelled CAV is given in Fig. 2.14. Assumed is
steady level flight, for non-steady flight the figure changes accordingly.
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Fig. 2.14. Schematic point-mass force polygon at steady level flight of a propelled
CAV [31].

The lower side of a CAV is a highly integrated lift and propulsion system [31].
Aerodynamic lift and propulsion provision are strongly coupled, Section 4.4.
Depending on the thrust vector angle, a large net thrust lift component will
exist. The net thrust is the—vectorial—difference between the inlet drag, i.
e. the flow momentum entering the inlet of the propulsion system, and the
thrust of the nozzle.

Since the nozzle is an asymmetric external nozzle25, the thrust vector
will change in magnitude and direction in a considerable range depending
on flight speed, altitude, angle of attack and power setting of the propulsion
system. The right-hand side figure of Fig. 2.15 is an example of the thrust
vector angle as function of the flight Mach number. The jumps in the full
lines in Fig. 2.15 of both the thrust coefficient and the thrust vector angle
are due to the switch-over from the turbojet to the ramjet propulsion mode,
which has not been smoothed out. The broken lines in Fig. 2.15 depict the
data of the ejector nozzle. This nozzle dumps in the turbojet mode (up to
M∞ = 3.5) the forebody boundary layer material, which has been removed
by the boundary layer diverter (see, e.g., [5]), into the main nozzle flow.26

On the left-hand side of Fig. 2.15 the axial thrust coefficient CFGX is
given. We see that around M∞ = 1, in the transonic drag-rise domain, the
CFGX is smallest and the thrust vector angle � largest (negative). The latter
leads (due to the need for trim) to a large elevon deflection27 and hence to

25 The classical bell nozzle of rocket propulsion cannot be integrated into the
airframe of a CAV for thrust control (large flight Mach number span at not
too large altitudes) and configurational reasons (see, e.g., [32]).

26 It is not yet clear whether a boundary layer diverter is needed also in the ramjet
and the scramjet propulsion mode.

27 Whether a downward or an upward deflection is necessary depends on the
actual location of the thrust vector acting line relative to the vehicle’s center-
of-gravity.
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Fig. 2.15. Axial thrust coefficient CF GX (left) and thrust vector angle � (right)
as function of the flight Mach number Ma∞ (≡ M∞) of the SÄNGER lower stage
[28] (nominal flight trajectory).

increased trim drag. To compensate in the transonic domain for both the
decreased thrust (the thrust-lift component possibly is increased) and the
increased drag, a transonic bunt maneuver28 can be flown, where potential
energy of the vehicle is exchanged for kinetic energy, Sub-Section 2.2.4.

Because usually forebody pre-compression is employed in order to reduce
the inlet capture area, Section 4.5, a large dependence of the net thrust
on the angle of attack is present. In reality this net thrust sensitivity will be
enhanced by the forebody aerothermoelasticity (see, e.g., [33]), a problem, for
which so far no solution has been found and which has not yet been accounted
for in trajectory studies. The forebody pre-compression problem of a large
CAV requires the quantification of the above mentioned highly non-linear
aerodynamics/structure dynamics/propulsion/flight dynamics/flight control
couplings of the vehicle.

2.2.4 Case Study 3: Trajectory of a CAV (SÄNGER)

We discuss now as example the optimized trajectory of the TSTO space
transportation system SÄNGER [34]. The system is to fly from Southern
Europe to the upper stage release at a northern latitude of 25◦ to 30◦ and
back (return-to-base cruise). Again we look only at selected results.

The guidance objective is minimization of the fuel consumption for the
whole mission, while the stage separation is to happen at H = 33.35 km
altitude at v∞ = 2,085 m/s with a flight path angle γ = +8.5◦. The con-
trol variables are angle of attack α, the power (throttle) setting δT , and the

28 The vehicle performs part of an inverted (or outside) loop.
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bank angle µa. During the study the power setting δT for the ramjet mode
(M∞ > 3.5) was substituted by the fuel/air equivalence ratio29 Φf , because
overfueling (fuel-rich mixture) of ramjet combustion was found to have a fa-
vorable effect on the stage separation maneuver performance. The systems
and operational constraints are given in Table 2.4. We note that also min-
imum constraints are prescribed, for instance for the dynamic pressure q∞.
This is necessary to assure minimum vehicle flyability and controllability and
propulsion effectiveness.

Table 2.4. Systems and operational constraints of the SÄNGER flight [34].

q∞ [kPa] α [◦] |µa| [◦] nz δT,turbo δT,ram Φf,ram

Min: 10 -1.5 free 0 0 0 Φf (M∞, δT,min)

Max: 50 20 prescribed 2 1 δT (M∞, Φf,max) 3

A presentation of the resulting flight trajectory is given in Fig. 2.16. We
observe some particularities of the trajectory [34]:

– The trajectory is a highly three-dimensional one with significant motion in
longitudinal, vertical and lateral direction.

– The trajectory is throughout curved.
– In the transonic regime the drag increase, the large negative thrust vec-

tor angle �, and the decrease of the axial thrust coefficient CFGX , Sub-
Section 2.2.3, make a bunt maneuver necessary (indicated at the far left of
the ascent part of the trajectory, see also Fig. 2.17).

– The upper stage separation maneuver is characterized by a steep climb
followed by a bunt, all reflected strongly in the control variables.

Fig. 2.17 shows that the flight up to the upper stage separation is an ac-
celerated climb, and barely a cruise flight. The transonic bunt at t ≈ 200 s
is well discernible, similarly the stage separation maneuver at t � 1,850 s.
The altitude oscillations in the trajectory parts before and after the stage
separation are not due to numerical problems, but seem to be related to a
phugoid-like motion [34].

The control variables are shown in Fig. 2.18. The angle of attack α does
not change much before and after stage separation. The transonic bunt is
29 The fuel/air equivalence ratio, usually called only equivalence ratio, is the ra-

tio of the actual fuel/air ratio to the stoichiometric fuel/air ratio (see, e.g.,
[35]). The stoichiometric mixture hence has the equivalence ratio Φf = 1. For
hydrogen-fueled ramjets (and scramjets) a fuel-rich mixture (Φf > 1) can be
used to increase the thrust, which, of course, leads to an increase of the fuel
consumption. A fuel-lean mixture (Φf < 1) results in a decrease of fuel con-
sumption.



46 2 Short Introduction to Flight Trajectories for Aerothermodynamicists

Fig. 2.16. The resulting return-to-base trajectory of the SÄNGER space trans-
portation system in three-dimensions including upper stage separation [34].
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Fig. 2.17. Flight altitude h (≡ H) and flight Mach number M (≡M∞) as function
of flight time [34]. The separation of the upper stage is initiated at t ≈ 1,850.0 s.

reflected, the pull-up for the stage separation maneuver demands a strong
increase of α.

The power setting, respectively the equivalence ratio, is Φf ≈ 1 before
stage separation. Transition from turbojet to ramjet propulsion—hardly ob-
served in Fig. 2.18—is made between M∞ = 3 to 3.5 (t ≈ 540–600 s). A
strong overfueling occurs prior to stage separation. On the return part of
the trajectory Φf is much reduced, eventually to approximately zero, which
amounts to a glide flight to base.

The bank angle µa (defined as negative to the left) increases steadily up
to −45◦, is zero during stage separation (wings level condition), and then
drops to µa ≈ −115◦. This happens in order to dump the excess lift after
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Fig. 2.18. The resulting trajectory control variables (from above): angle of attack
α, equivalence ratio (power setting) Φf , bank angle µa as function of the flight time
t [34].

upper stage release. Despite this the normal load factor (nz) constraint is
never violated.

Because the resulting large bank angle might not be acceptable for a large
TSTO system, trajectories with bank angle limitation were also studied in
[34]. The smaller the maximum permitted bank angle, the larger becomes the
ground track of the trajectory, Fig. 2.19. Accordingly rises the fuel consump-
tion, while on the return part of the trajectory the minimum dynamic-pressure
constraint becomes active.

2.3 General Equations for Planetary Flight

Newton’s second law is the basic equation valid for an inertial system, for ex-
ample O, x0, y0, z0, Fig. 2.20, and reads:

m
dV

dt

∣∣∣∣
0

= F |0 = F A |0 +mG |0, (2.35)

where F A contains the aerodynamic forces and G represents the gravity.30

The planeto-centric coordinate system p rotates with the angular velocity Ω̄ |p
around the origin O of the inertial system, Fig. 2.20. Therefore,
applying the general rule for time derivatives of vectors in rotating systems,
we find [16, 19]:

dr

dt

∣∣∣∣
0

=
dr

dt

∣∣∣∣
p

+ Ω̄ |p × r |p, Ω̄ |p = ω

⎛
⎝0

0
1

⎞
⎠ , (2.36)

30 Only unpowered flight is considered.
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Fig. 2.19. The influence of the bank angle µa constraint on the resulting optimal
cruise ground track [34].

and

dV

dt

∣∣∣∣
0

=
d

dt
(V |p + Ω̄ |p × r |p) + Ω̄ |p × (V |p + Ω̄ |p × r |p). (2.37)

Since the angular velocity of the planet, Ω̄ |p, is nearly a constant, we get with
dΩ̄ |p/dt = 0:

dV

dt

∣∣∣∣
0

=
dV

dt

∣∣∣∣
p

+ 2Ω̄ |p × V |p + Ω̄ |p × (Ω̄ |p × r |p). (2.38)

Combining eqs. (2.35) and (2.38) we obtain:

m
dV

dt

∣∣∣∣
p

= F A |0 +mG |0 − 2mΩ̄ |p × V |p −mΩ̄ |p × (Ω̄ |p × r |p). (2.39)

We define the coordinate system r, which results from a rotation of the p coor-
dinate system around the zp axis, by θ and around the negative yp axis by φ31

such that xr coincides with the position vector r , Fig. 2.20. Further we need
the coordinate system g, which is parallel to the r system, but with the origin
O’, Fig. 2.21.

It is now our intention to formulate all the vectors used in the g coordinate
system. The position vector r reads in the p coordinate system:
31 The rotation around the negative yp axis is identical with a rotation with −φ.
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Fig. 2.20. Inertial coordinate system O, x0, y0, z0, planet fixed coordinate system
O, xp, yp, zp and rotating coordinate system O, xr, yr, zr.

r |p = r

⎛
⎝ cosφ cos θ

cosφ sin θ
sinφ

⎞
⎠ . (2.40)

With the matrices

M−φ
pg =

⎛
⎝ cosφ 0 sinφ

0 1 0
− sinφ 0 cosφ

⎞
⎠ , Mθ

pg =

⎛
⎝ cos θ sin θ 0

− sin θ cos θ 0
0 0 1

⎞
⎠ , (2.41)

we transform r |p and Ω̄ |p into the g coordinate system:

r |g = M−φ
pg M

θ
pg r |p = r

⎛
⎝ 1

0
0

⎞
⎠ , Ω̄ |g = M−φ

pg M
θ
pg Ω̄ |p = ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠ .

(2.42)
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Fig. 2.21. Coordinate system O’, xg, yg, zg parallel to coordinate system O, xr, yr,
zr.

The gravitational force in the g coordinate system is given by:

mG |g = mg

⎛
⎝−1

0
0

⎞
⎠ . (2.43)

The aerodynamic force F A is composed of the drag D, which is in opposite
direction to the flight velocity V , and the lift L which is perpendicular to this
direction.

The velocity and the drag in the g coordinate system follow directly from
Fig. 2.21, namely:

V |g = V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ , D |g = −D

⎛
⎝ sin γ

cos γ cosχ
cos γ sinχ

⎞
⎠ . (2.44)

We define now the coordinate system k (flight path system), where the velocity
vector V |k coincides with the yk coordinate, Fig. 2.22.

Remark: The definitions of the coordinates xg, yg, zg (g-frame) and xk, yk,
zk (k-frame), Figs. 2.21 and 2.22, are not in agreement with the tradition of
notation associated with them. We apply this exception in order to make the
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Fig. 2.22. Coordinate system O’, xg, yg, zg and coordinate system O’, xk, yk, zk

(flight path) with the definition of bank angle µa and lift L outside the r, V plane.

derivations and transformations easier to understand, having in mind that the
scalar sets of eqs. (2.55) and (2.56) are independent of these definitions. Tra-
ditionally in the g-frame the coordinate zg is directed vertically downwards,
i.e. along the local g vector, and xg and yg are specified in any convenient way
in the Earth horizontal plane. Further, in the k-frame the coordinate xk is di-
rected along the velocity vector V |k and yk lies in the Earth horizontal plane
[16, 17].

With the matrices:

Mγ
gk =

⎛
⎝ cos γ − sinγ 0

sin γ cos γ 0
0 0 1

⎞
⎠ , Mχ

gk =

⎛
⎝ 1 0 0

0 cosχ sinχ
0 − sinχ cosχ

⎞
⎠ , (2.45)

we find

V |k = Mγ
gkM

χ
gk V |g = V

⎛
⎝0

1
0

⎞
⎠ . (2.46)
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In planar flight the lift force L is in the r, V plane, but for flight control and
guidance purposes L is rotated out of this plane by an angle µa, Fig. 2.22. µa

is the bank angle.
Therefore the directions of the coordinates of the k system coincide with

xk ⇒ L sinµa, yk ⇒ V |k and zk ⇒ L cosµa, Fig. 2.22.
To transform the vector L |k to the g coordinate system we have:

L |g = Mχ
kgM

γ
kg L |k, L |k = L

⎛
⎝ cosµa

0
sinµa

⎞
⎠ , (2.47)

where the matrix Mχ
kgM

γ
kg is the inverse of the matrix Mγ

gkM
χ
gk with

Mγ
kg =

⎛
⎝ cos γ sinγ 0

− sin γ cos γ 0
0 0 1

⎞
⎠ , Mχ

kg =

⎛
⎝ 1 0 0

0 cosχ − sinχ
0 sinχ cosχ

⎞
⎠ . (2.48)

In order to be able to formulate eq. (2.39) completely in the g coordinate sys-
tem, we need finally for dr /dt|p and dV /dt|p the transformations from the p
system to the g system, which have the forms:

dr

dt

∣∣∣∣
p

=
dr

dt

∣∣∣∣
g

+Ω |g × r |g,
dV

dt

∣∣∣∣
p

=
dV

dt

∣∣∣∣
g

+Ω |g × V |g. (2.49)

Here Ω |g denotes the vector of the rotation velocity of the g system relatively
to the p system. Since the g coordinate system was obtained by rotations
around the zp and yp axes with the Euler angles32 θ and −φ, Fig. 2.21, we
find:

Ω |g = M−φ
pg

⎛
⎝0

0
θ̇

⎞
⎠ +

⎛
⎝ 0

−φ̇
0

⎞
⎠ =

⎛
⎝ θ̇ sinφ

−φ̇
θ̇ cosφ

⎞
⎠ , (2.50)

dr

dt

∣∣∣∣
p

=
dr

dt

⎛
⎝1

0
0

⎞
⎠

|g

+

⎛
⎝ 0
θ̇ r cosφ
φ̇ r

⎞
⎠

|g

=

⎛
⎝ ṙ

θ̇ r cosφ
φ̇ r

⎞
⎠

|g

= V |g. (2.51)

Eqs. (2.44) and (2.51) represent the kinematic equations in the form (see also
[19]):

ṙ = V sin γ,

θ̇ =
V cos γ cosχ
r cosφ

, (2.52)

φ̇ =
V cos γ sinχ

r
.

32 For the definition of the Euler angles see [17] and Sub-Section 5.4.2.
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All together we can write a compact form of the general flight mechanical equa-
tions for space applications in the g coordinate system:

m

(
dV

dt

∣∣∣∣
g

+Ω |g × V |g

)
= D |g +Mχ

kgM
γ
kgL |k +mG |g −

−2mΩ̄ |g × V |g −mΩ̄ |g × (Ω̄ |g × r |g). (2.53)

By substitution of eqs. (2.42) to (2.44), (2.47), (2.50) into eq. (2.53) we obtain:

d

dt
V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ +

⎛
⎝ θ̇ sinφ

−φ̇
θ̇ cosφ

⎞
⎠× V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠ =

− 1
m
D

⎛
⎝ sin γ

cos γ cosχ
cos γ sinχ

⎞
⎠ +

1
m
L

⎛
⎝ cos γ cosµa

− sinγ cosχ cosµa − sinχ sinµa

− sinγ sinχ cosµa + cosχ sinµa

⎞
⎠ +

+ g

⎛
⎝−1

0
0

⎞
⎠ − 2ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠× V

⎛
⎝ sinγ

cos γ cosχ
cos γ sinχ

⎞
⎠−

− ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠ ×

⎧⎨
⎩ω

⎛
⎝ sinφ

0
cosφ

⎞
⎠× r

⎛
⎝1

0
0

⎞
⎠

⎫⎬
⎭ . (2.54)

Resolving eq. (2.54) for dV/dt, V dγ/dt, V dχ/dt by using the relations of eq.
(2.52) leads to, (see also [19]):

dV

dt
= − 1

m
D − g sinγ + ω2r cos2 φ(sin γ − cos γ tanφ sinχ),

V
dγ

dt
=

1
m
L cosµa − g cos γ +

V 2

r
cos γ + 2ωV cosφ cosχ+

+ ω2r cos2 φ(cos γ + sin γ tanφ sinχ),

V
dχ

dt
=

1
m

L sinµa

cos γ
− V 2

r
cos γ cosχ tanφ+

+ 2ωV (tan γ cosφ sinχ− sinφ) − ω2r

cos γ
sinφ cosφ cosχ. (2.55)

These are the force equations which describe the unpowered motion of aero-
space vehicles during space flight including ascent and descent. Since ω is a
small value, generally the influence of the term ω2r is low. More important is
the quantity 2ωV , which describes the influence of the Coriolis forces, which
aerospace vehicles experience moving relative to a rotating system. The im-
pact of this term diminishes for flights along descent trajectories with strong
deceleration.

By considering the planet as non-rotating we have ω = 0, and the p coordi-
nate system takes over the role of the inertial system. Eq. (2.55) then reduces
to:
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dV

dt
= − 1

m
D − g sin γ,

V
dγ

dt
=

1
m
L cosµa − g cos γ +

V 2

r
cos γ,

V
dχ

dt
=

1
m

L sinµa

cos γ
− V 2

r
cos γ cosχ tanφ. (2.56)

For flight, where the flight path azimuth angle χ is not changed, the third of
the scalar equations, eq. (2.56), vanishes and we have the relations given at the
beginning of Sub-Section 2.1.4.

Remark: It should be noted that eqs. (2.55) with the 2ωV - and the ω2r- terms
are only valid in the inertial O-frame, while eqs. (2.56) are to be applied on the
basis of the p-frame as inertial system. Actually the magnitude ofV , describing
the same planetary or orbital flight situation, is different in both frames and
hence in both sets of equations.

For clarification we define an example. Let us assume that a space vehicle
moves along an equatorially circular orbit around the Earth, which is determi-
ned—as is well known—by the balance of the gravitational and the centrifugal
forces. The velocity of the space vehicle in the p-frame is then given by:

Vcirc = [(RE +H)g(H)]1/2 . (2.57)

The velocity in a point on this circular orbit due to the Earth rotation is:

VE = ω(RE +H). (2.58)

This means that the determination of the velocity of a vehicle along this cir-
cular orbit, using eq. (2.56), has to be made with:

V p
|g = Vcirc,

and, using eq. (2.55), with:

V 0
|g = Vcirc − VE ,

see Problem 2.5.

2.4 Problems

Problem2.1. Calculate flight velocity and Mach number of the Space Shuttle
Orbiter in connection with the RCS employment during re-entry flight for a)
q∞ = 0.48 kPa at 81 km altitude and b) q∞ = 1.9 kPa at 69 km altitude.

Problem 2.2. The maximum heat flux at the lower symmetry line at x/L =
0.5 of the Space Shuttle Orbiter given in Fig. 2.6 is (qw =) qgw = 0.067MW/m2.
Assume zero heat flux into the wall and no other heat-flux contributions. How
large is the radiation-adiabatic temperature belonging to that heat flux, if ε =
0.85?
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Problem 2.3. How large is the heat flux in the gas at the wall, qgw , at the
vehicle nose for the flight conditions of Problem 2, assuming H = 70 km and
v∞ = 6,450 m/s? Assume an effective nose radius of RN = 1.3 m. Use the sim-
plest relation for qgw given in Section 10.3. Is the heat flux within the usual
constraints? How large is Tra, if ε = 0.85? Is it acceptable from the material
point-of-view?

Problem 2.4. Repeat Problem 2.3 for an effective nose radius RN = 0.25 m.
Are the heat flux and Tra acceptable?

Problem 2.5. a) At what altitude H is an equatorially circular orbit syn-
chronized with the Earth rotation, saying that the position of a space vehicle
is fixed with respect to an observer on the Earth surface? b) How large is the
velocity magnitude V , when the simulation of the flight of a vehicle in this orbit
is made with eqs. (2.55) and alternatively with eqs. (2.56)?

Assume that the gravitational acceleration is given by g = g0[RE/(RE +
H)]2.
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3

Aerothermodynamic Design Problems of
Winged Re-Entry Vehicles

In this chapter, we consider selected aerothermodynamic design problems of
winged re-entry vehicles (RV-W’s, Section 1.1). Of these vehicles the Space
Shuttle Orbiter so far is the only operational vehicle. The other ones are con-
ceptual studies or projects, which have reached different degrees of maturity.

RV-W’s are either launched vertically with the help of rockets or, in the
case of TSTO systems, horizontally from a carrier vehicle, the lower stage of
the system. Other launch modes have been considered, viz., horizontal launch
from a sled. Return to the Earth surface in any case is made with an unpowered
gliding flight, followed by the horizontal landing on a runway.

A winged re-entry vehicle is heavier and more complex than a non-winged
vehicle (capsule), Chapter 5, and in principle is a re-usable vehicle, unlike the
latter. Its relatively high lift-to-drag ratio allows for a large cross-range capa-
bility. The aerodynamic design of RV-W’s is driven by their wide Mach number
and altitude range, whereas the structural design is driven by the large thermal
loads, which are present on the atmospheric high-speed segment of the re-entry
trajectory.

In this chapter we give an overview of aerothermodynamic phenomena
found on RV-W’s, look at a major simulation problem, viz., that due to high
Mach number and enthalpy effects, and discuss particular aerothermodynamic
trends. This is followed by a presentation of aerodynamic coefficients of the
longitudinal motion of several vehicles. Finally, we study implications of Os-
watitsch’s Mach number independence principle in view of the hypersonic
pitching moment anomaly observed during the first re-entry flight of the Space
Shuttle Orbiter.

3.1 Overview of Aerothermodynamic Issues of Winged
Re-Entry Vehicles

3.1.1 Aerothermodynamic Phenomena

Winged re-entry vehicles basically fly a braking mission during return from or-
bit or sub-orbit to the surface of Earth. They are, therefore, on purpose blunt
and compact vehicles. The largest part of their trajectory is flown at high an-
gle of attack, Fig. 3.1, which is in contrast to airbreathing cruise and acceler-
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Fig. 3.1. Angle of attack α and flight Mach number M∞ of a) the Space Shuttle
Orbiter, and b) the TSTO space transportation system SÄNGER up to stage sepa-
ration as function of altitude [1].

ation vehicles (CAV’s, Chapter 4) and RV-NW’s (Chapter 5). The high angle
of attack of the vehicle with a relatively flat windward side (Sub-Section 3.2.2)
increases the effective bluntness and thus increases further the (wave) drag of
the vehicle. The large nose and wing leading edge radii, and the highly swept
wing, permit effective surface radiation cooling [1].

The very small aspect ratios of such vehicles, as for all hypersonic flight
vehicles, causes difficulties in low-speed control, such as during approach and
landing. A remedy is to provide a double-delta, or strake-delta wing, Fig. 3.2.1

In the case of HERMES, low-speed handling is improved by the winglets, see
also Chapter 6.

In the aerothermodynamic design of RV-W’s, flow and high temperature
real gas phenomena which do not occur in subsonic, transonic and low super-
sonic flight must be taken into account. Major phenomena of the flow past RV-
W’s in the continuum-flow regime (below approximately 90–100 km altitude)
are indicated in Fig. 3.3.

As mentioned, high drag demand and thermal load minimization call for a
blunt nose and large angle of attack of the more or less flat lower side of the
vehicle. Such a geometry gives rise to a detached bow shock and strong com-
pressibility effects on the windward side. Due to the high angles of attack on
the re-entry trajectory down to low altitudes, the flow past the windward side
of the vehicle is of major interest. The leeward side is in the hypersonic shadow
and is important in view of vehicle control, Section 2.1 and Chapter 6.

On the windward side of the vehicle, we first point out the presence of the
entropy layer. Two forms of the entropy layer are possible [1]. One, typical for
symmetric flow, has a (inviscid) velocity profile normal to the body surface
which resembles the velocity profile of a slip-flow boundary layer. The second

1 The effective wing surface includes the whole lower side of the airframe. With
CAV’s, the lower side of the airframe is also part of the propulsion system, Chap-
ter 4.
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Fig. 3.2. Planform and size of example hypersonic flight vehicles [2]. HYTEX: air-
breathing experimental vehicle studied in the German Hypersonics Technology Pro-
gramme [3].

form is typical for asymmetric flow, where the streamline impinging the for-
ward stagnation point does not cross the normal portion of the bow shock sur-
face. In this case, the maximum entropy streamline lies off the body surface. It
is also the minimum inviscid velocity streamline. The entropy layer hence has
a wake-like structure. This form, which in general seems to be present at the
windward side of a RV-W configuration at high angle of attack, is discussed in
some detail in Sub-Section 6.2.2.

The windward side is marked further by strong high temperature real gas
effects. Thermo-chemical equilibrium and non-equilibrium flow is present at
the forward stagnation point region and downstream, depending on flight speed
and altitude. The strength of surface catalytic recombination depends much on
the properties of the surface coating. As indicated in Fig. 3.3, the general trend
is that oxygen tends to recombine at rearward locations because the tempera-
ture is too high at forward locations where nitrogen may recombine.

The static temperature at the edge of the boundary layer is very large. The
attached viscous flow is in general of second-order boundary layer type [1].
Above 40–60 km altitude, the boundary layer is usually laminar, which eases
some of the aerothermodynamic simulation problems. Below that altitude, the
boundary layer becomes turbulent. The wall temperature, due to surface ra-
diation cooling, is much smaller than the recovery temperature, decreasing at
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Fig. 3.3. Locations of flow and high temperature real gas phenomena on a RV-W
(HERMES) at hypersonic flight [4]. Upper figure: view from below, middle figure:
side view, lower figure: view from above. (N2), (O2): location of possible/expected
catalytic surface recombination of nitrogen, oxygen. Note that all indicated phenom-
ena depend on flight speed and altitude, and on the shape and attitude of the given
RV-W.

M∞ = 24 and 70 km altitude from around 2,000 K at the stagnation point to
around 1,000 K at a downstream distance of about 30 m.

The radiation-adiabatic temperature Tra, also called radiation equilibrium
temperature, in general is a good approximation of the actual wall tempera-
ture Tw. The heat flux qw into the thermal protection system (TPS) is small,
compared to the heat flux in the gas at the wall, qgw, Section 9.1. Due to the
large temperature and heat flux gradients downstream from the nose, partly
also in lateral direction, the thickness of the TPS varies with the location in
order to reduce its mass. It can be noted that the TPS of the Space Shuttle
Orbiter has about 30,000 tiles of different thickness, shape and size.

Due to the large angle of attack, the boundary layer edge Mach number
Me at the vehicle’s windward side is small compared to the flight Mach num-
ber.2 Hence the boundary layer is transonic/supersonic in nature. When the

2 Of influence are also the large static temperature at the windward side and high
temperature real gas effects.
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boundary layer becomes turbulent at the lower segments of the trajectory, both
temperature and heat flux at the wall increase markedly, Section 9.2. Hence
thermal loads are also of concern in that portion of the trajectory.

Hypersonic viscous interaction and rarefaction effects are mainly confined
to the initial re-entry trajectory segment. Strong interaction phenomena, like
separation, attachment, reattachment, shock/boundary layer as well as vor-
tex/boundary layer interaction may occur at several locations, depending on
the shape and attitude of the flight vehicle, but especially in the hinge-line
neighborhood of aerodynamic control surfaces, Section 6.3. Jet/boundary layer
interaction occurs at the location of the thrusters of the reaction control sys-
tem, Section 6.5. Base flow and base drag in general are of minor interest on
the high-speed segments of the trajectory, because the base pressure is close to
zero there.

Summarizing, we note that we have mainly in the flow path at the wind-
ward side of RV-W’s:

– strong compressibility effects,
– strong high temperature real gas effects,
– surface radiation cooling, mostly without but partly with non-convex effects,

radiation cooling related hot-spot situations,
– complex surface heat transfer mechanisms (thermal surface radiation, non-

equilibrium effects, catalytic surface recombination, slip flow and tempera-
ture-jump),

– strong shock/shock and shock/boundary layer interaction, corner flow,
boundary layer separation,

– viscous and thermo-chemical surface effects,
– hypersonic viscous interaction and rarefaction effects at high altitudes,
– gap flow (trim and control surfaces, thermal protection system),
– strong flow interactions related to reaction control systems,
– base flow, plume spreading,
– laminar flow at altitudes above approximately 40–60 km,
– Mach number and surface property effects on laminar–turbulent transition

and on turbulent flow phenomena.

It is important to note, and this holds for the aerothermodynamic phenom-
ena of CAV’s, ARV’s and RV-NW’s, that the listed phenomena usually do not
occur in isolation. Strong interference may occur which can result in a highly
nonlinear behavior. Such interference may make it difficult to understand each
effect and its influence on flight vehicle performance. In such situations, prop-
erly simulating the effects in ground simulation facilities or computationally is
very difficult, if not impossible.
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3.1.2 Major Simulation Problem: High Mach Number and Total
Enthalpy Effects

In view of the dominating compressibility effects, Mach number and high tem-
perature real gas effects are extremely important, but difficult to treat in
ground-simulation, Section 9.3, see also the discussions in [1]. This holds for
both ground facility and computational simulation.

In principle, ground simulation in modern facilities is possible for the whole
Mach number range of RV-W’s. The problem is to have a sufficiently large
wind-tunnel or shock-tunnel model and further, regarding especially data set
generation, a high enough productivity of the ground-facility (polars per time
unit). The latter holds for computational simulation, too. However, the grow-
ing computer capabilities will help to overcome this problem rather soon.

The fact that force coefficients, shock wave shapes, etc. become indepen-
dent of the flight Mach number above a configuration-dependent Mach num-
ber (Oswatitsch’s Mach number independence principle, Sub-Section 3.6.1),
allows measurements to be made at much lower Mach numbers than actual
flight Mach numbers. Despite this there are dangers, as was seen with the hy-
personic pitching moment anomaly observed with the Space Shuttle Orbiter,
Section 3.5.

High-enthalpy facilities allow real flight enthalpies to be achieved but at
too low a Mach number due to the high static temperature in the test section.
However, if the Mach number is large enough, so that independence is present,
this is not a major problem.3 The problem is the role of high temperature real
gas effects on the Mach number independence principle. We discuss this prob-
lem in Section 3.6.

In view of the still growing computation capabilities, one is tempted to as-
sume that data generation in ground simulation facilities will become obsolete
in some years. This assumption requires that flow physics, thermodynamics
and surface property models are improved in computational simulation.

3.2 Particular Trends in RV-W Aerothermodynamics

3.2.1 Stagnation Pressure

The stagnation pressure coefficient for incompressible flow is with pstag = p∞+
q∞ where the dynamic pressure q∞ ≡ ρ∞v2∞/2:

cpstag ≡ pstag − p∞
q∞

= 1. (3.1)

At the stagnation point in subsonic flow, isentropic compression yields pstag ≡
pt [1] and hence

3 Of course, there are other problems in such facilities, which are discussed in [1].
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Fig. 3.4. Stagnation pressure coefficient cpstag as function of the flight Mach number
M∞, γ = 1.4.

cpstag =
2

γM2∞

[(
1 +

γ − 1
2

M2
∞

)γ/(γ−1)

− 1

]
. (3.2)

This means that for 0 < M∞ � 1 and γ = 1.4 we have 1 � cpstag � 1.2756.
In supersonic flow, a bow shock exists in front of a blunt body which causes

a loss of total pressure. In the case of a symmetric blunt body at zero angle of
attack, the total pressure loss can be treated as that across the normal shock
portion of the bow shock, see, e.g., [1]. Taking that into account, we have:

cpstag = cpt2
=

2
γM2∞

{[
(γ + 1)2M2

∞
4γM2∞ − 2(γ − 1)

]γ/(γ−1)[2γM2
∞ − (γ − 1)
γ + 1

]
−1

}
.

(3.3)
For very large Mach numbers where M∞ → ∞, this relation reduces to:

cpstag = cpt2
→ 4

γ + 1

[
(γ + 1)2

4γ

] γ
(γ−1)

. (3.4)

With γ = 1.4, we obtain cpstag = 1.8394. Hence, in supersonic and hypersonic
perfect gas flow with M∞ > 1, 1.2756 < cpstag < 1.8394, Fig. 3.4. This means
that at hypersonic Mach numbers, a finite but not very large pressure coeffi-
cient exists at the forward stagnation point of a blunt body.

However, the question is, how do high temperature real gas effects change
this picture. Table 3.1 lists a number of computed cases for which the stag-
nation pressure coefficients as a function of the Mach number are shown in
Fig. 3.5. In Fig. 3.5 the stagnation pressure coefficients, actually the cpw at
the forward stagnation points, of the computations are marked by symbols. In
addition, curves of cpstag (M∞) are given which were found with the normal-
shock relations with different values of γeff , Sub-Section 10.1.3. These curves
represent the stagnation pressure coefficient cpt2

just behind the normal shock.



66 3 Aerothermodynamic Design Problems of Winged Re-Entry Vehicles

Table 3.1. Configuration, flight data and computation details of the stagnation pres-
sure data given in Fig. 3.5. For Nos. 6 and 7, mean values from several contributions
to [5] (proceedings of the 1991 Antibes workshop) are given in Fig. 3.5.

No. Configuration M∞ H α Eqs. Gas Model Ref. Remarks

[−] [km] [◦]

1 double ellipse 6.6 – 0 NS non-eq. [5] WT cond.

2 sphere 10 30.0 0 Euler eq. [6]

3 sphere 15 50.0 0 Euler eq. [6]

4 sphere 20 50.0 0 Euler eq. [6]

5 Space Shuttle Orb. 23.86 73.1 40 NS non-eq. [7] flight cond.

6 double ellipsoid 25 75.0 40 Euler, NS non-eq. [5]

7 double ellipsoid 25 75.0 40 Euler, NS eq. [5]
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Fig. 3.5. Computed stagnation pressure coefficient cpstag of different, mainly invis-
cid cases, Table 3.1, as function of the flight Mach number M∞. Included are curves
cpstag (M∞) for different γeff (≡ γ2).

In reality, γ is not constant in the layer between the bow shock and the body
surface. Further, if the body is asymmetric or at angle of attack, the streamline
impinging the forward stagnation point does not cross the normal portion of
the bow shock surface. In this case, the maximum entropy streamline lies off the
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body surface. Nevertheless, the curves in Fig. 3.5 give the general trend of cpw

in terms of cpstag at the forward stagnation point of blunt bodies at hypersonic
flight Mach numbers. For γ → 1, cpstag = 2 at all Mach numbers which, of
course, represents the Newton limit (M∞ → ∞) [1].

We note that cpstag increases with increasing Mach numberM∞ for all γeff .
The gradient d cpstag/dM∞ becomes small and then approximately zero, Figs.
3.4 and 3.5. Decreasing γeff increases cpstag at all Mach numbers. As we will
see in Section 3.6, this behavior is reversed, at least for blunt body shapes, at
some location downstream of the stagnation point region. The crossover loca-
tion in general lies at the beginning of the flat surface portion of the windward
side, see also next sub-section. Behind it, the inviscid wall pressure coefficient
cpw decreases with increasing Mach number as well as with decreasing γeff ,
both independently of each other. However, there exists presumably—for suf-
ficiently high flight Mach numbers—a wall (boundary-layer edge) Mach num-
ber interval, the “benign”Mw interval, where these effects are so small that we
have virtually attained flight Mach number and real gas effect independence.4

Also important is the observation that the small gradient d cpstag/dM∞ at
high supersonic/hypersonic Mach numbers would make flight speed and Mach
number determination with a conventional Pitot tube, for instance during re-
entry of a RV-W-type vehicle, difficult if not impossible at high Mach numbers.
This effect is also a consequence of Oswatitsch’s Mach number independence
principle.

There are possible situations in a vehicle where a much larger wall pres-
sure than the forward stagnation point pressure can arise. This happens when
a multiple shock system is present, which leads, for instance, to the Edney type
IV shock/shock interaction [1]. At such locations, a localized, intense wall pres-
sure of ten times and more than the stagnation pressure can exist. Unfortu-
nately in such strong interaction situations, the thermal loads are also locally
very large. We can find such a situation at locations where the vehicle bow
shock interacts with an embedded bow shock, for instance, that of a pylon in
the famous X-15 case which was the motivation for Edney’s work [8]. Other
locations where such situations can arise are at wings, stabilizers if the sweep
angle locally is small or in the inlets of CAV’s and ARV’s.

3.2.2 Topology of the Windward Side Velocity Field

From an aerothermodynamic point of view, the windward side of a RV-W ide-
ally should be predominantly flat. This also means that fuselage and wing com-
bined should have a plane lower side. A flat windward side would lead to a
larger bow shock portion with high shock angle θ against the free-stream. In

4 The curves in Fig. 3.5 suggest Mach number independence occurs at lower Mach
numbers with increasing high temperature real gas effects. However, such a con-
clusion should be drawn with caution.
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Table 3.2. Flight parameters of the numerical simulation of the flow past the HALIS
configuration [9].

Case M∞ H [km] α ρ∞ [kg/m3] T∞ [K] v∞ [m/s] Tw [K] ηbf

F4 conditions 8.86 - 40◦ 0.545·10−3 795.0 4,930.0 300.0 15◦

Flight conditions 24 70.0 40◦ 0.55·10−4 212.65 7,028.0 1,300.0 15◦

this way, the wave drag can be enhanced and the total drag maximized. We find
such lower side shapes on most of the flight vehicles considered in Section 3.3.

A flat or approximately flat windward side leads to a more or less two-
dimensional flow field. This has the advantage of an optimal or near-optimal
onset flow geometry of the body flap and also of other trim and control sur-
faces, Section 6.2. See also Figs. 6.3 and 6.4.

If the windward side of a RV-W is sufficiently flat, we have another large
advantage, viz., that in a large angle of attack domain, the flow there is flight
Mach number and high temperature real gas effects independent, Section 3.6.
As discussed in that section, such independence is lost if boattailing is present,
especially real gas independence. This is the cause of the hypersonic pitching
moment anomaly experienced during the first flight of the Space Shuttle Or-
biter.

Last, but not least, another interesting advantage of the full or approxi-
mately two-dimensionality of the flow is, that flow field studies, both inviscid
and viscous, can be made with the help of plane or axisymmetric two-dimen-
sional equivalent shapes of the original configuration, Sub-Section 10.1.1 and
also Section 3.6.

Because the (blunt) wing leading edges of RV-W’s are strongly swept, the
vehicle planform and hence the windward side in many cases resembles more or
less the lower side of a delta wing, or double-delta wing, see, e.g., Figs. 3.2 and
3.3. On such shapes, we find the desired topology of the surface velocity/skin-
friction field: downstream of the nose area, we have on the flat portion a rela-
tively two-dimensional, planar flow between two primary attachment lines.

In reality, the windward sides of RV-W’s are only approximately flat and,
even that, not necessarily everywhere. Take for instance the Space Shuttle Or-
biter, Figs. 3.40 and 3.41. Large portions of its windward side are approxi-
mately flat for x/L � 0.25. Ahead of this location, the fuselage resembles that
of a blunt cone. Such geometric variations are reflected by the skin friction
lines, such as those computed for HALIS, Fig. 3.6. The computations for this
figure and Fig. 3.7 were made in the frame of the the Manned Space Trans-
portation Programme (MSTP) for the conditions of the ONERA tunnel F4
and flight conditions with the parameters given in Table 3.2.

For the example shown in Fig. 3.6, the forward stagnation point is located
at the lower side of the configuration at x ≈ 0.4 m, compare with Fig. 6.5
in Sub-Section 6.2.2. Up to x/L ≈ 0.25, we have an attachment line at the
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Fig. 3.6. HALIS flow field computation, flight conditions, Table 3.2: skin-friction
lines on the windward side. Laminar Navier–Stokes solution with chemical non-
equilibrium, [10].

lower symmetry line (blunt cone flow).5 Downstream of this location, the cen-
tral attachment line branches into the left and right attachment line. They are
located below the strake (first delta of the wing) and then, at the second delta,
below and close to the leading edge. We see that between the two attachment
lines, the flow is indeed approximately two-dimensional, with larger deviations
at the outer part of the second delta due to its dihedral, Fig. 3.41.

The above pattern is basically also seen in Fig. 3.7. We have included this
figure because it shows several other interesting features of the skin friction
topology. First, we see differences in the skin friction pattern compared to that
in Fig. 3.6. Although the flight cases are the same, the two-dimensionality is
now less pronounced. The separation region ahead of the deflected body flap
is considerably larger in Fig. 3.6.

In Fig. 3.7, the influence of wall temperature on the extent of the separa-
tion region can be clearly seen. In the F4 case (upper part), the temperature
is much lower than in the flight case (lower part).6 Consequently, the bound-
ary layer has a higher flow momentum and can better negotiate the pressure

5 Note that in this figure, in contrast to Fig. 3.7, the skin-friction lines were com-
puted from the aft part of the configuration towards the forward stagnation
point. This gives a richer pattern, however, partly with a somewhat undesirable
accumulation of skin-friction lines.

6 The assumed constant wall temperature Tw = 1,300 K in the flight case is not a
good approximation of the real wall temperature. That is better approximated
by the radiation-adiabatic temperature of approximately 1,000 K, which is at
the position of the hinge line of the body flap. The fact, that hypersonic vehicles
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Fig. 3.7. HALIS flow field computation, upper part F4 conditions, lower part flight
conditions, Table 3.2: skin-friction lines on the windward side. Laminar Navier–
Stokes solutions with chemical non-equilibrium [9].

increase at the flap, see also Fig. 6.8. The differences in the skin-friction line
patterns in Figs. 3.6 and 3.7 are possibly due to different grid structures and
grid resolutions. This is not the case for the two patterns shown in Fig. 3.7. The
differences between the F4 case (upper part) and the flight case (lower part)
are small, except for the vicinity of the body flap and at locations where the
flow is more three-dimensional. A larger wall temperature in any case enhances
a given three-dimensionality of a boundary layer [1].

What we basically see from the above is an illustration of the Mach number
independence principle, Section 3.6. The F4 as an high-enthalpy ground facil-
ity, with total enthalpy that is lower than actual flight. As is typical, F4 has a
high free-stream temperature and low free-stream Mach number. Nevertheless,
the Mach number appears to be large enough so that Mach number indepen-
dence is more or less reached. Mainly, therefore, we see only small differences
in the skin-friction line patterns.

A drastically different skin-friction line pattern is present on the windward
side of the Blunt Delta Wing (BDW), Fig. 3.8 [11]. The pattern resembles that
usually found on the windward side of true delta wings. The BDW was de-
rived as a simple generic configuration for aerothermodynamic studies in the
research activities of the HERMES project [12].

Figure 3.8 shows the forward stagnation point and the two primary attach-
ment lines, which all lie at the large angle of attack at the lower side of the

have radiation cooled surfaces was not yet fully accepted by the aerothermody-
namic community at the time of the computations.
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Fig. 3.8. Skin-friction lines on the windward side of the Blunt Delta Wing (BDW)
[11]. Navier–Stokes solution, laminar flow, perfect gas, M∞ = 7.15, H = 30 km,
LBDW = 10 m, α = 15◦.

vehicle. The lower side of the BDW has a rather large dihedral angle of 15◦.
Despite the strong dihedral, we see a relatively two-dimensional pattern of skin
friction lines between the primary attachment lines. For a detailed discussion
of the topology of the flow field past the BDW, see [1].

We note finally, that the lee side of a RV-W at hypersonic speed and large
angle of attack does not contribute much to the aerodynamic forces acting on
the vehicle, Sub-Section 3.2.3. The lee side pressure depends on the flight Mach
number, altitude and angle of attack. For the BDW, with the flight parame-
ters given in Fig. 3.8, the computed wall pressure coefficient at x/L = 0.5 is
cpw = 0.24–0.32 on the windward side and cpw = −0.022 to −0.025 on the lee
side [11].7

This relative lack of influence of the lee side on the aerodynamics is also
reflected by the thermal loads on vehicle surface. The wall temperature Tw =
Tra and the heat flux in the gas at the wall qgw are significantly lower on the lee
side than on the windward side. Because temperature and heat flux are so low
at the lee side, this side usually does not need a coating with a high surface
emissivity. The lee side of RV-W such as the Space Shuttle Orbiter actually
have white surfaces. In orbit, the vehicle turns this side towards the Sun. The
low emissivity prevents heating of the vehicle due to radiation from the Sun.
However, it can be noted that RV-W’s may have on the lee side or along the
fuselage sides hot and cold spots vortex interaction phenomena [11], see also
the discussion in Section 3.3 of [1]. Finally, in contrast to RV-W’s, CAV’s and
ARV’s need surfaces with high emissivity all around because they fly at very
low angles of attack, the latter type only at ascent.

3.2.3 Lift Generation

Another trend, typical for high supersonic and hypersonic flight, is that with
increasing flight Mach number, the leeward side of a wing ceases to contribute
7 From eq. (3.6), the vacuum pressure coefficient, in this case is cpvac = −0.028.
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Fig. 3.9. Vacuum pressure coefficient cpvac as function of the flight Mach number
M∞, γ = 1.4.

to lift. This is due to the limited Prandtl–Meyer expansion angle for supersonic
flows [1]. The pressure coefficient can be written as

cp ≡ p− p∞
q∞

=
2

γ M2∞

(
p

p∞
− 1

)
. (3.5)

If we define the expansion limit by p → 0, we obtain the so-called vacuum
pressure coefficient as a function of Mach number:

cpvac = − 2
γM2∞

. (3.6)

Figure 3.9 shows the rapid decrease of the vacuum pressure coefficient with in-
creasing Mach number. This coefficient essentially reaches zero at M∞ ≈ 10
and thereafter is Mach number independent. For practical purposes, usually
the value cpmin = 0.8cpvac is taken. At large Mach numbers, the required ex-
pansion turning angles to reach cpmin are small and this has a bearing on CAV
design.

Prandtl–Meyer theory does not allow the zero pressure state to be deter-
mined. This state can be obtained by equating the total enthalpy of the flow
to the kinetic energy, assuming that the internal energy tends to zero [1]. For
a perfect gas, have Vmax =

√
2 cp Tt at T = 0, and hence p = 0. Applying thin

airfoil theory [13], the pressure coefficient on the upper, lee side of a flat plate,
being at a negative inclination of α is given by

cp =
2α√
M2∞ − 1

. (3.7)

Equating this to eq. (3.6) yields:

αvac = −
√
M2∞ − 1
γM2∞

. (3.8)
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Fig. 3.10. Inclination angle αvac (≡ αvac) needed to reach the vacuum pressure
coefficient cpvac as function of the flight Mach number M∞, γ = 1.4.

This relationship, plotted in Fig. 3.10, shows that small negative values of α
suffice to reach cpvac . An approximate application of thin airfoil theory can be
made by taking into account the bow shock caused by a blunt nose or blunt
leading edge. A local Mach number instead of M∞ is then used for obtaining
the pressure coefficient. Remember in this context the very different flow sit-
uations at RV-W’s and CAV/ARV’s [1].

The vanishing pressure at the lee side of a configuration at high Mach num-
bers is called the hypersonic shadow effect. This phenomenon permits the use
of so-called impact methods, especially the Newton method, in design work,
because the lee side flow does not play a role. Further, due to this phenomenon,
the HALIS configuration, [14], see below, as a simplified Space Shuttle Orbiter
configuration and also other similar configurations—at sufficiently large angle
of attack—can be used for numerical investigations.

3.2.4 Base Pressure and Drag

Directly related to the expansion is the base pressure. At the vehicle’s base, the
flow turns up to 90◦ and hence cpvac is reached. Therefore, the base pressure is
extremely low and base drag is high. RV-W’s thus far have blunt afterbodies for
locating the propulsion system or for connection to the launch vehicle, see the
images given in Section 3.3. The blunt afterbody drag does not pose a problem,
because a large drag is desired on most of the re-entry trajectory. On the low
Mach number part of the trajectory, especially in the transonic regime, the re-
duction of L/D usually is tolerated. The situation is different for CAV/ARV’s,
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Sub-Section 4.2.4. For these classes of vehicles, the base drag, especially in the
transonic flight regime, is a major problem.8

Blunt wing/flap trailing edges are usually employed on RV-W’s to alleviate
the large thermal loads there. These blunt trailing surfaces can have an inter-
esting side effect. During the development of the X-15, it was seen that very
large, all-movable9 horizontal and vertical stabilizer surfaces were needed to
assure directional and pitch stability [15]. To reduce the vertical stabilizer sur-
face, the design was changed from the original thin airfoil to a wedge design,
which was proposed in [16]. The 10◦ wedge, leading to considerable trailing-
edge bluntness, improved the effectiveness of the stabilizer surface and yielded
a smaller size. The improvement is due to the initial load on both sides of the
wedge surface, and the fact that larger setting angles are possible before the
vacuum limit is reached on the respective lee side. It seems, however, that no
further consideration of the proposal of [16] was made later for RV-W’s.

3.3 Aerodynamic Performance Data of RV-W’s

In this section, we give summaries from aerodynamic data sets of longitudinal
motion of some RV-W’s which were established in recent decades. Two of these
vehicles, which were never built, are the European HERMES and the Japanese
HOPE-X. Three are demonstrators, viz., the American X-3810 and X-34, and
the German PHOENIX. These were manufactured and have conducted at least
some drop tests. Finally, there is the Orbiter of the Space Shuttle system, which
is the only truly operational RV-W. In Table 3.3 we list some geometrical data
of the configurations in chronological order.

In the following sub-sections, we discuss selected aerodynamic coefficients
of these configurations which are available from our own industrial design work
and the literature. We consider in general the untrimmed state, i.e., the data
found, for instance, in a ground-simulation facility. The pitching moment in
all cases, except for the X-38, is given with all aerodynamic control surfaces in
the neutral position (ηbody flap and elevons = 0◦).

In general the lift-to-drag ratio in the trimmed state is smaller than in the
untrimmed state, regardless of whether the vehicle flies stably or not, Sub-
Section 3.4.2. In the unstable case, which is characterized by downward de-
flected trim surfaces, the resulting aerodynamic force F aero,trim is larger than
the aerodynamic force in the untrimmed state F aero, Fig. 3.34. For the sta-
ble case, it is the other way around. The pitching moment charts are given for
8 We note in this context the tail cone which is attached to the Space Shuttle

Orbiter for ferry flights on top of the Boeing 747 Shuttle Carrier Aircraft. It
reduces drag and buffeting due to flow separation.

9 All-movable stabilizer surfaces have the benefit that no extra control surfaces
are employed and hence the strong interaction phenomena around the hinge
lines are avoided, Chapter 6.

10 The X-38 is only approximately a RV-W, Sub-Section 3.3.5.
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Table 3.3. Geometrical data of the considered RV-W’s.

Vehicle Lref Aref Wing span Sweep angle Strake angle xcog/Lref

[m] [m2] [m] [◦] [◦] [–]

Space Shuttle 32.774 249.91 23.790 45.0 81.0 0.650

Orbiter

HERMES 15.500 73.000 9.375 74.0 − 0.600

HOPE-X 15.249 50.220 9.670 55.0 75.0 0.635

X-34 17.678 33.213 8.534 45.0 80.0 0.600

X-38 8.410 21.670 3.658 − − 0.570

HOPPER 43.650 545.120 27.200 55.0 − 0.680

PHOENIX 6.900 15.14 3.84 62.5 − 0.700

provisionally chosen center-of-gravity positions xcog/Lref locations listed in
Table 3.3, which are not necessarily the actual positions. Therefore, they may
not reflect the state of trim and stability of the vehicle.

3.3.1 Space Shuttle Orbiter

The Space Shuttle system consists of three elements:

• two solid rocket boosters,
• external tank,
• Orbiter vehicle.

The Space Shuttle is a semi-reusable system of which the burned-out boosters
are recovered from the Atlantic Ocean, refurbished and then refilled with solid
propellant. The external tank is expended. The Orbiter is reused after inspec-
tion and refurbishment. This system is the only winged and manned system to
reach orbit and to land horizontally. So far, the fleet has performed more than
120 flights.

The missions of the Space Shuttle involve carrying large and heavy pay-
loads to various orbits including elements of the International Space Station
(ISS), performing service missions, also to satellites, e.g. Hubble, and serving
as a crew transport system for the ISS.

The Space Shuttle program was officially started by the Nixon administra-
tion in January 1972. The first launch took place on April 12, 1981, followed
by the first re-entry flight on April 14, 1981. Detailed accounts regarding flight
experience, aerothermodynamic performance and problems of this flight were
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published in, for instance, [17, 18]. Five Orbiter vehicles were built and flown
(first flight):

– Columbia (1981),
– Challenger (1983),
– Discovery (1984),
– Atlantis (1985),
– Endeavour (1992).

Challenger (1986) and Columbia (2003) were lost by accidents. It is planned
to retire the Space Shuttle system from service in 2010.

Fig. 3.11. Space Shuttle Orbiter: oil flow pattern on the leeward side of a wind
tunnel model (left), model in wind tunnel (middle) [19], skin-friction lines on the
windward side found with numerical flow simulation (right) [10].

We are concerned here with some aerodynamic data of the Orbiter vehicle, Fig.
3.11. The selected aerodynamic data, shown in Fig. 3.12, are taken from [20].
The lift coefficient behaves linearly up to M = 1.5, but shows a positive lift-
curve break (change of the gradient dCL/dα with α) at high Mach numbers.
The drag coefficient has its minimum for all Mach numbers at small angles of
attack, as expected, and rises then fast to large values. The drag coefficient
in the transonic range is the largest. Mach number independence is present
for M∞ � 5–10, although not directly visible due to data from selected Mach
numbers being presented, see also Figs. 3.32 and 2.3.

The maximum lift-to-drag ratio L/D|max ≈ 4.5 in the subsonic regime and
reduces toL/D|max � 2 in the hypersonic regime. This is somewhat lower than
that of the HOPPER/PHOENIX and HOPE-X shapes, Figs. 3.29 and 3.18.

The behavior of the pitching moment with respect to the Mach number
is very similar to that of HOPPER/PHOENIX shape, Fig. 3.29. The largest
negative derivative dCm/dα, found at M∞ = 1.1 indicates strong static sta-
bility for α � 18◦. The configuration become unstable for M∞ � 3, Fig. 3.12,
lower right. For α � 20◦ we see a stable but untrimmed behavior. The forward
part of the upper side of the configuration contributes no more to the nose-up
moment because cpvac is reached there.

Further one can observe for 0.8 � M∞ � 1.5 a sudden change of the deriva-
tive dCm/dα from negative to positive at α ≈ 20◦, indicating static instability
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Fig. 3.12. Selected aerodynamic data of the Space Shuttle Orbiter for various sub-
sonic to hypersonic Mach numbers as function of the angle of attack α; moment
reference point xref = 0.65 Lref . Data source: [20].

there. This is the same for the HOPPER/PHOENIX shape and to some ex-
tent also for the HOPE-X shape, Fig. 3.18. The reason is the onset of leading
edge vortex breakdown above the wing, travelling continuously forward with
increasing α. There are no marks of this behavior in the HERMES aerody-
namics since nonlinearity of the lift up to α < 30◦ cannot be detected for
this shape, Fig. 3.14. Remember, however, that the Orbiter data are for the
chosen xcog/Lref = 0.65. The actual longitudinal center-of-gravity11 enve-
lope of the Orbiter at the entry interface of 121.92 km (400 kft) altitude up
to the year 1995 was 0.65 < xcog/Lref < 0.675, however, during STS-1 it was
0.667 � xcog/Lref � 0.671 [21].

11 Note that in [21] and in other contributions to [18], the x-location of the center-
of-gravity are given in terms of the design coordinate system. Its origin is 5.9944
m (236.0 in.) ahead of the nose point, which usually in aerodynamics lies at
x/L = 0.
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3.3.2 HERMES Configuration

In 1984, the French government launched a proposal for the development of a
space transportation system in order to guarantee Europe an autonomous and
manned access to space. Key parts of this system were the RV-W spaceplane
HERMES, responsible for a gliding re-entry from space to an Earth landing
site, Fig. 3.13, and the launch system ARIANE V, which at that time was a
completely new rocket system. The original French project officially became a
European project under the supervision of the European Space Agency (ESA)
in November 1987. HERMES was conceived to have the following features:

• initially, the transportation of six astronauts and 4,500 kg payload into
space, and after a later reorientation a reduction of the transport capacity
to three astronauts and 3,000 kg payload,

• ascent to near Earth orbit (up to 800 km) on top of the ARIANE V rocket,
• 30–90 days mission duration,
• total launch mass 21,000 kg,
• full reusability.

In 1993 the HERMES project was cancelled due to the new political environ-
ment (end of the cold war) and budget constraints. No HERMES vehicle, nor
the proposed sub-scale experimental vehicle MAIA [4], was ever built.

The aerodynamic data presented here for the subsonic through low super-
sonic flight regime in Fig. 3.14, as well as for the hypersonic flight regime in Fig.
3.15, were composed with results from wind tunnel tests, approximate design
methods and numerical simulations [22, 23]. The lift coefficientCL for subsonic
Mach numbers shows linear behavior over a large range of angle of attack, Fig.
3.14 upper left. This can be compared against the HOPPER and HOPE-X,
where nonlinear effects for α ≈ 15–20◦ can be observed. The drag coefficient
around α ≈ 0◦ is very small for all Mach numbers, rising with increasing an-
gle of attack as expected. The drag coefficient for transonic Mach numbers is
largest, Fig. 3.14, upper right.

The maximum lift-to-drag ratio L/Dmax ≈ 5 occurs at α ≈ 10◦ for sub-
sonic Mach numbers and somewhat below 2◦ for in the low supersonic and hy-
personic regimes, Figs. 3.14 and 3.15, both lower left. These values are some-
what lower than values found for HOPPER and HOPE-X.

Fig. 3.13. HERMES shape 1.0: pressure distribution resulting from a numerical
flow field simulation (left), synthetic image (middle), planform view (right) [22].
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Fig. 3.14. Aerodynamic data of the HERMES shape 1.0 for the subsonic through
low supersonic Mach number regimes, moment reference point xref = 0.6 Lref . Data
source: [23].

The pitching moment data shown in Fig. 3.14 (lower right) indicate static sta-
bility for transonic/low supersonic Mach numbers (1.1 � M∞ �� 1.5) up
to α ≈ 10◦ but no trim point, and instability for subsonic and low supersonic
Mach numbers. This behavior is essentially in agreement with the data of other
vehicles discussed in this Section, see Figs. 3.18, 3.19, and 3.29. For higher su-
personic and hypersonic Mach numbers, static stability and trim are observed
for α ≈ 40◦, Fig. 3.15, lower right. Mach number independence of CL and CD

is seen for M � 6 to 8.
As an example of the effectiveness of the body flap, consider the example

at M∞ = 10, Fig. 3.16. With a positive (downward) body flap deflection one
can shift the trim point to lower α values if the flight trajectory would require
this. By applying a body flap deflection of ηbf = 10◦, for example, the trim
point is shifted from α ≈ 38◦ to α ≈ 27◦.

As will also be seen in Fig 3.31 for the HOPPER/PHOENIX shape, it is
not unusual that a re-entry vehicle operates with negative body flap deflections
in order to trim the vehicle, Sub-Section 3.4.2 and Sub-Section 6.1.2. This can
be necessary since the free-stream conditions such as the Mach number, and
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Fig. 3.15. Aerodynamic data of the HERMES shape 1.0 for the hypersonic Mach
number regime, moment reference point xref = 0.6 Lref . Data source: [23].
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moment reference point: xref = 0.6 Lref . Data source: [23].
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Fig. 3.17. HOPE-X shape: synthetic image, [24, 25]. Note that the shape of the
synthetic image differs somewhat from that of the panel model.

the angle of attack, vary strongly over a wide range. In the HERMES project,
investigations in this regard were carried out. Figure 3.16 shows that by de-
flecting the body flap by ηbf = −15◦ and the elevators by ηel = −10◦, the
pitching moment increases strongly, which can help to trim the vehicle, espe-
cially at high angle of attack. The effect of flap-force reduction at negative flap
deflection angle increases with increasing angle of attack, Sub-Section 6.1.2.

3.3.3 HOPE-X Configuration

In the 1980s, Japan joined the community of nations striving for an autonomous
access to space. Besides rocket activities, Japan developed a conceptual re-
entry vehicle called HOPE which was planned for payload transportation to
and from the ISS. Due to budget constraints in the 1990s, this program was
re-oriented to develop a smaller, lighter and cheaper vehicle, called HOPE-X,
which was to operate unmanned, Fig. 3.17. The project was cancelled in 2003.

Figure 3.18 shows the aerodynamic data of longitudinal motion for sub-
sonic and transonic Mach numbers. The lift coefficient of this vehicle with a
slender wing is somewhat independent of the Mach number, indicating a be-
havior according to slender body theory [13].

TheL/D values in the subsonic regime are similar to those of the HOPPER
vehicle, Fig. 3.29, with a with a maximum of about 6 at α ≈ 10◦. Also, the
agreement of the pitching moment with its distinct static stability and trim
behavior atM∞ = 1.1 of the two shapes is noteworthy. Further, the marginally
static stability for 0.8 � M∞ � 0.9 with the strong trend to become unstable
at higher angles of attack should be emphasized. Beyond the transonic regime,
say forM∞ � 1.1, L/Dmax drops for HOPE-X, like for all re-entry vehicles, to
values not very much greater than 2, see also Figs. 3.14, 3.15, 3.18, 3.19, and
3.29.

The aerodynamic data for the supersonic and hypersonic Mach number
regime, shown in Fig. 3.19, are the outcome of a set of approximate design
methods, [24]. Mach number independence is present aboveM∞ ≈ 6. Again, a
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Fig. 3.18. Aerodynamic data of the HOPE-X shape for the subsonic and transonic
Mach number regime. Data source: [24].

comparison with the data of the HOPPER configuration, Fig. 3.30, indicates
the same trends.

Further we concern ourselves with the trim feasibility and the static sta-
bility of the vehicle. With a body flap deflection of ηbf = 0◦, trim and static
stability can be achieved for M∞ � 4.0 and α � 30◦, Fig. 3.19. Application
of a large body flap deflection of ηbf = 30◦ leads to a corresponding nose-
down pitching moment and a slight increase of the static stability, but creates
a problem to trim the vehicle, Fig. 3.20, below. The same is still true when the
center-of-gravity is shifted forward by 2.5 per cent, Fig. 3.20, above.

3.3.4 X-34 Configuration

In July 1996, NASA started a program with the goal of developing key tech-
nologies for transporting payloads and crews to space by using reusable launch
vehicles. It was planned to prove these technologies in a realistic flight envi-
ronment. For this reason, two demonstrators, the X-33 and the X-34 were de-
veloped. The X-34 concepts are shown in Fig. 3.21. For the X-33 no data are
available, therefore, we discuss only available data of the X-34.
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Fig. 3.19. Aerodynamic data of the HOPE-X vehicle for the supersonic and hyper-
sonic Mach number regime. Data source: [24].

The mission profile of X-34 was as follows:

• captive carriage under the belly of a L-1011 aircraft up to an altitude of 11.5
km at a Mach number M∞ = 0.7,

• drop-separation from a L-1011 aircraft,
• ignition of the rocket engine and acceleration to M∞ = 8 at an altitude of

76.2 km,
• gliding back to Earth after engine burn-out, and execution of an autonomous

landing on a conventional runway.

Some of the key technologies initially planned for demonstration were:

• lightweight composite airframe structures,
• advanced thermal protection systems,
• low cost avionics,
• automatic landing techniques.

In March 2001, NASA decided to terminate the technology program including
test flying the X-34 vehicle.
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Fig. 3.20. Pitching moment behavior of the HOPE-X shape. Influence of the varia-
tion of the body flap angle ηbf for the nominal moment reference point (below), and
for a moment reference point shifted 2.5 per cent forward (above). Data source: [24].

Fig. 3.21. X-34 shape: planform view (left) [26], synthetic image (middle), X-34 on
NASA Dryden ramp (right) [27].

We present in Fig. 3.22 aerodynamic data of the X-34 vehicle which are essen-
tially results from wind tunnel tests [26, 28, 29].

The first salient point is that the X-34 does not encounter stall for the an-
gles of attack and Mach numbers considered, Fig. 3.22, upper left. This is sim-
ilar to the behavior of HERMES, Fig. 3.14. Secondly, the slender X-34 vehicle
achieves the highest maximum aerodynamic performance of all the vehicles
considered in this section with L/D ≈ 7.2 at M∞ = 0.3.
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Fig. 3.22. Aerodynamic data of the X-34 shape for the subsonic to the hypersonic
regime, moment reference point xref = 0.6 Lref . Data sources: [26], [28, 29].

The pitching moment follows the general trend of RV-W’s with such shapes,
i.e., that for the given center-of-gravity location, an instability is present at
subsonic Mach numbers and small angles of attack, which turns to a strong
static stability in the transonic and low supersonic regime. Further, for hyper-
sonic Mach numbers we observe instability again which is due to increasing
lift in the forward part of the vehicle, Fig. 3.22, lower right. In all cases, trim is
not found due to the strong negative, zero-lift pitching moments. Mach number
independence of the coefficients is seen for M∞ � 6.

3.3.5 X-38 Configuration

In the 1990s, NASA envisaged the development of a Crew Return Vehicle
(CRV) for the International Space Station. In case of illness of crew members
or any other emergency, the CRV should be able to bring back to Earth up to
seven astronauts. The essential point is that the crew return is done unpiloted,
which means that the vehicle operates automatically. For this mission, a lifting
body configuration, viz., the X-24A shape, was chosen and named X-38. The
vehicle had to have the following features:
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Fig. 3.23. X-38 shape, Rev. 8.3, planform view (left), vehicle #2 in free flight (mid-
dle), [27], model in wind tunnel (right) [30].

• accurate and soft landing to allow for the transportation of injured persons,
• load factor (nt, nn) minimization,
• sufficient cross range capability for reaching the selected landing site.

The X-38 is not a RV-W in the strict sense. As a lifting body, it glides like
a winged re-entry vehicle, unpowered from an orbit along a given trajectory
down to a specified altitude, but then conducts the final descent and landing
by a steerable parafoil system. The parafoil system is a must because the aero-
dynamic performance L/D of such a lifting body in the subsonic flight regime
is too low for an aero-assisted (winged) terminal approach and landing. The
aerodynamic and aerothermodynamic characterization of the X-38 shape was
made co-operatively by NASA, DLR (in the frame of the German technology
programme TETRA)12 and ESA, with Dassault Aviation as integrator of the
activities [31].

To provide enough space for seven crew members, the X-24A shape was
scaled up by a factor of 1.2 and the fuselage was redesigned on the leeward
side to increase volume volume. The resulting shape, named X-38 Rev. 8.3,
served as a technology demonstrator for the prototype CRV, see Fig. 3.23. In
2002 NASA changed its strategy and desired to pursue a multi-purpose ve-
hicle, which could include both crew transport and crew return capabilities,
instead of the single-purpose vehicle X-38. In June 2002, the X-38 project was
cancelled.

All of the RV-W’s considered so far in this section have the common feature
that they are able to conduct an aero-assisted landing. This requires a mini-
mum L/D|max value of between 4.5 and 5 in the low subsonic range. However,
as mentioned above, the X-38 as a lifting body does not strictly belong to the
class of RV-W’s. Its value of L/D|max ≈ 2 in the subsonic regime and ≈ 1.3 in
the higher supersonic regime, Fig. 3.24, lower left.

Further, the large pitching moment coefficients at small angles of attack
are due to the strong boattailing of the lower side of the flight vehicle which
can be seen in the lower right of Fig. 3.23.

Another obvious feature of the X-38’s aerodynamics is its larger drag com-
pared to HOPPER/PHOENIX and HERMES, Fig. 3.24, upper right. The

12 Technologies for Future Space Transportation Systems, 1998–2001.
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Fig. 3.24. Aerodynamic data of the X-38 shape, Rev. 8.3, for the subsonic, transonic
and supersonic flight regime, moment reference point xref = 0.57 Lref , body flap
deflection ηbf = 20◦. Data sources: [32, 33].

data, taken from the Aerodynamic Data Book (ADB)13 assembled by assem-
bled by Dassault Aviation [32], were also verified by Euler computations for
verification purposes [33] as seen in the figure. The agreement with the data
from the ADB is rather good except for the pitching moment for M∞ = 1.72,
where some deviations occur.

A further comparison with laminar Navier–Stokes solutions at M∞ =
10, 15, 17.5 at α = 40◦ is shown in Fig. 3.25. The following conclusions can
be drawn:

• Wind tunnel data are remarkably well confirmed by the data from numerical
flow simulation.

• The aerodynamic coefficients showed Mach number independence above
M∞ ≈ 6.

A peculiarity is the behavior seen in the trim cross-plot, Fig. 3.26. Throughout
the whole Mach number range, the vehicle behaves stably and can be trimmed,
13 We present the data for a body flap deflection ηbf = 20◦ since these more likely

describe the nominal case than the data for ηbf = 0◦.
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Fig. 3.25. Aerodynamic data of the X-38 Rev. 8.3 for the supersonic and hypersonic
flight regimes, moment reference point xref = 0. 57 Lref , body flap deflection ηbf =
20◦. Data sources: [32, 34]–[36] .

which is different from the pitching moment characteristics of the RV-W’s dis-
cussed before.14 Further, it is interesting to examine the effectiveness of the
body flap. Since the body flap deflection ηbf = 20◦ is the nominal case, we
concentrate on the two other cases ηbf = 0◦ and ηbf = 40◦. In the first case,
ηbf = 0◦, the pitching moment coefficient increases strongly compared to the
nominal case, so that for the two lower Mach numbers of 0.5 and 1.05, trim
can be achieved only for α � 25◦ which is not a realistic value. For the higher
supersonic Mach number (M∞ = 4.96), no trim and a reduced static stability
can be observed. In the second case, a body flap deflection of ηbf = 40◦, re-
duces strongly the pitching moment. The static stability grows and the trim
points are shifted to much lower angle of attack.

14 Note that this is a consideration in a sense different from those with the previ-
ously discussed RV-W’s. There, arbitrary pitching moment data were discussed,
i.e., for a given ηbf . Here, we study the actual trim capabilities of the vehicle.
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Fig. 3.26. X-38 shape, Rev. 8.3, pitching moment coefficient behavior for various
body flap deflection angles ηbf , moment reference point xref = 0.57 Lref . Data
source: [32].

Fig. 3.27. HOPPER/PHOENIX shape. Synthetic images: planform view (left), 3-D
view (right) [38, 39].

3.3.6 HOPPER/PHOENIX Configuration

In the frame of the “Future European Space Transportation Investigation Pro-
gramme (FESTIP),” several Reusable Launch Vehicles (RLV) concepts were
designed and developed with the goal of making access to space more reliable
and cost effective. One of these concepts is the HOPPER vehicle, Fig. 3.27,
which was foreseen to fly along a suborbital trajectory [37]. This means that
this vehicle does not reach the velocity necessary for moving into an Earth tar-
get orbit. This also means that the vehicle is not able to return to its launch
base, but has to fly to another landing ground. The main features of the system
are the horizontal take-off (sled launch) and landing capability, and reusabil-
ity. To demonstrate the low speed and landing properties of the vehicle shape,
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Fig. 3.28. PHOENIX demonstrator: Test of subsonic free flight (helicopter drop
test) and landing capability in Vidsel, Sweden in May 2004.

a 1 : 6 down-scaled flight demonstrator, called PHOENIX, was manufactured.
PHOENIX was successfully flown15 in 2004 in Vidsel, Sweden, Fig. 3.28.

The aerodynamic data set was established via tests in several wind tunnels
and Navier–Stokes. Figure 3.29 shows the lift, drag and pitching moment coef-
ficients as well as the lift-to-drag ratio for subsonic, transonic and supersonic
flight Mach numbers. These data stem exclusively from wind tunnel tests.

As expected, L/D|max ≈ 6 occurs in the subsonic regime, dropping to
L/D|max ≈ 2 in the supersonic regime. The pitching moment plot reveals
static stability for the selected center-of-gravity position for all Mach numbers
exceptM∞ = 3.96. But trim for small positive angles of attack is only achieved
for M∞ = 0.95 and 1.1. The moment reference point with xref = 0.68 Lref

was found to be a realistic center-of-gravity position through a consideration
of the internal layout of the vehicle.

The aerodynamic data for supersonic and in particular hypersonic Mach
numbers, which were derived from Navier–Stokes solutions, are displayed in
Fig. 3.30. For M � 10, lift and drag coefficients are nearly Mach number in-
dependent, but not the aerodynamic performance L/D. Further, as expected,
the vehicle behaves statically unstable in the high Mach number regime for the
neutral aerodynamic controls setting.

We describe now by which measures a vehicle can be trimmed to achieve
longitudinal static stability if, for example, the pitching moment coefficient
behaves like that of the HOPPER shape at M∞ = 3.96, Fig. 3.29. Generally a
positive (downwards) deflected body flap (ηbf > 0) causes an additional nose-
down moment. However, a negative deflection (ηbf < 0) produces an additional
nose-up moment, as can be seen in Fig. 3.31, right.

15 Another European experimental vehicle, the Italian (CIRA) PRORA-USV, [40,
41], made its first balloon-launched transonic/subsonic flight in February 2007.
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Fig. 3.29. Aerodynamic data of the HOPPER/PHOENIX vehicle for subsonic,
transonic and supersonic Mach numbers based on wind tunnel measurements. Mo-
ment reference point xref = 0.68 Lref . Data source: [38].

Usually for re-entry vehicles flying along classical entry trajectories the an-
gle of attack is 20◦ � α � 30◦ for M∞ ≈ 4, Fig. 3.1. It seems that only for
α � 30◦ a body flap deflection of ηbf = +10◦ leads to a trimmed and stable
flight situation. The other possibility for possibility for attaining static stabil-
ity consists in a forward shift of the center-of-gravity, Fig. 3.31 (left). But in
the case we consider here, the additional nose-down moment prevents trim for
ηbf = +10◦. Nonetheless, the vehicle behaves statically stable for α � 20◦ and
can be trimmed with a body flap deflection ηbf = −10◦ at α ≈ 28◦.

3.3.7 Summary

We summarize now what the aerodynamic data of the considered RV-W’s have
in common and what differences exist.

• The lift coefficient in the transonic range (0.8 � M∞ � 1.2) is, to differ-
ent degrees, nonlinear for the Space Shuttle Orbiter, HOPE-X, X-38, and
HOPPER/PHOENIX, Figs. 3.12, 3.18, 3.24, 3.29. Surprisingly, this is not
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Fig. 3.30. Aerodynamic data of the HOPPER/PHOENIX vehicle for the supersonic
and hypersonic Mach number regime based on CFD data. Moment reference point
xref = 0.68 Lref . Data sources: [38, 39], [42].

Fig. 3.31. Pitching moment behavior of the HOPPER/PHOENIX shape. Variation
of the body flap angle ηbf for the nominal moment reference point xref = 0.680 Lref

(right), and for the moment reference point xref = 0.655 Lref (left), M∞ = 3.96.
Data source: [38].
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the case for HERMES, Fig. 3.14, and X-34, Fig. 3.22. This means that pos-
sibly lee side vortices either are not produced or do not play any role (vortex
breakdown phenomena) for the pressure field on the upper body/wing sur-
face.

• The drag and the lift coefficients are not monotonic with respect to the Mach
number, but have a clearly marked maximum at M∞ ≈ 1. Figure 3.32
shows as example the behavior of the drag coefficients of all configurations at
α = 20◦ as function of M∞. They rise in the compressible subsonic domain,
reach the transonic maxima, and then decrease with increasingM∞, finally
attaining Mach number independence at different Mach numbers that is de-
pendent on the shape.

• The aerodynamic performance L/D is highest for low subsonic Mach num-
bers and reaches values well beyond 4 for the Space Shuttle Orbiter, HER-
MES, HOPE-X, X-34, and HOPPER/PHOENIX, Figs. 3.12, 3.14, 3.18,
3.22, 3.29. In the hypersonic regime, the maximum values diminish toL/D ≈
2. These observations do not apply to the X-38, since this is a lifting body
which reaches a maximum L/D ≈ 2 at medium subsonic Mach numbers,
dropping to a value of L/D ≈ 1.3 for hypersonic Mach numbers.

• The magnitude of the derivative of the pitching moment with respect to the
angle of attack dCm/dα has low positive to moderate negative values in the
subsonic regime, grows to maximum negative values in the transonic regime
and drops back to low negative or even positive values in the supersonic and
hypersonic regime for α � 20◦. This is more or less true for all shapes.

• The pitching moment depends on the position of the center-of-gravity and
the deflection of elevators and body flaps.16 But we can observe a clear ten-
dency towards static stability in the transonic regime, Figs. 3.12, 3.14, 3.18,
3.22, 3.24, 3.29. In the hypersonic regime, the Space Shuttle Orbiter, HER-
MES, HOPE-X, X-34, and HOPPER/PHOENIX are statically unstable at
lower angles of attack (α � 20◦), but are statically stable at higher higher
angles of attack, Figs. 3.12, 3.15, 3.19, 3.22, 3.30. This is in contrast to the
X-38, which is statically stable throughout, Figs. 3.24 and 3.25.

• It is remarkable that the drag coefficients of HERMES, HOPE-X, and HOP-
PER/PHOENIXattain values at high supersonic and hypersonic Mach num-
bers which are very close together. The drag coefficients along the Mach
number span of the Space Shuttle Orbiter and the X-34 are very similar
which is not so surprising as a look at the planform of both vehicles indi-
cates, Figs. 3.11 and 3.21.

16 Also of speed brakes, if available in appropriate configuration.



94 3 Aerothermodynamic Design Problems of Winged Re-Entry Vehicles

0 1 5 10 15 20
0

0.1

0.2

0.3

0.4

0.5

Mach number M∞

d
ra

g
 c

o
ef

fi
ci

en
t 

C
D

Hopper
Hope_X
Hermes
Orbiter
X−38
X−34

Fig. 3.32. Drag coefficient as function of the Mach number M∞ at α = 20◦ for the
vehicle shapes discussed in this section.

3.4 Vehicle Flyability and Controllability

3.4.1 General Considerations

Under flyability, we understand the fact that an air vehicle must be able to fly
in a determinate way. Flyability means on the one hand that the vehicle can be
trimmed. On the other hand, it concerns especially the stability about the lat-
eral axis, which is called longitudinal stability, the directional stability about
the vertical axis, and sufficient damping of roll motion around the longitudinal
axis. Longitudinal and directional stability can be considered as weathercock
stabilities, made possible in general by the provision of horizontal and vertical
tail surfaces (stabilizers) respectively.

Regarding lateral stability of RV-W’s we mention that a vertical stabilizer,
like that on the Space Shuttle Orbiter, during the high angle of attack re-entry
flight phase, Fig. 3.1, is in the “shadow” of the fuselage. Hence its effectiveness
is severely curtailed. A possibility to avoid this effect is to provide winglets,
Fig. 3.3, as was foreseen for HERMES [43]. With the Orbiter, the problem was
alleviated by the use of the reaction control system, which is in any case needed
for maneuvering in orbit. For further discussion of this and the above topics,
see Section 2.1 and Chapter 6.

The movements about the axes of a moving aircraft are coupled to a certain
degree, depending on the inertial properties of the airframe. Further, one also
has to distinguish between static and dynamic stability. We will not go into
these detailed discussions here but refer the reader to [44].

Under controllability, we understand that intended movements around all
axes must be possible. This implies control surfaces of sufficient effectiveness
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and sufficient “volume,” the latter being the product of the area of the surface
times the distance (lever arm) to the respective axis of the flight vehicle,17 all
in view of the requirements which are imposed by the respective moments of
inertia of the vehicle. Detailed topics related to controllability, such as control
surface aerothermodynamics, are treated in Chapter 6.

3.4.2 Trim and Stability of RV-W’s

A RV-W is longitudinally trimmed by a deflection of one or more trim surfaces.
These can be elevons and/or a body flap, Sub-Section 6.6.1. Downward deflec-
tion (η positive) causes an upward flap force and a nose-down (negative) incre-
ment of the pitching moment.18 Upward deflection accordingly gives a down-
ward flap force and a nose-up increment.

We now study aspects of these two trim modes in detail, with the vehicles
flying at high angles of attack, and geometrically approximated as RHPM fly-
ers, Figs. 3.33 (case 1, η > 0) and 3.35 (case 2, η < 0). In this approximation,
the z-offsets (distances to the vehicle’s x axis, Chapter 7) of both the center-of-
gravity and the center-of-pressure, Section 7.1, are zero in the untrimmed case,
and small and negligible in the trimmed case. We note that the forceF aero,trim

in the figures is equal to the sum of all forces acting on the vehicle on the flight
path, Fig. 2.5, found with a point-mass consideration. Here we consider the
moment balance and nothing else.

Although actually elevons and/or a body flap may be employed, we use sim-
ply the term ‘body flap’ when speaking of the aerodynamic trim surface. The
figures are schematics, and the flight path angles γ and the deflection angles of
the body flap ηbf are exaggerated. Exaggerated too are the sizes of the body
flap forces F bf , and the magnitudes of the trimmed forces F aero,trim and the
lift L and drag D components are not the same in both cases.

It is important to remember that in the untrimmed situation, the body flap
is fixed in the neutral position ηbf = 0◦, Section 3.3. This means that it con-
tributes with F bf,η=0 to the force F aero. Hence F bf,η=0 must be vectorially
subtracted from the flap force F bf , when the body flap is deflected, but also
from F aero. We call the resulting flap force F bf,net.

In Figs. 3.33 and 3.35 we illustrate the subtraction schematically. We do not
include the correct corresponding force polygons. The forceF aero is considered
as reduced by F bf,η=0. The forces F bf are assumed to act in the middle of the
trim surfaces in direction normal to them.

In Fig. 3.33, we show schematically how longitudinal trim is achieved with
the downward deflection of the body flap, ηbf > 0. The action line a1 of the
untrimmed lift force F aero lies somewhat forward of the center-of-gravity
where the trimmed force F aero,trim acts. The action line a2 of the net force
of the body flap,

17 The axes have their origin at the center-of-gravity of the vehicle.
18 For the definition of aerodynamic forces and moments see Fig. 7.3, Section 7.1.
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Fig. 3.33. Schematic of longitudinal trim of a RV-W at large angle of attack (geo-
metrical RHPM approximation) with downward deflected body flap: involved force
vectors F and lever arms l as well as lift L and drag D in untrimmed (‘aero’, broken
lines) and trimmed (‘aero,trim’, full lines) situation. The action lines of the forces F
are denoted by a1 to a3.

F bf,net = F bf + F bf,η=0,

crosses a1 below the center-of-gravity. Important is the observation, that trim
is achieved, for this specific constellation, only if the action line a1 of F aero lies
forward of the center-of-gravity, which then results in the moment balance

laero|F aero| = lbf |F bf,net|.

Figure 3.33 also illustrates how the downward deflected trim flap creates the
aerodynamic trim force F bf,net. This force added to F aero gives the trimmed
aero force

F aero,trim = F aero + F bf,net,

see Fig. 3.34a). The action line a3 of Faero,trim crosses the center-of-gravity,
which is now also the center-of-pressure. The resultant moment around the
center-of-gravity is zero and the vehicle is trimmed.
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Fig. 3.34. Force polygons: cases a) with downward and b) with upward deflected
body flap.

Because the original untrimmed forceF aero acts ahead of the center-of-gravity,
the vehicle flies trimmed, but statically unstable.19 The static margin is nega-
tive and approximately equal to laero in Fig. 3.33.20

However, a situation can also be found in RV-W’s where the body flap/ele-
vons are deflected upwards, Sub-Section 6.1.2. We show this situation without
a detailed discussion in Figs. 3.35 and 3.34b). Now, the original untrimmed
force F aero acts downstream of the center-of-gravity. Therefore, with the up-
ward deflected body flap, the vehicle flies trimmed and statically stable. The
static margin is positive and approximately equal to laero in Fig. 3.35.

Although we have considered the RV-W at large angle of attack only in the
geometrical RHPM approximation, the results can be generalized:

– Downward deflection of body flap/elevons means trimmed but statically un-
stable; upward deflection trimmed but statically stable flight of the vehicle.

– In the statically unstable caseL/D|aero,trim < L/D|aero, Fig. 3.33 (compare
also Figs. 3.12 and 2.3). This holds also for the statically stable case, Fig.
3.35.

– If the vehicle is statically unstable, lift L and drag D are larger in the
trimmed than in the untrimmed case, Figs. 3.33 and 3.34a), but smaller,
if the vehicle is statically stable, Figs. 3.35 and 3.34b).

19 This is in contrast to classical aircraft which fly stably. There the longitudinal
trim is achieved by horizontal surfaces (elevators), which have a negative angle
of attack and exert a downward force.

20 In the literature one finds sometimes that this case, i.e., the untrimmed force
F aero acting ahead of the center-of-gravity, is considered to have a positive
static margin.
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Fig. 3.35. Schematic of longitudinal trim of a RV-W vehicle (geometrical RHPM
approximation) at large angle of attack with upward deflected body flap. For details,
see Fig. 3.33.

3.5 The Hypersonic Pitching Moment Anomaly of the
Space Shuttle Orbiter

During the first flight of the Space Shuttle Orbiter (STS-1), the so-called hyper-
sonic pitching moment anomaly was manifested up. This is due to the pitch-up
moment being larger than predicted in the high flight Mach number domain.
This situation required a (downward) body flap21 deflection, which was more
than twice as large as predicted, Fig. 3.36 [45]. Together with the pitching mo-
ment discrepancy, a discrepancy between the predicted and the actual normal
force was also observed.Angles of attack corresponding to the flight Mach num-
bers in Fig. 3.36 are, with small departures, α = 40◦ from M∞ ≈ 24 down to
M∞ ≈ 10, and α = 25◦ at M∞ ≈ 5, see [46] and also Fig. 3.1 of this book.

Figure 3.36 shows that the largest deviation (factor approximately two)
from the predicted body flap deflection angle occurs fromM∞ ≈ 17 to M∞ =
24. Below M∞ ≈ 8, predicted and flight data are, with some noteworthy ex-
ceptions, close to each other.

It can be a useful exercise for the reader to deduce the free-stream data,
at least approximately, from the altitude-velocity map, Fig. 2.2 and the at-
mospheric data given in Appendix B, and to compare them with the data
from [47].

21 Originally the body flap was to act as a heat shield for the nozzles of the main
engines of the Orbiter, now it became the primary longitudinal trim device [48].
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Fig. 3.36. Predicted and flight data of body flap deflection for trim as function of
the flight Mach number of the first flight (STS-1) of the Space Shuttle Orbiter [45].

What caused this “anomaly,” which was subsequently extensively studied [17,
18]? Before we discuss the problem in detail, we look at the trim situation and
list possible causes of the anomaly.

3.5.1 Trim Situation and Possible Causes of the Pitching Moment
Anomaly

Investigations after the first mission of the Space Shuttle Orbiter revealed that
the actual center-of-pressure location was further forward than derived from
ground simulation and numerical modeling before flight.22 This means that
the action line a1 in Fig. 3.33 of the untrimmed lift force F aero would lie even
further forward than shown in that figure. It is evident that this induces an
additional nose-up moment. It is also evident that a larger downward deflection
angle of the trim flap was necessary to trim the vehicle, Fig. 3.36.

We now consider the aerodynamic surface forces acting on the vehicle and
causing forces and moments, regarding only the longitudinal motion. These
surface forces are basically the wall pressure pw and the skin-friction τw, Fig.
3.37. It is important to note that the wall pressure can be increased by hyper-
sonic viscous interaction [1]. Hypersonic viscous interaction can occur during
hypersonic flight at high altitudes, where large local Mach numbers in combi-
nation with low unit Reynolds numbers (both defined at the boundary layer
edge) lead to thick boundary layers which then induce an additional wall pres-
sure.

Neglecting pw and τw in the “shadow” parts of the configuration (indicated
by broken lines), the forces on the vehicle and the contributions of pw and τw
to them are basically, though very approximately:

– the lift which is the force in direction normal to the flight pathL = L(pw, τw),

22 At α = 40◦, this was approximately 0.3 m in the numerical simulation of [14],
which amounts to a little bit less than 1 per cent body length.
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Fig. 3.37. Longitudinal motion: schematic of the wall pressure pw and the skin-
friction τw acting on the surface of a RV-W (broken lines: small forces which can be
neglected in the considerations). Not indicated are the integral forces: lift, drag, etc.

– the drag which is force in direction of the flight path D = D(pw, τw),
– the axial force which the force in direction of the vehicle axisA = A(pw , τw),
– the normal force which is the force in direction normal to the vehicle axis
N = N(pw, τw),

– the trim force on elevons/body flap Ftrim = Ftrim(pw, τw),
– the pitching moment moment M = M(pw, τw), which is zero if the vehicle

is trimmed.

It is noteworthy that the aerodynamic performance of the Orbiter in the hy-
personic flight domain was well predicted as demonstrated in the first flight
except for the normal force N and the longitudinal trim characteristics [45].

Major possible effects that were not adequately taken into account in the
aerodynamic data base were seen and studied:23

– High temperature real gas and Mach number effects24 [14, 49]–[53].
– Viscous forces and effects, including hypersonic viscous interaction, regard-

ing both airframe and trim surface aerodynamics [14, 54, 55]. Trim surface
and elevon effectiveness can also be adversely affected by erroneous bow
shock shapes in ground facility simulations [14].25

Other factors potentially having played a role are [14]:

– Insufficient knowledge of actual atmospheric properties, especially air den-
sity, during re-entry.

23 Only a few papers are cited.
24 This is connected to the extent that Oswatitsch’s Mach number independence

principle for blunt bodies is valid in ground facility simulations.
25 Trim surface effectiveness, however, obviously was sufficient, see the discussion

on page 309 of this book.
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– Uncertainties in the actual location of the center-of-gravity of the flight ve-
hicle.

– Possible small aerodynamic shape difference between the actual flight vehi-
cle and the ground-facility simulation models.

3.5.2 Pressure Coefficient Distribution at the Windward Side of
the Orbiter

Remember, that except for the pitching moment and the normal force, all aero-
dynamic forces and moments were predicted sufficiently well. We assume there-
fore that it is sufficient to study only the wall pressure distribution at the lower
side (windward side) of the Orbiter in view of the pitching moment anomaly,
taking into account the configurational particularities of the lower side of the
vehicle. The wall pressure is the most important force acting on the windward
side of the vehicle. Unfortunately, no detailed information about the other
forces is available.

Early viscous computations on simple shapes had shown that high tempera-
ture real gas effects reduce aerodynamic forces and the (nose-up) pitching mo-
ment [49].26 On the other hand, viscous forces, i.e., the wall shear stress, acting
mainly on the windward side of the flight vehicle, will induce a pitch-down in-
crement, as can be deduced from Fig. 3.37.

We now investigate the pressure coefficient distributions along the lower
symmetry line of the vehicle at two angles of attack. The computations for
the two cases27 taken from [49] (α = 25◦, inviscid, Fig. 3.38) and [51] (α =
40◦, viscous, Fig. 3.39) were made with a modified vehicle configuration.28 We
use M∞ = 10 with perfect gas (γ = 1.4) as the reference pre-flight case and
M∞ = 24 with equilibrium/non-equilibrium gas model as the reference post-
flight case.

During the aerodynamic shape definition process of the Orbiter, it was ob-
served that high temperature real gas effects reduce cpw on the lower (wind-
ward) surface of the vehicle. This observation does not hold where a re-com-
pression after an overexpansion takes place. In the α = 25◦, case this is at
300.0 in. � Z � 450.0 in. on the centerline, Fig. 3.38. If we change our notation

26 Regarding the high temperature real gas effects, numerical studies in the af-
termath of the discovery of the hypersonic pitching moment anomaly show a
different picture, which possibly is due to the particular shape of the lower side
of the vehicle.

27 We have noted above, that the flight Mach number at α = 25◦ is M∞ ≈ 5. In
[49] results are presented—obviously due to the limited computation capabilities
at that time—for this angle of attack, though for flight Mach numbers which
belong to the α = 40◦ regime. However, for high flight Mach numbers α = 25◦

is included in the aerodynamic design data book of STS-1 [20]. We keep the α
= 25◦ case in the following investigations in order to widen our data base.

28 This was necessary because of the weak computer resources in 1983 and still in
1994. Later, investigations with the full geometry were made [53].
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Fig. 3.38. Wall pressure coefficients cpw along the windward symmetry line of the
Orbiter configuration [49]. Angle of attack α = 25◦, inviscid computations.

from Z to x, this amounts to 0.23 � x/L � 0.35.29 Note that at this location,
the longitudinally flat surface part of the windward side of the vehicle begins.
This location is also approximately where the crossover of cpw as function of
M∞ and high temperature real gas effects, mentioned in Sub-Section 3.2.1, oc-
curs.

In the α = 40◦ case, the re-compression occurs slightly ahead of that
region, Fig. 3.39. The reduction of cpw , however, is strongest in the region
1, 060.0 in. � Z � 1, 290.3 in. (0.82 � x/L � 1.0). The authors of [49] re-
mark that other unpublished results indicate only weak Mach number effects,
i.e., Mach number independence, so that the differences in cpw probably can
be attributed mainly to high temperature real gas effects.

Before we analyze both cases together, we note two points regarding the
α = 40◦ case, Fig. 3.39. Firstly, the figure was made with an axis convention
different to that of Fig. 3.38. The stagnation point lies at z = 0 in. (x/L =
0) at the right-hand side, whereas the end of the vehicle lies at z = −1, 290
in. (x/L = 1) at the left-hand side. Secondly, the non-dimensional pressure
p/ρ∞v2

∞ = pw/(2q∞) in Fig. 3.39 can be converted into the pressure coefficient
cp by means of the relation:

cp = cpw =
p− p∞
q∞

=
2 p

ρ∞v2∞
− 2
γ∞M2∞

. (3.9)

29 L = 32.7736 m = 1,290.3 in. is the length of the Orbiter without the 2.21 m
(87.0 in.) long body flap [48].
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Fig. 3.39. Wall pressure p/ρ∞v2
∞ (≡ pw/ρ∞v2

∞) along the windward symmetry line
of the Orbiter configuration [51]. Angle of attack α = 40◦, viscous computations for
wind tunnel and for flight at H = 70 km altitude.

The overall pattern of the pressure distribution on the windward symmetry
line in the α = 40◦ case (Fig. 3.39) is quite similar to that in the α = 25◦ case
(Fig. 3.38).

The reader is now asked to note in both figures the pressure plateau30 at
0.4 � x/L � 0.82, and the strong drop of cpw at 0.82 � x/L � 1. In order to
understand these properties of the pressure field, consider Figs. 3.40 and 3.41.
We see from the first of these figures that the lower surface of the flight vehicle
is flat in longitudinal direction in the range 0.12 � x/L � 0.82. Boattailing be-
gins at x/L ≈ 0.82 with an angle of approximately 6◦. Boattailing of a fuselage
usually is applied in order to increase the scrape angle for take-off and landing,
to influence (in low speed flight) the vehicle’s pitching moment, and to reduce
the base area (hence the base drag). Further, Fig. 3.41 shows a slight positive
(upward) dihedral of the lower side of the vehicle. Such a dihedral shape im-
proves rolling and also lateral/directional stability [44]. Behind x/L ≈ 0.62,
the lower side, approximately below the fuselage, is rather flat.

Hence for 0.4 � x/L � 0.82, the lower side of the flight vehicle can be con-
sidered as approximately flat, except for the dihedral area of the outer wing,
Fig. 3.6. This means that, for the angle of attack regime considered in this sec-
tion, the flow there—initially between the primary attachment lines—is ap-
proximately two-dimensional in nature, as is discussed in Sub-Section 3.2.2.
This can also be seen from earlier computational and oil-flow data [51, 53, 55].

We come now back to the behavior of cpw in Figs. 3.38 and 3.39. The pres-
sure plateaus at 0.4 � x/L � 0.82 obviously are due to the longitudinal flatness

30 We switch completely over from the Z notation to the x or, equivalently, the
x/L notation.
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Fig. 3.40. Plan and side view of the Orbiter [14].

of the lower side of the flight vehicle. We assemble the cpw data (case 1.a and
1.b from Fig. 3.38 and case 2.a to 2.c from Fig. 3.39) at the location x/L = 0.62
in Table 3.4.

We see that in case 2.b, cpw is slightly larger than that in case 2.a. It is not
quite clear what is to be expected. Note that the data from Fig. 3.39 had to be
converted with the help of eq. (3.9). Usually in this part of the configuration,
for a given angle of attack, the wall pressure coefficient cpw decreases with in-
creasingM∞ and with the presence of high temperature real gas effects. At the
forward stagnation point (data are not shown in the table), we expect, accord-
ing to Fig. 3.5 in Sub-Section 3.2.1, that cpw is largest for the highest Mach
number and with high temperature real gas effects present. This is indicated
for the α = 40◦ case in Fig. 3.39.

In [1], it is discussed that the windward side boundary layer on a RV-W
at large angle of attack is initially a subsonic, then a transonic and finally a
low supersonic boundary layer.31 The boundary layer edge Mach numbers are
rather small. In [56], it is reported that during an Orbiter re-entry, these are
typically at most Me ≈ 2.5 and mostly below about 2. Hence, we assume that

31 This boundary layer is characterized by very high temperatures and hence high
temperature real gas effects, by strong wall-normal temperature gradients due
to surface radiation cooling and is, depending on the TPS, influenced by surface
roughness.
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Fig. 3.41. Cross sections of the simplified Orbiter geometry (Viscous Model =
HALIS configuration) [14].

Table 3.4. Wall pressure coefficients cpw in the lower symmetry line of the Orbiter
at x/L = 0.62 for α = 25◦ (Fig. 3.38) and α = 40◦ (Fig. 3.39).

Case Fig. α M∞ γ x/L cpw

1.a 3.38 (invisc.) 25◦ 10.3 1.4 0.62 0.41

1.b 3.38 (invisc.) 25◦ 26.1 equil. 0.62 0.38

2.a 3.39 (visc.) 40◦ 10 1.4 0.62 0.89

2.b 3.39 (visc.) 40◦ 24 1.4 0.62 0.90

2.c 3.39 (visc.) 40◦ 24 non-eq. 0.62 0.88

we have supersonic flow in the α = 25◦ case, but low supersonic flow in the
α = 40◦ case.

This is important, because the boattailing, which begins at x/L ≈ 0.82,
leads to a flow expansion only if the flow ahead of it is supersonic. Such a sit-
uation is present even at the large angles of attack during the initial re-entry
flight phase. The effect can be understood and approximated basically with the
help of the Prandtl–Meyer expansion [1], or understood qualitatively in terms
of the stream-tube behavior [13]. However, behind x/L≈ 0.82 the pressure co-
efficient drops further, therefore we have neither a “centered” nor a “simple”
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expansion [1]. One could speak of a “distributed simple” expansion due to the
initially curved boattailing, Fig. 3.40.

In cases where the plateau wall Mach numbers are subsonic (angles of at-
tack larger than considered here), one can assume that the pressure would in-
crease in the boattailing region and induce a nose-down increment of the pitch-
ing moment. A “pitching moment reversal” is indeed present for α � 50◦ [57].
In the literature, see for instance [53], it usually is not attributed to a boattail-
ing re-compression due to a subsonic plateau Mach number.

We consider now the situation in the boattailing region 0.82 � x/L � 1.
In Figs. 3.38 (α = 25◦) and 3.39 (α = 40◦), we see that there are quantita-
tive differences in the cpw behavior compared to that in the upstream pressure
plateau region. In the boattailing region, the differences in cpw become much
larger when we go from the lower flight Mach number cases with perfect gas to
the higher flight Mach number cases which take into account high temperature
real gas effects. Remembering the remark in [49] that Mach number effects were
found to be small (Mach number independence), these differences can then be
attributed mostly to high temperature real gas effects.

Whether the assumption of equilibrium or non-equilibrium behavior of the
gas plays a role cannot be decided with the available data. The M∞ = 24 case
corresponds to a flight altitude of about 72 km. Considering the length of the
pressure plateau on the windward side of the flight vehicle 0.4 � x/L � 0.82
which amounts to approximately 14 m, one can assume that thermo-chemical
equilibrium is attained in the inviscid flow part of the shock layer. We come
back to the influence of flight Mach number and high temperature real gas
effects in Section 3.6, considering then also the influence of the two different
angles of attack.

For the quantitative study of the situation in the boattailing region, data
are collected in Table 3.5. There cpw data (cases 1.a and 1.b from Fig. 3.38 and
cases 2.a to 2.c from Fig. 3.39) are given for the location x/L = 0.91 which is
approximately the middle of the boattailing region. We see in the boattailing
region at x/L = 0.91 a stronger influence of high temperature real gas and
Mach number effects than in the pressure plateau region at x/L = 0.62. The
pressure coefficient cpw drops in all cases appreciably. Related to theM∞ = 10
and M∞ = 10.3 cases, the reduction of cpw at x/L = 0.91 is about 22 per cent
(case 1.b) and 13 per cent (case 2.c).

These reductions appear not to be excessive.32 However, considering the
area of the boattailing region33, and the distance of this region to the center-
of-gravity, approximately 9.04 m, this amounts to an appreciable pitch-up mo-

32 The reader should note, that these are values found in the lower symmetry line.
They are only approximately constant in span-wise direction. Probably the ef-
fect diminishes in that direction (three-dimensionality effects due to the dihedral
of the outer wing, Fig. 3.6).

33 The boattailing region has a length of approximately 5.9 m, a width of approx-
imately 23.0 m, hence an area of approximately 135.7 m2.
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Table 3.5. Wall pressure coefficients cpw in the lower symmetry line of the Orbiter
in the boattailing region at x/L = 0.91 for α = 25◦ (Fig. 3.38) and α = 40◦ (Fig.
3.39).

Case Fig. α M∞ γ x/L cpw

1.a 3.38 (invisc.) 25◦ 10.3 1.4 0.91 0.26

1.b 3.38 (invisc.) 25◦ 26.1 equil. 0.91 0.20

2.a 3.39 (visc.) 40◦ 10 1.4 0.91 0.63

2.b 3.39 (visc.) 40◦ 24 1.4 0.91 0.61

2.c 3.39 (visc.) 40◦ 24 non-equil. 0.91 0.55

ment increment in both angle of attack cases34, see Problem 3.5. Obviously it
was mainly just this not so very large reduction of cpw in the boattailing re-
gion which caused the hypersonic pitching moment anomaly experienced with
STS-1.

Remembering that the pressure coefficient at the forward stagnation point
becomes larger with larger flight Mach number, and also when high tempera-
ture real gas effects are present, Fig. 3.5, we have another potential pitch-up
moment increment to take into account. In this case the affected surface por-
tion is small, maybe about 1.0 m2, but the lever arm is rather large with ap-
proximately 21.3 m. Here, the potential increment is not large, but should be
appreciated, see Problem 3.7.

3.5.3 The Forward Shift of the Center-of-Pressure

We show in a simple way that the reduction of the wall pressure in the boat-
tailing region, Figs. 3.38 and 3.39, as well as Table 3.5, leads to a forward shift
of the center of pressure and to a reduction of the normal force. Consider the
action lines of the forces in Fig. 3.42. The action line of the force on the boattail-
ing region, Fbt, crosses that of the force Fms of the remaining portion (main
surface) of the windward side of the vehicle, in the upper part of the figure.
The action line ares of the resulting force, Fres, crosses the vehicle surface in
the center of pressure at xcp. If nowFbt is reduced, then Fres is reduced to F ′

res,
and the new action line a′res as well as the new center of pressure x′cp are shifted
forward. An increase of the pressure in the boattailing region would shift the
center of pressure in downstream direction.

34 The identification of this effect on the Russian BURAN vehicle (first and only
flight on November 15, 1988) obviously was achieved already in 1980, before the
first Space Shuttle Orbiter re-entry flight in April 1981 [50].
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Fig. 3.42. Geometrical RHPM approximation of the windward side of the Space
Shuttle Orbiter: aerodynamic forces, their action lines, and the centers of pressure.
Note that the boattailing angle is exaggerated.

If the boattailing angle δbt and all other angles δ are very small,35 we can write
the simple balance

xcp Fres = xms Fms + xbt Fbt, (3.10)

and find with Fres = Fms + Fbt for xcp

xcp =
xms + xbt(Fbt/Fms)

1 + Fbt/Fms
. (3.11)

If Fbt � Fms we get

xcp ≈
(
xms + xbt

Fbt

Fms

)(
1 − Fbt

Fms

)
, (3.12)

and finally
xcp ≈ xms + (xbt − xms)(Fbt/Fms). (3.13)

This relation reflects directly the observation which we made with the help of
Fig. 3.42, viz., the reduction of the wall pressure in the boattailing region and
35 In this case, the resultant force is equal to the normal force: Fres = N .
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hence ofFbt results in a forward shift of the center of pressure. The pitch-up mo-
ment is increased, the normal force reduced, the other forces (axial, lift, drag)
are, due to the given configuration and flight attitude, only a little changed.

Problem 3.8 yields despite the simple approach for α = 40◦ a forward shift
of approximately 0.3 m which compares well with the data given in [14]. The
original data were: center-of-gravity located at xcog = 21.30 m (xcog/Lref =
0.65), center of pressure at xcp ≈ 21.71 m. This means xcp > xcog and a pos-
itive static stability margin, Sub-Section 3.4.2. Even with the forward shift of
|∆xcp| ≈ 0.3 m the margin would remain positive.

However, the actually flown center-of-gravity was 0.667 � xcog/Lref �
0.671 [21], which amounts to xcog = 21.86–21.99 m. The stability margin was
negative from the beginning. The predicted downward deflection of the body
flap as the main trim surface was at high flight Mach numbers ηbf ≈ 7◦, Fig.
3.36. The (unexpected) forward shift |∆xcp| ≈ 0.3 m then made ηbf ≈ 17◦

necessary in flight. (Note that most of these numbers are not measured, but
post-flight computed numbers.)

3.6 The Hypersonic Pitching Moment Anomaly in View of
Oswatitsch’s Mach Number Independence Principle

3.6.1 Introduction

When the Orbiter was developed, the major aerodynamic design tools were
approximate (impact) methods and ground simulation facilities. The discrete
numerical methods of aerothermodynamics were in their infancy [49]. What
were available and used thoroughly were similarity rules, correlations and pa-
rameters [58]. Considered were weak and strong viscous interaction, rarefac-
tion effects, high temperature real gas effects, etc. Also employed was, usually
not explicitly mentioned, Oswatitsch’s Mach number independence principle
for blunt bodies in hypersonic flow [59], see also [1].

The Mach number independence principle says, basically, that above a cer-
tain flight Mach number, several properties of the flow field in the shock layer
become independent.36 of the flight Mach number37 This principle holds for the
shape of the bow shock surface, streamline patterns, the sonic surface, and the
Mach lines in the supersonic part of the flow field. The density ratio ρ/ρ∞, the
pressure coefficient cp and with the latter the force and moment coefficients, are
also independent ofM∞. These items thus do not depend on the free-stream or
flight Mach number, but only on the body shape and also on the ratio of spe-
cific heats γ. The latter means, that gas flow with constant γ must be present
everywhere for Mach number independence.
36 Independence is reached asymptotically, see for instance the graphs in Sec-

tion 3.2. Independence hence has an approximative character. For certain ap-
plications it may be appropriate to define an error bound.

37 Actually this is a precise definition of hypersonic flow.
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In practice Mach number independence means that if we obtain for, a given
body shape experimentally for instance the force coefficients at a large enough
Mach numberM ′

∞ (saturation Mach number), these coefficients are valid then
for all larger Mach numbers M∞ > M ′

∞. This can happen, depending on the
body shape, for free-stream Mach numbers as low as M∞ = 4–5. In [58], it is
argued, without going in detail, that Oswatitsch’s independence principle for
blunt bodies also holds for non-perfect gas flow and also for viscous flow.

The independence principle, although seldom cited in the literature, was
underlying in the aerodynamic shape definition and the data set generation
work for the Orbiter. The baseline Mach number range in ground facility sim-
ulation for the data set generation was M ≈ 8–10, [46]. In this Mach number
range the available facilities are large enough for high fidelity models while hav-
ing high productivity.

Due to the thorough and risk-conscious work in the aerothermodynamic
design process, the aerodynamic performance of the Orbiter was largely found
as predicted. The only very critical misprediction was that of the pitching mo-
ment which, as we have seen in the last sub-section, can be traced back mostly
to the flow behavior in the boattailing region.

That the blunt body Mach number independence principle holds for perfect
gas flow is a matter of fact, see also the simple examples in Section 3.2. In view
of the practical application, two questions arise:

1. What is (for perfect gas flow) the saturation Mach numberM ′∞ for a given
blunt body shape?

2. How do high temperature real gas effects affect the principle?

The first of these questions can only be answered experimentally or compu-
tationally by trial and error, taking into account that Mach number inde-
pendence is reached asymptotically. The second question, whose answer can
give us a clue as to why the pitching moment anomaly exist could also be ap-
proached by trial and error. In the following sub-sections we try, however, to
answer the question with inviscid flow data found by computational and ana-
lytical means.

We study the influence of the flight Mach number and high temperature
real gas effects on the wall pressure for the two angles of attack α = 25◦ (Fig.
3.38) and α = 40◦ (Fig. 3.39) with blunt-cone approximations, Section 10.1, of
the lower symmetry line of the Space Shuttle Orbiter. The two geometries with
boattailing are shown in Fig. 3.43. The generatrices of the blunted cones are
the lower side symmetry lines of the Orbiter. The forward stagnation points
are located at x = 0. The nose radii were taken from [60], see also [61], where
they were introduced as effective nose radii, depending on the angle of attack.
The semi-vertex angles are identical with the angles of attack. The locations
X at the lower side symmetry line of the Orbiter, Fig. 3.40, are found with
xbc = X/ cosα. The location x/L = 0.82, where the 6◦ boattailing, Sub-
Section 3.5.2, begins, are xbc = 24.35 m and 20.58 m, respectively.
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Fig. 3.43. Blunt cone approximation of the lower symmetry line of the Space Shuttle
Orbiter for two angles of attack: a) α = 25◦, b) α = 40◦. The semi-vertex angles of
the blunt cones are identical with the angles of attack.

3.6.2 Wall Pressure Coefficient Distribution

The wall pressure coefficient cpw (x) was found with a time marching finite-
difference method for the solution of the non-conservativeEuler equations with
bow shock fitting [62]. This method gives an accurate bow shock location and
excellent entropy conservation along streamlines, particularly along the body
surface. An advanced shock fitting method based on the quasi-conservatively
formulated Euler equations [63], was employed for the determination of the
data given in Fig. 3.44 [64].

Figure 3.44 shows the computed wall pressure coefficients for four flight
Mach numbers for perfect (ID) and equilibrium (EQ) real gas for the blunt cone
approximations of the windward symmetry line of the Space Shuttle Orbiter
at the two angles of attack. Note that the distributions are given along the gen-
eratrices of the blunt-cone configurations, Fig. 3.43, i.e., on the real windward
symmetry line of the Orbiter, Fig. 3.40. The results are in good qualitative and
quantitative agreement with the data of Figs. 3.38 and 3.39.

In the boattailing region, however, we see a different qualitative behavior
compared to Figs. 3.38 and 3.39. Here, we reach cpw (x) plateaus, which is not
the case there. This difference is caused by the geometrical modeling of the
onset of the boattailing at the blunt cones, which is different from that at the
Orbiter. In general, ahead of the boattailing region, the influence of M∞ and
high temperature real gas effects is small for both angles of attack. Although
the curves are not very smooth, we see that cpw(x) is slightly smaller for larger
M∞ and in the equilibrium, real gas case compared to the perfect gas case.
The picture changes in the boattailing region. Here, the influence of M∞ is
still small, but the real gas effect is strong. All is more pronounced in the 40◦

cases.
To gain more insight, we investigate now parametrically with the method

[62] the influence of flight Mach number M∞ and high temperature real gas
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Fig. 3.44. Space Shuttle Orbiter windward symmetry line (blunt cone approxima-
tion) with boattailing: cpw (x) for four flight Mach numbers M∞, inviscid flow, α =
25◦, α = 40◦ [64]. ID: perfect gas, EQ: equilibrium real gas.

effects, the latter in terms of the effective ratio of specific heats γeff , on cpw (x).
We again apply the blunt cone approximation to the Orbiter windward side
and also include a case without boattailing.

First, we examine the pressure-coefficient distributions of the configura-
tion without boattailing for four flight Mach numbers M∞ and with a per-
fect gas. In Fig. 3.45, we see for both the α = 25◦ and 40◦ cases for the three
larger flight Mach numbers good qualitative and quantitative agreement with
the cpw distributions in Figs. 3.38 and 3.39. In the region, where boattailing is
not present, the pressure coefficient remains the same as upstream of it. The
difference of the M∞ = 3.5 curve to the curves of the other flight Mach num-
bers is somewhat larger for the α = 40◦ case than for the α = 25◦ case. Mach
number independence is present for the larger Mach numbers, however M ′

∞
was not determined. The pressure coefficients decrease only very slightly. The
crossover region is not discernible. We note the typical small undershoot under
the plateau pressure ahead of the plateau and little kinks due to the curvature
jump at the junction of the blunt nose and the cone. Next we study results for
the configuration with boattailing. In the boattailing region we now observe a
spreading of the cpw(x) curves. This spreading is very small for the α = 25◦

case and a little larger for the α = 40◦ case, Fig. 3.46. Any differences become
negligibly small once Mach number independence is reached.

Before we examine high temperature real gas effects, we look at aspects of
the Mach number independence principle different from the cpw(x) behavior.
We have mentioned that the independence also pertains to the shape of the bow
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Fig. 3.45. Space Shuttle Orbiter windward symmetry line (blunt cone approxima-
tion) without boattailing: cpw (x) for four flight Mach numbers, inviscid flow, perfect
gas, α = 25◦ and 40◦.
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Fig. 3.46. Space Shuttle Orbiter windward symmetry line (blunt cone approxima-
tion) with boattailing: cpw (x) for four flight Mach numbers, inviscid flow, perfect gas,
α = 25◦ and α = 40◦.

shock surface, the pattern of the streamlines, etc. In the following three figures,
we show for the Space Shuttle Orbiter windward symmetry plane in the blunt
cone approximation the traces of the bow shock surface and cp contours. The
angle of attack in all cases is α = 40◦. The flight Mach numbers areM∞ = 3.5,
Fig. 3.47, M∞ = 10, Fig. 3.48, and M∞ = 24, Fig. 3.49. The contours in the
enlargements of the figures begin each with cp = 0.8 to the right, then we
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Fig. 3.47. Space Shuttle Orbiter windward symmetry plane (blunt cone approxi-
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inviscid flow, perfect gas.
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have three times the increment ∆cp = 0.1, and beginning with cp = 1.1 the
increment is ∆cp = 0.05.

We observe first that the bow shock lies close to the body surface for all
three Mach numbers, being even closer at higher Mach numbers. For the latter
the bow shock shapes are virtually identical, except for the boattailing area. In
the boattailing area, for M∞ = 24, a slightly stronger expansion is indicated
than forM∞ = 10, which is also weakly seen in Fig. 3.46. Very small differences
are also present in the stagnation point region.

The effective Mach number independence for the two larger Mach num-
bers is also evident from the pressure coefficient contours. In the stagnation
point region, we see small differences, see also Fig. 3.5. We note that, in general,
Mach number independence, if present, appears to be more evident somewhat
away from the stagnation point area—downstream of the crossover point—in
the presumably existing benign wall Mach number interval, Sub-Sections 3.2.1
and 3.6.3. This is indicated by the data in Table 3.6. At the stagnation point,
in terms of the Orbiter geometry x/L = 0, we find a ∆cp = +0.031 from
M∞ = 10 to M∞ = 24. At x/L = 0.62, we find ∆cpw = −0.006 (compare
with Table 3.4). Finally in the middle of the boattailing region x/L = 0.91,
∆cpw = −0.017 (compare with Table 3.5). The data at the two latter points
illustrate the crossover of the cpw curves.

Let us now examine the influence of high temperature real gas effects. They
are studied for the α = 25◦ and the α = 40◦ case for M∞ = 10 with the help
of three γeff . The cpw(x) distributions in Fig. 3.50 for the configuration with-
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Fig. 3.49. Space Shuttle Orbiter windward symmetry plane (blunt cone approxi-
mation) with boattailing: M∞ = 24, α = 40◦, bow shock shape and cp contours,
inviscid flow, perfect gas.
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Table 3.6. Space Shuttle Orbiter windward symmetry line (blunt cone approxi-
mation) with boattailing: cpw at three locations xbc (blunt cone), x/L (Orbiter),
α = 40◦, inviscid flow, perfect gas.

xbc [m] x/L [−] cpw |M∞=3.5 cpw |M∞=10 cpw |M∞=24

0.0 0 1.790 1.833 1.864

14.37 0.62 0.917 0.873 0.867

21.09 0.91 0.659 0.607 0.590
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Fig. 3.50. Space Shuttle Orbiter windward symmetry line (blunt cone approxima-
tion) without and with boattailing: cpw (x) for M∞ = 10, and three different γeff ,
inviscid flow, α = 25◦ and α = 40◦.

out boattailing show very little influence of γeff for α = 25◦, and somewhat
more for α = 40◦. The pressure coefficient decreases slightly in any case with
decreasing γeff .

For the configuration with boattailing, we see in the boattailing region the
spreading of the cpw curves similar to that we have seen for different Mach
numbers M∞, Fig. 3.46, but much stronger. The spreading is also stronger for
40◦ than for α = 25◦. In any case we observe quantitatively the same behavior
as seen in Figs. 3.38 and 3.39.

These parametric studies, performed for the α = 25◦ and the α = 40◦ case,
and with γeff only for M∞ = 10, show for large flight Mach numbers in the
boattailing region high temperature real gas effects having a strong effect on
cpw(x), which is much stronger than that of the flight Mach number. For the
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configuration without boattailing, neither of the two effects have an apprecia-
ble influence on cpw(x).

3.6.3 A Simple Analysis of Flight Mach Number and
High-Temperature Real Gas Effects

With Oswatitsch’s Mach number independence principle for blunt bodies in
the background, we now investigate the expansion history at the lower sym-
metry line of the flight vehicle with the help of a simple analysis, assuming
one-dimensional inviscid flow. We relate the wall pressure coefficient cpw with
the Mach number of the inviscid flow at the wall (boundary-layer edge) Mw,
using M∞, γinf , and γeff across the bow shock and along the body surface as
parameters. The limitation is that we can do this only for planar flow and not,
as needed in our case, for conical flow. Nevertheless, we can gain helpful insight
from the analysis.

Assuming adiabatic expansion along the windward side of the vehicle (one-
dimensional consideration along the lower symmetry line), beginning at the
stagnation point, we find

pw

p∞
=
pw

pt2

pt2

p∞
=

(
1 +

γ − 1
2

M2
w

)−γ/(γ−1)
pt2

p∞
. (3.14)

yielding:

cpw =
pw − p∞
q∞

=
p∞
q∞

(
pw

p∞
− 1

)
=

2
γ∞M2∞

(
pw

p∞
− 1

)
. (3.15)

We assume that the forward stagnation point streamline crosses the normal-
shock portion of the bow shock and find pt2 for the chosen γeff from the rela-
tions in Sub-Section 10.1.3. We choose two free-stream Mach numbers close to
those in Figs. 3.38 and 3.39, viz., M∞ = 10 and 24, and include M∞ → ∞.

For each Mach number, we choose four γeff = 1.1, 1.2, 1.3 and 1.4. These
values are based on [55] where γeff ≈ 1.3 just behind the bow shock in the
nose region, γeff ≈ 1.12 close to the body in the nose region, and γeff ≈
1.14 along the lower body surface. The Mach number interval chosen is 0 �
Mw � 5 whereMw = 0 represents the stagnation point andMw = 1, of course,
is the sonic point at the wall. In Fig. 3.51. we show computed wall pressure
coefficients for M∞ = 24 and the four chosen γeff . The cpw curves drop from
their maxima in the stagnation point monotonically with increasing Mw. At
the stagnation point, we see the behavior shown in Fig. 3.5, viz., the stagnation
pressure coefficient increases with decreasing γeff .

Remember, however, the remark above, that these data are not quantita-
tively representative for the Space Shuttle Orbiter. In [49], results from γeff

studies for a blunt 30◦ cone are given, unfortunately without the wall Mach
number. They also show the crossover of the cpw curves, which happens in
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Fig. 3.51. Wall pressure coefficient cpw as function of wall Mach numbers Mw for
M∞ = 24 and four values of γeff .

Fig. 3.51 at Mw ≈ 2.2. At the stagnation point, the curves for the smallest
γeff are above and then switch places with the curves for the larger values.

In order to get a better impression of the differences between the different
results, we consider c�pw

, the wall pressure coefficients normalized by values at
M∞ → ∞ and γ = 1.4. In this way, we can visualize the increments which exist
in view of the Mach number independence principle. The results in Fig. 3.52
show that ahead of the crossover region, i.e., for Mw � 2.2, the differences
�c�pw

= c�pw
− 1 between the different results and the ones for M∞ → ∞,

γ = 1.4 are bounded and relatively small. The influence of M∞ is smaller in
general than that of γeff . For Mw � 2.2, the differences are unbounded and
become large with increasing Mw. The difference is more for smaller γeff .

The above results apply for the planar case. Results for the blunt cone case
in Sub-Section 3.6.2, more relevant for the Orbiter, exhibit exactly the same
properties, however, with much smaller �c�pw

. Unfortunately, we have no Mw

results available belonging to the cpw results of Sub-Section 3.6.2. Initial results
show for the α = 40◦ case a wall Mach number rise from levels of Mw ≈ 1.2
ahead of the boattailing to≈ 1.5 in the boattailing region. Data for the α = 25◦

case are not consistent. For a perfect gas and the given boattailing angle of 6◦,
we find with the data of the Prandtl–Meyer expansion [65], at small wall Mach
numbers a ∆Mw ≈ 0.2. A dependence of c�pw

on the angle of attack and on
one or more other parameters may be possible. In any case, it appears that the
crossover region lies at wall Mach numbers smaller than Mw � 2.2.

However, the general results of this sub-section and of Sub-Section 3.6.2
indicate, like the data in Figs. 3.38 and 3.39, that a benign wall Mach number
interval exists, where the Mach number independence principle is valid despite
the presence of high temperature real gas effects. In other words: If for a given
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Fig. 3.52. Normalized wall pressure coefficient c�pw
as function of wall Mach numbers

Mw for selected pairs of M∞ and γeff .

body shape and a given flight Mach number interval (flight) Mach number inde-
pendence exists, presumably a benign wall (boundary-layer edge) Mach number
interval is present where independence from high temperature real gas effects
also exists. A quantification of the interval would be desirable.

3.6.4 Reconsideration of the Pitching Moment Anomaly and
Summary of Results

In the preceding sub-sections, the inviscid blunt-cone flow field in terms of cpw

along the symmetry line of the windward side of the Orbiter was studied as well
as the inviscid flow expansion history of planar one-dimensional flow. The γeff

approach was employed in the latter in order to account for high temperature
real gas effects. No viscous effects, neither weak nor strong interaction, and
also no low density effects were taken into account, assuming that they play
only a minor role.

The Orbiter windward side is largely flat. However, the dominant flow fea-
tures are governed by the vehicle shape approximately up to the canopy lo-
cation, which can be considered as a blunt cone. Where the lower side is ap-
proximately flat, the flow properties along the windward centerline are to a
good approximation the same also in lateral direction (quasi two-dimensional
distribution, Sub-Section 3.2.2).
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If we accept the limitations of our investigations, and flight Mach number
independence in Oswatitsch’s sense is given, the general results are the follow-
ing:

1. Flight Mach number and high temperature real gas effects, defined as devi-
ations from theM∞ → ∞, γ = 1.4, are smallest in a certain low wall Mach
number interval. If—in the case of the Orbiter—at the pressure coefficient
plateau, present at 0.4 � x/L � 0.82, Mw lies in this presumably existing
benign interval, Oswatitsch’s Mach number independence principle is only
weakly violated.38 Without boattailing, CN and CM would only be slightly
affected because the lower vehicle surface is predominantly exposed to this
wall Mach number interval, i.e., the wall Mach number plateau lies in the
benign wall Mach number interval. This holds for a large angle of attack in-
terval, as is well indicated in Figs. 3.38 and 3.39. A RV-W with these flow
properties on the lower side and, in any case, without boattailing thus will
be insensitive with regard to flight Mach number and high temperature real
gas effects.

2. Boattailing leads to a supersonic expansion, provided thatMw at the pres-
sure plateau is supersonic. This is given in the case of the Orbiter at both
the angles of attack α = 25◦ and 40◦, Figs. 3.38 and 3.39. If now Mw in-
creases sufficiently, the—yet exactly to be defined—benign wall Mach num-
ber interval is left. Both—dominating—high-temperature real gas effects
and—weaker—flight Mach number effects come to influence, Figs. 3.38 and
3.39. This is the cause of the pitching moment anomaly of the Orbiter, as
was conjectured earlier by several authors. Even if the effect is small, the
large affected surface portion at the windward side leads to the adverse
increment of the pitching moment, see the discussion at the end of Sub-
Section 3.5.2. A small role is also played by the forward stagnation point
region.

3. Boattailing leads to a subsonic compression, ifMw at the pressure plateau
is subsonic. In the case of the Orbiter at α = 40◦ the wall Mach number at
the pressure plateau is slightly supersonic. There exists a higher angle of
attack, where the wall Mach number will be subsonic, and then in the boat-
tailing region cpw (and CN ) will be increased, causing a pitch-down incre-
ment of CM . This happens for the Orbiter at α � 50◦, Sub-Section 3.5.2.
Our results indicate that without boattailing, this pitching moment rever-
sal would not occur. However, our analysis is not able to give an answer
to what happens, if the whole lower side of a RV-W is in the subsonic wall
Mach number regime.

4. In general, boattailing for a RV-W should be avoided in view of the pitch-
ing moment sensitivities in the hypersonic flight domain. If boattailing is
needed to improve configurational and low-speed flight properties or for
other reasons, data uncertainties in high Mach number, ground facility

38 Oswatitsch gives no criterion in [59] for the range of validity of his principle.
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simulation must be expected. However, with the capabilities of numerical
aerothermodynamics, it is now possible to identify sensitivities and uncer-
tainties early on and to design appropriate correction schemes for the ex-
perimental data. Besides the pitching moment sensitivity of RV-W’s with
boattailing, other sensitivities which curtail the Mach number indepen-
dence of aerodynamic properties are not known. Control surface deflec-
tions, winglets, and the lateral movement of the flight vehicle must be con-
sidered with care in this regard.

3.6.5 Concluding Remarks

The reader might be tempted to think the following. For the Space Shuttle
Orbiter, because of the large amount of data needed for the aerodynamic data
set, ground facility simulation has to rely on continuously running tunnels in
the M = 8–10 domain, without a sufficiently accurate representation of high
temperature real gas effects. This should be no more a problem now in view
of the present numerical simulation capabilities. Such a thinking would be a
mistake for two reasons:

1. There is no doubt, that results of well-defined numerical simulations can
shed light on most complicated aerodynamic/aerothermodynamic design
problems. Even if the discrete numerical methods of aerothermodynamics,
together with flow physics and thermo-chemical models, and the still in-
creasing power of computers allow for an accurate and reliable prediction,
it is always necessary in vehicle design to understand the involved physics
and the data from numerical simulations.

2. Design work involves other disciplines besides aerodynamics and aerother-
modynamics. These often use their own prediction methods, if they need
aerodynamic coefficients or loads. These methods are not necessarily the
adequate ones. Time and cost pressures in industrial design work, in addi-
tion, lead to the use of inexpensive and fast computation methods that are
not necessarily accurate enough. These problems can possibly be overcome
with more holistic approaches in design work: keyword “Virtual Product”,
see Section 1.2 and the prologue of Chapter 8.

3.7 Problems

Problem 3.1 We consider six re-entry trajectory points of the Space Shuttle
Orbiter mission STS-2, Fig. 2.2 with approximate flight Mach numbers: 1)H =
80 km,M∞ = 26.4, 2)H = 70 km,M∞ = 22.1, 3)H = 60 km,M∞ = 15.7, 4)
H = 50 km,M∞ = 10.3, 5)H = 40 km,M∞ = 6.1, 6)H = 30 km,M∞ = 3.4.

How large are the dynamic pressures q∞ in these points? How do they com-
pare to the constraint given in Sub-Section 2.1.2?
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Problem 3.2 Compute the total enthalpies for the six re-entry trajectory
points of Problem 3.1. Determine the percentage of the kinetic part at each
point.

Problem 3.3 During re-entry, the Space Shuttle Orbiter flies at M∞ = 26.4
at an altitude ofH = 80 km. The angle of attack is α = 40◦. The lift coefficient
is assumed to be CL = 0.884 [20], the reference area is Aref = 249.91 m2. We
assume further a very small and and time-independent flight path angle γ.

How large is a) the re-entry mass of the Orbiter, b) the g-reduction due to
the curved flight path in per cent, c) the re-entry weight of the Orbiter at sea
level.

Problem 3.4 The X-38 flies at very small and time-independent flight path
angle γ at 80 km altitude. We assume its mass to be m = 8, 618 kg, the ref-
erence area is Aref = 21.67 m2, and the lift coefficient CL = 0.52 is Mach
number independent. How large is the flight Mach number M∞?

Problem 3.5 Assume that the aerodynamic data base contains for the boat-
tailing region the mean pressure coefficient cpw,2.a = 0.63 atα = 40◦, Table 3.5.
In flight, the actual mean pressure coefficient is cpw,2.c = 0.55, Table 3.5. How
large is the resulting difference of the forces acting on the boattailing surface,
the delta force, if flight Mach number and altitude are M∞ = 24, H∞ = 70
km? How large are ∆M and ∆CM?

The boattailing region of the Orbiter has an area of approximately Abt =
5.9 m× 23.0 m = 135.7 m2. Its mean location is at x/Lref = 0.91. The center
of gravity is assumed to be located axially at x/Lref |cg = 0.65,Lref = 32.7736
m [14]. Neglect the z location. The reference area is Aref = 249.91 m2. The
total plan area, Fig. 3.40, is Aplan = 361.3 m2. The reference length for the
pitching moment is the mean wing chord c = 12.06 m. Neglect contributions
of the axial force to the pitching moment. Assume that the delta force acts
orthogonally to the x axis of the flight vehicle.

Problem 3.6 The lift and drag coefficients of the Space Shuttle Orbiter at
α = 40◦ and above M∞ = 20 are Mach number independent, and given by
CL = 0.884 and CD = 0.821 [20].

a) How large are the normal and the axial force coefficient CN and CX? b)
Compare the normal force coefficient to very simple estimates made with the
help of the data in Tables 3.4 and 3.5, for the cases 2.a and 2.c. c) Discuss the
results.

Problem 3.7 Around the forward stagnation point of the Space Shuttle Or-
biter, we have above M∞ = 20 Mach number independence for perfect gas
cpw,perfect

≈ cpw,perfect,stag
and for real gas cpw,real,stag

≈ 1.94 (point No. 7 in
Fig. 3.5).

The real gas, pressure coefficient leads to a pitching moment increment.
At M∞ = 22.1 and H = 70 km, how large is a) cpw,perfect,stag

and what is



References 123

the assumption, b) the increment of the normal force coefficient and c) the
increment of the pitching moment coefficient. Assume that the pressures act in
the normal force direction (no axial force contribution to the pitching moment)
on a surface portion∆Anose = 1.0 m2 with a lever arm to the center-of-gravity
of xl = 21.3 m.

Problem 3.8 At M∞ = 22.1 and H = 70 km, the Mach number inde-
pendent moment coefficient is CM = −0.041 and the normal force coeffi-
cient CN = 1.205. The x-location of the center-of-gravity is xcog = 0.65Lref ,
Lref = 32.7736 m. The plan area is Aplan = 361.3 m2, the boattailing area
Abt = 135.7 m2, and the remaining main surface area Ams = 225.6 m2. The
reference area is Aref = 249.91 m2, the moment reference length c = 12.06 m,
and the dynamic pressure q∞ = 1.79 kPa. The boattailing forceNbt is assumed
to act at xbt/Lref = 0.91, Table 3.5.

Assume that the axial force does not contribute to the pitching moment
and that the forces on the main surface and on the boattailing surface act in
the direction of the normal force. In the nomenclature of Fig. 3.42, N ≡ Fres

etc. Assume Fbt = Abtq∞cpw,2.a with cpw,2.a = 0.63, Table 3.5. How large are
a) Fbt, Fms, xcp, xms, b) F ′

bt, x
′
cp, if cpw,2.c = 0.55, Table 3.5, c) the forward

shift of the center of pressure ∆xcp?
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4

Aerothermodynamic Design Problems of
Winged Airbreathing Vehicles

To date, there does not exist a fully reusable space transportation system with
the capability of taking off horizontally or vertically and landing horizontally.
As we have learned from Chapter 3, the Space Shuttle Orbiter is launched ver-
tically like a rocket with the support of solid rocket boosters. The re-entry
process into the Earth’s atmosphere consists of a gliding unpowered flight
and a horizontal landing on a conventional runway. Moreover, all of the cap-
sules, which have transported men to and from space, are single-use vehicles,
launched vertically on top of rockets, Chapter 5. The landing, either on sea or
on ground, is usually performed with the aid of a parachute system.

Although the above-mentioned systems represent reliable means of space
transportation, the cost of delivering payloads into space remains much too
high and a launch on demand is not possible. Consequently, at the end of the
1980s and during the 1990s, numerous activities all over the world aimed for
the development of fully reusable space transportation systems that have the
capability of launch on demand and preferably with the ability to take-off and
land horizontally.

Conceptual design studies covered single-stage-to-orbit (SSTO) and two-
stage-to-orbit (TSTO) systems. SSTO concepts were considered in the United
States with the National Aerospace Plane (NASP), in Great Britain with the
Horizontal Take-Off and Landing System (HOTOL) and in Japan with the
Aerospace Plane of the National Aerospace Laboratory.

In Europe, TSTO systems were favored. The most advanced concepts con-
sidered a lower stage belonging to a new generation of hypersonic aircraft,
with conventional take-off and landing capabilities. The propulsion systems
that enable the lower stages to operate with hypersonic speeds at flight lev-
els high above the maximum ceiling of turbojet engines are either integrated
turbojet/ramjet or turbojet/scramjet systems. One of these concepts was the
German SÄNGER system with turbojet/ramjet propulsion, another one the
French STAR-H system with turbojet/scramjet propulsion. All of these con-
cept and system studies were terminated in the mid-1990s.

In order to identify the important aerothermodynamic phenomena, design
problems, and ground simulation issues, we do not distinguish between TSTO
and SSTO space transportation systems, but between flight vehicle classes.
Hypersonic winged airbreathing vehicles in our sense are cruise and accelera-
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tion vehicles (CAV) as well as ascent and re-entry vehicles (ARV), the latter
in view of their ascent flight mission. A CAV can be the lower stage of a TSTO
system or a hypersonic aircraft. In contrast, an ARV would be an SSTO system
or a hypersonic aircraft, too. Actually, almost all of the vehicles belonging to
these two classes are concepts, studied and designed to different depth. Flight
experience and data are not available.

In this chapter, therefore, we cannot make use of flight knowledge and
data as in the case of RV-W’s and RV-NW’s in Chapters 3 and 5. First, we
give an overview of aerothermodynamic phenomena, look at a major simula-
tion problem, viz., that of viscous effects, and note particular aerothermody-
namic trends. These all concern CAV’s but are also pertinent to ARV’s. Next
is a discussion of selected flight parameters and aerodynamic coefficients of
the SÄNGER TSTO system, the reference concept of a recent German hyper-
sonics technology programme. Since hypersonic airbreathing flight vehicles in-
volve highly coupled lift and propulsion systems, two bookkeeping schemes of
aerothermodynamic and propulsion forces are then treated and general config-
uration aspects are discussed, with emphasis on forebody aerothermodynam-
ics. In this context, aerothermodynamic inlet ramp flow issues are discussed,
too. Finally, we provide a detailed overview of waverider configurations and
their related aerothermodynamic issues.

4.1 Overview of Aerothermodynamic Issues of Cruise and
Acceleration Vehicles

4.1.1 Aerothermodynamic Phenomena

Regarding CAV’s, the literature often discusses the acceleration vehicle as a
vehicle for orbital access, e.g., [1]. In our diction, such a vehicle would be an
airbreathing ARV, with the contradicting design goals of small vehicle drag for
ascent and a large one for re-entry. Here we understand the acceleration vehicle
mainly as the lower stage of a TSTO system, which performs an ascent to upper
stage separation and then returns to Earth. However, many of the problems
we address here are the same or similar for CAV’s and airbreathing ARV’s if
we consider only the ascent mission of the latter. A CAV may employ ramjet
and/or scramjet propulsion. The ARV operates beyond the ramjet propulsion
domain and could employ scramjet propulsion up to M∞ ≈ 12 followed by
rocket propulsion. Of course turbojet propulsion is needed for the low-speed
part of flight.

The use of the different propulsion modes for an ARV demands a closer look
[2]. When discussing the issue of airbreathing versus rocket propulsion, usually
the specific impulse Isp, i.e., the impulse gained per unit mass of propellant,
is considered. The larger it is, the less propellant is needed to obtain a given
amount of momentum. The advantage of airbreathing propulsion over rocket
propulsion is that it uses atmospheric oxygen for combustion. This results in a
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Fig. 4.1. Specific impulse Isp of different, hydrogen-fueled propulsion systems as
function of the flight Mach number M [2].

considerably larger Isp because the oxygen does not enter the fuel balance. In
Fig. 4.1 we see the typical large specific impulse of the ramjet and the smaller
one of the scramjet.1 Both impulses decrease with increasing flight Mach num-
ber. Both are much larger than that of the rocket engine which, however, does
not depend on the Mach number.

Of course, the performance of a propulsion system in a flight vehicle de-
pends not on the fuel consumption per unit time but on the integrated con-
sumption over the mission duration. On the other hand, the acceleration ca-
pability a of a vehicle with weight Wv is directly proportional to the thrust T
and inversely proportional to the mass mv of the vehicle:

a ∼ T −B

mv
, (4.1)

where B is a function of vehicle drag, weight, and the flight path angle.
The engine weight We is of course a part of the vehicle weight. The ideal

propulsion system would be a small light engine with large thrust and little
fuel consumption. Hence, a characteristic measure of a propulsion system is
the thrust-to-weight ratio T/We, Fig. 4.2. Here, we see a large advantage of
rocket propulsion over ramjet and scramjet propulsion. Rocket propulsion, in
contrast to airbreathing propulsion, requires a smaller integration effort into
the vehicle structure. In particular, rocket propulsion does not need an inlet (in
a broader sense no airframe/propulson integration) and hence is much lighter.

1 The data underlying the curves in Figs. 4.1 and 4.2 are the result of a literature
search [2]. The widths of the curves represent the data spread of airbreathing
and rocket engines with hydrogen as fuel.
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Fig. 4.2. Thrust-to-weight ratio T/We of different, hydrogen-fueled propulsion sys-
tems as function of the flight Mach number M [2].
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Fig. 4.3. Acceleration missions: specific performance T/We · Isp of different,
hydrogen-fueled propulsion systems as function of the flight Mach number M [2].

However, it is the product of specific impulse and thrust-to-weight ratio, the
specific performance T Isp/We of a propulsion system, which shows its rele-
vance for a flight vehicle with a pure acceleration mission, viz., an ARV, Fig.
4.3. In Fig. 4.3, keeping in mind that it is based on hydrogen as fuel, we see
that airbreathing propulsion has, due to its large specific impulse, an advan-
tage over rocket propulsion, but only in a limited flight Mach number range.
The switch from airbreathing to rocket propulsion cannot be determined from
this figure because the characteristics of the whole vehicle have a strong influ-
ence on the performance.
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We conclude that a higher acceleration capability of a propulsion system,
in this case rocket propulsion, at very large flight Mach numbers can more than
compensate its smaller specific impulse. Achieving a sufficient thrust margin,
i.e., thrust minus drag balance, with the highly integrated lift and airbreathing
propulsion system of ARV’s is a major factor in this consideration.

The situation is different if we consider CAV’s as hypersonic passenger
transport aircraft. Such vehicles for long-distance flight have potentially a high
productivity (seat-miles per day). In the frame of the former German Hyper-
sonics Technology Programme a M∞ = 4.4 vehicle for 256 passengers (HST-
230) was derived from the lower stage of the SÄNGER TSTO-system [3]. In the
recent EU-sponsored LAPCAT study, coordinated by ESA-ESTEC, propul-
sion concepts forM∞ = 4–8 passenger transport aircraft were studied [4]. For
vehicles of this kind, a high acceleration capability is not necessarily the driv-
ing factor since a problem can be the degradation of passenger comfort due to
the acceleration.

We show this with data from a forerunner study of the German Hyperson-
ics Technology Programme [5], which were published in [6]. Four reference con-
cepts of possible supersonic and hypersonic aircraft, LK1 to LK4, were stud-
ied in order to define key technologies. The nominal flight Mach numbers were
M∞ = 2.2, 3, 5, and 12.

For the reference concepts, Fig. 4.4 displays the estimates of acceleration/
deceleration distances and times forM∞ = 5, 8 and 12 flight. The g reductions
with speed are also shown. With assumed limits of sustained, medium to long-
time acceleration (0.5g) and deceleration (−0.125g to −0.2g) values thought
to be acceptable for ordinary, untrained passengers, we see thatM∞ = 5 flight
is possibly the upper limit. For M∞ = 12, we find rather short real, nominal
flight Mach number distances and times as well as a large g reduction.

Returning to the aerothermodynamic phenomena of CAV’s and ARV’s, we
consider only the external flow path around the vehicle usually flying at small
angle of attack, Fig. 4.5, although the internal flow path is extremely important
for achieving a positive thrust balance. Thermal loads call for a blunt vehicle
nose while drag minimization calls for a small nose radius. If the latter is too
small for effective surface radiation cooling, then active cooling becomes nec-
essary at the vehicle nose. This might be the case for ARV’s because of their
higher velocities. The blunt nose gives rise to a detached bow shock and con-
sequently to an entropy layer on both the lower and the upper sides of the
airframe. The occurrence of high temperature real gas effects depends on the
flight speed. At lower hypersonic flight Mach numbers (M∞ ≈ 5–6), the stag-
nation point region, the inlet, and boundary layer flow will be more strongly
affected than other flow domains. At higher Mach numbers, high temperature
real gas effects are non-negligible everywhere.

The lower side of the vehicle usually is a pre-compression surface for the in-
let, Sub-Section 4.5.1. This side therefore has a higher inclination against the
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Fig. 4.4. CAV as hypersonic passenger transport aircraft: degradation of passenger
comfort, a) acceleration/deceleration distances, acceleration/deceleration times, c)
g reduction with speed, [6].

free-stream than the upper side. Hence, in general the unit Reynolds number2

here is larger than elsewhere, Fig. 6.18. Smaller characteristic thicknesses of
both the laminar and the turbulent boundary layer on the lower side are ob-
served, Section 9.2. Moreover, the thermal state is different on the lower and

2 The unit Reynolds number, composed of the boundary layer edge flow proper-
ties, Ru

e = ρe ue/µe, is an important parameter, which governs boundary layer
thicknesses, the thermal state of the surface, and the wall shear stress, Chapter
10, for more details see [8].
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Fig. 4.5. CAV’s and ARV’s: configurational aspects and aerothermodynamic phe-
nomena [7].

the upper side of the airframe, notably the surface temperatures are higher on
the lower side. As an example, see Fig. 4.6 on page 138. This situation may, at
high flight speeds, require active cooling on part of the lower side of the fore-
body. Of course, thermal surface effects are different and will affect laminar–
turbulent transition at flight altitudes below 40–60 km.

While the lower side of the forebody has a positive inclination angle α
against the free-stream in order to allow for pre-compression, the upper side
should have an inclination angle close to zero3 in order to keep wave drag incre-
ments small. A small negative angle of the upper surface would reduce the unit
Reynolds number further, increasing the characteristic boundary layer thick-
nesses and hence decreasing surface temperatures further. However, it is a mat-
ter of the internal layout and general tradeoffs during the vehicle design which
will govern the contour of the upper side. We may well see a positive angle of
attack of the upper side. Similar remarks can be made for the side contour of
the airframe.

The lower side of the forebody should have a layout such that the inlet onset
flow has a proper topology, Sub-Section 4.5.2. The amount of pre-compression
depends on the incidence of the lower side against the free-stream. The pre-
compression influences directly the size of the capture area of the inlet as well
as the lift, drag, and pitching moment of the whole vehicle.

The propulsion system package (inlet, actively cooled turbojet/-ramjet/-
scramjet engine, nozzle throat) must lie inside the bow shock in order to avoid
wave drag increments.4 This in general requires an extreme aft location of
the propulsion system and hence a disproportionately long forebody. For the

3 In inviscid flow a surface with α = 0◦ is called a free-stream surface.
4 For operational reasons already the inlet must lie inside the bow shock surface,

Sub-Section 4.5.5.
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aerothermoelastic problems associated with a physically large forebody, see
Sub-Section 4.5.4.

The external inlet flow in the form of ramp compression flow is character-
ized by strong interaction phenomena: shock/boundary layer interaction and
corner flow, Sub-Section 4.5.5 (see also Chapter 6); high temperature real gas
effects, and large mechanical (pressure) and thermal loads in the presence of ra-
diation cooling. A boundary layer diverter is necessary for the turbojet propul-
sion mode, probably also for the ramjet/scramjet modes, although a recent
study [9] indicates a performance increase of a scramjet engine allowing for
inlet boundary layer ingestion.5

The situation is similar at the vehicle’s base where the single expansion
ramp nozzle (SERN) is situated. Here, thermo-chemical rate effects have to
be regarded in any case. Secondary nozzle flow is present if a boundary layer
diverter is employed. For ARVs, rocket engines will have to be accommodated
as well.

CAV’s and ARV’s, the latter only in the ascent mode, are drag sensitive.
Aerodynamic and propulsion forces are strongly coupled. The net thrust is usu-
ally the small vectorial difference of large values, viz., the difference between
the inlet drag, i.e., the flow momentum entering the inlet of the propulsion
system and the momentum of the engine exhaust flow leaving the nozzle, plus
forces on several external surfaces; see Sub-Sections 2.2.3 and 4.4.2. Of par-
ticular importance for CAV’s and ARV’s is laminar–turbulent boundary layer
transition, occurring at altitudes lower than 40–60 km, see Sub-Section, 4.1.2.
Viscous interaction and low-density effects must be considered at higher alti-
tudes.

Summarizing, we note that the external flow path of CAV’s and ARV’s:

– is viscous effects dominated,
– is governed especially by viscous thermal surface effects,
– is strongly affected by laminar–turbulent transition because the flight alti-

tudes are in general lower than 40–60 km,
– has Mach number and surface properties effects on laminar–turbulent tran-

sition and on turbulent flow phenomena,
– has radiation cooled (CAV, ARV), and in case of ARV’s possibly also actively

cooled surfaces,
– includes weak (CAV) and strong (ARV) high temperature real gas effects,
– contains strong interaction phenomena (shock/shock and shock/boundary

layer interaction, corner flow, boundary layer separation),
– has gap flow at trim and control surfaces,
– includes hypersonic viscous interaction and low-density effects (ARV).

5 If not a principal problem, it is at least a trade-off matter: propulsion perfor-
mance gain (net thrust increment) vs. boundary layer diverter drag, mass and
volume of the diverter duct (hot boundary layer flow), momentum recovery (pos-
sible secondary combustion chamber and nozzle integrated into the SERN).
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Table 4.1. Parameters of the SÄNGER forebody computation cases, [8]. L is the
length of the forebody, see Fig. 4.7, H2K is a DLR hypersonic blow-down tunnel.

Case M∞ H [km] T∞ [K] Tw [K] Reu
∞ [m−1] L [m] α [◦]

Flight situation 6.8 33.0 231.5 variable 1.5·106 55.0 6.0

Wind tunnel (H2K) sit. 6.8 – 61.0 300.0 8.7·106 0.344 6.0

4.1.2 Major Simulation Problem: Viscous Effects

In view of the drag sensitivity of the two vehicle types, surface-radiation cool-
ing and state of the boundary layer (laminar or turbulent) are extremely im-
portant but are hard to treat in ground simulation facilities, Section 9.3; see
also the discussions in [8]. We demonstrate the impact of radiation-surface
cooling and the state of the boundary layer on wall temperatures and skin
friction using computed data for the forebody of the SÄNGER lower stage [8],
Figs. 4.6 and 4.7. The flight parameters are given in Table 4.1. Figure 4.6 shows
the influence of radiation cooling, boundary layer state (laminar or turbulent)
and high-temperature real gas effects on the wall temperature.6 The recovery
temperature is only weakly affected by the boundary layer state. Real gas ef-
fects play a strong role. A strong influence is seen when radiation cooling is
present. The radiation-adiabatic temperature of the surface is not constant.
It is far lower than the recovery temperature and is strongly affected by the
boundary layer state. Note also the considerable temperature difference be-
tween the lower and the upper side of the forebody. For laminar flow, this dif-
ference is about 100 K and for turbulent flow about 200–250 K.

The skin friction behavior distribution on the lower side of the forebody
only is shown in Fig. 4.7. The major result is that the skin friction depends
on the wall temperature, weakly for laminar, strongly for turbulent flow [8]. It
follows that, if the flow is turbulent, the surface should be flown as hot as pos-
sible, so long as the structure and material permit.7 However, not much can
be said at present on how this would affect laminar–turbulent transition. The
influence of the thermal state of the surface in this regard is not well under-
stood.

We show in the following two figures, for further illustration, some viscous
thermal surface effects as function of the wall temperature. With the help of
the reference temperature concept [8], the skin-friction coefficient cf , the heat
flux in the gas at the wall qgw, the boundary layer thickness δ, and the displace-
ment thickness δ1 are determined for both laminar and fully turbulent flow, in

6 For detailed phenomenological discussion, see [8].
7 This can be achieved by a tailoring of the surface emissivity coefficient ε [8].



138 4 Aerothermodynamic Design Problems of Winged Airbreathing Vehicles

Fig. 4.6. SÄNGER lower stage, [8]: wall temperatures Tw at the lower and the upper
symmetry line of the forebody in the flight and the wind-tunnel (H2K) situation
(for configuration, see Fig. 4.7). Influence of boundary layer state, gas model, and
radiation cooling.

Fig. 4.7. SÄNGER lower stage [8]: Skin-friction coefficients cf along the lower sym-
metry line of the forebody in the flight and the wind-tunnel (H2K) situation (sym-
bols, see Fig. 4.6). Influence of boundary layer state, gas model, and radiation cool-
ing.
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addition also the thickness of the viscous sublayer of turbulent flow δvs, Sec-
tion 10. We chose the location x/L = 1, Fig. 4.7, along the symmetry line of
the lower side of the forebody of the SÄNGER TSTO system at α = 6◦. The
forebody is approximated by a flat plate, the RHPM flyer. Its angle of attack is
equal to the inclination angle of the lower side of the forebody, α = 9.4◦, Sub-
Section 4.5.3. At this angle, for a perfect gas and M∞ = 6.8, the shock angle
is θ = 16.006◦. In Table 4.2, flow parameters are the flight condition ‘∞’ and
the RHPM boundary layer edge ‘e.’ Note that the flight conditions differ some-
what from those given in Table 4.1; there the data of the original computations
for Figs. 4.6 and 4.7 are quoted.

Table 4.2. Flow parameters of the SÄNGER forebody approximation at α = 9.4◦

and for γ = 1.4; ‘∞’ denotes the flight, ‘e’ the boundary layer edge condition. The
unit Reynolds numberRu

e was determined with the Sutherland equation for viscosity,
perfect gas, the shock angle is θ = 16.006◦.

Case M H [km] T [K] ρ [kg/m3] v [m/s] Reu [m−1] q = 0.5ρv2 [Pa]

∞ 6.8 33.0 231.12 1.172·10−2 2,072 1.619·106 25,168

e 5.22 33.0 367.13 2.900·10−2 2,005 2.711·106 25,168

The results shown in Figs. 4.8 and 4.9 are for the (inlet ramp) location x = L =
55 m. The Prandtl number was Pr = 0.737, the recovery factors are rlam =√
Pr and rturb = 3

√
Pr. The wall-temperature interval is 0 < Tw � 2, 500 K.

In both figures, the dashed vertical lines indicate the total temperature Tt, the
recovery temperatures Tr,lam and Tr,turb, and the radiation-adiabatic temper-
atures Tra,lam and Tra,turb. Figure 4.6 shows that the recovery temperatures
Tr,lam and Tr,turb (adiabatic wall) as well as the radiation-adiabatic temper-
atures Tra,lam and Tra,turb (emissivity coefficient ε = 0.85) are in good agree-
ment with the values given there for x/L = 1.

In Fig. 4.8 we see in particular the strong dependence of the skin friction
coefficient cf on turbulent flow on the wall temperature. The agreement is quite
good with the values given for x/L = 1 in Fig. 4.7. The same holds for the
coefficient for laminar flow which, however, depends only very weakly on Tw.
We see the same general behavior for qgw: a strong dependence for turbulent, a
weak one for laminar flow.8 Note the switch to negative values when Tw > Tr.

The boundary layer thicknesses δ presented in Fig. 4.9 show a stronger de-
pendence on Tw when the flow is turbulent than when the flow is laminar. This
is particularly strong for the thickness of the viscous sublayer δvs. Indeed, δvs

governs wall shear stress and heat flux in turbulent attached flow, because it
is the characteristic thickness there, Section 9.2.

8 This behavior in the frame of the reference-temperature approximation is dis-
cussed in detail in [8].



140 4 Aerothermodynamic Design Problems of Winged Airbreathing Vehicles

0 500 1000 1500 2000 2500
0

0.5

1

1.5

2

2.5

3

T
w

  [K]

c f  [
]

c
f,lam

× 104

c
f,turb

× 103

0 500 1000 1500 2000 2500

0

50

100

150

q
g

w
  [

kW
/m

2 ]q
gw,lam

× 10
q

gw,turb

T
ra,lam T

ra,turb

T
r,lam

T
r,turb

T
t

Fig. 4.8. SÄNGER lower stage: RHPM approximation of the lower side of the fore-
body at α = 9.4◦, perfect gas. Skin friction coefficients cf = τw/q∞ and heat flux
in the gas at the wall qgw for laminar and fully turbulent flow as function of the
wall temperature Tw. The location is x = 55 m at the lower symmetry line of the
forebody.

Observe that the boundary layer thickness in the turbulent case at the location
of the first ramp of the inlet is δ ≈ 0.68 m for the radiation-adiabatic tempera-
ture. This thickness is a measure of the height of the boundary layer diverter, if
needed for ramjet operation.9 The large value of δ, the gradient dδ/dT ≈ 10−4

m/K and the impossibility to determine accurately and reliably the location
of the laminar–turbulent transition location, which influences δ, pose serious
problem. Even if the boundary layer diverter is not needed (what amount of
flow distortion is tolerated by a ramjet or scramjet engine?) the inlet ramps
will operate in a thick boundary layer with unknown influence on their effec-
tiveness.

Figures 4.6 to 4.9 show on the influence of surface-radiation cooling and
the boundary layer state (laminar or turbulent) on thermal loads, viscous drag
and boundary layer thicknesses. The figures also illustrate a simulation prob-
lem. The result of a computation for a cold-wall wind-tunnel model situation
in Fig. 4.7 underlines the problem. Not forgotten should be the importance of
the influence of surface properties (necessary and permissible surface proper-
ties, Chapter 9). In view of transition and turbulent flow, very smooth vehicle
surfaces are needed in order to avoid increments of viscous drag and thermal
loads.

9 For the boundary layer diverter height for turbojet operation at M∞ = 3.5, see
Problem 4.4.
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Fig. 4.9. SÄNGER lower stage: RHPM approximation of the lower side of the fore-
body at α = 9.4◦, perfect gas. Boundary layer thickness δ, displacement thickness
δ1 for laminar and fully turbulent flow and thickness of the viscous sub-layer δvs as
function of the wall temperature Tw. The location is x = 55 m at the lower symmetry
line of the forebody.

We underline the importance of an accurate knowledge of the location and
extent of the transition zone for CAV’s and ARV’s; see also [8]. For the US
National Aerospace Plane (NASP/X-30) [10], an ARV-type SSTO vehicle, it
was reported that the uncertainty of the location of laminar–turbulent tran-
sition affected the take-off mass of the vehicle by a factor of two or more [11].
Strongly influenced by laminar–turbulent transition are thermal loads (thus
directly structure mass), viscous drag and the engine inlet onset flow (height
of the boundary layer diverter). For CAV’s, the sensitivities may be smaller
but nonetheless important.

4.2 Particular Trends in CAV/ARV
Aerothermodynamics

4.2.1 Stagnation Pressure

The behavior of the stagnation pressure coefficient is of course the same here
as for RV-W’s. In the ramjet propulsion domain, up to M∞ ≈ 6, we have still
a notable dependence of the stagnation pressure coefficient on the flight Mach
number, Fig. 3.4, but no longer in the scramjet domain of up to M∞ ≈ 12.
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4.2.2 Topology of the Forebody Windward Side Velocity Field

Unlike the windward side of a RV-W, the windward side of a CAV does not
necessarily need to be predominantly flat. Fuselage and wing can, but must
not be combined to have a plane lower side. However, in any case, the lower
side of the vehicles forebody must have a suitable shape in order to achieve an
optimal onset flow geometry for the ramps of the inlet, Section 4.5.

Regardless of whether we have a “pointed” or a “broad” blunt nose of the
flat forebody, Sub-Section 4.5.2, we have basically the same topology of the
velocity field as we have at the flat windward side of a RV-W. Downstream
of the nose area, we find on the flat part of the forebody a two-dimensional
(plane) flow between two primary attachment lines, see the schematic in Fig.
4.40. This assures optimum performance of the inlet and the engine, in the case
of the flat forebody for a larger Mach number and angle of attack range than
for a conical/semi-conical forebody.

Regarding the flow to trim and control surfaces located at the wing trailing
edges, we note that is should be fully or at least approximately two-dimensional
(optimal onset flow situation, Sub-Section 6.1.1). On the upper wing we may
have a free-stream surface.

4.2.3 Lift Generation

CAV’s and ARV’s fly at small angles of attack. In the ramjet domain, it is possi-
ble that the upper side of the vehicle’s wing/fuselage surfaces can contribute to
lift because the vacuum pressure coefficient there is still finite, Fig. 3.9. Proper
shaping is necessary, e.g., a suitable negative inclination against the free stream
in the respective angle of attack domain to produce the vacuum. The effect is
expected to be smaller in the scramjet domain.

4.2.4 Base Pressure and Drag

CAV’s and ARV’s are drag sensitive. Their base surfaces may not contribute
much to the total drag at high flight Mach numbers but base drag is important
for these vehicles in the transonic regime. We illustrate this in Fig. 4.10 [12].
The two-dimensional base forms, typically blunt wing trailing edges or base
surfaces of some of the waverider configurations discussed in Section 4.6, show
very large (negative) base pressure coefficients in the transonic regime com-
pared to the low hypersonic regime. Three-dimensional fuselage forms appear
to be less critical, but the coefficients in the transonic regime of such configu-
rations are still much larger than in the hypersonic regime.

If one takes into account the size of the respective base surface of the flight
vehicle, one can imagine that the base drag can dominate the total drag in the
transonic regime. This is very important because in that regime the difference
between engine thrust (see, e.g., Fig. 2.14, Sub-Section 2.2.3) and drag is small
just as in the hypersonic regime. Generally, for all Mach number regimes, blunt
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Fig. 4.10. Measured base pressure coefficient cpB of two- and three-dimensional
configurations as function of the flight Mach number [12].

Fig. 4.11. Afterbody fairing of the HORUS Orbiter [13].

base surfaces should be avoided. Trailing edges of wings, stabilization and con-
trol surfaces should have bluntness as small as possible while still maintaining
structural integrity.

Of particular importance for TSTO space transportation systems is the
base drag of the upper stage in the transonic regime. The large base surface of
the HORUS orbiter of the SÄNGER system, for instance, made it necessary
to devise an afterbody fairing, Fig. 4.11, similar to the tail cone which we have
mentioned in Sub-Section 3.2.4 for the Space Shuttle Orbiter for ferry flights.
The HORUS afterbody fairing must be removed once the orbiter is launched
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3

Fig. 4.12. Lift-to-drag ratios (L/D)opt of CAV configurations as function of the
flight Mach number M [14].

from the lower stage. However, a requirement was that no hardware is shed in
flight. No solution to the problem was found at that time.

4.2.5 Aerodynamic Performance

A seemingly unavoidable trend of the optimum (maximum) lift-to-drag ra-
tio of CAV’s, even if it seems to be contradicted by waverider results, Sec-
tion 4.6, is shown in Fig. 4.12 [14]. In the lower part of Fig. 4.12, the hatched
band represents the trimmed (L/D)opt of a number of dedicated vehicle de-
signs, each with its layout for the given design Mach number and according
to then available technology. The lower edge of the band represents approxi-
mately the 1980 technology level, the upper that of the possible level of the year
2010 and later. Explicitly shown for orientation is the original CONCORDE
design (square) and also a redraft based on the technology level of the year
2000 (black triangle).

The lower broken line finally gives (L/D)opt as function of the flight Mach
number for a TSTO design of SÄNGER type with Mdesign = 7. The curve
shows that for M < Mdesign the tendency of an appreciable L/D increase
with decreasing Mach number, as observed for waverider configurations, can-
not be verified. This effect usually is seen for clean waverider configurations
and inviscid aerodynamics. We show in Sub-Section 4.6.4 that viscous effects
and base drag indeed change that picture. We discuss in Sub-Section 4.6.7 that
an operable configuration with integrated propulsion system and aerodynamic
stabilization and control surfaces behaves more or less like a conventional de-
sign.

We observe also that, in general, it might be somewhat too optimistic to
work in conceptual design with correlations of the aerodynamic performance
L/D like that from [15] (inviscid designs), viz.,

L

D

∣∣∣∣
max

=
4 (M∞ + 3)

M∞
, (4.2)
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Fig. 4.13. SÄNGER configuration with HORUS Orbiter. Synthetic image (left)
[17], panel grid (right) [18].

or that from [16] (waverider designs with viscous effects taken into account),
viz.,

L

D

∣∣∣∣
max

=
6 (M∞ + 2)

M∞
, (4.3)

although these fit quite well into the hatched band of Fig. 4.12.
The particular simulation problems mentioned in Sub-Section 4.1.2, viz.,

laminar–turbulent transition and thermal surface effects due to radiation cool-
ing, aggravate strongly the design task. They do not only concern the aero-
dynamic performance but, since they govern strongly the thermal loads, the
structural weight, aerothermoelastic behavior and propulsion performance as
well; Sub-Section 4.5.

Summarizing, the shape design of CAV’s and ARV’s must aim for high aero-
dynamic quality and optimal aerodynamics/propulsion integration. This holds
not only for the design Mach number. Other critical (off-) design points must
be regarded as well, especially in the transonic regime and in the Mach num-
ber regime, where the mode change from turbojet to ramjet/scramjet mode is
made.

4.3 Example: Flight Parameters and Aerodynamic
Coefficients of the Reference Concept SÄNGER

The lower stage of the TSTO space transportation system SÄNGER was the
reference concept of the German Hypersonics Technology Programme in the
1980s/1990s [17]. The major objective of this program was to identify key tech-
nologies for possible future development, especially of the lower stage but also
of the whole system. Both the lower and the upper stages were defined to a level
[13] that a technology development and verification concept could be devised
[19], Fig. 4.13. Neither SÄNGER nor the experimental/demonstrator vehicle
HYTEX were built or did fly.

The space transportation system SÄNGER was envisaged as a fully reu-
sable TSTO system with an airbreathing lower stage and a rocket-propelled
upper stage riding piggyback. Both stages take off and land horizontally like
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Fig. 4.14. Three-view drawing of the TSTO space transportation system SÄNGER
[13]; see also [19].

airplanes. The launch and landing sites requirements (both in Europe) are met
by a cruise capability of 3,100 km of the lower stage, see also Sub-Section 2.2.4,
and a cross-range capability of 2,500 km of the upper stage. The three-view
drawing in Fig. 4.14 gives an impression of the system while major character-
istic data of the system are listed in Table 4.3.

We make use of data from the technology programme [6, 19] to discuss the
flight parameters and aerodynamic coefficients to illustrate some characteristic
aerodynamic/aerothermodynamic properties of CAV’s. However, we do not go
into details of the aerodynamic shape definition and issues of flyability and
controllability of such flight systems, nor do we discuss issues of upper stage
integration and separation (launch). For the latter see, e.g., [20].

Table 4.3. Major data of the TSTO space transportation system SÄNGER [13, 19].

Lower stage Upper stage

Fuselage length 82.5 m 32.45 m

Fuselage height 4.5 m 5.4 m

Fuselage width 14.4 m 5.2 m

Span width 45.1 m 17.7 m

Engines turbo/ram (LH2/air) rocket (LH2/LOX)

Number of engines 5 1

Thrust max 500.0 kN each 1,500.0 kN

Payload 115.0 t unmanned 7.0 t

Gross take-off weight 410.0 t (with upper stage) 115.0 t
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Fig. 4.15. Flight Mach number M vs. altitude of a SÄNGER flight up to upper
stage release (left) and time history (right) [19].

Consider first the flight parameters on a typical trajectory of the SÄNGER
system. Figure 4.15 (left) shows the altitude over the flight Mach number. The
highest Mach numberM∞ = 6.8 occurs shortly before the upper stage release.
Note that this graph does not show the transonic bunt maneuver [21].10 The
subsequent descent of the lower stage alone is made with a higher trajectory
than the ascent. The flight time, shown in Fig. 4.15 (right), is about 45 min.
for the ascent and about 40 min. for the descent.

The angle of attack as a function of the flight Mach number is shown in Fig.
4.16, left. It drops from an initially large value atM∞ < 1 to values between 4
and 7◦ during the cruise/climb part of the trajectory. At upper stage release,
the angle of attack exceeds 14◦. Due to mass shedding after launching the sec-
ond stage, the angle of attack becomes very small. The yaw angle is an assumed
one, dropping from 14◦ during take-off to 1◦ later.11 For the bank angle µa, see
Sub-Section 2.2.4 and [21].

The flight velocity in Fig. 4.16 right and the data in the following Figs. 4.17
and 4.18 are given for a larger Mach number domain than SÄNGER has. These
data stem from “beyond-the-reference-concept” considerations in [19], where
two vehicle systems with the same length, L = 82.5 m, at maximum speed
of 3.0 and 4.0 km/s, were studied. The velocity increases almost linearly with
the Mach number. The Reynolds number, based on the vehicle length, first in-
creases to O(109) and then drops to O(108), showing that the attached viscous
flow on SÄNGER will be turbulent on a large part of the vehicle surface, which
certainly holds also for the two other concepts.

10 Part of an inverted loop, Sub-Sections 2.2.3 and 2.2.4.
11 The 14◦ value at take off appears to be very large and was not possible to verify.



148 4 Aerothermodynamic Design Problems of Winged Airbreathing Vehicles

Fig. 4.16. Angle of attack α and of yaw β (left), and Reynolds number Re and
flight speed v (right) as function of the flight Mach number M of the lower stage of
a SÄNGER flight up to upper stage release [19]. Reynolds number and flight speed
are given for the flight Mach number ranges of SÄNGER and the two beyond-the-
reference-concept flight systems.

The static free-stream temperature T∞ and pressure p∞ in Fig. 4.17 (left) re-
flect the approximately 50 kPa dynamic pressure trajectory. Figure 4.17 (right)
shows the total enthalpy H0, and the total temperature for perfect and equi-
librium real gas, T0p and T0r respectively, (forebody nose tip, Euler calcula-
tion). At M∞ = 6.8 the high temperature real gas effects are not yet strong
(∆T0 ≈ 200 K), but not negligible; see also Fig. 4.6. Beyond the reference con-
cept design Mach number, they become very large, and likely non-equilibrium
effects will have to be regarded in the external and in the internal flow path
of the respective vehicle. Note that the total enthalpy at a given trajectory
point is constant everywhere in the inviscid flow portions of the external and
the internal flow path.

An important parameter is the Knudsen number Kn [8], which tells us
whether we are in the continuum flow domain or beyond in the rarefied flow
regime. For valuesKn � 0.01, rarefaction effects must be regarded in the aero-
dynamic design of the vehicle and/or its components. Since the Knudsen num-
ber is based, besides on the free-stream mean-free path, also on a characteristic
length scale, it is provided in Fig. 4.18 (left) as function of the flight Mach num-
ber with several lengths Lref as parameter. The result is that up to the largest
Mach number the Knudsen number is not critical for the whole vehicle, i.e., the
flow past it is a continuum flow. For the two smallest length scales Lref = 1
and 0.1 cm, which may represent the inlet’s cowl-lip diameter, measurement
orifices, etc., rarefaction effects must be regarded for flight Mach numbers of
M∞ � 6.

Similarly, hypersonic viscous interaction effects [8], which locally can lead
to large pressure and temperature rises and may also affect global forces and
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Fig. 4.17. Static free-stream temperature T∞ and pressure p∞ (left), and total en-
thalpy H0, total temperature perfect gas T0p, and equilibrium real gas T0r (right)
as function of the Mach number M range of a SÄNGER flight up to upper stage
release, and the flight Mach number ranges of the two beyond-the-reference-concept
flight systems [19].

Fig. 4.18. Knudsen number Kn for different characteristic lengths Lref (left), and
viscous interaction parameters V ′

1 and V ′
2 (right) as function of the Mach numberM

range of a SÄNGER flight up to upper stage release, and the flight Mach number
ranges of the two beyond-the-reference-concept flight systems [19].

moments, must be regarded at flight Mach numbersM∞ � 7, Fig. 4.18 (right).
The viscous interaction parameterV ′

2 takes into account, other than V ′
1 , the hot

vehicle surface via the Chapman–Rubesin parameter.12

12 In [8], the viscous interaction parameter is denoted as V .
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Regarding the rarefaction and viscous interaction effects we note that the
designer must be aware of these phenomena. They may affect performance,
mechanical and thermal loads of the vehicle and its components/sub-systems.
Ground facility simulation may be restricted in the quantification of these ef-
fects, whereas computational simulation, as long as laminar–turbulent transi-
tion and turbulent separation are not involved, in principle has no restrictions.

In the following, we discuss extracts from the aerodynamic data sets of lon-
gitudinal motion of the SÄNGER system with and without the upper stage
HORUS. The aerodynamic data bases, from which we present the extracts in
Figs. 4.21 and 4.22, are composed of data from wind tunnel experiments, re-
sults from approximate engineering methods and some from numerical simu-
lations, Fig. 4.19.

Fig. 4.19. SÄNGER configuration without HORUS Orbiter: panel grid (left) [18],
and skin-friction lines evaluated from a Navier–Stokes solution (right). The figure in
the middle shows a wind-tunnel schlieren picture of the stage separation process [22].

The wind-tunnel and computational data, which went into the aerodynamic
data base of SÄNGER, were obtained with a configuration without propulsion
system, Fig. 4.20. This is the customary approach because an active or even
an inactive propulsion system is difficult, if not impossible, to be integrated in
a ground simulation model of a CAV or ARV.13 Note the side fences on the
lower side of the configuration. They represent the side walls of the propulsion
system and help to gather aerodynamic coefficients for the lateral motion. For
the final data base the aerodynamic and propulsion data are added with the
help of a bookkeeping method, Section 4.4.

First we look at aerodynamic coefficients of the longitudinal motion of the
SÄNGER configuration with the HORUS orbiter, Fig. 4.21. The HORUS or-
biter has the afterbody fairing mentioned above. Lift and drag coefficients have
the lowest values at α � 0◦ for the highest Mach number (M∞ = 7), in-
crease with decreasing Mach number to a maximum around transonic speed
(0.9 � M∞ � 1.1) and drop again for subsonic velocities. For Mach numbers

13 For transonic passenger aircraft, for instance, wind-tunnel tests especially for
the low-speed phases (take-off, approach and landing) are customarily made to-
day with so-called propulsion simulators.
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Fig. 4.20. Panel model of the SÄNGER with HORUS wind-tunnel configuration
without propulsion system [13].
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Fig. 4.21. Longitudinal motion of the SÄNGER configuration with HORUS orbiter:
extract from the aerodynamic data base for the whole Mach number range. Moment
reference point xref = 0. 65 Lref . Data source: [18].

below M � 1.3, we observe nonlinear lift behavior for α � 8◦. The aero-
dynamic performance L/D, Fig. 4.21 (lower left), reaches maximum values
(L/D ≈ 9.5, α ≈ 4◦) for 0.5 � M∞ � 0.8. This behavior is different from that
of RV-W’s, Section 3.3, where the maximum L/D values are always achieved
for low subsonic Mach numbers.

Mach number independence, at least for the drag coefficient, seems not yet
achieved forM = 6–7. This holds also for SÄNGER without HORUS, Fig. 4.22.
We find a similar result for the Scram 5 configuration [2], Figs. 4.33–4.36. This
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Fig. 4.22. Longitudinal motion of the SÄNGER configuration without HORUS or-
biter: extract from the aerodynamic data base for the whole Mach number range.
Moment reference point xref = 0. 65 Lref . Data source: [18].

is in contrast to what we find for RV-W’s, Section 3.3, and RV-NW’s, Sub-
Section 5.3.2, where we see Mach number independence for M∞ � 5 to 6. The
conclusion is that slender vehicle shapes reach Mach number independence at
larger Mach numbers than blunt ones, which appears to be plausible [8].

In the whole Mach number, range static stability can be observed with the
strongest gradient dCm/dα in the transonic flight regime. For M∞ > 3, this
gradient is small. Actually the aerodynamic shape layout was made with an
intentionally small dCm/dα for the cruise Mach number, originallyM∞ = 4.5,
in order to keep the trim drag small. Trim for α > 0 seems to be critical for
the center-of-gravity position xcog = 0.65Lref .

There is also a need to know the aerodynamic data of the lower stage alone
since, after upper stage separation, the lower stage of a TSTO system has to
fly back to its home base. In our case, Fig. 4.22, the aerodynamic coefficients
of the lower stage behave in general very similar to the ones with the HORUS
orbiter, Fig. 4.21.

Nevertheless we observe some minor differences in particular for α > 10◦.
For HORUS, the vehicle is statically more stable, especially in the subsonic
and transonic range (compare the pitching moment diagrams), but the trim
problem remains. Also lift and drag coefficients are somewhat larger. Finally,
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Fig. 4.23. Longitudinal motion of the SÄNGER configuration with and without
HORUS: zero-lift drag coefficient CD0 as function of the flight Mach number M∞.

the maximum lift-to-drag ratio is a bit lower with L/D ≈ 9 than in the other
case, whereas for the highest Mach number M∞ = 7, L/D is higher compared
to the SÄNGER with HORUS orbiter case.

The drag coefficient at zero lift of the SÄNGER configuration with and
without HORUS is shown in Fig. 4.23. Note the large values in the transonic
regime. Mach number independence is reached earlier for the configuration
with HORUS, as is to be expected.

For the higher Mach numbers, the data in Figs. 4.21 and 4.22, especially
the drag coefficients, and the data in Fig. 4.23 must be considered with reserva-
tions. This is due to the inaccurate quantification/simulation of two phenom-
ena discussed in Section 4.1, in particular the location of the laminar–turbulent
transition zone14 and the viscous thermal surface effects due to radiation cool-
ing of the airframe’s surface. In addition, we observe that ground facility mea-
surements at large Mach numbers were made at low Reynolds numbers and
with constant, cold-wall temperature model surfaces.

4.4 General Configurational Aspects: Highly Coupled Lift
and Propulsion System

4.4.1 Some Vehicle Shape Considerations

Airbreathing hypersonic flight vehicles are drag sensitive, akin to all aircraft-
like vehicles. The smaller the drag, the smaller the required installed engine
14 At low flight Mach numbers (and altitudes), say, lower than M∞ ≈ 2, the at-

tached viscous flow past the vehicle can be considered as fully turbulent, which
may reduce the ambiguity of ground simulation data.
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Fig. 4.24. Schematic of integrated lift and propulsion system of a CAV or ARV and
the tasks of vehicle design [23].

performance, the fuel consumption and, depending on the mission, the mass
and volume of fuel, hence also of the fuel tank. The drag of an aircraft consists
of the skin-friction drag, the form drag (the excrescence drag can be considered
as part of it), and the induced drag. At flight speeds above the critical Mach
number, wave drag appears.

Wave drag depends on the flight Mach number, and on the shape and the
angle of attack of the vehicle [8]. In order to keep the wave drag small, CAV’s
and ARV’s, the latter for its ascent mission, must have very slender shapes
and fly at small angles of attack. This is in contrast to RV-W’s. Sketches of
the vehicles and the bow shock shapes in Fig. 6.2, Sub-Section 6.2.1, illustrate
this.

At hypersonic flight Mach numbers, the slenderness (half span/length) ra-
tio of swept wings of CAV’s and ARV’s should be s/l � 0.3 [15]. Behind this is
essentially the subsonic leading edge philosophy in order to reduce the wing’s
wave drag. Smaller values should not be pursued, because then the low-speed
properties become insufficient (too low dCL/dα, critical dutch-roll behavior
at high angles of attack, divergent motions, viz., lateral/directional stability).
Low-speed properties typically are improved by flared wings (double delta,
ogee wing, etc.), see, e.g., Fig. 3.2.

The propulsion system package also plays a large role with regard to the
slenderness of the whole vehicle. The larger the package, the more it must be
aft-located in order to avoid interference with the bow shock and the resulting
wave drag increments, Sub-Section 4.5.1. Figure 4.24 shows the configuration
of a scramjet propelled vehicle [23], which serves here as general schematic for
CAV’s or ARV’s. The size of the propulsion system package is first of all gov-
erned by the necessary capture area of the inlet(s). This can be effectively re-
duced if forebody pre-compression is employed, which indeed is the rule for air-
breathing hypersonic vehicles. Pre-compression also reduces the required en-
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Fig. 4.25. Growth of the size of the external part of the propulsion system (fore-
body, inlet) and the external nozzle area (hatched) of airbreathing flight vehicles
with cruise Mach number M∞ [23].

gine size and weight, compared to the “free-stream” inlet of an isolated or pod-
ded engine. The pre-compression is achieved by an inclination of the forebody
surface ahead of the inlet against the free-stream. Details regarding the fore-
body shape, flow and flow-topology issues are discussed in Sub-Section 4.5.2.

The size of the propulsion system package is also governed by that of the
exhaust nozzles. They need a large area ratio because of the large pressure ra-
tio, especially due to the low ambient pressure at high altitudes. The classical
rocket engine’s bell nozzle cannot be employed because its exit plane (diam-
eter) would be too large. This would mean, besides the matter of bow shock
interference, a very high landing gear in order to permit vehicle rotation at
take-off as well as the necessary large angle of attack during the landing ap-
proach just before touchdown.

The way out is the single expansion ramp nozzle (SERN), which essentially
is an asymmetric external nozzle. The SERN permits an effective exhaust ex-
pansion, has a natural radiation cooling potential (question of the influence
of water vapor if hydrogen is used as propellant), and reduces the size of the
propulsion system package. The drawback of such a nozzle is the change of the
thrust vector in magnitude and direction along the flight trajectory, Fig. 2.15,
Sub-Section 2.2.3. For the particularly critical transonic regime a possible rem-
edy is secondary air injection into the engine nozzle flow [24].

These considerations show us the major characteristics of CAV’s and
ARV’s, specifically, that they are highly coupled lift and propulsion systems.
The deciding part of the external and the internal flow paths is at the lower
side of the vehicle, Fig. 4.24.15 It is also noted that the size of the external
part of the propulsion system (forebody, inlet) and the external nozzle area
of airbreathing flight vehicles grow with increasing cruise Mach number M∞,
Fig. 4.25 [23].

15 Note that at the lower side of the vehicle, forebody and inlet are considered here
as a combined element.
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The tasks of vehicle design, Fig. 4.24, are the proper shaping of the forebody
in view of the internal vehicle layout, the integrated forebody/inlet design, the
housing of the core propulsion engine(s), and the SERN shaping. The last is not
only a matter of propulsion effectiveness but, in view of the highly coupled lift
and propulsion system—for a typical point-mass force polygon see Fig. 2.14—a
matter of vehicle trim and stability. Thrust vector orientation and associated
trim-drag penalties along the flight trajectory are of utmost importance. Of
equal importance is the problem of engine flame-out. The vehicle has to be
trimmable even if the thrust vector disappears.

In the following section we discuss issues of aerothermodynamic airframe/
propulsion integration, Section 4.5. Before we do that, we address force-ac-
counting or bookkeeping procedures.

4.4.2 Bookkeeping of Aerothermodynamic and Propulsion System
Forces

In Section 4.3, we presented longitudinal force and moment coefficients of
the SÄNGER TSTO system, which were found with the vehicle configuration
without propulsion system. This data must be combined with the data of the
propulsion system in order to find the overall, in our case, longitudinal forces
and moments acting on the vehicle.

Several bookkeeping methods are possible. In the following, we first sketch
that used for the longitudinal motion of the SÄNGER system [25]. It is gov-
erned by the fact that the aerodynamic data are created predominantly by
ground facility simulation. Hence aerodynamic forces found in the wind-tunnel
and propulsion system forces must be combined to obtain the overall forces and
moments.

In Fig. 4.26, we show the principal splits of the contributing surfaces of the
airframe and the propulsion system. The propulsion-relevant stream-tube A∞
at infinity is contracted, see Sub-Section 4.5.3, to A0 at the beginning of the
first ramp of the inlet. The propulsion-relevant stream-tube of the jet at the
end of the SERN is denoted A9. The problem is now that the measurements
of the aerodynamic forces were made with a model without propulsion system
package, Section 4.3 and Fig. 4.20.

Based on [25], an approach to account for the different forces was devel-
oped in [26], which we sketch in the following. In Fig. 4.27 the full line denotes
the actual vehicle contour, the broken line that of the wind-tunnel model, and
finally the dotted lines the propulsion system surfaces. At the flat lower side of
the wind-tunnel model, the surface F1 is that in the region of the inlet ramps,
F2 that in the region of the lower side of the propulsion system, F3 that in the
region of the SERN, and finally F

′
2 that of the flat lower side of the cowl of the

propulsion system.16 The forces on these areas are accounted for by the aero-
dynamic data set. The areas F

′
1 and F

′
3 are the propulsion system inlet and

16 This surface corresponds to the surface F2 as we will see below.



4.4 Highly Coupled Lift and Propulsion System 157

M
�

A
�

�

L

A
9

A
0

airframe

bow shock

airframe

propulsion system

Fig. 4.26. Schematic of the bookkeeping for the longitudinal motion of the SÄNGER
system: surface parts with aerodynamic forces (airframe) and with forces of the
propulsion system (hatched) [25]. Stream-tube areas: A∞ at infinity, A0 at the be-
ginning of the first ramp of the inlet, A9 of the jet at the end of the SERN. The
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Fig. 4.27. Schematic of the force accounting for the SÄNGER system [26]. SP de-
notes the center of gravity.

exit surfaces, the forces/momentum fluxes acting on them are accounted for
by the propulsion system data set.

The wind-tunnel model was designed to meet the bookkeeping procedure
defined in [25]. Where the propulsion system is located, the lower side of the
model has the flat surfaces F1, F2, and F3, which were instrumented with pres-
sure gauges. The measurements of the forces and moments as well as of the
pressure distribution of the surfaces F1, F2, and F3 were made at the nomi-
nal angle of attack α. The pressure field measured on F2 is projected on the
cowl surface F

′
2. Because the cowl has an inclination angle δ = −5.5◦, the

related pressure field of F2 was measured with the effective angle of attack
αeff = α− δ.

The aerodynamic data set, called the “truncated” data set is then found
by accounting the contributions in the following way:

truncated data set = experimental data set −
− contributions of F1, F2, and F3 + contribution of F

′
2,
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Propulsion system

Aerodynamics

Fig. 4.28. Airbreathing orbiter study: configuration and bookkeeping surfaces at
the lower side of the scramjet propelled flight vehicle Scram 5 [2]. Dark marked is
the propulsion system surface, and grey the aerodynamic surface. The white surface
in the front view (above) is the inlet opening, and in the rear view (below) the nozzle
opening.

which holds for lift, drag, and the pitching moment. The contributions of the
four surfaces F1 to F3, and F

′
2 are only normal forces because only pressure

fields are measured, not the skin friction. This, of course, in principle could be
made but, then, as mentioned at the end of Section 4.3, for the larger Mach
numbers of the truncated data set, inaccuracies would exist regarding the sur-
face F

′
2. These are due to insufficient knowledge of the location of the laminar–

turbulent transition zone (location of tripping devices) and the inability to
take into account the viscous thermal surface effects due to radiation cooling of
the airframe’s surface. The final combined aerodynamic and propulsion system
data set is found accordingly:

combined data set = truncated data set + propulsion system data set.

Another bookkeeping possibility is to consider the forces on the whole lower
side as belonging to the propulsion system. We illustrate this in more detail
than in the SÄNGER case with data from [2], see also [27], where the air-
breathing upper stage (orbiter) of a TSTO space transportation system, Fig.
4.28, was studied and the system globally optimized. The orbiter vehicle, called
Scram 5, is an ARV. It has twelve separate scramjet modules (not shown in the
figure). For flight Mach numbers larger than M∞ = 12, it is propelled by five
rocket modules located above the SERN (rear view in the figure). The relevant
geometric data of the airbreathing orbiter are given in Table 4.4. The reference
trajectory of Scram 5 after separation from the lower stage up to switch-over to
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Table 4.4. Airbreathing orbiter study: geometric data of the scramjet propelled
flight vehicle Scram 5 [2].

Length 44.9 m

Span 27.0 m

Reference wing area 389.7 m2

Reference wing length 15.8 m

x-location of cog 23.8 m

z-location of cog +0.2 m

Table 4.5. Airbreathing orbiter study: flight parameters of the two considered tra-
jectory points [2].

Trajectory point M∞ H [km] p∞ [kPa] q∞ [kPa] α [◦]

1 6 27.3 1.8·103 45.0 5.0

2 12 36.8 4.5·102 45.0 5.0

rocket propulsion at M∞ = 12 is a q∞ = 45 kPa trajectory. The flight param-
eters of the two trajectory points, which we consider, are given in Table 4.5.

The scramjet control volume—dark marked surface in Fig. 4.28—encom-
passes the whole lower side of the flight vehicle without the wings. We show
the control volume in a side view in Fig. 4.29. Note that the lower side of the
forebody is counted as Ramp 1. It has a length of 15.88 m. At zero angle of
attack, it is inclined against the free-stream by α0 = 3.5◦ (configuration angle,
page 168). Ramp 2 is fixed with 4.82 m length and 8◦ inclination. Ramp 3 is
variable, with 5.3 m length and 11◦ to 12.8◦ inclination. The variable inlet cowl
lip finally has a length of 1.25 m and an inclination from −7◦ to −4.5◦.

With the single surface elements of the scramjet control volume and the
forces acting on them, depending on the flight attitude and the engine setting,
the resulting force and pitching moment due to the propulsion system in view
of the flight vehicle can be found. We discuss now as example the contribu-
tions of the single vehicle surface elements of the scramjet control volume to
the pitching moment for the two trajectory points given in Table 4.5. In Fig.
4.30, the locations of the force acting lines (center-of-pressure of each surface
element) in relation to the center-of-gravity are shown. Intuitively we can see
whether a surface element will give a pitch-up or pitch-down contribution.

Figures 4.31 and 4.32 show the pitching moment contributions of the sin-
gle vehicle-surface elements of the scramjet control volume. Qualitatively, they
are the same in both trajectory points. Surface element 1 alone due to its loca-
tion gives a large pitch-up contribution, that of element 2 is much smaller, and
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Burner Entry Burner Exit

Nozzle ThroatCowl Lip

Nacelle
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Fig. 4.29. Airbreathing orbiter study: side view of the lower side of Scram 5 (shown
upside down) with the schematic of the single vehicle-surface elements of the scram-
jet control volume [2].

Fig. 4.30. Airbreathing orbiter study: schematic of locations of the force acting lines
on the single vehicle-surface elements of the scramjet control volume.

those of element 3 and the cowl lip are quite small. The lower surface of the
nacelle due to its small inclination to the free-stream gives a small pitch-down
contribution. The flow entering the inlet gives a large pitch-down contribu-
tion, whereas the flow exiting the nozzle gives a large—the largest—pitch-up
contribution. Finally the SERN due to its location adds a large pitch-down
increment. The contributed moments are quantitatively different for the two
trajectory points. The dynamic pressure q∞ is the same for both points, but
in trajectory point 1 we have a larger pressure p∞ than in point 2, Table 4.5.

Consider first the ramp-surface elements. The pressure increases across the
oblique ramp shocks, as well as the ambient pressure p∞, are larger for trajec-
tory point 1. This results in larger moment contributions in point 1 than in
point 2. The contributions of the inlet is larger at trajectory point 2 than at
point 1. This is due to the fact that we have the shock-on-lip situation at point 2
(Mdesign = 12). This means for point 1—note that dynamic pressure and angle
of attack are the same for both points—that mass and momentum flux entering
the inlet are smaller there. Hence the contributed moment is smaller. This is
reflected by the contributions of the nozzle which is also larger at point 2 than
at point 1. The SERN contribution, finally, is smaller at trajectory point 2.
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Fig. 4.31. Airbreathing orbiter study: pitching moment contributions of the single
vehicle-surface elements of the scramjet control volume of Scram 5, Fig. 4.29, at
M∞ = 6, H = 27.3 km and α = 5◦ (trajectory point 1 in Table 4.5) [2].
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Fig. 4.32. Airbreathing orbiter study: pitching moment contributions of the single
vehicle-surface elements of the scramjet control volume of Scram 5, Fig. 4.29, at
M∞ = 12, H = 36.8 km and α = 5◦ (trajectory point 2 in Table 4.5) [2].

In the following we discuss the aerodynamic data set of Scram 5 for the lon-
gitudinal motion [2].17 Taking into account the different propulsion modes of
the orbiter vehicle, three flight domains are distinguished:

1. 4 � M∞ � 12 (active scramjet domain): ascent phase, after separation
from the lower stage, the scramjet is active. The contributions of the vehicle
surface elements of the scramjet control volume (red surfaces in Fig. 4.28)

17 All data in [2] were found by means of computational methods.
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Fig. 4.33. Airbreathing orbiter study: lift coefficient CL of Scram 5 as function of
the angle of attack α in the flight Mach number range 0.3 � M∞ � 30 [2].

are not included in the aerodynamic data set. They are covered by the
propulsion data set.

2. 12 � M∞ � 30 (closed scramjet domain): rocket propelled ascent phase,
the scramjet is closed, the contributions of all vehicle surfaces are taken
into account in the aerodynamic data set. Re-entry flight is made with the
vehicle upside-down and the ramjet closed.

3. 4 � M∞ � 0.3 (cold flow-through domain): the scramjet is open, but
not active (cold flow-through mode). This is in order to “fill” the SERN
and to reduce the base drag. Also, here the contributions of the vehicle
surface elements of the scramjet control volume are not included in the
aerodynamic data set.

In domain 1, the angle of attack range is 1◦ � α � 5◦. Note that at the domain
boundaries, Mach numbers appear twice as a parameter because of overlap
between the different domains.

The lift coefficient CL as a function of the angle of attack α is given in Fig.
4.33. The influence of the different propulsion modes is the following: in domain
3, dCL/dα is largest (note the very small nonlinearity for M∞ = 0.3 and 1.2),
with CL = 0 lying around α = 1◦ to 1.5◦. In domain 1, dCL/dα in general is
smaller, the location of CL = 0 varies from approximately α = 0◦ to 2.6◦. For
domain 2, we observe Mach number independence, the smallest dCL/dα, and
CL = 0 at approximately α = −0.6◦.

The drag coefficient CD as function of lift coefficient CL is given in Fig.
4.34. The lowest, zero lift drag is found for domain 1, since there the viscous
and pressure drag contributions of the surface elements of the scramjet volume
are not accounted for in the aerodynamic data set.18 The lowest drag levels are

18 As noted for the SÄNGER data, we also have here principal data uncertainties
with regard to the location of the laminar–turbulent transition zone and the
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Fig. 4.34. Airbreathing orbiter study: drag coefficient CD of Scram 5 as function of
the lift coefficient CL in the flight Mach number range 0.3 � M∞ � 30 [2].
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Fig. 4.35. Airbreathing orbiter study: lift-to-drag ratio L/D of Scram 5 as function
of the lift coefficient CL in the flight Mach number range 0.3 � M∞ � 30, [2].

rather close to each other, however, at different positive values of CL. We see
further, at positive CL, an increase of the gradients dCD/dCL with increasing
Mach number. For domain 2, we observe again Mach number independence,
with zero-lift drag up to a factor two larger than in the scramjet domain. The
largest zero-lift drag is found in domain 3 for M∞ = 1.2, which is still a tran-
sonic Mach number. ForM∞ = 0.3 and 4 we have a zero-lift drag slightly below
that for the high Mach number domain.

viscous thermal surface effects due to radiation cooling of the airframe’s surface.
These concern both the aerodynamic and the scramjet data set.
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Fig. 4.36. Airbreathing orbiter study: pitching moment coefficient CM of Scram 5
as function of the angle of attack α in the flight Mach number range 4 � M∞ � 30,
xref = xcog = 23.8m, zref = zcog = 0.2 m, [2].

The zero-lift drag behavior is reflected by the lift-to-drag ratio L/D as func-
tion of the lift coefficient CL, Fig. 4.35. The lift-to-drag ratio L/D is lowest in
domain 2, with Mach number independence and the flat maximum slightly be-
low L/D = 3 at CL ≈ 0.15. In domain 1, we have the largest value of L/D ≈ 9
at CL ≈ 0.2. This decreases with increasing Mach number down to L/D ≈ 4
at CL ≈ 0.075. In domain 3, we have the lowest values for M∞ = 1.2 again,
and the largest for M∞ = 4, all lying at large CL values.

Finally we look at the characteristics of the pitching moment as a function
of the angle of attack, Fig. 4.36. These are presented only for domains 1 and
2, because the data at low Mach numbers (domain 3) are questionable [2]. In
these two domains the moment is unstable up to neutrally stable. For the high
Mach number domain, we observe Mach number independence. In any case the
vehicle configuration needs further refinement in order to assure trimmability
and stability.

We note at last some of the conclusions in [2] and [27], see also Sub-Sec-
tion 4.1.1: the scramjet lacks thrust potential, at least for the time being.
The uncertainties concerning its performance and the high sensitivities of this
propulsion system do not make it for some time to come a viable candidate
for an upper stage of a TSTO space transportation system. For this, rocket
propulsion is still the mode with the best prospect of success.

4.5 Issues of Aerothermodynamic Airframe/Propulsion
Integration

In this section, we address issues of aerothermodynamic airframe/propulsion
integration. We treat only the highly integrated case, i.e., not the so-called pod-
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Fig. 4.37. Schematic of a scramjet vehicle with semi-conical forebody and semi-
circular inlet/engine arrangement [1].

ded case as found on the SR-71. The highly integrated case probably is the only
viable approach for hypersonic flight. The advantages are the possible forebody
pre-compression and the potential of flow-alignment ahead of the inlet(s). Dis-
advantages are that a boundary layer diverter is needed, at least for the turbo-
jet propulsion mode, probably also for the ramjet/scramjet modes, which leads
to the diverter drag, and also the possible mutual influence of the engines in
case of malfunction. The main topics of the following sub-sections are the lower
side forebody aerothermodynamics in view of pre-compression—the forebody
as zeroth or first stage of the ramp inlet—and optimum inlet/engine onset flow.
Because forebody and inlet ramp flow are closely connected, we also sketch is-
sues of inlet ramp flow, Sub-Section 4.5.5, the latter in view of the trim- and
control-surface flow problems which we address in Chapter 6.

4.5.1 Forebody Effect

The shape of the forebody is influenced not only by aerodynamic demands, but
also strongly by overall vehicle shape demands like inboard volume and center-
of-gravity location, and also by mechanical and thermal loads. The lower side
of the forebody is of special interest in view of inlet pre-compression and in-
let/engine onset flow for both CAV’s and ARV’s. A look at Fig. 4.37 reveals
the major forebody flow effect. The forebody causes a bow shock which at the
design (the largest) flight Mach number should just envelope the propulsion
system package in the longitudinal and lateral direction (shock-on-lip condi-
tion, page 177).

If the bow shock was to lie closer to the forebody, it would, firstly, interact
with the external inlet shock system with detrimental influence on inlet and
engine performance. Secondly, the bow shock would be deflected outward with
a large undesirable wave drag increment as a consequence. If the bow shock
were to lie further away, for no other (systems) reasons, the vehicle forebody
simply must be considered as being too long.

We can formulate the description of the flow situation shown in Fig. 4.37
inversely in two ways:
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– With given location of the propulsion system package: the larger the cross-
section (height) of it, the larger the necessary bow shock opening angle (⇒
restriction of flight Mach number),

– or, with given bow shock opening angle: the larger the cross-section of the
propulsion system package, the farther back the necessary propulsion system
package location (⇒ increase of vehicle length and weight).

These issues can be influenced by the degree of inclination α, eq. (4.4), of the
forebody’s lower surface against the free-stream.19 The inclination leads to the
so-called pre-compression of the inlet/engine flow which, in turn, leads to a re-
duction of the capture area of the inlet and the cross-section of the propulsion
system package. The angle of inclination of the lower side of the forebody gov-
erns the degree of pre-compression and hence the size of the cross-section of
the propulsion system package. In the following, several aspects of this effect
are studied.

4.5.2 Flat versus Conical Lower Side of Forebody

Before we study the pre-compression topic in detail, we note that the shape of
the lower side of the forebody governs the topology of the inlet/engine onset
flow field. Already the onset flow of the ramp inlet—we do not regard in the fol-
lowing the lower side of the forebody as ramp—must be as uniform as possible
in the lateral direction on the relevant parts of the flight trajectory in order to
assure optimum performance of the inlet and the engine without complex op-
eration schedule. A semi-conical (semi-circular) forebody, Fig. 4.37, or a fully
conical forebody, Fig. 4.38, the latter with circular inlet/engine arrangement,
is therefore a viable solution, but also a forebody with flat lower side, which
has a two-dimensional inlet onset flow and inlet/engine arrangement.

Fig. 4.38. Schematic of a (zero angle of attack flight) scramjet accelerator vehicle
with conical forebody and circular inlet/engine arrangement [1].

Semi-conical and fully conical forebodies at a given Mach number at zero an-
gle of attack (cone axis aligned with the free-stream direction) yield fixed pre-
compression and a well-defined conical inlet onset flow. As additional benefit,
we have the Mangler effect which keeps the boundary layer thin [8].

However, at angle of attack, aeroelastic (bending) forebody effects (see be-
low), would change the onset flow pattern in a detrimental way. Figure 4.39
19 We use the term inclination regardless of whether the lower side of the forebody

is flat or conical.
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Fig. 4.39. Schematic of divergent streamline/skin-friction line pattern (features ex-
aggerated) at the lower side of a blunt conical forebody at positive angle of attack.

shows this schematically for a positive α (a not too large negative α would
result in a convergent flow pattern with a detachment line). The onset flow
of the first inlet ramp would have lateral gradients, reduced pre-compression,
and, very important, the effective engine mass flow rate would be reduced. Of
course, one has to ask, how much of this can be tolerated, i.e., how sensitive is
engine performance in this regard?

We state hence that a conical or semi-conical forebody will have the desired
flow topology for a large flight Mach number range,20 but that it will become
increasingly non-axisymmetric and so-to-speak non-uniform for α �= 0. In con-
trast to this, a forebody with a flat lower side has the desired topology for both
a large Mach number and angle of attack range.

The flat lower side of a forebody yields a two-dimensional onset flow of the
first ramp of the inlet. Since this holds only between the primary attachment
lines, Fig. 4.40, this means a certain restriction of the usable flow portion. How-
ever, a change of angle of attack at a given flight Mach number would change
the degree of pre-compression, but would preserve the two-dimensional onset
flow pattern.

In this regard we note, too, that a forebody with a “broad” blunt nose like
shown in Fig. 4.28 yields a beneficial lateral bow shock uniformity across the
whole forebody width compared to a “pointed” blunt nose forebody, Fig. 4.14.
This is important for the shock-on-lip situation at maximum flight Mach num-
ber.21 Indeed, so far, the majority of studies of airbreathing hypersonic flight
20 We keep in mind, that the design Mach number—shock-on-lip with margin—is

the upper bound of the Mach number range.
21 We note, however, that a broad blunt nose is not necessary for a two-dimensional

onset flow. The pointed blunt nose gives as well such a flow, as indicated in Fig.
4.40. This is a typical flow feature of delta wings or fuselages with flat lower
side, Sub-Section 3.2.2. The forebody with pointed blunt nose, however, leads
to smaller drag, lift, pitching moment, and aerodynamic load than the broad-
nose shape.
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Fig. 4.40. Schematic of streamline/skin-friction line pattern at the lower side of a
flat forebody (lateral extension exaggerated) at angle of attack.

vehicles show a forebody with flat lower surface and a broad blunt nose; also
note in this respect the configuration of NASA’s X-43A.

Can the lower side of the forebody deviate from the flat form? The de-
mands from the side of the propulsion system are, depending on whether ram-
jet or scramjet propulsion is considered, flow uniformity, high static and total
pressure, low Mach number, large mass flow rate, small distortion, and small
boundary layer thickness (boundary layer diverter) of the inlet onset flow on
the relevant trajectory parts. Further required is the shock-on-lip condition at
maximum (inlet design, page 178) flight Mach number. From considerations
of of vehicle aerodynamics, large lift, low drag and a suitable pitching moment
are demanded.

Regarding the lower side’s longitudinal shape, obviously it should be
straight all over. A convex shape would lead to a flow expansion, which would
reduce the pre-compression effect, however would reduce the growth of the
boundary layer thickness. A concave shape, on the other hand would decel-
erate the flow further, thus increasing the pre-compression effect, but it would
enhance strongly the growth of the boundary layer thickness.

In the frame of the German Hypersonics Technology Programme, system-
atic studies of forebody shapes were performed, see, e.g., [28, 29]. Pointed,
blunt (narrow) forebodies with a slightly concave lower side cross-section were
found to meet best inlet and vehicle aerodynamic (longitudinal motion) per-
formance demands.

4.5.3 Principle of Forebody Pre-Compression

The principle of pre-compression produced by a forebody with a flat lower side
can simply be explained, regardless of whether the forebody has a broad or a
pointed blunt nose. The lower side of the forebody is inclined at an angle α to
the free-stream. This angle is the sum of the configuration angle α0, i.e., the
inclination angle of the lower side of the forebody against the vehicle’s x-axis
at zero angle of attack and the angle of attack α:
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α = α0 + α. (4.4)

Because the flow over the lower side is two-dimensional between the primary
attachment lines, we can consider a flat plate—the RHPM flyer—at angle of
attack α. In this case α ≡ α. Figure 4.41 shows that the resulting streamtube
compression which governs the size of the cross-section of the propulsion sys-
tem package, is the relevant effect.

M
2

M
1




�

Fig. 4.41. Schematic of streamtube compression at the RHPM flyer at angle of at-
tack, inviscid flow; h1 is the streamtube height ahead of the oblique shock wave, h2

downstream of it.

We consider the inlet capture area A0 as measure of the cross-section of the
propulsion system package and look at its change due to pre-compression.
From Fig. 4.41, if the mass flow rate ṁ2 at the inlet capture area is,

ṁ2 = h2wρ2v2, (4.5)

with w = A0/h2 being the width of that area, we find the connection to the
free-stream mass flow rate ṁ1 with

ṁ1 = ṁ2 = h1wρ1v1 = h2wρ2v2. (4.6)

It follows, if the stream tube is compressed from h1 to h2, the fraction:

h2

h1
=
ρ1v1
ρ2v2

. (4.7)

This fraction is now determined from a geometrical consideration. From Fig.
10.1 in Chapter 10 we find, if we replace the ramp angle δ by the inclination
angle α,

h2

h1
=

sin(θ − α)
sin θ

. (4.8)

The shock angle θ is a function of the Mach number M1, Fig. 4.41, and the
inclination angle α, which for the RHPM flyer [8] is the angle of attack α.

In Fig. 4.42, it is shown that the pre-compression effect in terms of h2/h1

is already strong at small inclination angles. The ratio h2/h1 decreases fast
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Fig. 4.42. RHPM flyer at different Mach numbers: compression of the stream-tube
h2/h1 as function of the angle of attack α (≡ α), inviscid flow, γ = 1.4.

Fig. 4.43. The propulsion system package of the lower stage of SÄNGER with the
five engine inlets [13].

with increasing α and even faster at higher Mach number. The faster a vehicle
flies, the smaller is the angle which is needed to achieve a given degree of pre-
compression. High temperature real gas effects do not change the conclusions.
The theoretically attainable limit for M1 → ∞, α � 90◦, is h2/h1 = 0.167,
see Problem 4.5. The change of other interesting flow properties, e.g., pressure,
total pressure loss etc., can be found with the oblique shock relations [8].

We consider now some data for the propulsion system of the SÄNGER
lower stage, Fig. 4.43 [13].22 At M∞ = 6.8 and H = 31 km altitude, the mass
flow rate to the five engines is ṁres = 5 ·255 kg/s = 1,275 kg/s (the data of [13]
were preliminary data, subject to changes). With the density ρ∞ = 1.6 · 10−2

kg/m3 and the flight speed v∞ = 2, 056.13 m/s, this means a capture area
A∞ = ṁres/ρ∞ v∞ = 38.8 m2. The actual capture area per inlet is A0 = 5.28

22 Note that the lower side of the forebody ahead of the inlets is not entirely flat
in lateral direction.
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m2. Hence, A0,res = 26.4 m2 is the resulting inlet capture area.23 The area
ratio is then A0,res/A∞ = 0.68. Taking into account boundary layer influence,
etc., the real area ratio amounts to ≈ 0.5.24

The area ratio A0,res/A∞ ≈ 0.5 for SÄNGER means that the capture area
at infinity ahead of the flight vehicle is reduced by a factor of two at the inlets.
This underlines the importance of forebody pre-compression.

Finally we have a look at the principal changes of flow parameters, net
thrust, and aerodynamic parameters as function of incremental changes of the
inclination ∆α of the lower side of the forebody against the free-stream, i.e.,
changes of pre-compression, Table 4.6.

The α changes are considered to be small enough, that the parameter
changes are in the linear domain. With positive∆α, we get an increase of static
pressure and temperature, total pressure loss, net thrust, lift, drag, pitching
moment, aerodynamic load. The inviscid Mach number decreases whereas in
a wide range of α the unit Reynolds number increases, Fig. 6.18. This means
a general decrease of the boundary layer thickness but an increase of thermal
loads (the radiation-adiabatic temperature rises) and the wall shear stress.25

With negative ∆α the trends reverse.
This qualitative consideration underlines the strong coupling of the lift

and the propulsion function of airbreathing hypersonic flight vehicles. If, for
instance, the net thrust is increased by increasing the mass flux via the pre-
compression, also the drag increases, as well as lift and pitching moment (trim
drag).

In addition, thermal loads are increased, as well as skin friction as part of
the vehicle drag. Note also possible erosion processes of the vehicle surface.
However, there is one performance change with ∆α, that of the net thrust
with forebody pre-compression, which gives rise to grave concerns regarding
the feasibility of, at least, large airbreathing hypersonic flight vehicles with the
present available airframe technologies. This sensitivity of the net thrust is ad-
dressed next.

23 The diameter of one combined turbojet/ramjet engine is ≈ 2 m, the SERN area
per engine is ≈ 10 m2.

24 The configuration angle of the lower side of the forebody is α0 = 3.4◦. At the
angle of attack α = 6◦ of the vehicle, the inclination of the lower side against
the free-stream is therefore α = 9.4◦. For the RHPM-flyer at α = 9.4◦, then a
ratio h2/h1 ≈ 0.42, Fig. 4.42, results.

25 For an approximate quantification of the trends one must take into account the
boundary layer edge Mach numberMe, the unit Reynolds numberReu

e , together
with the reference temperature or enthalpy, which includes the influence of the
wall temperature [8].
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Table 4.6. Principal changes of nominal flow parameters, net thrust, and aerody-
namic parameters as function of incremental changes of the inclination ∆α of the
lower side of the forebody against the free-stream, hence of pre-compression.

Item +∆α −∆α
Static pressure ⇑ ⇓

Total pressure loss ⇑ ⇓
Static temperature ⇑ ⇓

Net thrust ⇑ ⇓
Lift ⇑ ⇓
Drag ⇑ ⇓

Pitching moment ⇑ ⇓
Aerodynamic load ⇑ ⇓

Me ⇓ ⇑
Reu

e ⇑ ⇓

4.5.4 Net Thrust Sensitivity on Pre-Compression

The net thrust is the small difference of large forces, which, as additional com-
plication, act in different directions, Fig. 2.14.26 This leads to a large sensitivity
of the net thrust. In the following example from the SÄNGER studies, the in-
stalled thrust is defined as the actual thrust produced by the nozzle minus the
flow momentum entering the inlet, the drag due to forebody boundary layer
diverting, spill drag, bypass drag, and bleed drag, as experienced on the tra-
jectory [30]. We consider now its sensitivity on changes of the lower surface
inclination angle α, which is a measure of the forebody pre-compression.

Figure 4.44 figure shows that at M∞ = 6.8, for instance, only one degree
less than the nominalα reduces the net installed thrust by approximately seven
per cent. One degree more would give about four percent more thrust. At two
degrees (more or less) the changes are approximately twice. Also, as indicated
in Table 4.6, α changes alter the vehicular drag, lift, etc. (Problem 4.6), which
is not taken into account in Fig. 4.44. The important result is that the inclina-
tion angleα of the lower side of the forebody must be controlled very delicately.
To lay out the necessary control means (air data and attitude sensors, propul-
sion control system, which includes inlet, combustor and nozzle throat control,
flight control system, aerodynamic control surfaces and actuators) for minute
α changes in real time is a tremendous challenge, even if the airframe could be
considered as being rigid.

26 All forces and hence the net thrust change with speed, attitude, and engine set-
tings along the trajectory.



4.5 Issues of Aerothermodynamic Airframe/PropulsionIntegration 173

��

Fig. 4.44. Influence of inclination angle changes ∆α of the lower side of the
SÄNGER forebody on the net installed thrust FNrel for three flight Mach numbers
[30], see also [19, 13].

In reality, static and dynamic deformations of the forebody, in this case about
52 m long, lead to very large additional complications. We contrast this prob-
lem with the approach which is taken today, prologue to Chapter 8, viz., the
more-or-less exact determination of the static and dynamic aeroelastic proper-
ties of an airframe only after the first specimen has been assembled. The con-
clusion is that in view of the small payload fraction and the large development
cost of the system, this is not the appropriate approach.

This is further exacerbated because the airframe structure and materials
concept is basically that of a hot primary structure. This requires, for instance,
a concept with integral cryogenic tanks, internal insulation, and a hot thin-
sheet load-carrying structure without thermal protection system [31]. An al-
ternative concept would be a cold, load-carrying structure with a thermal pro-
tection system.27

We have seen in Fig. 4.6, that, regarding the radiation-adiabatic surface
temperature, at maximum flight speed for turbulent flow, a temperature dif-
ference of about 200–250 K exists between the lower and the upper side of the
forebody. If one assumes a hot primary structure with such a design, and that
heating results in deformations (statically determinate construction) rather
than in additional stresses, this temperature difference, which is of realistic
order of magnitude, would bend up (“bananization” effect) the forebody as
shown in Fig. 4.45 [32].

27 However, in order to meet the demand of vehicle drag to remain as small as
possible, such a thermal protection system must have a surface with sub-critical
roughness, steps, and so on. Otherwise viscous drag increments will result. For
the concept of necessary and permissible surface properties see Chapter 9.
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Fig. 4.45. Idealized effect of the wall-temperature difference between the lower and
the upper side of the forebody (L = 55 m) of the SÄNGER lower stage on its static
aeroelastic behavior [32]; see also [19]. Conditions are M∞ = 6.8 at 31 km altitude,
α = 6◦, ∆hnose, nose-up displacement.

Compared to the cold forebody, we get a nose-up displacement of the assumed
hot structure of about 2 m. Secondary effects, aerodynamic load and trim in-
crease this to approximately 2.5 m. A proper insulation of the lower side, or
an alternate cold primary structure and materials concept, however, could re-
duce this effect almost completely. For the hot primary structure and materials
concept, a tailoring (reduction) of the emissivity coefficient of the upper side
of the forebody would reduce the temperature difference and hence reduce the
effect, too. In addition it would reduce the turbulent viscous drag there.

Nothing is known about the influence of thermal effects on the dynamic
aeroelastic properties of the forebody and the airframe in general. In the frame
of the German Hypersonics Technology Programme feasibility studies have
shown that static structural ground tests for the large airframe of the lower
stage of SÄNGER with a hot primary structure at T ≈ 1000 K appear to be
possible, but not dynamic tests [31]. As a solution, numerical simulation of the
aerothermoelastic properties of the airframe in the “transfer-model concept”,
[19, 31, 33], was proposed. This concept has at its core the multidisciplinary nu-
merical simulation of a real-elastic airframe, Sub-Section 8.2.2. It should per-
mit to determine the relevant static and dynamic aerothermoelastic properties
of the airframe with sufficient accuracy and reliability much earlier than with
today’s approach.

We conclude, that forebody pre-compression is an effective means for re-
ducing the cross-section of the propulsion system package. However, it leads to
a sensitivity of the net thrust on the degree of pre-compression which techno-
logically is very challenging, especially in view of the aerothermoelastic prop-
erties of the airframe.28 We have discussed this on the basis of data from the

28 This concerns medium to large scale flight vehicles, but probably not small ve-
hicles with a highly rigid airframe.
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German Hypersonics Technology Programme, but the effect has been shown
to exist also in other studies [34].

In view of the small payload fractions of, e.g., space transportation systems
and the large development cost, a new approach to the design and development
of such systems appears to be necessary. However, the problem needs to be
analyzed in more depth. Topics to be treated in detail are: impact of effective
disturbances of the inclination angle of the lower side of the vehicle’s forebody
on net thrust, drag, lift, pitching moment, pressure and thermal loads; recep-
tivity and amplification of disturbances (atmospheric and vehicle/propulsion
system control-induced disturbances); role of airframe aerothermoelasticity;
optimization of the degree of pre-compression in the overall vehicle design pro-
cess; optimization of the forebody design in view of pre-compression, and so on.

4.5.5 Inlet Ramp Flow

We have seen above that the forebody sometimes is considered to be the first
ramp of a multi-ramp inlet with external compression. In any case, the exter-
nal inlet flow is closely connected to the forebody flow. In order to round the
picture of the flow past the windward side of a CAV or ARV, we consider now
some aerothermodynamic issues of inlet ramp flow.

Required pre-compressor Mach numbers of turbojet engines, like combus-
tion chamber Mach numbers of ramjet engines, are in the range of M ≈ 0.4–
0.6, whereas the combustion chamber Mach numbers of scramjet engines are
of the order M ≈ 2–3. The deceleration of the flight-speed air stream to these
Mach numbers is either fully or at least partly attained with the help of shock
waves [8]. Because the total pressure loss associated with this deceleration
mode should be as small as possible, usually a sequence of oblique shock waves
is employed, i.e., multiple inlet ramps. In practice, the outer part of the inlet
(external compression) is a two- or three-ramp inlet.

If we look at CAV’s and ARV’s, we distinguish between cruise and acceler-
ation vehicles, Section 4.1. For the first vehicle type, generally flat lower shapes
are envisaged, for the latter also conical shapes, see, e.g., [1]. We have, in any
case, at the ramps of the inlet, either flat or conical, flow phenomena and hence
design problems [35, 36], which are basically the same as those we have at aero-
dynamic control surfaces with optimal onset flow geometry, Chapter 6.

A major feature of the flight vehicles in the background of our considera-
tions is the forebody pre-compression,which was discussed in Sub-Section 4.5.1
and the following sub-sections. This pre-compression is a major element in
the design of an inlet [37] because of the interdependency of inlet, combustion
chamber and nozzle, and also of the whole flight vehicle. Because we intend
to discuss here only issues of inlet ramp aerothermodynamics and to show the
relation between the flow phenomena found on inlet ramps and on control sur-
faces, we do not consider forebody pre-compression anymore explicitly.

In the following, we concentrate on flat two-dimensional inlet-ramp config-
urations. Two-dimensional means that we do not consider edge and side-wall
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Fig. 4.46. Three-ramp inlet-flow experiment, [40]. From above: oil-flow visual-
ization, heat-flux distribution (infrared image), and pitot-pressure distribution,
Monset = 6, Rel,onset = 2.1 · 106, l = 0.42 m. The flow is from the left to the
right.

flow phenomena. For a discussion of the flow and simulation problems of the
complex strong interaction phenomena in a realistic three-ramp inlet configu-
ration, which include longitudinal corner flow (see [38, 39]).

We show such a situation in Fig. 4.46 [40]. The three ramps of the inlet have
the angles 5◦, 5◦, and 10◦. In the upper figure, the oil traces of the glancing
ramp shocks at the side wall are clearly discernible. The longitudinal corner-
flow field is caused by the ramp shocks interacting with the side-wall boundary
layer flow. It shows a considerable total pressure loss, which is illustrated in the
lower part of the figure. There pp is the pitot pressure and p0 the free-stream
total pressure.

Because we have no forebody flow, and a rather low Reynolds number in
this case, boundary layer transition happens on the model surface, with Görtler
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Fig. 4.47. Schematic of a three-ramp inlet without forebody bow shock [8]. The flow
is from the left to the right.

vortices obviously induced already by the first ramp. They become sufficiently
strong on the third ramp, to lead to the typical wall-heating pattern (stria-
tions), middle image in Fig. 4.46, see also Sub-Section 6.3.3. The Stanton num-
ber is defined by St = qgw/[ρ∞v∞cp(Tr −Tw)], with the recovery temperature
approximated by Tr = 0.9Tt.

In Fig. 4.47, we give the schematic of a three-ramp inlet, which is typical
for combined turbojet/ramjet propulsion. The inlet onset flow a) has been pre-
compressed by the lower side of the forebody, which is not indicated in the
figure. The forebody boundary layer at least for the turbojet mode must be
diverted (boundary layer diverter) in order to avoid unwanted distortion of
the inlet flow, and eventually of the flow entering the engine.29 In the external
compression regime b) the three oblique ramp shocks are shown to be focussed
on the lip of the inlet cowl. The bow shock of the forebody is not shown. The
interesting flow phenomena around the junction—equivalent to the hinge line
of control surfaces—of the ramps and asymptotically on the ramp surfaces are
the same as those at aerodynamic control surfaces. In addition the effective
ramp-shock angles, depending on the ramp angles and on the displacement
properties of the ramp boundary layers are an important issue.

The layout of the ramp inlet with a given forebody pre-compression is made
at the design flight Mach number for the shock-on-lip situation, where the fore-
body bow shock and all ramp-shock surfaces intersect the lip bow shock surface
at the same location at the lip, Fig. 4.48. In this situation the drag of the in-
let is minimized and the smallest cumulative total pressure loss ensues which,
however, basically is a function of the number and inclination of the bow shock
and the ramp shocks. We emphasize that the shock-on-lip situation is defined
by the design flight Mach numberM∞ and the inclination α of the (flat) lower
side against the free stream. With a given forebody shape hence the pair “de-
sign flight Mach number” and “design angle of attack” defines the shock-on-lip
situation.

29 However, if the forebody boundary layer is diverted, the “new” ramp boundary
layer will initially be laminar and may have detrimental flow separation effects
at the ramp junctions.
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However, as mentioned in the previous sub-section, the inlet design flight
Mach number generally is chosen to be somewhat larger than the vehicle design
flight Mach number such that the bow shock and the ramp shock interaction
with the lip shock never lies on or above (the inlet is located below the fuselage)
and—somewhat behind—the cowl lip. This margin is to assure, that the slip
surface(s), which result from the interaction with the lip shock, never can come
into contact or close to the inner cowl boundary layer, which can lead to the
so called Ferri–Nucci instability (inlet buzz) [38, 41].

In any case disturbances of this and or any other kind should not enter
the internal engine flow path. The ensuing static and dynamic distortions are
detrimental especially for the operation of a turbojet engine, and possibly
also of a ramjet/scramjet engine. Having the ramp-shock/lip-shock interac-
tion at all flight Mach numbers outside of the lip means that the Edney type
IV shock/shock interaction [42] (see, e.g., also [8]), with its large thermal and
mechanical loads on the lip structure, is also avoided.

Fig. 4.48. Schematic of the shock-on-lip situation (only one ramp shock shown)
without margin [8].

The choice of the ramp angles is dictated by the needed flow deceleration (pres-
sure recovery) together with the desired, with margin, shock-on-lip situation.
The optimal ramp-angle domain for each ramp is that leading to the case b)
in Fig. 6.9: viscous flat-plate/ramp flow with non-separating boundary layer.
In this way undue total pressure loss and thickening of the ramp boundary
layer do not occur, which would influence the effective ramp and shock angles.
Avoided are then also the large thermal loads associated with case c), Fig. 6.9.

The properties of the onset flow boundary layer of each ramp depend, like
in the case of aerodynamic control surfaces, on the initial conditions, entropy-
layer swallowing and location of laminar–turbulent transition on the forebody,
the boundary conditions, especially the temperature of the radiation cooled
wall, and the running length, usually in presence of constant external inviscid
flow along the ramp surface.

The initial conditions for the first ramp are either given, with boundary
layer diversion, by the new start of it at the blunt nose of the ramp or, without
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diversion, by the forebody boundary layer, which can be very thick according
to its initial and boundary conditions, and the forebody length, see above. In
the latter case, the ramp(s) may be buried more or less in the boundary layer,
and choking phenomena may occur in the inlet [43]. At any successive ramp,
the initial conditions are governed by the virtual origin of the boundary layer,
with the jump of the unit Reynolds number from the preceding flat plate to
the ramp as important parameter, Fig. 6.18, Sub-Chapter 6.3.3.

Bleed, i.e., removal of boundary layer material through the ramp surface in
order to avoid or reduce separation,30 case c) in Fig. 6.9, should be minimized
or, even better, avoided completely.31 Any bleed leads to the so-called bleed
drag because flow momentum is lost which, in general, cannot be recovered
because of the large choking in the bleed passage. The consequence is a reduced
net thrust of the propulsion system, not to mention the configurative measures
to remove and finally dump the high temperature bleed air. Bleed in the throat
region in order to start the inlet is another issue, which we do not discuss here.
If bleed is necessary, it can be applied at a ramps junction, or, to be preferred,
ahead of it, in order to remove low-momentum boundary layer material already
before the interaction occurs.

In view of the flightMach number and altitude range in which the inlet must
operate, and regarding the systems aspects of the flight vehicle, in any case
a trade-off is necessary, taking into account forebody pre-compression—for
the particular problems associated with that see the preceding sub-sections—
number of ramps, cowl lip shape, external and internal compression, and so on.

4.6 Waverider Configurations

In this section, we consider waverider shapes of possible CAV’s. These shapes
offer, in their pure form, very good aerodynamic properties, e.g., regarding the
lift-to-drag ratio. We discuss the basic principles of their design, give examples,
look at the influence of viscous effects and thermal loads issues, and finally at
issues of a waverider as an operational flight vehicle.

4.6.1 Introduction

In the beginning of the 1990s, there was a renewed interest in the space explo-
ration community to transport payload into space by advanced space trans-
portation systems. These systems should be able to take off and land horizon-
tally like conventional airplanes. Compared to expendable rocket launched,
non-winged vehicles, aerodynamic lift should be used to significantly reduce

30 For bleed as shock wave/boundary layer interaction control means see, e.g., [44].
31 This concerns also sidewall bleed at realistic inlet configurations, applied in or-

der to control the viscous interaction phenomena there.
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transport costs for large payload masses. Further, they should have a higher
mission and landing site flexibility.

At that time, single-stage-to-orbit (SSTO) and two-stage-to-orbit (TSTO)
vehicles (see also the introduction to this Chapter) were considered as promis-
ing candidates for such transportation systems where, for example, the lower
stage of the TSTO system was foreseen to be a hypersonic spacecraft propelled
by an advanced airbreathing propulsion system. The efficiency of such a space
transportation system is directly related to the aerodynamic performance, the
lift-to-drag ratio L/D. Normally, hypersonic flight vehicles exhibit L/D|max

values ranging from 4 to 6 [45].
Of course, there are several possible shapes of a hypersonic aerospace ve-

hicle which in general should be of slender type [27, 46]. In particular, the wa-
verider shape seems to have a very promising aerodynamic potential. This idea
was firstly proposed and published by T.R.F. Nonweiler in 1959 [47]. In the fol-
lowing Sub-Sections we deal with aspects of the design of hypersonic spacecraft
on the basis of the waverider idea. Here, we focus on:

• waverider design methods based on wedge flow, cone flow, osculating cone
flow,

• influence of viscous effects on the aerodynamic performance,
• off-design behavior particularly in the subsonic and the transonic regimes,
• the leading edge sharpness constraint,
• trim and control surface integration,
• upper surface design for L/D amendment,
• volume and volume efficiency constraints,
• the integration of a propulsion system.

4.6.2 Design Methods

The design of a waverider is an inverse process which means that for a given
flow field the optimum vehicle shape is constructed. This shape fulfills the con-
ditions of the prescribed flow field. The design process itself (based on an in-
viscid flow field) requires as input:

• the definition of a generating shock surface,
• the definition of the vehicle’s leading edge(s) on the generating shock surface,
• the free-stream Mach number M∞ = M |design,
• the shock angle of the generating shock surface σ|design.32

The lower side of a waverider is determined by the stream surface emanat-
ing from the prescribed leading edge. Therefore, the shock surface is attached
to this leading edge. Since, as well known, the pressure downstream of shock
waves is increased, this stream surface generates the lift of the shape and the

32 In the literature the shock angle is often denoted by θ, e.g., [8], and also the
present book.
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corresponding wave drag. So the maximum aerodynamic performanceL/D for
a given Mach number is one main objective of an optimization process.

The upper side of the waverider is often a free-stream surface. Due to the
nominally sharp leading edge and the fact that on the upper side the deflection
angle is zero, the application of the oblique shock relations exhibits in the invis-
cid limit no contribution to the aerodynamic coefficients. The lift is produced
exclusively by the lower surface and it exists no interference between the flow
of the lower and the upper side. The consequence is, that no lift is lost owing
to flow-spilling effects from the lower to the upper side. For rounded leading
edges this situation changes, which will be discussed below in more detail. Nev-
ertheless improved waverider designs generate upper surfaces with expanding
flow, thus producing lift, too, approximately of the order of 10 per cent of the
total lift [45].

Design by Wedge Flow

The simplest way to construct the lower surface of a waverider is to apply a
wedge flow, where for a given design Mach number M |design and a wedge an-
gle δ, the shock angle σ|design is settled. The flow conditions are exactly de-
termined by the oblique shock relations [8]. Defining the trace of the leading
edge on the shock surface and constructing the stream surface by the stream
lines emanating straight from the leading edge, the result is a shape, which
looks like the “caret” ascii symbol (∧), and was therefore called the “caret
wing,” Fig. 4.49 [46, 47]. The compression surface is built by two plane sur-
faces which intersect at a ridge line lying on the lower surface of the original
two-dimensional wedge. Another solution obtained by this procedure is shown
in Fig. 4.50, where two caret shapes are combined.

Design by Singular Cone Flow

Whereas wedges generate plane shock surfaces with constant flow conditions
behind them, a more general extension of the above mentioned design princi-
ple can be attained by employing circular cone flow with zero angle of attack.
As is well known, the shock is curved in cross-sectional planes and the flow
variables are constant along rays emanating from the vertex of the cone. In-
troducing conical coordinates and assuming inviscid flows, the profiles of the
flow variables between the shock and the cone surface can be exactly calculated
by solving the Taylor–Maccoll equation [48, 49]33

33 By definition of the free-stream Mach number M∞ and the shock angle σ the
velocity components vr and vθ behind the shock wave are known. Then by solv-
ing eq. (4.9), every cone flow can be determined, where the corresponding cone
angle δ is obtained by the condition vθ = 0 for θ = δ.
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where vr is the velocity component along a conical ray, θ is the angle of the
ray referred to the cone axis (see Fig. 4.51 b), γ is the ratio of specific heats.
The velocity component normal to the conical ray, assuming irrotational flow,
is defined by vθ = dvr/dθ.34 With the definition of the leading edge trace on
the shock surface and the construction of the stream lines emanating from the
leading edge by evaluating the flow field calculated by eq. (4.9), the stream
surface representing the lower side of the waverider is designed. Figure 4.51
exhibits the geometrical relations of the procedure.

For completion it should be mentioned that waveriders were also designed
on the basis of inclined circular cones (α �= 0) as well as on elliptic cones, either
aligned or inclined. In these cases the shock strength is not constant and the
generating shock produces entropy profiles. The flow field itself is three dimen-
sional and analytical solutions are only available for small deviations from the
circular cone flow by applying small perturbation theory [50].

Design by Osculating Cone Flow

The waverider design by using a single cone flow is in principle restricted by
the fact that the generating shock surface is all the time a piece of a conical
shock surface. This reduces the design flexibility, in particular with respect to
compliance with other mission requirements on the waverider other than aero-
dynamics, e.g., the volume and the volume efficiency, or the off-design behav-
ior. Therefore in the beginning of the 1990s, the “osculating cone concept” was
developed [51, 52].35 The basic idea is that for a prescribed shock profile in the
exit plane, an envelope of a shock surface is constructed by the conical shocks
of spanwise osculating cones, Fig. 4.52.

There exists at every point normal to the shock profile a conical flow plane,
with a constant shock angle σ, which is considered as independent of the other
flow planes in its neighborhood, Fig. 4.53. The curvature at the shock profile
determines the local cone radius, defining the length of the cone given that the
shock angle is held constant, Fig. 4.54.

Due to the fact that the shock angle in spanwise direction is constant, only a
single solution of the Taylor–Maccoll equation, eq. (4.9), is required to define
the entire flow field. Once this quasi three-dimensional flow field exists, the
stream surface defining the lower side of the waverider is calculated by tracking
the stream lines starting at the leading edge.

A more general method, where not only the shock shape is varied, but also
the shock strength (which means for a given Mach numberM |design to vary the
shock angle σ|design), is proposed in [55]. Since in that case, the flow field can
no longer be composed by analytical solutions, this requires the development
of an appropriate numerical method. For this reason a cross-stream marching
method based on the Euler equations was derived.

34 This is the result of rot v = 0 formulated in spherical coordinates for axisym-
metric conical flow conditions.

35 For a detailed description of this procedure see also [53, 54].
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Fig. 4.52. Waverider design based on osculating cone flow, definition of local cone
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Fig. 4.53. Definition of the leading edge on the shock surface which is generated
by osculating cones [51, 53, 54].

4.6.3 Exemplary Waverider Designs

On the basis of the single cone flow method, some authors have designed fam-
ilies of optimized waveriders where viscous effects, Sub-Section 4.6.4, are in-
tegrated in the optimization process, [45, 56, 57]. Mostly, the boundary lay-
ers were determined by integral methods which provide fast solutions, neces-
sary during optimizations. An example, taken from [45], is shown in Fig. 4.55.
Optimized waverider shapes were calculated for or M |design = 6 and shock
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Fig. 4.55. L/D optimized waverider designs for various shock angles σ|design based
on single cone flow including viscous effects with M |design = 6 [45].

angles σ|design = 11◦, 12◦, 13◦, 14◦.36 The state of the boundary layers was
transferred from laminar to turbulent by the application of a transition model,
which was based on semi-empirical relations. The wall temperature was Tw =
1, 100 K and the Reynolds number Re = 122.4 · 106. The highest L/D value
of 8.07 is obtained for σ|design = 12◦.37 Finally, Fig. 4.55 shows the isometric
and front view of the shape with σ|design = 12◦.

36 Note, that for every prescribed shock angle σ|design the optimization process
creates distinct waverider shapes.

37 All the L/D values given here do not encompass the base drag.
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Fig. 4.56. Waverider design based on osculating cone flow for the shock angle
σ|design = 9.1◦ and the design Mach number M |design = 12, [54].

An example of a waverider, designed by the osculating cone method, is given
in Fig. 4.56. With the design code WIPAR [58],38 operated in the inviscid
mode, the shape of the waverider was determined for the design conditions
M |design = 12 and σ|design = 9.1◦. Generally, the aerodynamic performance
L/D of inviscid waverider designs depends on the design Mach number, the
shock angle and the shock contour. When using the osculating cone method,
different shock shapes can be chosen. Only waverider shapes designed for con-
stant conditions, described above, have the same L/D value.

Despite the fact that the data base in this regard is rare, we have con-
structed a three-dimensional surface which contains all the known performance
data,39 for inviscid waverider design as function of the design Mach number
M∞ and the design shock angle σ|design, Fig. 4.57. There are two general
trends. The first one is the slight increase of the performanceL/Dwith decreas-
ing design Mach number (down to M∞ ≈ 4.0), and the second one concerns
the increase of the performance with decreasing design shock angle, which be-
haves exponentially for lower σ values. The fitted surface is described by the
following equation :

z(x, y) = f1(x)f2(y), (4.10)

with

38 WIPAR stands for “Waverider Interactive Parameter Adjustment Routine” and
was developed by K.B. Center.

39 The data are based on [53, 54]. The shock surfaces for the osculating cone
method were held constant.



188 4 Aerothermodynamic Design Problems of Winged Airbreathing Vehicles

f1(x) = cos2((ϕ0 + (x−m1) a1)) ·
· (a2 cos2 ϕ0 − 1)/ cos2 ϕ0 + a3,

f2(y) = a4 + a5e
−a6(y−a7),

and a1 = 12, a2 = 1.5, a3 = 0.992, a4 = 7.3, a5 = 59, a6 = 0.8, a7 = 5,
ϕ0 = 10, m1 = 4.5, z ≡ L/D, y ≡ σ, x ≡M∞.

It is difficult to compare aerodynamic performance data of existing results
due to the specialized nature of waverider design analysis. Nevertheless, the
L/D quantities in Table 4.7 give a hint of the range of the aerodynamic per-
formance. The performance values which pertain to [45] are relatively high for
design Mach numbers up to M |design ≈ 10, but unfortunately the single cone
method generates shapes which hardly fulfill the requirements for a practical
space transportation vehicle. Such a vehicle needs at least an adequately good
low-speed capability, a sufficient volume and volume distribution for the in-
tegration of tanks, propulsion system, payload, and equipment, as well as the
ability to integrate aerodynamic stabilizer, trim and control surfaces. It seems
that all this is hard to realize with a shape like the one of Fig. 4.55.

As already mentioned, the potential of the waverider shapes to meet the
above requirements for an operational vehicle, designed by using the osculat-
ing cone methods, is much more promising, Table 4.7. The data for the wa-
verider of Fig. 4.56, based on an inviscid design, is the outcome of numerical
flow solutions including viscous effects, where the boundary layer was assumed
to be fully turbulent [54]. The wall temperature was Tw = 1, 000 K and the
Reynolds number Re = 200 · 106. Whereas the investigation of [52] with the
goal to examine the influence of the design Mach number provides high L/D
values, the outcome of the work reported in [59] with the goal to amend the low-
speed performance, exhibits considerably lower L/D values, Table 4.7. These
examples provide some insight into the design problem of vehicles based on the
waverider concept. We state here that only the aerodynamic performance of a
vehicle, which is able to successfully operate along the whole flight trajectory,
is of practical need.

4.6.4 Influence of Viscous Effects on the Aerodynamic Performance

The classical waverider design process as suggested by Nonweiler [47] is a
procedure employing inviscid flow fields, which are described by analytical
equations. A realistic design, therefore, requires that viscous effects must be
accounted. Viscous effects in this context are wall-shear stress and weak or
strong (hypersonic viscous interaction) displacement of the inviscid flow by the
boundary layer, as well as at high altitudes slip-flow effects. At altitudes below
40–60 km, boundary layers are initially laminar and then become turbulent.
However, at present, the location of laminar–turbulent transition cannot be
predicted accurately and reliably [8]. Therefore, either parametric studies of
the influence of the transition location or computations with the assumption
of fully turbulent flow should be performed.
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Fig. 4.57. Inviscid performance data L/D as function of the design Mach number
and the design shock angle. View from left a), view from right b). Data (blue dots)
sources: [53, 54].

The wall shear stress of a turbulent, high speed boundary layer depends more
strongly on the wall temperature than that of a laminar one. For that reason,
design work in general should employ the radiation-adiabatic wall tempera-
ture [8]. The choice of a computation method for the quantification of viscous
effects must take into account these phenomena. Since boundary layer meth-
ods in general are not able to describe strong interaction phenomena, like the
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Table 4.7. Aerodynamic performance data of various waverider designs (∗ values
extrapolated).

M∞|design L/D|design point Re|design σ|design Conditions and Ref.

Remarks

4 8.91 – – singular cone method [45]

6 8.07 1.22 · 108 12◦
design goal:

10 7.00 0.63 · 108 – max. L/D

25 4.27 1.4 · 106 9◦

4.5 6.55 2.0 · 108 16.3◦
osculating cone method [54]

5.5 6.52 2.0 · 108 14◦
design goal: max.L/D

12 6.15 2.0 · 108 9.1◦
for shock profile, thickness

distribution, planform unchanged

4 5.55 2.5 · 108 – osculating cone method [59]

6 5.20 2.5 · 108 – design goal: enhancing

low speed performance

4.5 7.43 1.0 · 108 – osculating cone method [52]

8 7.28 1.0 · 108 – design goal:

12 7.30∗ 1.0 · 108 – influence of design

20 7.30∗ 1.0 · 108 – Mach number on L/D

mutual effects of vortices, shocks and boundary layers in global flow separation
regimes, Navier–Stokes methods are needed if such phenomena are present.

Viscous effects were taken into account for the first time by K.G. Bowcutt
et al. [45]. Unfortunately, the aerodynamic performance values for the waverid-
ers given in this reference are the only viscous ones and no information about
the inviscid values of these shapes is available. Therefore, we refer to later in-
vestigations where, on the one hand, for the design of the waveriders viscous
effects are included but, on the other hand, the performance of the design was
checked by several viscous and inviscid methods [52]–[54, 60, 61].

Figure 4.58 shows the aerodynamic performance as function of the free-
stream Mach number for two waverider designs of the type displayed in Fig.
4.56. The first one, [52], has the design Mach number M |design = 12 and the
shock angle σ|design = 8.17◦. The flow fields of the off-design Mach numbers
were determined by a shock expansion method for the inviscid part, and the
viscous effects were modeled by adding the skin friction of a flat plate with
a fully turbulent boundary layer (Tw = 1, 000 K, Re = 108). The second
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Fig. 4.58. Influence of viscous effects on the aerodynamic performance of two
waveriders designed by the osculating cone method, M |design = 12 in both cases
[52, 61].

one [61] has again the design Mach number M |design = 12 but a shock an-
gle of σ|design = 9.1◦. In that case, the inviscid flow field was determined by a
numerical simulation method solving the Euler equations whereas the viscous
effects were treated as before (Tw = 1, 000 K, Re = 108 to 109).

Generally, it seems that for high supersonic and hypersonic Mach numbers,
the inviscid L/D values are nearly Mach number independent. This is in con-
trast to the viscous L/D values which decrease with increasing Mach number.
Considering the case of [61], we observe that viscous effects reduce the aerody-
namic performance roughly between 25 and 30 per cent in the Mach number
range considered.

For a better assessment of the quality of these results, it is worthwhile to
have the data of more sophisticated numerical aerothermodynamic simulation
methods which take into account the phenomena mentioned at the beginning
of this Sub-Section. In Table 4.8 we have listed L/D values calculated with
the Euler and the Navier–Stokes equations. In that case, the waverider shape
investigated was designed for a wind tunnel situation with M |design = 8 and
σ|design = 11.7◦ [54, 62]. The Navier–Stokes solution with the wind tunnel
Reynolds number Re = 1.1 · 106 and the wall temperature Tw = 295 K shows,
for angles of attack which generate nearly the highestL/D values (α = 0◦, 3◦),
a dramatic reduction of L/D compared to Euler solutions. For α = 3◦, for
example, this amounts to 46 per cent. This decrease is attributed to hypersonic
viscous interaction due to the low Reynolds number.
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However, for typical flight Reynolds numberRe = 180·106, the reduction is
more moderate with 23 per cent and is in the range of the values given above. It
is a typical behavior that the viscous drag diminishes with increasing Reynolds
number (but rises with the dynamic pressure q∞ [8]). For completeness, we
refer to the fact that the flow for the low Reynolds number case was considered
to be laminar, whereas for the high Reynolds number case turbulent flow was
assumed with transition at x/L = 0.03. The wall temperature in the latter
case was assumed to be constant with Tw = 1, 000 K. Finally, we note here the
observation that waveriders, which are designed by an optimization process
where viscous effects are included, have approximately the same magnitude of
wave drag and friction drag [45].

4.6.5 Off-Design and Low-Speed Behavior

In the early days, when the waverider idea was developed, there was the pre-
vailing opinion, that the high L/D values are only attainable at the design
point. It was argued that the maximum lift is exclusively achievable if the cre-
ating shock is attached to the leading edge, preventing flow spilling from the
lower side to the upper side of the vehicle. Later investigations have changed
this view, in particular with methods capable of analyzing the details of a flow
field, i.e., the methods of numerical aerodynamics. We show in Fig. 4.59 that
indeed the aerodynamic performance increases when the flight Mach number
M∞ is decreased relative to M |design.

Two of the curves (� [52], • [61]) in Fig. 4.59 have already been shown in
Fig. 4.58 and pertain to waveriders designed by the osculating cone method.
The third one (◦) belongs to the modified shape [54, 61], Fig. 4.64 (left), and
the fourth one (∗) to a waverider designed by the singular cone method for
M |design = 4 [56]. All curves show the same tendency but the last one provides
lower L/D values and a stronger negative gradient with Mach number. This
can partly be explained on the one hand by the Reynolds number, which is one
and a half order of magnitude smaller than the Reynolds number of the other

Table 4.8. Comparison of Euler and Navier–Stokes results for demonstrating the
aerodynamic performance losses owing to viscous effects. Data taken from a wa-
verider study with M |design = 8 and σ|design = 11.7◦ [54, 62].

α L/D|Euler L/D|Navier−−Stokes L/D|Navier−−Stokes

laminar turbulent

Re = 1.1 · 106 Re = 180 · 106

0◦ 8.73 3.97 –

3◦ 6.36 4.35 5.17

10◦ 3.49 3.13 –
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cases (see Sub-Section 4.6.4), and on the other hand by the fact that a smooth
ogive-cylinder was integrated on the upper side of the shape.

What is the reason for the generally observed increase of aerodynamic per-
formance for flight Mach numbers smaller than the design Mach number? The
numerical studies have revealed that for supersonic and hypersonic off-design
Mach numbers, lower than the design Mach number, two effects come into play:

1. If we decrease continuously the free-stream Mach numberM∞, we observe
that from a certain M∞ value the shock will detach from the leading edge
depending on the local sweep angle. In the vicinity of the highest sweep
angle the shock detaches first. There, the flow expands around the lead-
ing edge, generating on the upper side a pressure decrease with the conse-
quence of growing lift.

We demonstrate the effect with Fig. 4.60 [61] where the shock waves
in the exit plane found with Euler solutions are plotted for various free-
stream Mach numbers. For the design Mach numberM∞ = 12 we have all
along the leading edge an attached shock wave. This is nearly maintained
down to M∞ ≈ 6, where the shock detachment begins at the leading edge
position with the largest sweep angle [54], but in the exit plane the shock
is still attached, Fig. 4.60 lower left. However, for M∞ = 4 in the regime
where the shock is detached from the leading edge, an expansion around
this leading edge is discernible, which is intensified for smaller Mach num-
bers. This expansion leads to a small supersonic region on the upper side

Fig. 4.59. Off-design behavior in the supersonic and the hypersonic regime for var-
ious waverider designs. Aerodynamic performance L/D including viscous effects,
M |design = 12 [52], M |design = 4 [56], M |design = 12 [61].
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wave

detached shock

wave

Fig. 4.60. Shock waves in the exit plane at off-design Mach numbers for a waverider
with M |design = 12 and σ|design = 9.1◦, Euler solution [61].

of the wing, which is terminated in the inboard direction by an embed-
ded cross-flow shock. The resulting low pressure increases the lift L. The
wave drag is not substantially increased by the weak embedded cross-flow
shocks because the upper surface is aligned with the free-stream. Therefore
the aerodynamic performance L/D will grow.

2. By the further decrease ofM∞, the flow separates along the subsonic lead-
ing edge (primary separation) and generates a vortex sheet which curls
up and forms a leading edge vortex above the upper side of the vehicle.40

This again leads to an substantial increase of the lift (non-linear lift). Once
more, if the upper side is a free-stream surface, no wave drag is produced
by this effect and the aerodynamic performance will grow.

In Fig. 4.61 [54], the surface streamlines and especially an attachment
line can be seen on the upper side of the shape (free-stream Mach number
M∞ = 2). The leading edge is subsonic in the interval 0.04 � x/L � 0.97.
We can speak here of a pseudo spilling because the attaching flow comes
from the free-stream of the lower side of the shape which, though, is the
flow behind the bow shock.

40 The vortex sheet in reality consists of the two boundary layers from below and
above the leading edge. The mechanism by which in Euler solutions vorticity is
created ismainly due toflowkinematics, thermodynamics (entropy gradient) and
artificial viscosity of the numerical method. For more information see, e.g., [63].
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attachment line

M = 2�

fully detached bow shock

Fig. 4.61. Detached bow shock (upper half) and streamlines on the upper surface
(lower half) for the off-design Mach numberM∞ = 2 of a waverider with M |design =
12 and σ|design = 9.1◦, Euler solution [54].

We consider now how these flow phenomena effect the magnitude of the lift
coefficientCL. In Fig. 4.62, the shares of the lower side and the upper side to the
total lift coefficient as function of the free-stream Mach number are displayed.
For M∞ � 6, the upper side produces a contribution to the lift which grows
with decreasing M∞ and reaches a share of approximately 17 per cent of the
total CL value for M∞ = 2.

Figure 4.63 is a sketch of the topology of the flow field past the waverider
shape in a cross section at x/L ≈ 0.5. This figure helps to provide an under-
standing of the streamline pattern and the attachment line shown in Fig. 4.61.
In a cross section, attachment and separation locations, etc. show up as singu-
lar points. On the lower side of the shape, two attachment lines exist. Because
the flow between them is more or less parallel, we count them as quarter saddle
points S′′

1 and S′′
2 .

At the leading edges, the flow separates (flow-off separation [64]) and we
count two half saddle points S′

1 and S′
2. The resulting vortex sheets curl up

to form vortices (focus points F1, F2). Below and inboard of the vortices, flow
attaches (the attachment line in Fig. 4.61) on the upper surface (half saddle
points S′

3 and S′
4). This flow has not left the lower vehicle shape in a separa-

tion process, instead it is original free-stream flow, which has crossed, with a



196 4 Aerothermodynamic Design Problems of Winged Airbreathing Vehicles

upper side lift

total lift

lower side lift

share of upper side lift

M
�

C
L

Fig. 4.62. Influence of the upper side of a waverider on the lift coefficient,
M |design = 12, σ|design = 9.1◦, Euler solution [54].

slight deflection, the bow shock.41 The situation, finally, between the attach-
ment lines on the upper side is not so clear but we can postulate a detachment
line in the symmetry plane which we count as half saddle point S′

5. In closing
this discussion, we note that the flow pattern in the cross section obeys the
topological rule which connects the numbers of singular points: saddle points
S, half saddle points S′, quarter saddle points S′′, nodal and focal points (N
= F ), and half nodal and focal points (N ′ = F ′) [65]:

(
ΣN +

1
2
ΣN ′

)
−

(∑
S +

1
2

∑
S′ +

1
4

∑
S′′

)
= − 1. (4.11)

Realistic viscous flow exhibits secondary and sometimes higher-order separa-
tion phenomena on the upper side of the configuration. Separation on the up-
per side can happen also due to the cross-flow shocks. If the leading edge is
rounded, the primary separation line will lie on the upper side, again with
second-order, etc., separation phenomena present.42

The literature for the analysis of the flow behavior in the subsonic and the
transonic regime of waveriders is rare. In [66], information is given about exper-
iments in NASA Langley’s Low Speed Tunnel using the so-called LoFLYTETM

model.43 This configuration is based on a waverider approach but with contour
41 This flow carries the original total enthalpy. The diverging flow pattern at S′

3

and S′
4, Fig. 4.61, which is present also at S′′

1 and S′′
2 , together with this original

total enthalpy, causes the typical hot-spot situation at attachment lines during
hypersonic flight [8].

42 The reader will find details regarding such flow cases (Blunt Delta Wing, BDW)
in [8].

43 LoFLYTETM is the trademark of Accurate Automation Corporation, Chat-
tanooga, Tennessee.
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Fig. 4.63. Sketch of the topology of the flow field past the waverider shape of Fig.
4.61 in a cross section at x/L ≈ 0.5 (exaggerated shape and flow features).

changes necessary for the integration of stabilization, trim and control surfaces,
Sub-Section 6.6.1, as well as engine nacelle and canopy.

So far no performance data for subsonic and transonic Mach numbers with
respect to a pure waverider shape are available. We therefore refer to a con-
figuration which is a modification of the shape shown in Fig. 4.56. The rea-
sons for the modifications are to design a vehicle with enough volume for
tanks and equipment and with the capability to integrate elevons and ailerons,
[54, 60, 61, 67]–[69]. To achieve that, the upper surface, originally a free-stream
surface, was changed. In order to maintain the necessary volume, the part
around the symmetry plane was not modified, but the outer part was replaced
by an expansion surface, so that a sharp trailing edge was generated, which
has also the effect to reduce the base drag. Furthermore, between the wing tip
and the nearly unchanged central part, two plane surfaces were defined for the
integration of elevons and ailerons which demand straight hinge lines. This has
required some slight modifications also of the lower surface,44 Fig. 4.64 left.

In Fig. 4.59, the L/D values of the modified waverider are also plotted (◦
[61]), showing how the configurational changes alter the aerodynamic perfor-
mance. Down to M∞ ≈ 8, the L/D losses are very small, then they grow,
reaching a maximum at M∞ = 2 with approximately 7 per cent.

The behavior of the aerodynamic efficiency in the subsonic and the tran-
sonic regime is shown in Fig. 4.65. In the low supersonic regime, when the flight
Mach number decreases, the suction along the leading-edge region (see Fig.
4.61) increases,which produces higher (nonlinear) lift and therefore an increase
of L/D.

The supersonic flow field contains two major shock waves. The first is the
front shock wave (that is the remaining part of the generating shock surface,
which brings about the lift in hypersonic flight), and the second is the termi-

44 This configuration was designed at the German Aerospace Establishment DLR
and named the “DLR-F8” wing.
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pure M| = 12

waverider

designmodified M| = 12

waverider

design

Fig. 4.64. Comparison of waverider shapes with M |design = 12 [54, 61]. Left mod-
ified, right original shape (see Fig. 4.56).
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Fig. 4.65. Aerodynamic performance of the modified waverider (Fig. 4.64 left), in
the subsonic and the transonic regime [60]. Comparison of experimental data and
Navier–Stokes results. Angle of attack α ≈ −1◦, Re∞ ≈ 6.5 · 106.

nating shock wave at the trailing edge due to the expanding flow on the up-
per surface. When the flight Mach number is further diminished into the tran-
sonic regime, the front shock disappears and the terminating shock moves in
upstream direction while it weakens. This leads to a drastic reduction of the
wave drag. Although the lift is also reduced, but due to the distinct leading edge
vortex less than the wave drag, the aerodynamic performance jumps from ap-
proximately 7.2 (M∞ = 1.05) to 9.4 (M∞ = 0.9) and still has a value of 8.5 at
M∞ = 0.6, Fig. 4.65. The reliability of this outcome is endorsed by the good
agreement between the experimental data and the Navier–Stokes results in the
transonic regime.
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Fig. 4.66. Neutral point location XN as function of Mach number (left) and angle
of attack (right) for a waverider with M |design = 12 and σ|design = 9.1◦, Fig. 4.64
[54].

4.6.6 Static Stability Considerations

It is not possible to determine beforehand the longitudinal stability of a wa-
verider shape since this needs at least a clear definition of the center-of-gravity
of the fully integrated flight vehicle and, in the case of a powered plane, the im-
pact of the propulsion system on aerodynamics and flight mechanics. But what
one can do is to exhibit the characteristics of the neutral point, Chapter 7, as
function of the Mach number and the angle of attack. This enables one to as-
sess the impact of necessary shape modifications on the longitudinal stability,
like the ones for volume enhancement or improved volume distribution, inte-
gration of propulsion system and aerodynamic controls as well as for base drag
reduction.

For the waverider of Fig. 4.64 (left) the location of the neutral point xN

is down to a Mach number M∞ ≈ 4 only slightly Mach number dependent,
which is due to the fact that down to this Mach number the leading edge is
supersonic. For lower Mach numbers this situation changes and xN decreases
more rapidly which leads to a potential reduction of stability, Fig. 4.66 (left)
[54]. The angle of attack dependency for a flight Mach number M∞ = 6 is
rather low, whereas for M∞ = 1.5 the neutral point moves upstream with
increasing α. This is due to the increased influence of the leading edge vortex
on the upper surface, Fig. 4.66 (right). We observe that in this example the
neutral point lies rather far forward. To achieve a corresponding location of
the center-of-gravity is problematic. On the other hand, if the static margin is
too large, trim drag will become large, if it is small, all data uncertainties need
to be small, too, in order to reduce design risks. For completeness we point
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to some literature where work on lateral stability issues for several waverider
shapes is discussed: [52, 53, 66, 70, 71].

4.6.7 Waverider—Operable Vehicle?

To make a waverider an operable flight vehicle, specific modifications of the
shape have to be made. This is what we already have learned from the modified
waverider shape (DLR-F8) discussed in the last Sub-Section. There, for the
integration of aerodynamic trim and control surfaces (straight hinge lines) and
the reduction of the base area (which reduces the base drag in particular in
the subsonic and the transonic flow regime), the upper surface was modified
such that a straight sharp trailing edge is achieved, Fig. 4.64 (left). In addition,
in the central part of the configuration, the volume necessary for integration
of the tank, the engine nozzle and the equipment is established. As could be
shown, all that has not reduced very much theL/D value in the high supersonic
and hypersonic regime and the maximum reduction of 7 per cent (atM∞ = 2)
was indeed moderate, Fig. 4.59.

Another critical point is the sharpness of the leading edge. Thermal loads
are proportional to the geometry of the leading edge: ∼ (cosϕ)0.5R−0.5 [8],
where ϕ is the local sweep angle and R the local nose radius of the leading
edge.45 Materials and structure limitations hence require a finite bluntness of
the leading edge, which must be larger at low-sweep portions than at high-
sweep portions. On the other hand such bluntness should be as small as pos-
sible since it generates additional wave drag.

In order to get an impression of the sensitivity of the aerodynamic effi-
ciency with respect to leading edge bluntness, we have listed in Table 4.9 some
data originating from [54, 60, 67, 70]. Euler solutions were conducted for the
pure waverider shape, Figs. 4.56 and 4.64 (right), with a leading edge radius
of R/Lref = 0.0008, regardless of the local sweep angle. This means that for a
real vehicle with Lref = 70 m the radius is 56 mm. The table shows a substan-
tial influence, in particular, for high Mach numbers, which is not surprising,
since the wave drag increases with increasing Mach numbers.

System studies and multidisciplinary research on fluid–structure interac-
tions done in [72, 73] have revealed that the thermal load problem at the lead-
ing edge can be solved even with leading edge radii of order R/Lref ≈ 0.0001.
By assuming this value and having in mind that there is a linear dependency
of the wave drag on the leading edge radius R, which is justified by investiga-
tions reported in [54], we get the values in the 4th and the 6th column of Table
4.9. These values should be verified by data from more detailed investigations
(which are actually not available) or from free-flight experiments. Neverthe-
less, they point to the conclusion, that possibly thermal loads related leading

45 This is the proportionality for laminar flow, that for turbulent flow is similar, but
with different exponents. The proportionality for the non-swept blunt leading
edge for laminar flow is simply ∼ R−0.5, since ϕ = 0◦.
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Table 4.9. Influence of leading edge bluntness on the aerodynamic performance
of a waverider with M |design = 12 and σ|design = 9.1◦, Figs. 4.56 and 4.64. Com-
parison based on Euler solutions, data taken from [54, 60, 67], (|∗ values linearly
extrapolated).

M∞ L/D|(1) L/D|(2) L/D|(3)|∗ (1)−(2)
(1)

(1)−(3)|∗
(1)

sharp leading edge R/Lref = 0.0008 R/Lref = 0.0001 in per cent in per cent

12 10.20 7.97 9.92 21.8 2.73

9 10.21 8.35 9.98 18.2 2.27

6 10.24 8.88 10.07 13.3 1.66

3 11.35 10.55 11.25 7.0 0.88

edge bluntness does not play a substantial role for the aerodynamic efficiency
of waveriders.

In order to design waverider shapes, which have practical relevance, it is
worthwhile to obey two general rules. The first one says that with increasing
angle of the generating shock surface, the thickness of the vehicle shape in-
creases (and therefore the available volume) at the price of a diminished aero-
dynamic performance. The second one deals with the curvature of the contour
in cross sections which is much smaller for high design Mach numbers com-
pared to low design Mach numbers. Small or moderate curvatures ease the
integration of aerodynamic trim and control surfaces, tanks and other equip-
ment. Since, as already shown in Fig. 4.58, the aerodynamic performance L/D
is only marginally dependent on the Mach number in the hypersonic regime, it
could be a possible practice, to use a high Mach number for the shape design,
sayM |design = 12, and to have a cruise Mach number ofM |cruise = 6, see also
Table 4.9.

Of course, the general goal of the waverider idea is to develop an efficient
hypersonic aircraft. This implies, as was mentioned several times above, the
integration of various devices and volumes. In this regard, we look now at a
waverider which was designed by the singular cone method for M |design = 4
[56]. Since wind-tunnel experiments were made with this shape, already the
baseline shape did possess on the upper side a volume enhancement for the
installation of the balance and the sting adapter, which looks like a smooth
canopy, Fig. 4.67.

A propulsion system with an inlet and a nozzle/expansion ramp, elevons
and ailerons, but no vertical stabilizer, and a faceted canopy46 were integrated
into this shape,47 [56]. In Table 4.10 the aerodynamic efficiency for the fully in-

46 The faceted canopy produces additional wave drag compared to the prior men-
tioned smooth canopy.

47 Only the geometrical impact is considered.
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Fig. 4.67. Photograph of baseline waverider designed with the singular cone method
for M |design = 4 including volume enhancement for providing the balance housing
[56].

tegrated and the clean configuration is compared. It shows a drastic decrease
of the L/D values. At the design Mach number the propulsion system con-
tributes approximately 20 per cent to this efficiency loss and the elevons and
ailerons approximately 14 per cent [56]. Again, we remind the reader, that it
is difficult to assess and compare such values, since there is no common basis
for the design changes of the various investigations. Nevertheless, these data
give a preliminary hint in which range aerodynamic performance losses are to
be expected.

Regarding the question of operability there are further issues, which need
to be considered. We had a look at longitudinal (static) stability, Sub-Sec-
tion 4.6.6. It is a general problem of CAV’s to place the propulsion system and
the fuel tanks, which will be emptied during flight, such that trim and stable
flight can be achieved along the entire trajectory. An additional problem is the
aerothermoelastic behavior of the airframe, and that the axial thrust coeffi-
cient and the thrust vector angle of propulsion are Mach number dependent,
Sub-Section 2.2.3. To fly a large CAV-type vehicle statically unstable, is a dan-
gerous and uncertain option, that would demand a tremendous research and
development effort in the area of active control on top of the basis effort to
create such a vehicle.

Airframe/airbreathing propulsion integration on the lower side of the wa-
verider can be accomplished. The principle problems are those discussed in
Section 4.5. Also for the waverider the sensitivity of the net thrust on changes
of the angle of attack, Sub-Section 4.5.4, exists.

Besides longitudinal stability, the lateral or directional stability is of impor-
tance. In a natural way, it is possibly given only by the configuration shown in
Fig. 4.50. This means that in general one or two vertical stabilizers with large
wetted surfaces are necessary. These put more mass to the aft of the vehicle
(cog location!) and deteriorate further the ratio of volume to surface of the
vehicle, with the associated increase of viscous drag.
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Table 4.10. Aerodynamic efficiency loss due to the integration of vehicle com-
ponents into a clean waverider configuration. Shape designed by the singular cone
method, M |design = 4 [56].

M∞ L/D|max L/D|max ∆(L/D)|max

clean configuration fully integrated performance loss in per cent

2.30 8.21 4.93 39.95

4.00 6.68 4.69 29.79

4.63 6.20 4.58 26.13

Another problem is the low roll damping property of waverider shapes. To-
gether with the intrinsic roll-couplings found on such slender configurations it
puts high demands on vehicle control.

Further, the low-speed behavior pertains not only the L/D at low speed,
Sub-Section 4.6.5, but strongly the stability and control properties at large an-
gles of attack particularly during approach and landing. Side wind sensitivity
there is strong, because vortex dynamics, especially vortex breakup, becomes
critical for strongly swept leading edges.

All these issues—some of them, however, also given with other vehicle
shapes—are probably the reason why interest in pure waverider shapes is dwin-
dling. If their operational L/D is not much better than those of other vehi-
cles like those given in Fig. 4.12, the incentives to use them are few. However,
the question is, how may elements of pure waverider shapes be combined with
blended body and other configuration concepts in order to optimize their aero-
dynamic performance?

4.7 Problems

Problem 4.1 Consider the lower side of the forebody of the lower stage of
the TSTO system SÄNGER. Estimate for the location x = 55 m a) the skin-
friction coefficient and b) the heat flux in the gas at the wall for laminar and
fully turbulent flow. Assume perfect gas, a Prandtl number Pr = 0.74, and
further for the laminar case Tw = const. = 490 K, and for the turbulent case
Tw = const. = 880 K. Employ simply at a flat plate the external inviscid flow
data given in Table 4.2, case e. Compare the results with the respective data
given in Fig. 4.8.

Problem 4.2. Compute with the data of Problem 4.1 for the location x = 55
m the boundary layer thickness δ and the displacement thickness δ1 for laminar
and fully turbulent flow as well as the scaling thickness of the viscous sub-layer
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δvs for fully turbulent flow. Compare the results with the respective data given
in Fig. 4.9.

Problem 4.3. Repeat the computations from Problem 4.1 and 4.2 with the
most simple representation of the lower side of the forebody, viz. a flat plate at
zero angle of attack. Employ the external inviscid flow data given in Table 4.2,
case ∞. Take the wall temperatures from Problem 4.1. Compare the results
with those from Problem 4.1 and 4.2.

Problem 4.4. Compute with the approach of Problem 4.3 the flow data at the
lower forebody location x = 55 m of the lower stage of SÄNGER flying with
M∞ = 3.5 at H = 20 km. Take all free-stream parameters from Table B.1.
Assume perfect gas, fully turbulent flow and Tw = 690 K. a) Why is the heat
flux in the gas at the wall qgw so small? b) The boundary layer thickness δturb

is a measure for the height of the boundary layer diverter. Compare it with the
ones found in the Problems 4.2 and 4.3. c) What happens to the skin-friction,
if the wall temperature is decreased?

Problem 4.5. Derive from eq. (4.8) for large Mach numbers M1 and small
angles α the limit h2/h1 = 0.167 in Fig. 4.42. For large Mach numbersM1 and
small angles α we have the relation [8]

θ =
γ + 1

2
α.

Problem 4.6. The lower side of the forebody of SÄNGER flies at M∞ = 6.8
with an inclination angle α = 9.4◦. If α is changed by∆α = −1◦ and +1◦, how
large is in each case the change in per cent of the lift and the drag coefficient?
Use Newton’s theory [8]. Discuss the results in view of what Fig. 4.44 says.

Problem 4.7. The transformation of spherical coordinates (r, θ, ϕ) to carte-
sian coordinates is given by (see the figure below)

x = r sin θ cosϕ,
y = r sin θ sinϕ,
z = r cos θ.

x

y

z
r

�

�

Definition of spherical coordinates.
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Equation (4.9) is valid for conical, axisymmetric and irrotational flow with the
condition vθ = ∂vr/∂θ.

Prove that vθ = ∂vr/∂θ by using the irrotationality condition rot v = 0 in
spherical coordinates.

Problem 4.8. The neutral point concept, Sub-Section 7.4, assumes that the
first right hand side term of the upper part of eq. (7.18) vanishes, which means
that there exists no offset in the z-direction of the center-of-gravity (zcog = 0).

The problem defined here will show how accurate the center-of-gravity has
to be embodied to meet the above assumption. For waveriders flying with hy-
personic Mach numbers the following statements are true:

• the location of the neutral point is nearly independent of Mach number and
angle of attack,

• the difference between the locations of the neutral point xN and the center-
of-gravity xcog is typically of the order of 0.5 per cent.

For a waverider of the type shown in Fig. 4.64 (right) we extract from [54] for
the flight Mach number M∞ = 8 the aerodynamic coefficients given in the ta-
ble:

α CL CD

0◦ 0.0470 0.0117

3◦ 0.0902 0.0203

10◦ 0.2120 0.0683

Assume the length of the waverider to be Lref = 80 m. Determine for the three
angles of attack the permissible z offset, if the influence of this offset is not to
exceed 1 per cent of the pitching moment coefficient Cm.
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5

Aerothermodynamic Design Problems of
Non-Winged Re-Entry Vehicles

The transport of payload into space, either suborbital, orbital or superorbital
and its return to the Earth’s surface, is known to require the development and
construction of suitable vehicles which are able to withstand the very severe
thermal and mechanical (pressure and shear stress) loads encountered during
such a mission. In the early days of space exploration, the designers had the
feeling that the vehicle shapes should be as simple and compact as possible.
So, capsules and probes as the most important types of non-winged re-entry
vehicles (RV-NW) were born.

In this chapter we deal with a few major aerothermodynamic design prob-
lems of RV-NW’s. Aerothermodynamic phenomena, high Mach number and
total enthalpy effects as well as particular trends in aerothermodynamics of
RV-NW’s are mostly similar to those of RV-W’s, Sections 3.1 and 3.2. How-
ever, we consider also vehicles for re-entry from higher altitudes than treated
in Chapter 3, and also vehicles operating in extraterrestrial atmospheres.

The lunar return of APOLLO takes place with a velocity much higher than
those typical of RV-W’s. Therefore we find in this case much more severe ther-
mochemical phenomena. Also the flight in extraterrestrial atmosphere leads to
further, specific thermo-chemical description problems. We abstain from giv-
ing an overview of the special aerothermodynamic issues of such vehicles.

First, a general overview of the topics treated is given, strategies for atmo-
spheric entry and orbital transfers are sketched, and configurational aspects
are discussed. Because RV-NW’s as a rule have no aerodynamic stabilization,
trim and control surfaces, we concentrate our considerations in two of the five
main sections on issues of static and dynamic stability. A general treatment of
static stability also of these vehicles is given in Chapter 7. The last section is
dedicated to a discussion of thermal loads.

5.1 Introduction and Entry Strategies

The class of non-winged re-entry vehicles considered here comprises ballistic
entry probes (Sub-Class 1), traditional capsules like APOLLO and SOYUZ
(Sub-Class 2) as well as blunted cones and biconics (bicones and bent bicones)
(Sub-Class 3). While, normally, the capsules do not have aerodynamic control
surfaces, the sub-class of cones may have some, in particular body flaps for
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longitudinal trim and, in case of multi-functional control surfaces with incli-
nations with respect to the lateral axis, also for roll control and lateral stability,
Fig. 5.1 c).

For the capsule sub-class, the lift-to-drag ratio during atmospheric re-entry
is mostly in the range of 0.3 � L/D � 0.4. It should be mentioned here that, in
order to avoid confusion, that for capsules, a positive lift will only be obtained
for negative angles of attack (if classical aerodynamic definitions are used, Fig.
7.3), because the aerodynamic lift force is caused predominantly by the front
part (heat shield) of the vehicle, Fig. 5.1 a), whereas in the case of a biconic, the
lift force is brought about by the whole body, Fig. 5.1 b). The explanation of
this behavior is given in Section 5.3. The aerodynamic efficiency of the blunted
cone sub-class is somewhat higher and lies between 0.7 � L/D � 1.4. In that
case the contribution to the aerodynamic forces and moments is distributed
over the whole body.

It is the intention of this chapter to provide the reader with detailed infor-
mation about:
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– the shape of some typical non-winged vehicles of the above mentioned three
sub-classes,

– the requirements on their aerodynamic performance due to mission defini-
tion,

– some aspects of their aerodynamic data bases,
– static and dynamic stability,
– the role of the center-of-gravity regarding flyability and controllability,
– the influence of some geometrical shape variations on the aerodynamic co-

efficients,
– aerodynamic trim including parasite trim states,
– the influence of high temperature real gas effects on aerodynamic forces and

moments as well as on aerodynamic trim,
– thermal loads.

To understand what kind of aerodynamic performance space vehicles must
have and which thermal loads the configurations have to withstand, some
terms describing the various strategies for atmospheric entry and transfer be-
tween orbits are now explained.

5.1.1 Aerobraking

Direct entry of probes and capsules into the atmosphere of any planet (Earth,
Mars, Venus, Titan, etc.), where the entry velocity is strongly reduced to a
low descent speed, is called aerobraking entry. In principle, it should always
be possible to conduct an aerobraking entry if the following requirements can
be satisfied (see also Chapter 2):

– resistance against thermal loads,
– minimization of vehicle mass ⇒ thermal protection system weight,
– restricted g-loads (nt, nn) ⇒ deceleration limit depending on payload,
– tolerable landing distortion (deviation from nominal landing position, recov-

ery on ground or in water),
– minimum influence of atmospheric uncertainties1 due to not well explored

planets.

In reality, the entry strategy of a RV-NW has to be adjusted to the specific
mission (entry velocity, entry angle, density of atmosphere, endurable g-loads,
etc.) which results in the decision to use either a ballistic vehicle, or a low or
a moderate L/D lifting vehicle. Additionally, it may be necessary to decrease
the orbital velocity by a retro-rocket system or by an aerocapturing maneuver,
e.g., in case of large entry velocity. The entry corridor is bounded by a certain
low entry angle (shallow entry) beyond which the vehicle leaves the atmosphere
again, and by a certain high entry angle (steep entry), above which the g-loads
reach too high values or the aerothermal loads can not be mastered.
1 This holds even for the Earth atmosphere, Chapter 2. For properties of the Earth

atmosphere, see Appendix B.
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Further, aerobraking is employed in order to support the initial propulsion
boost during orbital transfer. Ballistic vehicles having no lift usually need a
lot of passes through the atmosphere (e.g., for elliptic orbits in the periapsis
regime of interplanetary missions) in order to reduce the speed for the target
orbit, since the reduction per pass is low due to the limited energy reduction
by aerodynamic drag in rarefied gas regimes [1].

5.1.2 Aerocapturing

The main problem for orbital transfer, planetary (Mars, Venus, Moon, etc.),
and Earth return missions with high entry velocities is to properly diminish the
energy of the vehicle, that is to reduce the velocity relative to the surface of the
planet to be approached. Since the 1960s, studies were undertaken to develop
the physical and technological basis for reducing velocities by aeroassisted or-
bital maneuvers [2]. A typical example of such a maneuver is as follows.

For an orbital transfer say, from geostationary (GEO) to low Earth orbit
(LEO), the vehicle dips into the atmosphere, conducts an approximately con-
stant drag flight controlled by the lifting capability until the velocity increment
(∆v∞) for a stable motion in the target orbit is reached, and skips back out of
the atmosphere into just this target orbit. This process is called an aerocap-
turing mission.

In principle the flight control of the maneuver (lift control) can be carried
out either by banking operations (see Chapter 2) or by angle of attack varia-
tions. Since the technology for lift control by pitch movement is rather com-
plex and expensive in terms of system construction, in reality only bank-angle
control systems are considered. The process described above is the same for a
planetary mission (e.g. in the joint CNES–NASA Programme for Mars Sample
Return [3]), where again the velocity decrement is achieved by a single suffi-
ciently deep atmospheric pass to transfer the vehicle from its hyperbolic tra-
jectory to the target orbit about the planet.

During the 1970s and the early 1980s, researchers had the opinion that
aerocapturing maneuvers require vehicles with lift-to-drag values larger than
unity, which can only be provided by slender or bent bicones. Further inves-
tigations have shown that the aerocapturing capability can also be achieved
with vehicles having a L/D ≈ 0.3 [1, 4], but the ballistic factor has to be low.
In order to broaden the physical basis for this space-mission concept, a research
programme was initiated in the U.S. named the Aeroassist Flight Experiment
(AFE) [5].

5.1.3 Ballistic Flight—Ballistic Factor

Ballistic flight is flight without lift, i.e., L = 0. In the flight mechanical equa-
tions for space applications the factor

βm =
m

ArefCD
, (5.1)
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called the ballistic factor or parameter, Sub-Section 2.1.1, with m being the
mass, Aref the reference area, and CD the aerodynamic drag coefficient, plays
a particular role [6, 7]. This quantity is a measure for the manner how probes
perform a ballistic entry in any atmosphere with a specified landing distor-
tion. Generally, the system concept manager of a space mission has to decide,
considering budget, costs, mission and/or vehicle reliability, tolerable landing
distortion and so on, which kind of atmospheric entry the capsule or probe
should conduct: either ballistic or lifting.

Ballistic probes have the advantage that they do not require guidance and
control precautions. Therefore these concepts are less costly than lifting ones
but they need low ballistic factors for direct entry. Low ballistic factor means
large reference area, high drag coefficient and low mass. Normally, for all known
missions, an appropriate mass reduction is critical. The magnitude of drag is
limited by the semi-apertural cone angle φ = π/2 − Θ1, Figs. 5.3 and 5.4,
which can cause static stability problems since the center-of-pressure is moved
forward. A good compromise is a cone angle of 50◦ � φ � 70◦ (HUYGENS
and BEAGLE2: φ = 60◦, OREX: φ = 50◦).

A proper means for reducing the ballistic factor is to increase the frontal
area Aref . But one should have in mind that this could increase the thermal
heat-shield mass. On the other hand, low ballistic factors provide low thermal
loads. Finally, the nose radiusR1, Fig. 5.3, does not affect very much the drag,
but a large nose radius can contribute to a reduction of the mass of the thermal
protection system (TPS) due to a decrease in the magnitude of the surface [1,
7]. An upper limit for the ballistic factor of ballistic vehicles seems to be βm ≈
60 kg/m2. Lifting capsules, such as the ARD, APOLLO and VIKING can have
much larger values since their entry flight can be guided and controlled by an
onboard stability and control system, Table 5.1. Figure 5.2 shows a comparison
of flight trajectories for a ballistic re-entry of the OREXand a lowL/D re-entry
ARD.

5.2 General Configurational Aspects

5.2.1 Ballistic Probes

In the past, there were some scientific space exploratory missions to other plan-
ets or moons of planets of the Solar system using ballistic probes. In the early
days of space exploration, the probes PIONEER (1978) and MERCURY or-
biter (1959–1963) were flown to the planet Venus, VIKING (1975–1982) (with
some lifting capability) traveled to Mars and GALILEO (1989–1995) went to
the planet Jupiter.
Since the Saturn moon Titan has an atmosphere, from which some scientists
expect that extra-terrestrial life will develop in the future, the European HUY-
GENS probe was designed in the 1990s in order to explore the atmosphere and
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Fig. 5.2. Flight trajectories of OREX [8] and ARD [9].

ground conditions. It was launched in 1997 as a passenger on-board the Amer-
ican Mariner-Mark II CASSINI orbiter. After a flight of roughly seven years
HUYGENS conducted a very successful entry into the Titan atmosphere in
January 2005.

To ensure a stable ballistic flight and to master the thermal loads during
entry in a not well-known atmosphere was the aerothermodynamic challenge
of this mission. The composition of Titan’s atmosphere consists approximately
of 87 per cent N2, 10 per cent Ar and 3 per cent CH4 (in molar fractions).

Table 5.1. Ballistic factor βm = m/(ArefCD) of ballistic probes and lifting cap-
sules.

Vehicle Mass Aref Drag CD Ballistic factor βm Ref.

[kg] [m2] [kg/m2]

OREX 761.0 9.08 ≈ 1.40α=0◦
M=∞ 60.0 [10, 11]

EDV No.3 42.9 0.7854 0.9595α=0◦
M=∞ 57.0 [12]

HUYGENS ≈ 300.0 5.73 ≈ 1.52α=0◦
M=∞ 34.0 [13]–[15]

BEAGLE2 60.0 0.636 ≈ 1.45α=0◦
M=∞ 65.0 [16, 17]

ARD 2, 800.0 6.16 1.247α=−22.8◦
M=10 365.0 [18]

APOLLO 5, 470.0 12.02 1.247α=−22.7◦
M=10 365.0 [19, 20]

VIKING type 9, 200.0 15.20 1.391α=−23.9◦
M=10 435.0 [21]
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Fig. 5.3. Shape definition of the ballistic probes HUYGENS, [14, 15], and BEA-
GLE2, [16, 17]. HUYGENS has a rugged back contour which is idealized with a
dashed line in the figure.

Table 5.2. Geometrical data and mission information of ballistic capsules.

Vehicle Mission ve l1 l2 D1 D2 R1 R2 θ1 θ2

[km/s] [mm] [mm] [mm] [mm] [mm] [mm] [◦] [◦]

HUYGENS Titan 6.0 620.5 985.0 2,700.0 1,790.0 1,250.0 30

[14, 15]

BEAGLE2 Mars 5.63 499.5 212.0 900.0 371.8 417.0 29.0 30 43.75

[16, 17]

OREX Earth 7.4 1,060.0 3,400.0 1,735.0 1,350.0 100.0 40 40

[10, 11] LEO

The geometrical definition of the HUYGENS probe is given in Fig. 5.3 a) and
Table 5.2.

In the frame of a recent space mission to the planet Mars, the British
small and low-cost probe BEAGLE2 was ejected from ESA’s “Mars Express”
(launched in June 2003) in order to conduct a ballistic entry into the Mar-
tian atmosphere. The capsule had a mass of 60 kg with a payload of 30 kg.
Once having arrived at the Martian surface, a six-month scientific mission was
planned to follow. The Martian atmosphere consists essentially of 97 per cent
CO2, 3 per cent N2 (in molar fractions) and a trace amount of Ar. Besides the
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provision of a reliable aerodynamic data base for a safe landing on the surface,
the determination of the thermal loads was the main task of the planned mis-
sion [16, 17]. Unfortunately, BEAGLE2 was lost without knowing the exact
reasons. Figure 5.3 b) shows the shape of BEAGLE2.

The space program in Japan had the objective of developing an unmanned
winged orbiter called HOPE. To reach this goal, several demonstrators were
designed and developed for getting aerodynamic and aerothermal data (and
data for other disciplines like flight mechanics and vehicle control) in real free-
flight environments. The Orbital Re-entry Experiment OREX was one of these
demonstrators. It had a successful flight in Earth orbit and a subsequent bal-
listic re-entry in February 1994. The main tasks of this flight were to test the
reliability of the TPS system (which was that one developed for HOPE) and
to collect data of the hypersonic and supersonic aerodynamic and aerothermal
behavior. We give, without further discussion, the data of OREX in Table 5.2
and Fig. 5.4.

5.2.2 Lifting Capsules

Capsules flying with an L/D > 0 while entering an atmosphere are called lift-
ing capsules. If they have an axisymmetric shape, their angle of attack neces-
sarily must be negative in order to achieve positive lift, Section 5.3. Mission
information about such RV-NW’s, the American APOLLO and the Russian
SOYUZ vehicle being the most prominent ones, is given in Table 5.3.
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Fig. 5.4. Shape definition of the ballistic probe OREX, [10, 11].
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There is no doubt that the aerothermodynamics of the APOLLO capsule
are one of the best known. Due to the large number of flights in the 1960s
and 1970s either in Earth orbit or of Lunar return, the free-flight data base
is remarkable. During the design phase of APOLLO, most of the aerother-
modynamic data was obtained from ground simulation facility experiments,
[19, 20, 22, 28]–[30]. Heat transfer measurements in the hypersonic flow regime
were conducted in “cold” hypersonic tunnels.

Some thirty years later in Europe, the Atmospheric Re-entry Demonstra-
tor (ARD) was developed. Its shape was a sub-scaled APOLLO configuration
with a modified rear part. In a first iteration, the aerodynamic data base for
ARD was taken from APOLLO and later on improved. The advent of power-
ful numerical simulation methods had made it possible to strongly increase the
understanding of complicated flow fields with multiple interactions of shocks,
vortices and boundary layers, either attached or separated, with the influence
of hot gases in thermodynamic equilibrium or non-equilibrium, with finite-
rate catalytic wall conditions, and so on. Also new high-enthalpy facilities were
available in Europe with the HEG in Germany and the F4 tunnel in France.
These new capabilities were employed during the ARD’s development phase.
ARD was successfully flown in October 1998 and was recovered in the Pacific
Ocean [18, 23, 31]. In Fig. 5.5 the shapes of APOLLO and ARD are plotted,
while the corresponding geometrical values are listed in Table 5.4.

The Russian lifting capsule SOYUZ was the space transportation system to
the Russian space station MIR. Since year 2001, besides the US Space Shuttle
System, SOYUZ is guaranteeing the access to the International Space Station
(ISS). Further, it acts as a rescue vehicle for the Space Station crew in case of
any injury or sickness of the crew members [24].

Table 5.3. Mission information of lifting capsules.

Vehicle Mission Ve [km/s] Ref.

APOLLO Earth LEO 7.67 [20, 22]

Lunar return 10.76

ARD Earth LEO 7.4 [18, 23]

SOYUZ Earth LEO 7.9 [24]

VIKING 1 Earth LEO 7.9 [25]

AFE Earth GEO 10.36 [4]

Mars entry 5.70

CARINA Earth LEO 7.6 [26, 27]
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Fig. 5.5. Shape definitions of the lifting capsules APOLLO [20, 22] and ARD, [18,
23].

VIKING-type shapes are interesting configurations if non-winged solutions are
sought for the transport of humans to and from space. In the frame of ESA’s
post-HERMES Manned Space Transportation Programme (MSTP) and the
Crew Transport Vehicle (CTV) activities, VIKING-type shapes were investi-
gated in very large detail by wind tunnel experiments, approximate engineer-
ing methods and highly sophisticated numerical simulation methods, Fig. 5.6.

Since the beginning of the space era, discussions about the advantage of
aeroassisted orbital transfer vehicles have taken place. To realize this technique
requires a very good knowledge of the aerodynamic and aerothermal behavior
of the vehicle with respect to performance and controllability as well as thermal

Table 5.4. Geometrical data of lifting capsules, Figs. 5.5 to 5.7.

Vehicle l1 l2 l3 D1 D2 D3 R1 R2 R3 θ1 θ2

[mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [◦] [◦]

APOLLO 3,529.0 3,912.0 4,694.0 196.0 232. 33

ARD 2,594.0 460.0 2,800.0 1,317.0 1,015. 3,360.0 140.0 33 12

SOYUZ 2,142.0 1,778. 936. 2,200.0 980.0 2,235.0 978.0 11 7

VIKING 1 3,740.0 4,400.0 2,200.0 88.0 80 25

AFE 376.0 4,267.0 30 17

CARINA 1,263.0 482.0 1,078.0 634.0 4,380.0 2,124.0 13
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Fig. 5.6. Shape definitions of lifting capsules SOYUZ [24] and VIKING type [25].

Fig. 5.7. Shape definitions of lifting capsules AFE [3, 32, 33], and CARINA [26].

loads. As was already mentioned, in order to improve the existing data bases in
this regard, NASA had started in the 1980s a project with a generic configura-
tion called Aeroassisted Flight Experiment (AFE), Fig. 5.7. Due to the asym-
metric shape of AFE, the aerodynamic performance with 0.25 � L/D � 0.3 is
reached for a trim angle of attack αtrim ≈ 0◦ with respect to the x-coordinate.

The expected advantages of this shape are twofold. First, an impingement
of the shear layer on the payload, located behind the heat shield, is more un-
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likely for moderate angle of attack variations or it happens farther downstream
of the base compared to axisymmetric bodies. Secondly, the heating at the
shoulders of the front shield, often the peak heating regime, is lower for AFE
(αtrim ≈ 0◦) due to the larger radii at the shoulders than for axisymmetric
shapes with trim angles αtrim ≈ −20◦.

The main goal of the aeroassisted orbital transfer technique is to reduce the
relative orbital speed with the help of the atmosphere if for example an orbit
transfer (from geostationary to low Earth orbit) or an atmospheric re-entry
with supercritical speed (Lunar return) has to be conducted. The advantage of
this process, today called aerocapturing, Sub-Section 5.1.2, is the possibility to
dramatically decrease (up to 50 per cent) the total orbiter mass. This is mainly
due to the fact that no (or a reduced) chemical propulsion system including the
propellant, is needed compared to conventional missions.

Since the beginning of this century, there is a renewed interest in this tech-
nique in the frame of Mars exploration activities, where a Mars Sample Return
Orbiter (MSRO) which has an AFE-like shape was generically defined and in-
vestigated in detail. The realization of this project (later than the year 2013
according to ESA’s exploration plan) would be the first aerocapturing mission
ever performed [3, 34].

In the 1990s, the Italian Space Agency (ASI) supported a satellite project
named Capsula di Rientro Non Abitata (CARINA) for performing micrograv-
ity experiments in space. This system has the capability for atmospheric re-
entry. The re-entry module of this system had a configuration based on the
APOLLO/GEMINI shape and should have been able to return a payload mass
of about 130 kg, Fig. 5.7 (right). An aerodynamic data base was established
for the transonic through hypersonic Mach number range [26, 27].

5.2.3 Bicones

Since a long time, various bicones, fat (bluff) bicones, slender bicones, bent
bicones, Fig. 5.8, were considered for particular space missions and some pre-
liminary studies have been made. The advantage of these configurations is the
higher lift-to-drag ratio L/D compared to simple capsules. Fat bicones have a
L/D ≈ 0.6, slender ones a L/D ≈ 0.9 and bent bicones with even higher val-
ues of up to L/D ≈ 1.4.2 In contrast to the classical axisymmetric RV-NW’s,
these shapes achieve lift with a positive angle of attack. (Orbital transfer op-
erations, where only the altitude of the orbit is changed, may be feasible with
vehicles with a L/D ≈ 0.3, but for missions with a change of the inclination
of the target orbit, higher aerodynamic performance is necessary during the
aerocapturing phase.) In general, bicones are appropriate for missions where a
large cross-range capability, good maneuverability, low landing distortion (ve-
hicle recovery), low entry loads are required, and for high entry velocities and
thin atmospheres (low deceleration).

2 The US Shuttle has a L/D ≈ O(1), Chapter 3.
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Fig. 5.8. Shape definitions of a) fat (bluff) bicone [36], b) slender bicone [24], and
c) bent bicone [37].
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Table 5.5. Geometrical data and mission information of bicones.

Vehicle Mission ve l1 l2 l3 D1 R1 θ1 θ2 θ3

[km/s] [mm] [mm] [mm] [mm] [mm [◦] [◦] [◦]

CTV DASA Earth 7.6 6,300.0 3,425.0 4,400.0 1,056.0 22 5.4

[36] LEO

CTV ESA Earth 7.6 6,830.0 3,745.0 4,398.0 882.0 20 7

[24] LEO

Slender Bicone Earth 7.6 8,395.0 6,863.0 4,159.0 796.0 20 8

[24] LEO

Bent Bicone3 Earth 7.6 182.52 80.85 77.32 76.20 5.79 7 12.84 7

[35], [37] LEO

Up to now none of these vehicles have reached a development state for per-
forming a free flight (neither orbital nor suborbital). Some American reports
inform about investigations in this field [35, 37]. In Europe several activities
were performed in the frame of ESA’s Crew Transport Vehicle (CTV) studies,
[1, 36]. Also in Russia, there are some preliminary studies on biconic shapes
[24]. Three of these biconic shapes can be found in Fig. 5.8 and the geometri-
cal parameters are listed in Table 5.5.

5.3 Trim Conditions and Static Stability of RV-NW’s

In this Section, we discuss the aerodynamic capabilities and potentials of var-
ious non-winged vehicles. For this, it is necessary to define the coordinate sys-
tems applied including those for the aerodynamic forces and moments, and to
show what trim conditions and static stability mean. General formulas and
definitions describing the aerodynamic state of all kind of vehicles are found
in Chapter 7.

5.3.1 Park’s Formula

For capsule-like shapes at supersonic and hypersonic Mach numbers and differ-
ent angles of attack, it is observed that the line of action of the resultant aero-
dynamic force crosses the axis of symmetry (namely the x-coordinate) approx-
imately at the same position. This intersection point is called the metacenter
xcp, Fig. 5.9. In cases where the aerodynamic coefficients are known for a few
discrete angles of attack, this observation can be helpful for determining the

3 The data of the bent bicone are those of a wind tunnel model.
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Fig. 5.9. Definition of the metacenter.

trim angle of attack. This is often the situation, if the aerodynamic data are ob-
tained with the help of numerical simulation methods, where non-equilibrium
thermodynamics, catalytic walls, turbulent flow, etc., are taken into account,
which makes the computations (still) very expensive and time consuming.

We assume that xcp and the force coefficients CX and CZ are nearly inde-
pendent of α (forM∞ � 2) and ∂Cm/∂α is approximately constant.4 With eq.
(7.2), we can write

LrefCm(αj)|cog − CZ(αj)(xcog − xcp) + CX(αj)zcog = 0, zcp = 0, (5.2)

Cm(αtrim)|cog = 0, (5.3)

Cm(αj)|cog + (αtrim − αj)
∂Cm(αj)

∂α
= 0, (5.4)

−
{

Lrefαj

CZ(xcog − xcp)
∂Cm(αj)

∂α

(
αtrim

αj
− 1

)
+ 1

}
CZ(αj)
CX(αj)

+
zcog

xcog − xcp
= 0.

(5.5)

In these equations αtrim denotes the trim angle of attack and αj the angle of
attack, where the aerodynamic coefficients are known. Further we obtain from
eq. (7.14):

− Lrefαj
∂Cm(αj)

∂α
= −αj

∂CZ(αj)
∂α

(xcog − xcp) + αj
∂CX(αj)

∂α
zcog. (5.6)

4 This holds, for instance, for the VIKING 2 shape, Fig. 5.10, and also some others
in the following sub-section.
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With αj ∂CZ(αj)/∂α ≈ CZ , ∂CX(αj)/∂α ≈ 0, tan θ1 = CZ/CX , and
tan θ2 = zcog/(xcp − xcog), finally eq. (5.5) has the form

αtrim = −αj
tan θ2
tan θ1

. (5.7)

This is Park’s formula [38, 39], which allows the trim angle of attack to be
found from aerodynamic coefficients given at a discrete trajectory point in a
suitable vicinity of the trim angle. Later in this chapter we will demonstrate
the applicability of this formula by some examples.

5.3.2 Performance Data of Lifting Capsules

In this Sub-Section we give an overviewabout aerodynamic coefficients of some
of the shapes presented in Section 5.2.5 Since most of the shapes are bodies
of revolution (the AFE shape is considered only for the yaw angle β = 0) the
coefficientsCX ,CZ ,Cm,L/D describe the aerodynamic performance, Fig. 7.3.
The coefficient for the dynamic stability Cmq +Cmα̇ will be treated separately
in Section 5.4.

The configurations of VIKING-type shapes are characterized by the follow-
ing geometrical relations: R1/D1, R2/D1, l1/D1, θ1, θ2. The values of the
VIKING 1 shape are R1/D1 = 0.5, R2/D1 = 0.02, l1/D1 = 0.85, θ1 =
80◦, θ2 = 25◦, Fig. 5.6. VIKING 2 has a different aft cone angle with θ2 = 20◦

and the reference diameter D1 = Lref = 4, 400 mm [21].
Aerodynamic data of the VIKING 2 shape are given in Fig. 5.10. Note, as

mentioned above, capsules have a positive lift only for negative angle of attack.
Therefore all coefficients are plotted versus negative angles of attack. Further,
the conventions of the signs are defined by Fig. 7.3. The data of Fig. 5.10 are
taken for 0.5 � M∞ � 3.97 from wind tunnel experiments. The M∞ = 10
values are based on Euler calculations with the perfect gas assumption, while
for M∞ = 19, an Euler computation is used with a non-equilibrium real gas.
Since the trim angle of attack varies between αtrim ≈ −10◦ (M∞ = 0.5) and
αtrim ≈ −25◦ (M∞ = 19), it seems possible to fly in the whole Mach number
range with L/D between 0.2 and 0.4.

All the aerodynamic coefficients plotted in Fig. 5.10 exhibit non-monotonic
behavior with regard to the Mach number with extreme values in the transonic
regime. However, for M∞ � 3.97 there exists a near Mach number indepen-
dence for CZ , Cm and L/D which, however, is not so clear for CX . Finally, for
the reference point chosen, the capsule is statically stable in the whole Mach
number and angle of attack regime, since the condition Cmα < 0 is met every-
where, see Fig. 7.9.
5 The reader should note the custom in RV-NW aerodynamics, that the integral

aerodynamic forces and coefficients are given in terms of the axial force X and
the normal force Z (body axis system). For the transformation into the flight
path system see Section 7.6.
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Fig. 5.10. Aerodynamic data of the VIKING 2 shape. Moment reference: xref =
0.34D1, zref = 0.0218D1 . Data source: [21].

Figure 5.11 shows the aerodynamics of the APOLLO capsule. This shape pro-
duces L/D values which are dependent on the Mach number in a similar way
as the VIKING-type shapes with realistic values of L/D in the range of 0.3,
[40, 41]. The variation of the trim angles for the various Mach numbers is in
the same range as for the VIKING 2 shape. Again static stability is preserved
in the whole Mach number regime.

Another famous capsule, besides APOLLO, is the Russian SOYUZ. It is the
vehicle which serves the ISS. It is of interest to see the relatively large spread
of the L/D values with respect to the Mach number, Fig. 5.12. This data set is
completely generated by wind tunnel results and the plotted values are taken
from [24]. The highest Mach number measured is M∞ = 5.96. It is not clear
if apparent changes of the aerodynamic coefficients will occur for hypersonic
Mach numbers up to 30, but a look at the data for VIKING 2 or APOLLO re-
veals that the differences are probably low. Thus, SOYUZ is able to fly in the
hypersonic regime with L/D ≈ 0.3 for a trim angle αtrim ≈ −26◦. A further
increase of the aerodynamic performance (i.e., higher L/D) seems hardly pos-
sible, whatever the zoffset of the center-of-gravity is, Sub-Section 5.3.3. Static
stability is given for all the Mach numbers tested. Comparing the three vehi-
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Fig. 5.11. Aerodynamic data of the APOLLO shape. Moment reference: xref =
0.265D1, zref = 0.035D1. Cm and CX , as well as L/D andCZ have the same legend.
Data source: [40].

cles discussed above, the VIKING 2 shape has obviously the best potential in
aerodynamic performance, but this shape was never flown as a manned space
transporter.

The AFE has an interesting non-axisymmetric shape, Fig. 5.7. About ten
years after the respective NASA technology program in the late 1980s and the
beginning 1990s (see above), a renewed interest in this shape arose at the Eu-
ropean Space Agency (ESA) in the frame of the Mars Sample Return Orbiter
(MSRO) activities. The original shape had a diameter ofD1 = 4, 267mm=̂14ft
which was reduced in the MSRO case to D1 = 3, 657 mm =̂ 12 ft. Figure 5.13
shows CX , CZ , Cm and L/D for some hypersonic Mach numbers.

The M∞ = 11.8 experiments were conducted in the Hypervelocity Free-
Flight Aerodynamic Facility (HFFAF) at NASA Ames [42]. From the experi-
mental conditions, it seems that this facility is able to duplicate nearly all the
parameters of a real hypersonic free-flight, namely, the free-stream pressure,
density and temperature, as well as the velocity. Therefore one could expect
that the data reflect properly the influence of the real gas behavior, if Mach
number independence exists, Section 3.6. On the other hand, the data reduc-
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Fig. 5.12. Aerodynamic data of the SOYUZ shape. Moment reference: xref =
0.370D1, zref = 0.039D1. Data source: [24].

tion requires the flight-mechanical evaluation of the trajectory of the model
inside the facility, which is obviously not a simple task [42].

Further for M∞ = 5.94 and 9.55, data were measured in NASA Langley’s
cold hypersonic wind tunnel [43]. The Langley data are close together for both
Mach numbers. The pitching moment is larger for the Langley data compared
to the HFFAF data, which was not expected, since at least for axisymmetric
shapes, real gas effects normally increase the pitching moment and increase the
magnitude of the trim angle.

The pitching moment of a complete non-equilibrium CFD solution (for the
Martian atmosphere) forM∞ = 18.7 andα = −4◦ is given in [44] and is plotted
in Fig. 5.13, lower right. The values are closer to Langley’s data. Nevertheless,
other numerical investigations [3] show that in the hypersonic flight regime,
the trim angle would be approximately −1◦, which is in a better agreement
with the HFFAF data than the Langley data.

From the above discussion and that one from Sub-Section 5.3.7 about the
influence of real gas effects, we note two points:
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Fig. 5.13. Aerodynamic coefficients in the hypersonic flow regime for the AFE
shape. Moment reference: xref = 0.2509D1, zref = −0.2301D1, measured from
the origin. Data source: [42, 43].

– There is a high temperature, real gas effect on the trim angle.
– Ground facility simulation seems to be very difficult. CFD methods with the

most advanced thermodynamic models, if properly validated, offer the most
promising results.

5.3.3 Controlled Flight and the Role of the Center-of-Gravity

Every non-winged vehicle with an axisymmetric shape is only able to conduct a
lift-based, trimmed flight if a z-offset of the center-of-gravity exists. Otherwise
the trim angle of attack is zero, leading to zero lift and lift-to-drag ratio.

To discuss this in more detail, we use the aerodynamic data of the VIKING 2
shape, Fig. 5.10. From the lift-to-drag graph, we can extract that a hypersonic
performance of L/D = 0.3 can be achieved by a trim angle of αtrim,L/D=0.3 =
−17.8◦ and L/D = 0.4 by αtrim,L/D=0.4 = −23.8◦. With the help of eq. (7.11)
we can determine all the positions of the center-of-gravity ensuring trimmed
flight with a fixedL/D after the coordinates of the center-of-pressure have been
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determined by means of the corresponding ones of eqs. (7.5) to (7.10). In Fig.
5.14 the resulting “center-of-gravity lines” for the two design points are shown.

It should be mentioned here that the free-flight, hypersonic experience of
the APOLLO capsule exhibited a trim angle that was approximately 3◦ lower
than predicted, with the consequence of a lower L/D value. In the frame of
ESA’s MSTP, this phenomenon was investigated in great detail on the ARD
capsule which has nearly the same aerodynamic properties as the APOLLO
capsule, Fig. 5.5. The outcome was that mainly the extreme heating of the air
in the shock layer in front of the vehicle is responsible for this behavior. This
heating leads to the excitation of vibrational modes in the molecules, to disso-
ciation and partial ionization (for entry speeds of ve � 8 km/s). The thermo-
dynamic state can then be in equilibrium or non-equilibrium, depending on
the ambient density, which influences the surface pressure distribution. This
behavior is summarized by the term “high temperature real gas effects” and
will be treated in more detail in Sub-Section 5.3.7.

It is evident from eq. (7.11) that for CX/CZ � 1 the relation zcog/xcog �
1 holds. Therefore the z-offset of the center-of-gravity zcog is the dominating
quantity for ensuring flyability and controllability. Its influence on the trim
angle of attack and on L/D is very high, which is distinctly demonstrated in
Fig. 5.15.

A change of 1 per cent in zoffset ≡ zcog (this is only 44 mm for the
VIKING 2 vehicle) alters the trim angle of attack by about ∆αtrim ≈ 9◦. On
the other hand changes in the x-coordinate of the center-of-gravity xcog influ-
ence the trim angle only slightly, which can be concluded from Fig. 5.16. A
shift of 15 per cent of the moment reference xref ≡ xcog (in our example 660
mm) leads to a trim angle change of merely ∆αtrim ≈ 2◦.
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Fig. 5.15. Influence of zoffset ≡ zcog on aerodynamic trim for the VIKING 2 shape;
zoffset ≡ zoff is given in per cent of the reference length Lref = D1 = 4, 400 mm.
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5.3.4 Sensitivity of Aerodynamics against Shape Variations

It is important to understand what effects that contour changes of a capsule
may produce. We demonstrate this with the VIKING 3 as baseline shape. The
geometrical relations in this case are R1/D1 = 0.5, R2/D1 = 0.02, l1/D1 =
0.95, θ1 = 80◦, θ2 = 16◦ (see Fig. 5.6 with θ2 = 16◦). The investigation is
valid for hypersonic flow conditions [45]. The moment reference point is given
by xref = 0.33Lref , zref = 0.02Lref for all the pitching moment diagrams.

R1/D1 Variation

The influence of R1/D1 variations on the aerodynamic performance is rather
weak and always∆(L/D) � 1 per cent. However,R1 should have a reasonably
large value, since the thermal loads are directly related to the inverse of the
square root of R1.

R2/D1 Variation

Let us consider what happens if R2/D1 is increased to 0.1, Fig. 5.17. First,
a remarkable decrease in the aerodynamic performance L/D can be observed
and, secondly, the pitching moment increases, which results in a trim angle
shift of roughly 3.5◦ (αtrim,R2/D1=0.02 ≈ −20◦ =⇒ αtrim,R2/D1=0.10 ≈ −16.5◦).

pitch-up effect and

trim angle reduction

L/D decrease

Fig. 5.17. Influence of R2/D1 on aerodynamic coefficients based on the VIKING 3
shape. Data source: [45].



234 5 Aerothermodynamic Design Problems of Non-Winged Re-Entry Vehicles

The pitching moment increase means that a pitch-up effect occurs. The
static stability is seen to be slightly increased with |∂Cm/∂α|R2/D1=0.1 >
|∂Cm/∂α|R2/D1=0.02 [25]. Moreover, the thermal loads at the shoulder are re-
duced for R2/D1 = 0.1 due to the diminished flow expansion there compared
to the R2/D1 = 0.02 case.

Physical Explanation

The increase ofR2/D1 can be considered as a reduction of bluntness of the cap-
sule. The axial force is considerably diminished due to this reduction, which
reduces the lift L and thus L/D. The pressure force on the leeward side is re-
duced more than that on the windward side which leads to a pitch-up effect.
This result is confirmed by [46], where a 70◦ spherical cone with different shoul-
der radii is investigated by employing a numerical method solving the Euler
equations.

l1/D1 Variation

The influence of changing l1/D1 from 0.85 to 1.05 is investigated. While L/D
is nearly the same for l1/D1 = 0.85 and 1.05, the pitching moment is higher
for l1/D1 = 0.85 compared to l1/D1 = 1.05, which leads to a reduced trim
angle αtrim, Fig. 5.18.

θ1 Variation

The half cone angle θ1 determines the magnitude of L/D, which grows with
increasing θ1. To achieve a value of L/D ≈ 0.3, a minimum of θ1 = 60◦ is
required [32]. Further, the trim angle αtrim is decreased with increasing θ1,
which is due to the fact that the center-of-pressure moves downstream. This
results in a rise of the pitching moment. In an example given in [32], θ1 was
changed from 70◦ to 75◦, which has caused a reduction in the magnitude of
the trim angle αtrim from −20.8◦ to −19.5◦.

θ2 Variation

The variation 14◦ � θ2 � 18◦ is investigated [25]. For α < −20◦ the pitching
moment decreases slightly and L/D increases when θ2 increases. For higher
values of θ2 this effect is shifted to higher angles of attack.

Physical Explanation

The increase of the aft cone angle θ2 leads to an increase of the negative normal
force coefficient CZ , which reduces the lift. The flow past shapes with lower θ2
values “sees” earlier the aft cone part, producing this negative CZ increase,
which on the other hand, brings an increase of the pitch-up effect, Fig. 5.19.
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pitch-up effect and trim

angle reduction

Fig. 5.18. Influence of l1/D1 on aerodynamic coefficients based on the VIKING 3
shape. Data source: [45].

5.3.5 Parasite Trim

During the development and testing of the classical capsules APOLLO and
SOYUZ, it was observed over an angle of attack range 0◦ � α � −360◦ that
the pitching moment Cm could meet the trim and stability conditions (Cm =
0, ∂Cm/∂α < 0) also at other points besides the nominal one. These points are
called “parasite trim points.” There are at least three reasons why the vehicle
must be prevented from entering into such non-nominal trim positions:

– the re-entry process can only be successfully conducted with the heat shield
pointing forward in order to cope with the mechanical and thermal loads,

– the parachute landing system can be deployed only if the apex cover can be
jettisoned properly, which requires the heat shield pointing forward,

– in the launch abort case the escape procedure requires definitely a capsule
heat shield in pointing-forward attitude.

The best solution of this problem would be given by a change to a vehicle shape
which prevents the existence of parasite trim points. During the APOLLO pro-
gram, a lot of tests were done with keels, spoilers and strakes, but obviously
none of these devices did solve the problem satisfactorily [19, 22].

A typical Cm plot showing one parasite trim point (VIKING 2 shape) is
given in Fig. 5.20. The nominal trim point is at αtrim, nominal = −7.9◦, while
the parasite trim point has the value αtrim, parasite = −141◦.
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Fig. 5.19. Influence of θ2 on aerodynamic coefficients based on the VIKING 3 shape.
Data source: [25].

parasite trim

nominal trim

Fig. 5.20. Pitching moment of the VIKING 2 shape showing a parasite trim point
for M∞ = 0.7 (nose: xref = 0, zref = 0). Data source: [21].
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Fig. 5.21. APOLLO nominal and parasite trim points as function of Mach number.
Data source: [22].

The APOLLO capsule possesses one parasite trim point over the whole Mach
number range, which is somewhat fluctuating in the subsonic, transonic and
low supersonic regimes. For higher Mach numbers, this trim point becomes in-
dependent of the Mach number, Fig. 5.21. This is valid for the center-of-gravity
location xcog/D1 = 0.657 (measured from the apex) and zcog/D1 = 0.035.

The data available give hints that at least three parameters may influence
the number and the location of parasite trim points. The first one is the x-
component of the center-of-gravity.The larger xcog, i.e., the more the center-of-
gravity lies away from the apex, the more likely is the appearance of one or more
parasite trim points or, the other way around, with an appropriately low xcog

value the appearance of these points can be avoided. Secondly, the Reynolds
number has an influence. For larger Reynolds numbers one can often observe
more than one parasite trim point, the reasons for this are not clear. The third
parameter having an influence is the flight Mach number, again for not clear
reasons. The lower the flight Mach number, the higher is the probability of the
occurrence of parasite trim points. In Table 5.6 data are listed for SOYUZ and
the VIKING 2 shape demonstrating this behavior.

5.3.6 Performance Data of Bicones

An alternative to the classical capsules are the bicones which can provide more
than twice the lift-to-drag ratio L/D compared to those of capsules. Con-
straints of the internal lay-out (payload accommodation) and of the launch
system (faring restrictions) may lead to a fat bicone shape like the one shown
in Fig. 5.8 a). For this shape theL/D in hypersonic flight is approximately 0.65.
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Table 5.6. Appearance of parasite trim points depending on center-of-gravity po-
sition and Reynolds number; xcog and zcog are non-dimensionalized with Lref .

Vehicle M∞ xcog zcog αtrim,nominal αtrim,parasite Source of data

SOYUZ 1.10 0.30 0.0357 −22◦ none wind tunnel [24]

0.45 0.0204 −18◦ −132◦

VIKING 2 ∞ 0.30 0.0230 −23◦ none engineering

0.375 0.0205 −23◦ −174◦ methods [47]

VIKING 2 wind tunnel [21]

Re=0.25·106 0.70 0.34 0.0218 −7.9◦ −141◦

Re=3.70·106 −13.26◦ −121◦ (1)

+122◦ (2)

+146◦ (3)

As already mentioned, axisymmetric bodies can only be trimmed if the center-
of-gravity is off the axis of symmetry. For the moment reference point applied
here, Fig. 5.22, with zref = 0Lref the vehicle is stable in the supersonic and
hypersonic regime and unstable in the subsonic and the transonic regime, but
cannot be trimmed, because for all Mach numbers Cm �= 0 at α > 0 .

This problem can be overcome either by a suitable selection of the center-
of-gravity (which may be restricted by the internal lay-out of the vehicle) or
by employing aerodynamic devices like flaps and brakes (which complicates
the design and the control system). The data set plotted in Fig. 5.22 was es-
tablished by applying approximate methods like the local inclination meth-
ods for supersonic and hypersonic Mach numbers and panel methods for sub-
sonic Mach numbers [48]. For all the aerodynamic coefficients, the Mach num-
ber dependency is clearly non-monotonic with extreme values in the transonic
regime, as was already discussed for the capsules in Sub-Section 5.3.2. The co-
efficients approach Mach number independence for M∞ � 5.

For two points (M∞ = 1.5, α = 20◦ and 25◦), Euler solutions were gen-
erated with the method reported in [49, 50]. As one can see, the agreement
with the other data in Fig. 5.22 is rather good (except for CX at α = 25◦),
which proves the reliability of the engineering method used. To get a bit more
insight into the general flow field, the Mach number isolines (left) and the wall
pressure distribution (right) are plotted in Fig. 5.23 for M∞ = 1.5, α = 20◦.

It is interesting to observe in the left part of the figure (Mach number iso-
lines), the embedded shock on the leeward (upper) side at x/L ≈ 0.25, which
is generated due to an overexpansion of the flow (the wall pressure does not
correspond to the cone deflection!), which can only be restored in supersonic
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Fig. 5.22. Aerodynamic data of the bluff bicone shape, Fig. 5.8 a). Moment refer-
ence: xref = 0.25Lref , zref = 0Lref . Data source: [48].

flow by a compression shock.6 A further increase of L/D can be attained with
a slender bicone, Fig. 5.8 b), where the reduced diameterD1 leads to decreased
axial and drag forces and a slight increase of the normal force, Fig. 5.24, [24].

The maximum L/D value for hypersonic flow amounts to 1.08. The data
are assembled from wind tunnel results (0.6 � M∞ � 4) and from engineering
solutions (M∞ = 5.96). On the other hand, the internal lay-out and the pay-
load accommodation can be better realized with the bluff bicone (CTV) shape.
As we can extract from the pitching moment graph in Fig. 5.24, for the selected
moment reference point, the vehicle is unstable in the subsonic and transonic
regime and only slightly stable in the supersonic and hypersonic area. Trim
can only be achieved for M∞ = 2.53.

The question arises on whether there exists a center-of-gravity location
where, for all Mach numbers, statically stable and trimmed flight can be se-
cured. In Fig. 5.25, the pitching moment for such a point (xref = 0.42Lref ,
zref = −0.1467Lref , Bicone Tsnii shape) is plotted, but it seems rather

6 Since the embedded shock is formed in the flow field away from the wall, it has
no clear footprint in the wall pressure distribution, Fig. 5.23 right at X ≈ 1.75.
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leeward

�=90°

windward

Fig. 5.23. Mach number isolines (left) and wall pressure distributions (right) in
three planes of the bluff bicone shape, M∞ = 1.5, α = 20◦. Data source: [48].

doubtful if in practice the layout designer can realize this cog location. The
Bicone Dasa shape does not have such a point, which means that for Mach
numbers lower than unity other arrangements have to be made.

The hypersonic flow for the bent bicone, as shown in Fig. 5.8 c), was inves-
tigated experimentally in wind tunnels (M∞ = 6 and 10) [37]. Bent bicones
generate an asymmetric flow field even for zero incidence which supports the
trim capability of the shape, as can be seen in Fig. 5.26. Hypersonic trim is
possible for realistic center-of-gravity locations and angles of attack. The fig-
ure shows, compared to that one for the symmetric bicone, an additional re-
duction of the axial force, in particular for low angles of attack, which lets the
lift-to-drag ratio grow to a maximum of L/D ≈ 1.45. This is still of order 1 at
hypersonic trim (22◦ � αtrim � 24◦).

Despite the fact, that the aerodynamic performance of bicones is superior
to that of classical capsules, none of these configurations were ever flown. This
may have a historical background, because the aerodynamic data bases are
much more complete for capsules and in addition for them real flight experi-
ence is available. Since this is not the case for bicones, the possible risks in this
regard have obviously hindered any development of such systems.
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Fig. 5.24. Aerodynamic data of the slender bicone (Tsniimash) shape, Fig. 5.8 b).
Moment reference: xref = 0.57Lref , zref = −0.0667Lref . Data source: [24].

5.3.7 Influence of High Temperature, Real Gas Effects on Forces
and Moments

The first indications that high temperature real gas effects can have a consid-
erable influence on the aerodynamic forces and moments at hypersonic speed
were given by the APOLLO experience. There, the trim angle measured dur-
ing flight was approximately 3◦ lower than predicted. Also, the observation
during the first Space Shuttle Orbiter flight, Sections 3.5 and 3.6, that a non-
predicted pitch-up moment was generated, which was due to a forward shift
of the center-of-pressure, has likely the same physical cause. At that time it
was argued for APOLLO that the following three physical phenomena could
be responsible for that:

– compressibility (Mach number effects),
– hypersonic viscous interaction,
– high temperature real gas effects.

Today we know that the main effect is due to the thermodynamic state of the
air which is strongly heated up in the hypersonic bow shock layer.
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Fig. 5.25. Pitching moment for stable and trimmed flight of the slender bi-
cone (Tsniimash) shape, Fig. 5.8 b). Moment reference: xref = 0.42Lref , zref =
−0.1467Lref . Data source: [24].

During the APOLLO project, neither numerical nor experimental means were
available for investigating possible influences of real gas effects on the aero-
dynamic behavior. With the advent of numerical simulation methods. solving
the Euler, Navier–Stokes or the Boltzmann equation, and new high-enthalpy,
ground simulation facilities, this situation has changed. In [38] a Navier–Stokes
solver with an equilibrium and non-equilibrium real gas approach was applied
to the front part of a two-dimensional APOLLO-like shape. This method con-
tained besides the chemical reactions, the vibrational and electron excitations
in a non-equilibrium state as well. Since non-equilibrium was assumed, the vi-
brational and electron excitation states were described by a second tempera-
ture Tvibr, which can be quite different from the rotational-translational tem-
perature T depending on the degree of vibrational non-equilibrium.7 The com-
putations showed that indeed the pitching moment of the generic APOLLO-
like shape was increased due to the real gas effects, with the consequence of
reduced trim angles. Further, the peak of the pressure profile along the wall
was slightly shifted to the windward side which is characteristic for flows with
real gases.

Since these effects are so important for reliable entry flights from space,
in the European MSTP with the Atmospheric Re-entry Demonstrator ARD,
strong efforts were undertaken to reveal this problem. More than 120 com-

7 The governing equations for this approach can be found in detail in Appendix A.
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Fig. 5.26. Aerodynamic coefficients in the hypersonic regime for the bent bicone
shape, Fig. 5.8 c). Moment reference: xref = 0.554Lref , zref = 0Lref . Data source:
[37].

plete three-dimensional Euler and Navier–Stokes computations at predicted
(pre-flight) and measured (post-flight) trajectory points were conducted with
perfect, equilibrium and non-equilibrium thermochemical states of the air,
[9, 51, 52]. A summary of these results is given in Fig. 5.27.

All the computations were conducted for an angle of attack α = −20◦.
Mach number independence is well discernible forCX ,CZ , andL/D. However,
the thermodynamic state of the gas affects considerably the aerodynamic coef-
ficients CX , CZ as well as the aerodynamic performance L/D. The axial force
coefficient CX is best represented by the equilibrium assumption (upper left)
and the normal force coefficient CZ by the non-equilibrium one (upper right).
The lift-to-drag ratio L/D is not much affected, but the non-equilibrium state
seems to be the appropriate one (lower left).

Finally, the trim angle αtrim in particular for high Mach numbers, agrees
fairly well with the non-equilibrium data (lower right). The trim angles are
computed with Park’s formula, eq. (5.7). Indeed, for high Mach numbers the
differences of αtrim between perfect gas predictions and flight are more than
2◦, which is in agreement with the observations during APOLLO flights. From
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Fig. 5.27. Influence of high temperature real gas effects on the aerodynamics of the
ARD capsule, angle of attack α = −20◦. Data source: [9, 51, 52], center-of-gravity:
xcog = 0.26D1, zcog = 0.0353D1.

these results it can be concluded that perfect gas simulations, either numeri-
cally or experimentally, are not appropriate for re-entry flows with high Mach
numbers, say M∞ � 6.

5.4 Dynamic Stability

When a capsule or ballistic probe enters a planetary atmosphere the incidence
of this vehicle evolves like an oscillator responding to the aerodynamically
static and dynamic forces and moments. If the vehicle exhibits static stability,
the static torque always tends to restore the vehicle towards the trim position
during its oscillatory motion. If the vehicle exhibits dynamic stability, the am-
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plitude of the oscillatory motion is then damped,8 reaching asymptotically9

the stable trim position.
Since the 1960s, it is well-known that capsules and ballistic probes, widely

used in planetary exploration missions, often exhibit dynamic instabilities dur-
ing the landing phase. This may concern flight velocities in the low supersonic,
transonic and subsonic flow regime. The final landing operation, which is of-
ten supported by an appropriate parachute system, where the elements of this
system (drogue chute =⇒ pilot chute =⇒ parachute, or similar) have to be ex-
tracted, mostly from a canister inside the vehicle and successfully deployed,
requires a dynamically stable flight state of such a vehicle.

Because of the importance of dynamically stable flight in the different Mach
number regimes, we give here a compact account of the issues of dynamic sta-
bility of NW-RV’s, because in general this cannot be found in the literature.
Generally, the dynamic stability is defined by [54]

ξ = CD − ∂CL

∂α
+

(
Lref

r

)
(Cmq + Cmα̇), (5.8)

with CD the drag coefficient, CL the lift coefficient, Cmq + Cmα̇ the dynamic
derivative of pitch motion, the so-called pitch damping coefficient, and r the
radius of gyration of the vehicle around the pitch axis.

The vehicle is dynamically stable, if the dynamic stability coefficient

ξ < 0. (5.9)

Condition eq. (5.9) is often used in ballistic range tests where it is assumed that
the aerodynamic coefficients are constant for angle of attack variations, [53,
54]. However, our main interest consists in the determination of the dynamic
derivative of pitch motionCmq+Cmα̇. So we restrict the following discussion to
the description of experimental and numerical methods regarding the damping
properties of oscillatory movements of RV-NW’s.

5.4.1 Physics of Dynamic Instability

From the beginning of the investigations of dynamic instability of blunt10 or
very blunt11 shapes, it was argued that the near wake flow plays an impor-
tant role regarding any dynamically unstable behavior, [55, 56]. Further, ex-
perimental investigations revealed that also nose-induced flow separation and
reattachment make the vehicle more unstable. Since no full and clear under-
standing of the related physical phenomena is available up to now, we list here
8 Long-period lightly damped oscillatory modes are called phugoid modes in air-

craft flight dynamics.
9 Due to the flight along the trajectory with decreasing altitude and increasing

density.
10 Spherical cones and bicones.
11 Capsules and ballistic probes.
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Fig. 5.28. Sketch of oscillatory pitch motion.

some experimentally observed phenomena and corresponding interpretations.
Partly they are contradicting each other, which illustrates the poor present
state of the art.

• The wake influences the pitch rotation. When the vehicle and with that the
aft part of the configuration comes down during the pitch movement, for
example to α3 = 0◦ at time t3, Fig. 5.28, the aft part and, of course, the
wake resides in the flow field generated by the front part of the vehicle at
an earlier instant with ∆α > 0◦ for the time t2 ≈ t3 − ∆t. The time lag
∆t is needed to propagate the flow information from the front part to the
aft part and the wake. So, a destabilizing moment is generated, compared
to the steady flow field at a fixed α3 = 0◦ position, Fig. 5.28 [55].

• Experience from many test cases with flow separation is that opposite effects
on dynamic and static stability often may exist. The flow separation induces
an increase of the static stability and causes dynamic instability, see, for ex-
ample, Fig. 5.29 [55].

• Rounded bases on spherically blunted cones make these shapes dynamically
more unstable, Fig. 5.30.

• The dynamic pressure plays a role. During entry/re-entry in a planet’s at-
mosphere there is a rapid increase of the dynamic pressure q∞ due to the
density increase. The dynamic pressure reaches a maximum when the de-
crease of v2

∞ becomes stronger than the increase of ρ∞, see also Fig. B.2.
Typically, the vehicle exhibits dynamic stability as long as q∞ increases and
gets unstable close to the maximum and beyond [53]. An often-used expla-
nation is that the vehicle experiences a weakened static restoring moment
due to the decreasing dynamic pressure [54].

• As mentioned above the vehicles are more unstable with decreasing Mach
number, which is explained with the growing influence of the pressure dis-
tribution at the aft part of the vehicle for lower Mach numbers.
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Fig. 5.29. Typical stability behavior. Flow field past a canister with separation at
α0 = 0 and pitch angle ∆Θ = 1.5◦ [55]. Coefficient of dynamic stability Cmq + Cmα̇

(left axis) and of static stability Cmα−ω2Cmq̇ (right axis, this is the notation in [55]
for the static stability) as function of the lower range of the flight Mach number M .

• Hysteresis play a role [57, 58]. Analysis of the unsteady wake structure sug-
gests that the vortical flow in the wake moves up and down with a non-
dimensional frequency, defined by the Strouhal number,12 which amounts
approximately to Sr = 0.2. A second frequency in the flow field is associated
with the free shear layer, mostly generated near the shoulder of a capsule or
entry probe, where vortices are formed by the Helmholtz instability, having
a Strouhal number Sr ≈ 2. In contrast to this, the natural flight frequency
of the non-winged vehicles discussed in [57], derived from the solution of the
equations of angular motion, Sub-Section 5.4.2, is at least one order of mag-

12 Sr = fD/v∞, with f the frequency, D the reference vehicle diameter and v∞
the free-stream velocity.
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Fig. 5.30. Effect of the base contour on pitch damping at α0 = 0◦ and angular
position ∆Θ = 1.5◦ [55]. Dynamic stability coefficient Cmq + Cmα̇ as function of
the flight Mach number M .

nitude lower than the aforementioned Strouhal numbers indicate. Therefore
it was argued that there is no resonance coupling possible between the angu-
lar motion and the frequencies of the unsteady flow structure which induce
the dynamic instability.

Instead, the pressure distribution along the vehicle’s aft part surface indi-
cates during the oscillation a hysteresis effect, which means that at an instan-
taneous angular position, say at Θ = Θc, the pressure distribution during
upward movement is different compared to the one during downward move-
ment. In the case that the pitching momentCm, evaluated by the integration
of the pressure distribution around the center-of-gravity, is larger during up-
ward compared to downward movement, an additional moment is generated
which acts in the direction of the angular motion. Thus the dynamic oscil-
lations are less damped and could become unstable. Fig. 5.31 demonstrates
this behavior for a two-dimensional APOLLO-like shape.13

• The importance of the hysteresis effect for the dynamic stability is also de-
scribed in [59]. The hysteresis effect is manifested by pressure oscillations
due to the body movement at the aft part of the vehicle. A detailed analysis
on the basis of reliable CFD results of flow fields with fixed angular posi-
tions14, revealed the existence of a longitudinal vortex pair generated just
behind the recirculation region of the vehicle wake. From that it was con-
jectured that the magnitude of the lift slope CLα plays an important role
for the dynamic stability in the sense that larger CLα values lead to a more
unstable behavior.

13 The unstable tendency of the system is demonstrated by the direction of rotation
of the moment coefficient Cm, which is clockwise in Fig. 5.31.

14 For steady free-stream conditions.
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Fig. 5.31. Hysteresis due to oscillatory motion: pitching moment Cm as function
of pitch angle θ [57].

5.4.2 Equation of Angular Motion

The general equation of the rate of change of angular motion reads [60]

Tf

(
dΩ

dt

)
g

= Tf

(
dΩ

dt

)
f

+Ω f × TfΩ f = Qa

f
, (5.10)

T =

⎛
⎜⎝

Ixx −Ixy −Izx

−Ixy Iyy −Iyz

−Izx −Iyz Izz

⎞
⎟⎠ , Ω =

⎛
⎝p
q
r

⎞
⎠ , Qa =

⎛
⎝ L
M
N

⎞
⎠ , (5.11)

with T being the moment of inertia tensor,Ω the vector of angular velocity, and
Qa the vector of aerodynamic moments. The subscript g denotes the inertial,
Earth-fixed (geodetic), and f the non-inertial (vehicle fixed, i.e., body-axis)
coordinate system, which are depicted in Fig. 5.32. The aerodynamic entities
are specified by the superscript a; L, M , N are the total roll, pitch and yaw
moments, and p, q, r are the angular roll, pitch and yaw velocity components.

The three components of the vector-matrix equation, eq. (5.10), have the
form

Ixxṗ− Ixy q̇ − Izxṙ + q(−Izxp− Iyzq + Izzr) − r(−Ixyp+ Iyyq − Iyzr) = L,

−Ixyṗ+Iyy q̇−Iyz ṙ+r(Ixxp−Ixyq−Izxr)−p(−Izxp−Iyzq+Izzr) = M, (5.12)
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Fig. 5.32. Definition of the Euler angles (φ, θ, ψ) transforming geodetic (g) to ve-
hicle fixed (f) coordinate systems.

−Izxṗ− Iyz q̇ + Izz ṙ + p(−Ixyp+ Iyyq − Iyzr) − q(Ixxp− Ixyq − Izxr) = N.

For vehicles, being symmetrical in the x–z plane with Ixy = Iyz = 0, they
reduce to

Ixxṗ− Izxṙ + q(−Izxp+ Izzr) − rIyyq = L,

Iyy q̇ + r(Ixxp− Izxr) − p(−Izxp+ Izzr) = M, (5.13)

−Izxṗ+ Izz ṙ + p(Iyyq) − q(Ixxp− Izxr) = N.

The angular orientation of the vehicle in the inertial space is described by the
Euler angles ψ (heading angle), θ (pitch angle) and φ (bank angle), Fig. 5.32:

Ω f =

⎛
⎝p
q
r

⎞
⎠

f

=

⎛
⎝1 0 − sin θ

0 cosφ sinφ cos θ
0 − sinφ cosφ cos θ

⎞
⎠

⎛
⎝ φ̇

θ̇

ψ̇

⎞
⎠ . (5.14)

The components of the vector-matrix equation, eq. (5.14), in detail read

p = φ̇− ψ̇ sin θ,

q = θ̇ cosφ+ ψ̇ sinφ cos θ, (5.15)

r = −θ̇ sinφ+ ψ̇ cosφ cos θ.
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Flight Path

���

Fig. 5.33. Straight level flight of an RV-NW which oscillates in the pitch plane.

Due to the rotational symmetry of most RV-NW’s, a consideration of the an-
gular motion restricted to the x–z (pitch) plane is often sufficient (one degree
of freedom of rotation) for determining the dynamic stability. Thus φ = ψ =
p = r = 0, and eqs. (5.13) and (5.15) reduce to

Iyy q̇ = Iyy θ̈ = M. (5.16)

Consider now the flight of a RV-NW. For convenience we assume straight level
flight, Fig. 5.33. The vehicle, after being disturbed, may oscillate in the pitch
plane initially with a small angular amplitude when the disturbance is small.
The question is now whether this oscillatory movement will be damped or will
be amplified. In the first case, we speak about a dynamically stable vehicle; in
the latter, about a dynamically unstable vehicle. For an oscillatory movement
with small pitch angles θ(t) around a fixed angle of attack α, the moment M
in eq. (5.16) is written as the sum of two terms:

M(θ) =
∂Ma

∂θ
θ +

∂Ma

∂θ̇
θ̇, (5.17)

where θ̇ is the rate of change with time t of pitch movement. The assumptions
and conditions which are used in the derivation of eq. (5.17) are described in
detail in [61].

The first term of this relation is called the aerodynamic restoring moment
because for Ma

θ < 0 (static stability), it yields M → 0, i.e., stable flight. The
second term is called the aerodynamic damping moment, because for Ma

θ̇
< 0

(dynamic stability), it reduces M as a function of time t, M(t) → 0, i.e., the
pitch oscillation is damped with time.

The movement shown in Fig. 5.33 can be considered as the sum of two
movement forms, namely a pitch oscillation with angular pitch velocity q at
constant angle of attack α, and an angle of attack oscillation with constant
pitch angle θ. Superimposed they result in the straight flight path shown in
the figure.

In the first movement form, the vehicle moves with oscillating pitch angle
θ (θ is the position of the vehicle’s x-axis) and constant angle of attack along
a curved flight path, Fig. 5.34. The pitching moment hence is a function of the
pitch velocity q = θ̇, and its rate of change with q is ∂M/∂q = Mq.
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In the second movement form, the vehicle moves along a curved flight path
with constant pitch angle, which acts on the vehicle as an angle of attack change
with time, Fig. 5.35. The pitching moment hence is a function of the angle of
attack velocity α̇, and its rate of change with α̇ is ∂M/∂α̇ = Mα̇.

This means that the aerodynamic damping moment can thought to be com-
posed of two terms

Ma
θ̇

= Ma
q +Ma

α̇. (5.18)

And finally we obtain

M = Ma
θ θ + (Ma

q +Ma
α̇) θ̇. (5.19)

In wind tunnel experiments (free or forced oscillation), the measured total mo-
ment M in eq. (5.17) has to be expanded by the components of the elastic re-
straints considered as a tare moment M t (for more details see [61, 53])

M = (Ma
θ̇

+M t
θ̇
) θ̇ + (Ma

θ +M t
θ) θ. (5.20)

In the non-dimensional form we find for the aerodynamic coefficient of pitch
damping, also called dynamic derivative of pitch motion15

Cmq + Cmα̇ = Ma
θ̇

2v∞
q∞ArefD2

. (5.21)

If its value is negative, damping occurs, the vehicle is dynamically stable. The
coefficient of the slope of the pitching moment, i.e., its derivative with respect
to the angle of attack, reads

Cmα = Ma
θ

1
q∞ArefD

. (5.22)

If its value is negative, the vehicle is statically stable. Note that D denotes
the diameter of the RV-NW. The reader is asked to note that a vehicle can be
statically stable but dynamically unstable and vice versa; see, e.g., Fig. 5.29.

��

�

��

�
�

���

Flight Path

Fig. 5.34. Pitch plane: oscillation with pitch velocity q at constant angle of attack
α leads to Mq .

15 Cmq + Cmα̇ is the usual notation for the dynamic derivative of pitch motion.
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Fig. 5.35. Pitch plane: angle of attack oscillation at constant pitch angle θ leads to
Mα̇.

5.4.3 Experimental Methods

Up to now the dynamic stability of flight vehicles is determined mainly by ex-
perimental methods [53, 61, 62]:

• free oscillation technique,
• free-to-tumble technique,
• forced oscillation technique,
• free flight technique.16

As already mentioned in Sub-Section 5.4.2, for RV-NW’s, it is sufficient to de-
termine the pitch damping coefficient Cmq + Cmα̇ for a proper assessment of
the dynamic stability of the vehicle. In the following we treat briefly the ca-
pabilities of the first three techniques including the data reduction processes,
which are most often used for capsule and entry probe investigations.

Free Oscillation Technique

This method is probably the earliest and obviously the simplest technique to
determine the damping coefficient. The model, mounted on a sting and fixed
by an elastic flexure, is deflected to an initial amplitude, then released and the
decay of the oscillatory motion in the presence of flow is observed. No compli-
cated drive or control system is required. On the other hand, this technique fails
if the model is dynamically unstable, which means that the initial amplitude is
amplified and no control of the angular motion is possible. Nevertheless, such
behavior would indicate that the model possesses a strong dynamic instability.

For the determination of the dynamic coefficient, we consider the equation
of angular motion (harmonic motion with small amplitudes) in the form of eqs.
(5.16) and (5.20):

Iyy θ̈ = (Ma
θ̇

+M t
θ̇
) θ̇ + (Ma

θ +M t
θ) θ. (5.23)

For further consideration we rewrite eq. (5.23) in the form

16 In ballistic wind tunnels.
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Iyy θ̈ + Cθ̇ +Kθ = 0, (5.24)

where the damping parameter C, and the restoring parameter K are:

C = −(Ma
θ̇

+M t
θ̇
), K = −(Ma

θ +M t
θ). (5.25)

The solution of eq. (5.24), which is of interest for us, represents the conditions
where the system will oscillate and reads17

θ = A1e
(a+bi)t +A2e

(a−bi)t or
θ = θ0e

−(C/2Iyy)t sin(ωd t± φ), (5.26)

where a = −C/2Iyy, b = ωd =
√

(K/Iyy) − (C/2Iyy)2 is the damped natural
frequency, and A1, A2, θ0, φ are arbitrary constants. The oscillatory system,
eq. (5.24), is damped if a < ωn or −C/2Iyy <

√
K/Iyy, where ωn is the un-

damped natural frequency.
From the measured time history of the oscillatory motion the decrease of

the amplitude θ as function of time is known. By definition of the logarithmic
decrement at times t1 and t2 we obtain from eq. (5.26) (with sin (ωd t± φ) = 1)

ln
θ2
θ1

= −(C/2Iyy)(t2 − t1),

C = −2Iyyf

Cyr
ln
θ2
θ1
, (5.27)

where t2−t1 = Cyr/f , Cyr is the number of cycles damped during∆t = t2−t1
and f the frequency of oscillation.

The restoring (static) parameter is

K = Iyyω
2
d + Iyy

(
C

2Iyy

)2

, (5.28)

where the second right-hand side term is usually very small and can be ne-
glected. Therefore we have

K = Iyyω
2
d. (5.29)

As mentioned in Sub-Section 5.4.2, the dynamic damping and the static restor-
ing moment consist of the aerodynamic moments and the moments generated
by tares18 in the mechanical system. The tares are given from wind-off mea-
surements and we find [61]:

C = −(Ma
θ̇

+M t
θ̇
)w,

K = −(Ma
θ +M t

θ)w,

Ma
θ̇

= (Ma
θ̇

+M t
θ̇
)w − (M t

θ̇
)v, (5.30)

Ma
θ = (Ma

θ +M t
θ)w − (M t

θ)v,

17 The roots of the characteristic equation are complex.
18 Tare damping comprises the damping by the mechanical system, the damping

capacity of the materials and the damping of still air in wind-off condition.
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Fig. 5.36. Model installation in free-to-tumble dynamic tests [22].

where the subscripts w and v denote wind-on and vacuum conditions19, re-
spectively. Finally we obtain:

Ma
θ̇

= −2Iyy ln
θ2
θ1

[(
f

Cyr

)
w

−
(

f

Cyr

)
v

fv

fw

]
, (5.31)

Ma
θ = −Iyy

[
(ωd)2w − (ωd)2v

]
, (5.32)

which includes a correction for the tare damping considering the different os-
cillation frequencies in the wind-on and wind-off case. With the relations eqs.
(5.21) and (5.22) the aerodynamic pitch damping coefficient of the vehicle is
known.

Free-to-Tumble Technique

Models mounted on a transverse rod through its center-of-gravity are statically
balanced and are able to tumble freely through an α range from 0◦ to 360◦,
Fig. 5.36. This free-to-tumble technique was extensively employed during the
APOLLO programme [19, 22, 53]. In some Mach number ranges, tare damp-
ing is negligible. For Mach numbers where tare damping is expected to be a
fractional part of the total damping, corrections to the input data are applied.
Consequently, in eq. (5.23) M t

θ̇
and M t

θ are neglected and we have

Iyy θ̈ − q∞ArefD
2

2v∞
(Cmq + Cmα̇) θ̇ − q∞ArefD Cmα θ = 0. (5.33)

19 Vacuum conditions are used in order to prevent any influence of still air damp-
ing.
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In eq. (5.33), Cmq + Cmα̇ is the only unknown because Iyy is measured in ad-
vance and Cmα is known from static tests. Therefore, the pitch damping coef-
ficient is found by an iteration process, changing the value of Cmq +Cmα̇ until
the measured time history coincides with the computed one.

Forced Oscillation Technique

An experimental means to quantify the dynamic instability is given by the
forced oscillation technique.20 The model is fixed, for example, on a crossed-
flexure pivot mounted on a sting and is forced to oscillate by a special appara-
tus, [53, 61, 62].

The oscillation frequency should be at or near the resonant frequency of the
model, since this minimizes the torque required to sustain the oscillation and
simplifies the determination of the dynamic derivatives. The resonance condi-
tions can be achieved by tuning the oscillation frequency of the forcing torque
until the phase shift between the forcing torque and the model displacement
amounts to φ = 90◦. The equation of angular motion, which describes the
motion of a model (which is rigidly suspended in an airstream and forced to
oscillate by a sinusoidal function of time) has the form

Iyy θ̈ + Cθ̇ +Kθ = M cosωt, (5.34)

where C andK are defined by eq. (5.25). Here,M denotes the forcing moment
and ω the oscillation frequency. A particular solution of eq. (5.34) is given by:

θ = θ0 cos(ωt− φ). (5.35)

By substituting the angular velocity θ̇ and the angular acceleration θ̈ in eq.
(5.34) and equating coefficients we obtain

θ0 =
M

(K − Iyyω2) cosφ+ Cω sinφ
,

tanφ =
Cω

K − Iyyω2
. (5.36)

In the case of a constant amplitude motion and resonance conditions (φ = 90◦),
the inertia term balances the restoring moment parameterK, and the damping
moment parameter C is proportional to the forcing moment M

K = Iyyω
2
n, (5.37)

C =
M

θ0ω
. (5.38)

The restoring moment parameterK and damping moment parameterC can be
determined from eq. (5.37) and (5.38), if the forcing momentM , the amplitude
20 And not only the damping capability as in the free oscillation technique.
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θ0 and the oscillation frequency ω are known from measurements.21 With eqs.
(5.30) and (5.37) we find for Ma

θ̇
and Ma

θ :

Ma
θ̇

= − 1
ωw

[(
M

θ0

)
w

−
(
M

θ0

)
v

]
, (5.39)

Ma
θ = −Iyy(ω2

w − ω2
v). (5.40)

Again, with eqs. (5.21) and (5.22), the dimensionless forms of the dynamic
derivative are known.

5.4.4 Numerical Methods

Since the advent of powerful three-dimensional unsteady Navier–Stokes solvers
in the late 1990s, which are able also to simulate turbulent flows, initial at-
tempts were undertaken to directly predict dynamic derivatives by numerical
methods. In [59], the unsteady flow around a capsule shape was computed and
the flow field was evaluated with the goal to reveal the physical phenomena re-
sponsible for the dynamic instability. Unfortunately, no direct determination
of the damping derivatives was carried out, but a so called “Constant-Delay-
Model” was developed, which enables one to derive the dynamic stability pa-
rameters from flow calculations at fixed angles of attack.

With the procedure reported in [63, 64], a forced oscillation scenario was
simulated by numerical methods. The vehicle experiences, for example, an os-
cillatory pitch rotation θ(t) = θ0 sinωt around a fixed angle of attackαfix with
a reduced frequency k = ωnD/v∞. The natural undamped angular velocity ωn

is determined by eqs. (5.37) and (5.22)

ωn =

√
CmαqArefD

Iyy
. (5.41)

With a linear approach for the pitching moment, namely

Cm(t) = Cm(αfix) + Cmα θ(t) + (Cmq + Cmα̇) θ̇(t)
D

v∞
, (5.42)

the dynamic damping term Cmq +Cmα̇ can be calculated by a numerical aver-
aging process, since Cm(t), Cm(αfix) and Cmα are known from the numerical
solutions. Calculations performed for the X-24 and X-38 lifting vehicles show
promising results and it seems that this approach has a great potential for fu-
ture applications [63, 64].

21 For forced oscillation systems which operate off resonance the derivation of the
equations of dynamic stability can be found in [61].
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Fig. 5.37. Dynamic derivative of pitch motion Cmq +Cmα̇ as a function of the angle
of attack for M∞ = 0.5 and 0.8. APOLLO shape, Fig. 5.5. Data source: [22].

5.4.5 Typical Experimental Results

There are two capsules in the world which were flown more often than any other
ones. The first is the U.S. APOLLO and the second is the Russian SOYUZ,
which is still in operation.22 The dynamic stability of APOLLO was investi-
gated with the three experimental techniques which were described in Sub-
Section 5.4.3.

As an example for the subsonic Mach numbers M∞ = 0.5 and 0.8, Fig.
5.37 shows the dynamic pitch derivative Cmq + Cmα̇ over an angle of attack
range of 0◦ � α � 180◦. In this case, the free-to-tumble test technique was
applied. With the trim angles for these Mach numbers being in the range of
αtrim ≈ 15◦, the vehicle exhibits dynamic stability at M∞ = 0.8 but was
dynamically unstable at M∞ = 0.5 [22].

The SOYUZ capsule has a strong dependence of the dynamic stability on
the angle of attack at M∞ = 0.9, Fig. 5.38.23 The data were obtained from
wind tunnel experiments and verified in several free flight campaigns [24]. Since
the trim angle αtrim is likely of order 20◦, SOYUZ exhibits dynamic instability
for that Mach number. For hypersonic Mach numbers, the capsule is stable and
has only a weak dependence on α.

Chapman and Yates [54] investigated the influence of nonlinear aerody-
namics during the data reduction process (both for experimental and numer-

22 SOYUZ acts as crew transporter for the ISS.
23 In the Russian literature the notation mω̄z

z is used to describe the dynamic
derivative with mω̄z

z ∼ Cmq + Cmα̇.
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-0,30

-0,20

-0,10

0,00

0,10

0,20

0,30

0,40

1,00 1,50 2,00 2,50 3,00

Mach number

d
y
n

a
m

ic
p

it
c
h

d
e
r
iv

a
ti

v
e

linear; alpha < 5°

linear; alpha > 10°

non-linear, alpha = 0°

non-linear, alpha = 10°

ARA Bedford, U.K.

FFA Sweden, alpha = 0°

FFA Sweden, alpha = 10°

Fig. 5.39. Dynamic derivative of pitch motion Cmq +Cmα̇ as function of the Mach
number. HUYGENS shape, Fig. 5.3. Data source: [53, 54].



260 5 Aerothermodynamic Design Problems of Non-Winged Re-Entry Vehicles

ical data) for determining the dynamic pitch derivative Cmq + Cmα̇. For the
HUYGENS Titan entry probe, the results are plotted in Fig. 5.39.

The values obtained with linear aerodynamics show a strong scatter with
Mach number and support the impression of dynamic instability for the α < 5◦

range. The values calculated with nonlinear aerodynamics are nearly constant
(α = 0◦, 10◦) and also exhibit a slight damping capability at α = 0◦. Further,
Fig. 5.39 shows two datasets of a forced oscillation experiment (M∞ = 2) made
at FFA, Sweden, and one dataset of a free oscillation experiment (M∞ = 2.9)
done by the Aircraft Research Association (ARA) in the U.K. These data were
extracted from [53]. The two FFA data are not in line with the general trend
and it is argued in [53] that the discrepancy is due to some open questions dur-
ing the execution of the experiment. The variation of the dynamic derivative
with angle of attack for supersonic Mach numbers (M∞ = 1.8 and 2) is dis-
played in Fig. 5.40. Both curves follow the well-known trend that the dynamic
stability increases with increasing angle of attack. The distribution established
with the nonlinear evaluation procedure starts at α = 0◦ with a small damp-
ing value, while the FFA data indicate an undamped behavior (amplification)
there.

In the 1970s, the Mars entry probe VIKING for exploring the Martian at-
mosphere was developed in the USA. Two of these probes entered the Martian
atmosphere in 1976. At that time, there were a lot of investigations regarding
the dynamic stability of these entry probes [56, 53]. Since the VIKING shape is
also a classical one, we present here the dynamic stability behavior, extracted
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attack, VIKING-type shape. Data source: [56].

from a free-oscillation experiment, for a typical flow case, namely, Mach num-
ber M∞ = 1.76, the reduced frequency k = 0.0069 and the Reynolds number
Re = 7.5 ·105. Figure 5.41 shows the results taken from [56]. A strong instabil-
ity in a small range around zero angle of attack (α < 1◦) can be observed, which
vanishes exponentially, leading subsequently to a positive and nearly constant
dynamic damping.

In conclusion it seems that today, the uncertainties and discrepancies in the
dynamic derivative data of non-winged vehicles are still large and that more
activities are necessary for amending the physical understanding. Further, the
test methods and the data reduction methods, which are used also for the nu-
merical predictions, must be improved.

5.5 Thermal Loads

One of the major concerns during the development of hypersonic vehicles is
the reliable prediction of the thermal loads on the airframe. These govern the
design of the thermal protection system (TPS), which is one of the main con-
tributors to the vehicle mass. The TPS mass strongly affects the magnitude of
the payload mass, which is often the main issue for an efficient space mission.
Generally, the peak wall temperature during re-entry defines the type of TPS
material used, whereas the time-integrated heat flux governs the structure and
thickness of the TPS.

During hypersonic flight, heat is transported towards the vehicle surface by
three physical transport processes, Fig. 9.2, Section 9.1 [65]. The first is heat
transported by diffusion in the gas towards the wall, more precisely, the heat
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flux in the gas at the wall.24 The second is non-convex radiation from other
surface parts of the vehicle. For RV-NW’s, this usually does not play a role.
Thermal gas radiation of the vibrational excited, dissociated and ionized gas
is the third one. For classical, low Earth orbit (LEO) re-entry with entry speeds
below approximately 8 km/s, diffusive heat transfer qgw is the dominating ef-
fect. On the other hand, for example, for Lunar return with an entry speed of
approximately 10.6 km/s, heat transfer due to thermal gas radiation qrad,g be-
comes very important and approaches values of 50 per cent of the total heat
flux. This is because of the large increase of ionized particles which are gen-
erated during entry that pass through the gas in the bow shock layer. Heat is
transported away from the vehicle surface mainly by radiation cooling, but also
by conduction into the structure, Section 9.1. Other cooling processes include
ablation, transpiration, etc.

In Chapter 9 we give a summary of the thermal state of a vehicle surface
and also, in a simulation compendium, an overview of all kinds of methods for
the determination of thermal loads. In Chapter 10 relations for an approxi-
mative determination of thermal loads are provided. These are useful for first
guesses and, for instance, for trajectory definition purposes. We refer the reader
to Chapters 9 and 10 for details and focus our discussion now on data from
three free-flight events and one technology study, namely

– OREX suborbital flight,
– ARD suborbital flight,
– APOLLO low Earth orbit (LEO) and Lunar return,
– VIKING-type shape technology study.

5.5.1 OREX Suborbital Flight

During the development and flights of APOLLO, no numerical methods with
adequate quality for complete 3-D flow field simulations at corresponding tra-
jectory points were available. Pre-flight predictions and post-flight compar-
isons were done with analytical relations mainly developed for predicting the
forward stagnation point heating. In the 1990s, the situation changed. The
data received by demonstrator flights of the Japanese OREX probe (1994) and
the European ARD capsule (1998) were used to verify results of pre-flight nu-
merical simulations and to formulate conditions for post-flight analysis includ-
ing the comparison of the results obtained.

The OREX free-flight experiment gives the possibility to study how inten-
sive is the influence of physical phenomena along the re-entry trajectory on the
wall heat flux [65]. In [8, 10], viscous shock layer (VSL) and Navier–Stokes (NS)
solutions were generated for selected trajectory points with various degrees of

24 In the literature this is often called convective heating.
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modelization, where at the wall, a temperature distribution was prescribed.25

In particular, from [8], we can learn in what regime the surface catalytic behav-
ior, the slip conditions, the thermal non-equilibrium and the number of species
in the chemical model are important. The outcome was, that in the altitude
regime 105km � H � 84km, slip conditions and thermal non-equilibrium must
be included in the NS or VSL solutions. This provides the best results for the
stagnation point heating, Fig. 5.42. The wall catalycity does not play any par-
ticular role at that altitude, since the recombination probabilities are very low.
For lower altitudes the influence of thermal non-equilibrium and slip conditions
decreases and the wall catalycity becomes more important. The comparison
with the OREX stagnation point free-flight data supports unambiguously this
trend, Fig. 5.42.

In Fig. 5.43, the wall heat flux, qgw over the OREX surface is plotted for an
altitude of H = 92.8 km. Again, no differences between the calculation with
non-catalytic (not shown) and finite-rate catalysis are present. The results with
fully catalytic assumptions are far from being realistic. Further, the general
trend is that for these altitudes the computations with slip conditions give the
more realistic answer. Finally, the authors of [8] showed that the dependency
on the number of species of the chemical model on the heat-flux is rather low,
therefore they preferred a seven species model [65].

5.5.2 ARD Suborbital Flight

As mentioned before, another demonstration flight was conducted by the At-
mospheric Re-entry Demonstrator (ARD). For the heat-flux investigations,
this vehicle was subdivided into three parts, namely, the front, the rear cone
and the back cover part, Fig. 5.5. The magnitude of the heat fluxes on the rear
cone and back cover part is rather low compared to that on the front part, and
the maximum value does not exceed 37 kW/m2. Nevertheless, for the proper
design and sizing of the TPS system it is important to know also in this area the
behavior of the flow during the flight along the trajectory. It was expected that
a turbulent reattachment of the flow on the rear cone with the corresponding
strong increase of the heat transfer could happen, but this was not observed.
Instead, on the back cover a laminar–turbulent flow transition was detected,
with a moderate increase of the heat flux [66].

But let us focus our attention on the front part. Free-flight data are avail-
able for wall-temperatures up to ≈ 1,100 K since beyond this value the sensors
did not work properly. Depending on the location of the sensors, the measured
free-flight data are spread over a Mach number range of 15 � M∞ � 26 (cor-
responding to 51 km � H � 77 km). The numerical simulations were carried
out for 6 � M∞ � 26. Since in the thermo-chemical non-equilibrium flow

25 The wall temperature distribution was determined by a fluid-structure coupling
process, where the radiation equilibrium state (radiation-adiabatic wall) was
iteratively reached [10].
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Fig. 5.42. Heat flux in the gas at the wall, qgw, at the stagnation point of the
OREX probe during re-entry as function of the flight altitude. Free-flight data and
CFD analysis (viscous shock-layer solutions). FiCW: finite catalytic wall, NCW:
non-catalytic wall, 1-T: one-temperature model, 2-T two-temperature model. Data
source: [8].

regime the wall catalycity can play a major role at the same trajectory points,
computations with non-catalytic and fully catalytic walls were conducted. The
wall temperature distribution was calculated with the radiation-adiabatic wall
condition [51, 66].

Let us first identify what is in agreement with the experience from OREX.
It is the fact that for high altitudes H � 80 km, the wall catalycity does not
play any role and that the computations with fully catalytic wall assumption
give excessively high values there (flight time < 4, 900 s in Fig. 5.44). In the
regime of the peak heating (H ≈ 64.5 km, flight time ≈ 4, 950 s) fully catalytic
NS computations provide lower values than the measured ones and even the
data received from computations with chemical equilibrium are lower, which
is in contradiction to the OREX results, Fig. 5.43. An explanation is, that this
dispersion could be due to the pyrolysis effect of the front shield ablator, which
probably affects the wall catalysis. The process itself is unknown.

On the windward side in flight, no clear transition from the laminar to the
turbulent boundary layer state could be detected, but on the leeward side (near
the shoulder) at an altitudeH ≈ 55 km, transition was observed [66]. The max-
imum heat flux was reached near the windward side shoulder, Fig. 5.45, with
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Fig. 5.43. Heat flux in the gas at the wall, qgw , at the OREX probe (symmetry
plane) at v∞ = 7, 454.1 m/s, H = 92.8 km, as function of the surface length s (def-
inition in the inset). CFD analysis from viscous shock layer and Navier–Stokes so-
lutions. FCW: fully catalytic wall, FiCW: finite catalytic wall, NCW: non-catalytic
wall, 1-T: one-temperature model, 2-T two-temperature model. Free flight measure-
ments were made only at the stagnation point (s = 0 m). Data source: [8, 10].

approximately 1, 200 kW/m2 and the NS solutions for laminar flow with equi-
librium thermodynamics are closest to the measured data. Note that in Figs.
5.44 and 5.45, the data are interpolated between the NS solutions calculated
for selected trajectory points.

5.5.3 APOLLO Low Earth Orbit (LEO) and Lunar Return

A broad database exists for the APOLLO vehicle, not only from free-flight but
also from wind tunnel experiments. Several attempts were made over time to
duplicate these data by applying improved numerical simulation methods and
physical modelling. We have learned from the discussion above (OREX and
ARD flights) that for high altitudes (H � 80 km), wall catalysis does not
play a role on the heat flux. With decreasing altitude, catalytic effects become
more and more important. The work done in [30] supports this observation,
Fig. 5.46.

In [30], the heat fluxes in the pitch plane of APOLLO (x–z plane, Fig. 5.5,
2-D approach) for a Lunar aerocapturing return are calculated by different
methods, ranging from simple analytical relations, Chapter 10, up to combined
Euler/boundary layer solutions including non-equilibrium real gas effects. The
flight conditions are: H = 66.7 km, M∞ = 32.6, α = −20◦, v∞ = 9, 980 m/s.
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The results obtained with the latter method, and shown in Fig. 5.46, exhibit
a much higher heat-flux distribution for the fully catalytic wall, with a peak
value of approximately 2,000 kW/m2, than with the finite rate catalytic model
with peak heating of approximately 1,080 kW/m2. From general experience,
we conclude that the data obtained by the fully catalytic wall condition are
much too high and that the data of the finite-rate catalytic model are more
realistic, but further verification is necessary.

Finally, Fig. 5.47 contains from the same work the data from APOLLO
wind tunnel tests. The figure shows the results of Lees’ eqs. (10.71) to (10.73),
and an Euler/boundary layer approach (where the boundary layer equations
are solved by an integral method). The wind tunnel conditions are M∞ =
10.17, α = 33◦, v∞ = 1, 440 m/s. Lees’ method gives a much too high peak
value, whereas away from s/R = 1, agreement with the wind tunnel data is sat-
isfactory. Closer to the wind tunnel data are the results of the Euler/boundary
layer approach, where for the peak heating also an overshoot can be observed,
which, however, is considerably smaller than the one obtained with Lees for-
mula. Nevertheless, we learn that in the early stage of a system study the ap-
plication of such a simple approach like the one of Lees (but have in mind the
peak heating overshoot!) can be helpful in getting a first idea of the thermal
loads.

Fig. 5.44. Heat flux in the gas at the wall qgw at the stagnation point of the ARD
demonstrator along a part of the re-entry trajectory as function of the flight time.
Free-flight data and Navier–Stokes data with different models, angle of attack α =
−20◦. Data source: [23, 66].
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Fig. 5.45. Heat flux in the gas at the wall, qgw , in point a) (peak heating regime)
of the ARD demonstrator (symmetry plane) along part of the re-entry trajectory as
function of the flight time (see Fig. 5.44). Free-flight data and Navier–Stokes data
with different modelings, angle of attack α = −20◦. Data source: [23, 66].

5.5.4 VIKING-Type Shape Technology Study

The flow field on the leeward side of either RV-W or RV-NW’s moving at high
Mach numbers and considerably large angles of attack contains, in general,
vortical-type structures due to complex separation and reattachment/attach-
ment processes of the flow. In this context it is important to differentiate be-
tween attachment and reattachment lines. At reattachment lines, the incom-
ing flow in general is boundary layer material which has lost total enthalpy, for
instance, due to surface radiation cooling. At attachment lines, the incoming
flow in general is the outer flow26 with the original total enthalpy, which may
further enhance thermal loads. Depending on the topology of the velocity field
at the lee side of a flight vehicle, both attachment and reattachment lines may
be present [65].

The general phenomenon is called vortex/boundary layer interaction which
includes also secondary and higher-order vortex-driven flow separation and
reattachment phenomena. Boundary layers are becoming thick, where separa-
tion occurs (convergence of skin-friction lines) and thin in case of attachment
and reattachment (divergence of skin-friction lines) [65]. In the latter case, with
26 See in this respect Fig. 4.63 and the general discussion in [65].
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Fig. 5.46. Heat flux in the gas at the wall, qgw, at the APOLLO front-shield surface
(symmetry plane) as function of s/R (s/R = 0: center point (z = 0), Fig. 5.5, s/R =
1: stagnation point at the forward pointing shoulder). Aerocapturing Lunar return,
M∞ = 32.6, H = 66.7 km, α = −20◦. Comparison of fully and partial catalytic wall
conditions. Non-equilibrium Euler/boundary layer solution. Data source: [30].

the attenuation of the boundary layer, the gradients of the flow variables nor-
mal to the wall grow considerably. For gases with relatively high-enthalpy this
is also valid for the gas temperature with the consequence of locally high heat
fluxes in the gas at the wall qgw and large wall temperatures (hot-spot situa-
tion). At separation lines, a cold-spot situation ensues.

As an example, let us consider the flow over the rear part of the VIKING 1
shape, Fig. 5.6 [45] for the moderate Mach numbers M∞ = 3 at H = 35 km
altitude, and M∞ = 5 at H = 41 km. The angle of attack in both cases is
α = −25◦. We discuss a solution of the full Navier–Stokes equations [67], see
also Appendix A, for turbulent flow27 with a radiation-adiabaticwall boundary
condition.

In Fig. 5.48 we show the attitude of the flight vehicle for the M∞ = 3 case.
We have noted in Sub-Section 5.2.2 that in order to achieve, for a classical ax-
isymmetric RV-NW, a L/D > 0, it is necessary that the vehicle is flying with a
negative angle of attack. In our case, due to the particular shape of VIKING 1,
at the considered (negative) angle of attack the flow at the lower back side
of the vehicle is undergoing massive separation. This is indicated by the very
rugged iso-Mach lines in the figure (symmetry plane).

27 A two-equation turbulence model is employed [67, 68], see also Appendix A.
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Fig. 5.47. Heat flux in the gas at the wall qgw at the APOLLO front-shield sur-
face (symmetry plane) as function of s/R (for convention see Fig. 5.46). Compari-
son of different prediction methods and wind tunnel data, M∞ = 10.17, α = −33◦.
BLIMP/IEC3D: Euler/boundary layer integral method. Data source: [30].
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Fig. 5.48. Attitude of the VIKING 1 shape and iso-Mach lines in the symmetry
plane; M∞ = 3, H = 35 km, α = −25◦ [45].
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The separation pattern is expressed by the topology of the skin-friction
lines on the vehicle surface.28 We look first at the M∞ = 3 case, Fig. 5.49.
In part a) of the figure, the front view, we see that all skin-friction lines are
originating in the forward stagnation point. The pattern of course is left-right
symmetrical. The skin-friction lines lead over the heat shield and the shoulder
to the back part and there turn downward. Immediately behind the shoulder,
nearly halfway down, a convergence of skin-friction lines is discernible. It in-
dicates squeeze-off separation [69]. Of the two involved boundary layers one
comes over the shoulder from the front part of the vehicle, the other from the
back part (part b) of the figure in the neighborhood of point of ‘A’.).

In part b) of Fig. 5.49, we see a very particular skin-friction line pattern on
the lower side of the vehicle. We do not attempt to reconstruct the complete
skin-friction line topology, because the available information is not sufficient.
Since we cannot decide whether we have attachment or reattachment lines, we
simply speak about attachment lines. On the upper left, coming from above, we
see the separation line, which we saw already in part a) of the figure. The largest
part of the lower surface then is characterized by skin-friction lines running
from the back towards the front part of the vehicle.29

We wish to identify possible attachment/reattachment and separation lines.
Therefore we consider first singular points in the skin-friction line pattern,
however we note only those marked with a number. The singular point ‘1’ lies
on the lower symmetry line of the body. Going upward from it, we find the
points ‘2’ to ‘4.’ On the right-hand side of these points, the flow runs toward
the back of the vehicle. On the left-hand side, as already observed, the flow
runs towards the front part. The diverging pattern of the flow coming from ‘1’
shows that we observe here an attachment line extending to the front part. In
‘2’ it is a separation line, again an attachment line in ‘3’ and finally a separation
line in ‘4.’ This holds, even if the patterns are partly tapering out.

In the M∞ = 5 case, Fig. 5.50, although with lesser information available
than for the M∞ = 3 case, we see a much simpler skin-friction line pattern
on the lower side of the vehicle. Again the largest part of the lower surface is
characterized by skin-friction lines running from the back towards the front
part of the vehicle. However, besides the attachment line on the lower symme-
try line, now only one separation line is indicated, which ends in the singular
point ‘1’ in a vortex filament, which leaves the body surface. A second separa-
tion line is discernible, which originates behind the lower shoulder of the heat
shield, and runs also towards ‘1’. All this again is present left-right symmetri-
cal on the body surface. We note that for the larger Mach number cases in [45]
similarly simple skin-friction line topologies are computed. Whether in general
such topologies become simpler with increasing Mach numbers is not clear.
28 In general it is not possible to deduce from this surface topology fully and un-

ambiguously the vortex and vortex sheet pattern above the surface.
29 The numerical solution resulted in a steady flow field. This does not rule out the

possibility that in reality this is only a time-averaged picture of a fluctuating flow
field. Nevertheless, we assume steady flow throughout.
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Fig. 5.49. Pattern of kin-friction lines on the surface of the VIKING 1 shape.M∞ =
3, H = 35 km, α = −25◦ [45]. a): front view (heat shield), b): rear view on the lower
side, s: separation line, a: attachment line, broken line(s): guessed pattern.

As explained above, attachment/reattachment lines lead to hot-spot situa-
tions, while separation lines lead to cold-spot situations. In case of the radia-
tion-adiabatic wall this holds for the radiation-adiabatic temperature Tra and
for the heat flux in the gas at the wall qgw. These two entities are directly re-
lated to each other, Chapter 9. In the following we consider therefore only the
radiation-adiabatic temperature fields present on the lower side of the vehi-
cle in the M∞ = 3, H = 35 km case, Fig. 5.51 (left), and in the M∞ = 5,
H = 41 km case, Fig. 5.51 (right). Note that the figures are turned upside
down, and that they have different color codes for the temperature.
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Fig. 5.50. Pattern of skin-friction lines on the surface of the VIKING 1 shape.
M∞ = 5, H = 41 km, α = −25◦ [45]. Rear view on the lower side, s: separation line,
a: attachment line, broken line(s): guessed pattern.

In the M∞ = 3 case, the total temperature is around 660 K. Due to the sur-
face radiation cooling we find (not shown), a radiation-adiabatic temperature
of approximately 550 K at the stagnation point of the heat shield and at the
upper shoulder, as well as at the heat-shield apex, where also a thinning of the
boundary layer occurs. On the rear part, Fig. 5.51 (left), we get around point
‘1’ (see Fig. 5.49) on the lower attachment line approximately 500 K, along the
attachment line beginning in ‘3’ approximately 400 K, which we find also on
the upper side of the rear part of the vehicle. The lowest temperatures found
are approximately 230–300 K in the region closer to the shoulder.

In the M∞ = 5 case the total temperature is around 1,360 K. Due to the
surface radiation cooling we find (again not shown), a radiation-adiabatic tem-
perature of approximately 950 K at the stagnation point of the heat shield and
at the upper shoulder, and a somewhat lower temperature at the heat-shield
apex. On the rear part, Fig. 5.51 (right), we get on the lower attachment line
initially approximately 600 K, and along the attachment line approximately
300 K. On the upper side of the rear part of the vehicle we have temperatures
around 500 K. The lowest temperature is found with approximately 250 K at
the location, where the vortex filament leaves the surface, point ‘1’ in Fig. 5.50.
This is as low as the lowest temperature in the M∞ = 3 case.

Our results show that large surface-temperature differences can occur at
the backsides of RV-NW’s because also the backsides in general are radiation
cooled. The temperature differences and hot-spot situations of course become
more pronounced at higher flight Mach numbers. However, since the tempera-
ture of a radiation cooled surface depends also strongly on the (unit) Reynolds
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Fig. 5.51. Radiation-adiabatic wall temperature distribution, Tra, on the rear part
of the VIKING 1 shape for the free-stream conditions M∞ = 3, H = 35 km, α =
−25◦ (left), and M∞ = 5, H = 41 km, α = −25◦ (right). The figures are turned
upside down compared to the Figs. 5.48, 5.49 and 5.50 [45].

number [65], one always has to take into account flight speed and altitude, and
also, of course, the attitude of the vehicle, in order to identify hot-spot and
cold-spot situations. Their locations and temperature/heat-flux levels depend
definitely on these parameters.

For the layout of the heat insulation of the backside of the vehicle thus
the situation appears to be somewhat less clear-cut than for the layout of the
frontal heat shield. Although at the backside of the vehicle the thermal loads
are in general much smaller, also there the heat insulation must have a mass
as low as possible.

All together we can say that a careful analysis of the entire flow field along
the relevant parts of a flight trajectory (the re-entry trajectory) is necessary
for getting a reliable data set regarding thermal loads. Flow-topology depen-
dent hot-spot and cold-spot situations cannot be predicted with simple ap-
proximate methods. Coupled Euler/3-D boundary layer solutions in general
will suffice on a windward side. On a leeward side with extensive flow separa-
tion/attachment and 3D vortical patterns, only solutions of the full Navier–
Stokes equations permit to describe the actual situation accurately.

5.6 Problems

Problem 5.1 Given is a wedge-like body, which flies with an angle of attack
α at M∞, Fig. 7.5. It has the length L, the width w = 0.1L, and a wedge
angle θ. Assume Newtonian flow [65] and determine the location of the center-
of-pressure as well as the necessary location of the center-of-gravity for longi-
tudinal trim. Assume that the center-of-gravity lies on the axis (z = 0) of the
body. The reference area is Aref = Lw = 0.1L2, and the reference length
Lref = 0.5L. Use the relations derived in Chapter 7.1.
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Sketch of the generic contour of problem 5.4.

Problem 5.2 Consider the high Mach number flow past a double wedge (Figs.
7.5, 7.10), where the Newtonian approach is valid. Verify analytically that

a) for a wedge angle φw = 45◦ the configuration has no lift for an angle of
attack α = 45◦,

b) for a wedge angle φw = 54, 732◦ the lift is negative for all angles of attack
α > 0.

Problem 5.3 The moments and in particular the components of the moments
are dependent on the reference point. In the beginning of a design cycle and
during the system development phase the center-of-gravity may be not well
determined usually due to the open questions of the internal lay-out. There-
fore the aerodynamicists define a fictitious moment reference point. At the end
this requires a re-evaluation of the components of the moment if the center-of-
gravity is ultimately defined.

Calculate the pitching moment of the Bicone Tsnii shape for a reference
location xref = 0.42Lref , zref = −0.1467Lref for the flight point M∞ =
1.18, α = 30◦ by using the data of Fig. 5.24, where also the pitching moment for
the reference point xref = 0.57Lref , zref = −0.0667Lref is plotted. Compare
with the data of Fig. 5.25. It is sufficient to extract approximately the data from
Fig. 5.24. Use the relations derived in Chapter 7.1.

Problem 5.4 We consider a generic contour consisting of a quarter of a circle
with radius r and a cylindrical part of length 2 r, see figure below. The angle
of attack α moves between 0◦ and 90◦.

Determine with the classical Newton method for hypersonic Mach numbers
the relations for the aerodynamic coefficients CX and CZ and the coordinates
of the center-of-pressure xcp and zcp as function of the angle of attack, first for
the circle alone, and second for the complete contour. Use the three eqns. (7.5),
(7.7), (7.9) and the information of Problems 5.1 and 5.2.

Evaluate for α = 0◦ and α = 90◦ these relations and justify them by draw-
ing the results.
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CAL, USA (1998)

69. Hirschel, E.H.: Evaluation of Results of Boundary-Layer Calculations with Re-
gard to Design Aerodynamics. AGARD R-741, pp. 5-1–5-29 (1986)



6

Stabilization, Trim, and Control Devices

Stabilization, trim, and control devices are the prerequisites for flyability and
controllability of aerospace flight vehicles. Regarding re-entry flight of RV-W’s,
we have mentioned in Section 2.1.2 that initially, at high altitudes, the reac-
tion control system (RCS) is the major flight control system. Aerodynamic
trim, stabilization and control surfaces take over further down on the trajec-
tory. This is in contrast to CAV’s, where aerodynamic stabilization and con-
trol surfaces are the only devices. Obviously, deploying such devices result in
a strong coupling of the thrust vector (and the aerothermoelasticity of the air-
frame), Sub-Section 2.2.3, into the flight dynamics, trim and control of the ve-
hicle. Moreover, for ARV’s, the trajectory is such that they reach high altitudes
in a situation similar to RW-V’s so that control surface effectiveness eventu-
ally is diminished and reaction control systems (RCS) have to be deployed. In
other words, ARV’s require two different control systems. On the other hand,
the capsule RV-NW’s, as a rule, have only RCS for flight control.

We begin this chapter with an introduction to trim and control surface
aerothermodynamics, and concentrate then on the onset flow1 characteristics.
Next treated is the asymptotic behavior of pressure, the thermal state of the
surface and wall shear stress on the control surface, approximated here as a
ramp. Related issues of reaction control systems are discussed briefly. Configu-
rational considerations are presented regarding the discussed trim and control
devices. Finally the results are summarized and simulation issues are exam-
ined. Our aim is to foster the understanding of the flow phenomena involved
in the operation of stabilization, trim, and control devices and the problems
related to their simulation with experimental and computational means.

6.1 Control Surface Aerothermodynamics, Introduction

In this and the following sections of the chapter, we concentrate on aerother-
modynamic issues of trim and control surfaces. We are concerned mainly with
their effectiveness. Therefore we look not only at shock/boundary layer in-
teractions as such, which are major factors regarding especially thermal and

1 We use the term “onset flow” for the (incoming) flow just ahead of the respective
device.
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Fig. 6.1. Flat-plate/ramp configuration as generic flap configuration. We call the
corner line the hinge line. Note that its location and that of the hinge axis are not
exactly the same.

also mechanical (pressure and shear stress) loads on such surfaces, but also
at other issues, especially at the role of the control surface onset flow. Mate-
rial about shock/boundary layer interactions can be found abundantly in the
literature, we point here only to [1]–[5]. Usually two-dimensional interactions
are treated because they are in general the most severe ones. In reality many
three-dimensional cases can be found, see, e.g., [6]–[8]. A detailed discussion of
means for control of shock wave/turbulent boundary layer interaction at tran-
sonic and supersonic Mach numbers is given in [9].

We try here do develop a somewhat wider view which emphasizes also the
influence of the flow ahead of a trim or control surface, i.e., the onset flow,
on the effectiveness of a surface.2 Of practical importance, too, is the “asymp-
totic” flow behavior on the trim or control surface, i.e., the flow behavior down-
stream of the strong interaction domain. In general the strong interaction do-
main has a small effective downstream extent compared to the flap length;
therefore, it is the asymptotic behavior which mostly governs the effectiveness
of a trim or control surface, Fig. 6.1.

6.1.1 Flap Effectiveness: Influence of the Onset Flow Field

In order to discuss effectiveness aspects of aerodynamic trim and control sur-
faces, we look at the generic flap configuration, Fig. 6.1, which consists simply

2 Of course this is always a topic, too, when shock/boundary layer interaction is
studied. However, usually the onset flow situation is that of a laboratory exper-
iment with idealized restrictions.
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of a flat plate and a ramp. As a body flap on a RV-W, for instance, it would
be located upside down at the end of the vehicle’s lower side.3, see, e.g., Fig.
6.44 Of importance are the properties of the onset flow, which are different
for different vehicle classes, depending on flight speed, altitude, vehicle shape
and attitude, and on the thermal state of the surface. We consider the over-
all properties of the onset flow, and in addition the influence of the important
similarity and geometrical parameters. Geometrical parameters are the ramp
(deflection) angle, the hinge line orientation (basically we consider the opti-
mum case of orientation: orthogonal to the onset flow), the width and length
of the flap (ramp), and the width of the gap between the vehicle parent struc-
ture and the flap. Before we begin with the consideration of the overall onset
flow in Section 6.2, we look at the particular flap deflection modes in hypersonic
flight.

6.1.2 Flap Deflection Modes during Hypersonic Flight

During re-entry of a RV-W at large angle of attack, the body flap as the main
trim surface, as well as the elevator and aileron surfaces, Fig. 6.44, usually
are deflected downwards, Sub-Section 3.4.2. Negligible pressure forces are gen-
erated at the lee surfaces due to the hypersonic shadow effect [10]. Upward
deflection does not yield aerodynamic forces because the body flap is in the
shadow of the fuselage and the elevons are in the wing’s shadow. However,
upward deflection of a surface does have an effect on the moment balance of
the vehicle, because now the (upward) force acting on the initially downward
deflected or undeflected lower surface is reduced or even omitted completely,
Sub-Section 3.4.2.

A shadow effect, either the hypersonic one, or simply one due to massive
flow separation, exists at large angle of attack for a central single vertical tail
unit (stabilizer) together with the rudder, Fig. 6.44a). On the re-entry trajec-
tory, down to rather small angles of attack, it will first be subjected to the
hypersonic shadow effect, and then lies in the separated flow domain above
and behind the fuselage, Sub-Section 2.1.2. At small angles of attack, the ver-
tical stabilizer and the deflected rudder are effective as long as the yaw angle of
the vehicle is not too large. Otherwise, there is also a shadow effect. Regarding
vertical wing-tip stabilizers and rudders, Fig. 6.44b), the effectiveness of the
surfaces will also suffer from shadow effects at large angles of attack or yaw.

We do not encounter the above mentioned problems for CAV’s which fly at
small angles of attack. The effectiveness of their stabilization, trim and control
surfaces, Fig. 6.46, is not reduced by shadow effects of either kind. Of course,
like for low speed aircraft, angle of attack and yaw have an influence, because
in principle they alter the properties of the onset flow, however, in a well un-
derstood manner.

3 The deflection angle η of horizontal surfaces in aerodynamics usually is counted
positive when deflected downwards.
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For both RV-W and CAV’s, aerothermoelasticity of the airframe and, in
particular, of stabilization, trim and control surfaces with large mechanical and
thermal loads can be a special problem. Although the effects of aerothermoe-
lasticity are a major problem in hypersonic flight-vehicle design, we cannot
treat them in the frame of this book. However, we discuss aspects of them in
Chapter 8.

6.2 Onset Flow of Aerodynamic Trim and Control
Surfaces

6.2.1 Overall Onset Flow Characteristics

To understand the aerothermodynamic phenomena and the thermal and me-
chanical loads present at a trim or control surface, the properties of the overall
onset flow, together with the thermal state of the surface, need to be considered
first.

Regarding the body flap and the elevator/aileron surfaces of a RV-W, the
onset flow on a large part of the trajectory is governed by the high angle of
attack and the very blunt body shape, Figs. 6.2b) and 3.1. The topology of the
onset flow field itself at the windward side is also important, Sub-Section 3.2.2.
The situation is different for a CAV, Fig. 6.2a), where the slender configuration
flies at small angle of attack and the onset flow of the elevator/aileron surfaces
does not deviate very significantly from the free-stream flow. The flow topology
of the wing’s lower and upper side are also important, Sub-Section 4.2.2.

In order to illustrate the different flow situations over RV-W’s and CAV’s,
we compare the lower-side onset flow data for four flight cases using the RHPM
(Rankine-Hugoniot-Prandtl-Meyer) configurational approximation, Sec-
tion 10.1. The first two are those of a body flap surface of a typical RV-W
(Space Shuttle Orbiter, Sub-Section 3.3.1, however without boattailing) at
M∞ = 24 and H = 70 km with laminar flow (RV-W 1), and at M∞ = 6 and
H = 40 km with turbulent flow (RV-W 2). The other two are those of eleva-
tor/aileron surfaces of a typical CAV ( CAV 1, ramjet propulsion) atM∞ = 6.8

M>1

M
�
»1

M>1M<1

M
�
»1

M>1

M>1

M<1

a)

b)

Fig. 6.2. Schematic of configurations, angles of attack and bow shock shapes of a)
CAV, and b) RV-W [10].
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Table 6.1. Flight parameters of the four cases: RV-W 1 and RV-W 2: RV-W-type
vehicle (Space Shuttle Orbiter without boattailing), CAV 1: CAV-type vehicle with
ramjet propulsion (SÄNGER lower stage), CAV 2: CAV-type vehicle with scramjet
propulsion.

Flight vehicle: RV-W 1 RV-W 2 CAV 1 CAV 2

M∞ [-] 20 6 6.8 12

H [km] 70.0 40.0 30.0 34.2

α [◦] 40.0 25.0 5.0 5.0

Lref [m] 32.0 32.0 82.0 20.0

T∞ [K] 219.69 250.33 226.51 234.27

v∞ [m/s] 5,942.7 1,903.1 2,051.6 3,682.0

ρ∞ [kg/m3] 8.75·10−5 4.0·10−3 1.84·10−2 9.61·10−3

q∞ [kPa] 1.54 7.24 38.72 65.0

p∞ [Pa] 5.52 287.4 1,196.4 646.27

Reu
∞ [m−1] 3.36·104 4.52·105 2.39·106 2.19·106

and H = 30 km (SÄNGER lower stage), and (CAV 2, scramjet propulsion) at
M∞ = 12 and H = 34.2 km. For the latter, we have assumed a rather high
dynamic pressure q∞ = 65 kPa. From this, we get with

q∞ =
ρ∞v2

∞
2

=
γ

2
p∞M2

∞ ⇒ p∞ =
2q∞
γM2∞

⇒ H, (6.1)

the pressure p∞ = 644.84 Pa and the flight altitude4 H = 34.2 km, Table B.1.
The overall length of the vehicle is assumed to be Lref = 20 m. The product
of dynamic pressure q∞ and cpe,onset , Table 6.2, a measure of the lift force, is
approximately the same for the two CAV’s. In Table 6.1 the flight parameters
of the four vehicle cases are collected.

Under onset flow data, we understand it to mean the external (outer edge of
the boundary layer) inviscid flow data immediately ahead of the control surface
(e, onset),5 and also those of the attached viscous flow, which in general can
be considered as being of boundary layer type. Unfortunately, onset flow data,
as we wish to consider them, are not available in the literature.

4 This is a very simple approach, the determination of a real trajectory point takes
much more data into account, Section 2.2.

5 Actually, if the entropy layer, see below, has not been swallowed by the bound-
ary layer, the inviscid flow above the boundary layer edge has a strong gradient
in direction normal to the surface, even a small velocity minimum is possible,
Sub-Section 6.2.2. This flow property also has a large influence on the flap ef-
fectiveness.
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In order to get estimates of the onset flow properties, we approximate the
configurations with the help of the RHPM flyer. This very simple approxima-
tion in the sense of shock-expansion theory yields constant one-dimensional
inviscid flow data, which we also consider as external flow data of the onset
flow boundary layer. However, we choose the flat-plate situation with the ex-
tended RHPM+ approach, Section 10.1, taking into account the γeff influence,
and also the total pressure loss due to the bow shock. The compressibility fac-
tor is chosen to be Z = 1. Therefore the affected data, such as temperatures
and related entities, must be considered with extra care. We understand, that
the RHPM+ approach is a rather crude way to estimate data. Therefore the
resulting data in Table 6.2 are meant for illustrative purposes only.

The onset flow length lonset which governs the onset flow boundary layer
thickness, Table 6.5, was chosen to be equal to the reference length for the
RV-W, where the body flap is considered. For the two CAV’s, where the el-
evator/aileron surfaces are considered, the length from the leading-edge tip to
mid-chord of the control surfaces was chosen. Although the flow situation on
the lower (windward) side of a delta wing at angle of attack is complicated due
to the primary attachment lines there, see, e.g., Sub-Section 3.3.2 of [10], this
assumption nevertheless should serve sufficiently well.6

Due to surface radiation cooling that is important in all four cases, the
radiation-adiabatic surface temperature is not constant [10]. It drops strongly
from the forward stagnation point in the nose region towards the vehicle aft
part. The same holds on the wing part of a vehicle, where it drops from the
primary attachment line at the leading edge towards the wing’s trailing edge.
Despite this we choose for all cases a constant wall temperature and hence on-
set wall temperature Tw,onset, which is equal to the radiation-adiabatic tem-
perature at the onset location. For the case RV-W 1 we choose Tw = 1, 000 K
according to data from [11] for the re-entry flight STS-2 of the Space Shut-
tle Orbiter. For case RV-W 2 we take Tw = 900 K. For CAV 1 we choose
Tw = 1, 000 K, too. Because of the shorter onset flow length of CAV 2, we
take Tw = 1, 200 K.

We discuss now some of the few data in Table 6.2. We note that in case
RV-W 1 the pressure coefficient with cpe,onset = cpw = 0.89 by chance com-
pares well with cpw ≈ 0.89 at the pressure plateau at the lower side of the
Orbiter at M∞ = 24 and α = 40◦, Sub-Section 3.5.2. Our simple approach
however does not yield flight Mach number and high temperature real gas ef-
fects independence, Section 3.6. The dynamic pressure of the (inviscid) onset
flow, qe,onset, represents the momentum flux and hence can be considered as
a measure of the flap effectiveness. This is larger than q∞, which is used for
non-dimensionalization. Anyway, we see that qe,onset is small for the two RV-

6 The reader should note, that the onset flow lengths involved in the four cases
are large compared to the lengths which are found on the vertical stabilizers,
either single or dual surfaces on the upper side of the airframe, or on the fins at
the wing tips of the same vehicles, Sub-Section 6.6.1.
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Table 6.2. Data of the lower-side inviscid onset flow (RHPM+ approximation, Z =
1) of the body flap for the cases RV-W 1, RV-W 2, and elevator/aileron surfaces for
the cases CAV 1, CAV 2. The subscript ‘e’ stands for boundary layer edge condition.

Flight vehicle: RV-W 1 RV-W 2 CAV 1 CAV 2

M∞ [–] 20 6 6.8 12

H [km] 70.0 40.0 30.0 34.2

α [◦] 40.0 25.0 5.0 5.0

lonset [m] 32.0 32.0 25.0 6.0

γeff [–] 1.14 1.4 1.4 1.3

θ [◦] 43.66 34.28 12.06 7.71

Me,onset [–] 3.93 2.83 5.95 11.4

Te,onset [K] 3,678.3 789.18 287.22 275,34

ve,onset [m/s] 4,308.3 1,593.4 2,021.7 3,652.9

ρe,onset [kg/m3] 1.31·10−3 1.67·10−2 3.17·10−2 2.75·10−2

qe,onset [kPa] 12.12 21.18 64.88 183.31

pe,onset [kPa] 1.38 3.78 2.62 2.17

Reu
e,onset [m−1] 5.83·104 7.49·105 3.49·106 5.61·106

cpe,onset [-] 0.89 0.48 0.037 0.023

Tw,onset = Tra,onset [K] 1,000.0 900.0 1,000.0 1,200.0

W cases, and distinctly larger for the CAV cases. We will discuss the other
data of the table in the next sub-section together with the total pressure loss
corrected data. In closing this part, we note some guiding principles regarding
vehicle-configuration issues. The one-dimensional flow data given in Table 6.2,
although being approximate data, represent the optimal onset flow situation.
This follows from a simple flow-momentum consideration. The onset flow to an
aerodynamic trim or control surface definitely should be as two-dimensional
as possible, Sub-Sections 3.2.2 and 4.2.2, and the hinge line of such a surface
should be located orthogonally to the onset flow direction. We call this in the
following the “optimal onset flow geometry”. The trim or control surface itself
should have a span, respectively aspect ratio, as large as possible in order to
reduce side-edge losses.7 For the same reason the deflection angles should be as
small as possible. The side-edge losses become larger with increasing deflection
angle.

We illustrate the matter of onset flow situation with data from a numeri-
cal simulation of the flow past the RV-W HOPPER/PHOENIX configuration,

7 See the considerations in Section 6.6 regarding the influence of flap width and
length on the vehicle pitching moment and the hinge moment.
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Table 6.3. Flight parameters of the numerical simulation of the flow past the HOP-
PER configuration [12].

Case M∞ ReL,∞ L [m] α [◦] x/L|trans ε

A 14.4 8.41·106 50.2 31.3 0.5 0.8

B 3.2 2.31·107 50.2 15.0 fully turbulent 0.8

Sub-Section 3.3.6 [12]. The HOPPER configuration was devised and studied
in the frame of the “Future European Space Transportation Investigations
Programme (FESTIP)” [13], and became later the reference concept of the
German national technology programme ASTRA. PHOENIX is the 1:6 down-
scaled experimental vehicle for low-speed tests in the ASTRA program.

The flight parameters of two trajectory points (cases) are given in Table
6.3. Although in case A the flight Mach numberM∞ = 14.4 belongs to a flight
altitude above 50 km, it was assumed that laminar–turbulent transition oc-
curs. The transition location was chosen summarily as x/L = 0.5. The surface
emissivity coefficient was taken to be ε = 0.8.

Figure 6.3 gives the overall view on the lower side of the flight vehicle for
case A. All skin-friction lines emanate from the forward stagnation point. The
two primary attachment lines lie symmetrically below the forward part of the
fuselage and at the wing at a small distance below the leading edge. The skin-
friction lines depart (diverge) at these lines to the upper and the lower side of
the configuration.8 At the lower side of the fuselage, which is flat for x/L >
0.45, the body flap onset flow is to a good approximation two-dimensional. At
the lower side of the wings this is not the case. The wall pressure coefficient
varies slightly at the lower side of the configuration, with cpw ≈ 0.5 just ahead
of the hinge line.

A closer look reveals that the body flap indeed has a nearly optimal on-
set flow geometry, Fig. 6.4, upper part. It is almost fully two-dimensional and
orthogonal to the hinge line. The flow separates at the hinge line due to the
extremely large deflection angle ηbf = +40◦. Because the onset flow is turbu-
lent, only a small separation regime (relative to the flap length) is present with
small upstream influence. The actual distance from the separation line to the
attachment line, however, is between ≈ 0.2 m at the symmetry line and ≈ 0.4
m further outboard. Towards the flap edge it becomes distinctly smaller.

Due to the optimal onset flow geometry, we have a nearly constant pres-
sure distribution on a wide part of the flap surface. The pressure rises in down-
stream direction essentially monotonically towards a plateau value on the flap.
The situation on a large part of the body flap resembles case b), Fig. 6.9 in

8 Compare the flow-field topology with that at the windward side of the Space
Shuttle Orbiter, Sub-Section 3.2.2. Obviously, the HOPPER configuration does
not have a blunt-cone forebody.
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Fig. 6.3. Skin-friction lines and wall pressure coefficient (cp ≡ cpw ) distribution at
the lower side of the HOPPER configuration, [12], case A, Table 6.3, downward body
flap deflection ηbf = +20◦. The body flap has the (chord) length lbf = 3.5 m , and
the width (span) wbf = 11.75 m.

Sub-Section 6.3.1. Near the side edge of the body flap the flow becomes three-
dimensional and a pressure relaxation is discernible.

The situation is different for the two wing flaps, Fig. 6.4 lower part, which
are multi-functional elevator/aileron surfaces, Sub-Section 6.6.1. The flow sit-
uation is clearly sub-optimal. While the flow is only weakly three-dimensional,
the hinge lines are strongly swept. The inboard flap which has a small aspect
ratio is deflected by ηiwf = +20◦. The figure shows a pressure coefficient dis-
tribution which is not constant, except for a small part towards the outer edge
and the trailing edge. Flow separation at the hinge line, however, is not de-
tectable.

Overall systems demands usually will not permit sweeping configurational
changes in order to improve a sub-optimal onset flow geometry. Local changes
of the fuselage/wing shape, however, can improve the situation. Given the large
flight speed and altitude span of RV-W’s and CAV’s, an optimization in this
sense generally will be very difficult.

6.2.2 Entropy Layer of the Onset Flow

While looking at the literature on flap effectiveness, one can sometimes get the
impression that the entropy layer merely leads to additional complications. Hy-
personic flight vehicles always have a blunt nose and blunt edges radii because
of the thermal loads they have to cope with. A finite radius leads to an entropy
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Fig. 6.4. Detailed view of skin-friction lines and wall pressure coefficient (cp ≡ cpw )
distribution at the left lower-side aft part of the HOPPER configuration [12], case
A, Table 6.3. Upper part: body flap at ηbf = +40◦, lower part: inboard wing flap at
ηiwf = +20◦. Note that the color coding is different for the two parts.

layer whose thickness depends on the radius, the free-stream Mach number,
and high temperature real gas effects.

If the configuration surface downstream of the nose or the leading edge has
a large extension in the main flow direction, the entropy layer may be “swal-
lowed” by the developing attached viscous flow, the latter in general being
of boundary layer type; i.e., the hypersonic viscous interaction phenomena is
weak. For a given blunt-body shape, entropy-layer swallowing is therefore a
function of the Reynolds number in the flow regime behind the bow shock. A
general discussion of the implications of the entropy layer can be found in [10].
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The entropy layer comes into being due to the curvature of a shock sur-
face, here the bow shock surface. In our case the streamline, which crosses the
normal-to-the flow portion of the bow shock, experiences the largest entropy
rise or total pressure loss. Because the neighboring streamlines have a smaller
total pressure loss, the inviscid flow has a velocity gradient in direction normal
to the body surface. This is similar to the gradient in a boundary layer, but
much weaker, because the inviscid flow does not have a no-slip wall boundary
condition. The effect of the entropy layer on the effectiveness of an aerody-
namic control surface hence is due to the total pressure loss, which manifests
itself mainly in a reduced local dynamic pressure.

Within the simple onset flow consideration, we can approximately take into
account the entropy-layer effect by impressing the maximum total pressure
loss, i.e., that due to a normal shock, on the one-dimensional inviscid flow, Sub-
Section 10.1.5. We use the observation, that with given free-stream conditions
the surface pressure depends primarily only on the angle of attack of the con-
sidered surface portion (Newton flow property). We keep hence pe,onset from
Table 6.2. Proceeding as sketched in Sub-Section 10.1.5, we obtain the onset
flow data, corrected by the total pressure loss, given in Table 6.4.

The change of the inviscid onset flow parameters from Table 6.2 to Table
6.4 is dramatic, but different for the two flight vehicle classes, even if this is not
yet the final picture, as will be discussed below:

– The reduced total pressure in all cases leads to a distinctly smaller veloc-
ity ve,onset,tpl. This in turn, with the total enthalpy at the boundary layer
edge remaining constant, results in higher temperatures Te,onset,tpl (remem-
ber that Z = 1 was chosen), and both together in reduced onset flow Mach
numbersMe,onset,tpl. In the case RV-W 1, the Mach number is now of the or-
der of the actual Mach number at the pressure plateau of the Space Shuttle
Orbiter, Sub-Section 3.5.2. While the onset flow Mach numbers of the CAV
cases in Table 6.2 indicate that compressibility effects in the turbulent flow
must be accounted for,9 this appears now no more to be the case.

– The reduced velocity ve,onset,tpl causes in concert with the reduced density
ρe,onset,tpl a much reduced dynamic pressure qe,onset,tpl in all cases. The pres-
sure coefficients of course are not changed, they were chosen to be identi-
cal: cpe,onset,tpl

≡ cpe,onset . The unit Reynolds number Reu
e,onset,tpl is now

so small even for CAV’s that it could be doubted that the flow is actually
turbulent.

– In the case of RV-W 1 we still have a “cold wall” boundary layer situation
(Tw,onset,tpl < Te,onset,tpl), whereas the “hot wall” situation in the other
cases has changed to a “cold wall” situation, except for the case CAV 1.

9 Compressibility effects in attached turbulent flow occur at boundary layer edge
Mach numbers Me � 5, Morkovin’s hypothesis [8, 14], and must be taken into
account in turbulence models.
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Table 6.4. Total pressure loss ‘tpl’ corrected data (RHPM+ approximation, Z = 1)
of the lower-side inviscid onset flow of the body flap for the cases RV-W 1, RV-W 2,
and elevator/aileron surfaces for the cases CAV 1, CAV 2. The subscript ‘e’ stands
for boundary layer edge condition.

Flight vehicle: RV-W 1 RV-W 2 CAV 1 CAV 2

M∞ [–] 20 6 6.8 12

H [km] 70.0 40.0 30.0 34.2

α [◦] 40.0 25.0 5.0 5.0

γeff [–] 1.14 1.4 1.4 1.3

Me,onset,tpl [–] 1.19 1.48 2.81 3.2

Te,onset,tpl [K] 6,954.1 1,428.3 902.1 2,223.8

ve,onset,tpl [m/s] 1,802.0 1,120.2 1,689.2 2,914.8

ρe,onset,tpl [kg/m3] 6.91·10−4 9.22·10−3 1.01·10−2 3.4·10−3

qe,onset,tpl [kPa] 1.12 5.78 14.43 14.45

pe,onset,tpl ≡ pe,onset [kPa] 1.38 3.78 2.62 2.17

Reu
e,onset,tpl [m−1] 8.53·103 1.98·105 4.42·105 1.42·105

cpe,onset,tpl ≡ cpe,onset [–] 0.89 0.48 0.037 0.023

Tw,onset,tpl ≡ Tra,onset [K] 1,000.0 900.0 1,000.0 1,200.0

We have noted above that this is not yet the final picture. Why? We have actu-
ally considered only the worst picture, viz. the inviscid flow with total pressure
loss at the body surface. Actually the inviscid flow away from the surface suf-
fers a smaller total pressure loss than that at the surface, which decreases with
increasing distance from the surface and results in the rotational nature of the
entropy-layer flow, see, e.g., [10].

However, we must distinguish between two forms of the entropy layer. The
first form, typical for symmetric flow, has a velocity profile normal to the body
surface like a slip-flow boundary layer. The second form is typical for asymmet-
ric flow, where the streamline hitting the forward stagnation point does not
cross the normal-to-the flow portion of the bow shock surface, Fig. 6.5. The
computation [15] was made two-dimensionally for the lower centerline of the
HALIS configuration [16], see also Sub-Section 3.5.2. In this case, the maxi-
mum entropy streamline lies off the body surface and is at the same time the
minimum velocity streamline. The entropy layer hence has a wake-like struc-
ture. This form possibly is in general present at the windward side of a RV-W
configuration at high angle of attack.10 The profiles of total pressure pt, pres-
sure p, Mach number M , and velocity v in direction normal to the surface at

10 In [10], it was sketched, Fig. 6.20, the other way around. Whether we have the
second form always on the windward side, cannot be answered.
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Fig. 6.5. Second form of the entropy layer: computed example, two-dimensional
inviscid flow past the centerline of the HALIS configuration, M∞ = 10, H = 24 km,
α = 40◦, perfect gas [15]. Total pressure contours and streamlines in the forward
stagnation point region.

x′ = 3.99 m, see Fig. 6.5, are given in Fig. 6.6. The shallow, wake-like structure
of the entropy layer off the surface is well discernible.

Whether the second form of the entropy layer is really of influence in our
case cannot be decided. Swallowing of the entropy layer by the growing bound-
ary layer,11 and the accordant change of its edge flow (ve growing (first form) or
first diminishing and than growing (second form)) possibly is of interest mainly
for laminar–turbulent transition.

In reality, due to its growing thickness, the attached viscous flow—the
boundary layer—swallows the entropy layer partly or even completely, depend-
ing on the thickness of the entropy layer and of the boundary layer. The unit
Reynolds number and the boundary layer running length are important pa-
rameters in this regard, because they govern the boundary layer thickness.

Unfortunately, we cannot illustrate this with our estimated data, but if the
entropy layer is swallowed partly or even completely, the external inviscid flow
is no more that with the larger total pressure loss, but one with more favorable
properties. The dynamic pressure of the onset flow is larger, the edge Mach

11 This is the usual formulation. A better one would be “the growing of the bound-
ary layer into the entropy layer,” which describes the situation better.
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Fig. 6.6. Second form of the entropy layer: computed example, two-dimensional
inviscid flow past the centerline of the HALIS configuration, M∞ = 10, H = 24 km,
α = 40◦, perfect gas, [15]. Profiles in direction normal to surface at x′ = 3.99 m,
Fig. 6.5: total pressure pt, pressure p, Mach number M , and velocity v.

number of the attached viscous flow, too, and the attached viscous flow itself
is affected.12

12 If we take as phenomenological model of attached viscous flow the boundary
layer, we can deduce from its characteristic properties [10], that flow features
depend strongly on the local outer (external inviscid flow) and inner (wall)
boundary conditions, rather than on the (upstream) initial conditions (however,
the local outer conditions are influenced by the swallowed entropy layer). This
concerns especially the shapes of the profiles—in direction normal (y) to the
surface—of the velocity v(y), the temperature T (y), and the density ρ(y) (via
the compatibility conditions). This means, that for the attached viscous onset
flow, the locally present external inviscid flow indeed is predominantly of rele-
vance.
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The consequence for the onset flow as a whole is, that in any case not the
maximum total pressure loss governs the inviscid onset flow, but a smaller one,
depending on how much the entropy layer has been swallowed. This is configu-
ration dependent, and different for body flaps, elevators, ailerons and rudders.
The boundary layer itself suffers a (strong) total pressure loss, too, which by
far compensates the beneficial effects of entropy-layer swallowing. The thick-
ness, and the velocity and density profile shapes (laminar or turbulent flow,
thermal state of the surface, see next sub-section) of the attached viscous flow
therefore are major factors regarding flap effectiveness, too.

We summarize, concerning the influence of the entropy layer, that the
bluntness of a flight vehicle shape influences not only the wave drag and the
effectiveness of radiation cooling [10], but also the effectiveness of aerodynamic
trim and control surfaces via the onset flow properties.

6.2.3 The Onset Flow Boundary Layer

The properties of the boundary layer, namely, the attached viscous flow part,
of the onset flow also influence the effectiveness of an aerodynamic control sur-
face, and especially also the thermal state of the surface and the thermal loads
on the flap structure, Sub-Section 6.3.3. To study the first point, we consider
the optimal situation of two-dimensional onset flow and a non-swept hinge line.

The two most important properties of the boundary layer are the momen-
tum and its thickness.13 Both depend strongly on the state of the boundary
layer (laminar, transitional or turbulent), and on the local properties of the in-
viscid flow, with high temperature real gas effects in the background. Of large
importance too are the necessary and permissible surface properties, Chapter
9 and [10]. These regard especially transitional and turbulent boundary lay-
ers, which react in general strongly on the real-life irregularities of the surface
(roughness, steps, gaps, waviness).

A turbulent boundary layer carries more momentum than a laminar one
because of the fuller velocity profile v(y), Fig. 6.7, y being the coordinate nor-
mal to the surface, provided the density profile ρ(y) is similar in both cases.
Therefore, a turbulent boundary layer can negotiate a stronger pressure rise
in flow direction without separating. Consequently, the flap angles for incipi-
ent separation are far larger for turbulent than for laminar flow.

Another issue is the thickness of the onset flow boundary layer. If the onset
flow boundary layer is thin compared to the frontal projection hflap,proj of the
deflected control surface, Fig. 6.1, with given length lflap and deflection angle
ηflap, its influence will be small:

δbl,onset � hflap,proj = lflap sin ηflap. (6.2)

13 Depending on the kind of consideration or the employed phenomenological
model, the characteristic boundary layer thickness can be the displacement
thickness δ1, the momentum thickness δ2, or other entities.
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Fig. 6.7. Streamwise velocity profiles of a two-dimensional boundary layer, a) lam-
inar flow, b) turbulent flow [10]. Edge of viscous sub-layer: δvs.

The deflection angle η∗flap, at which the flap would be fully “buried” in the
onset flow boundary layer, is found from:

sin η∗flap =
δbl,onset

lflap
. (6.3)

In other words, disregarding the state of the boundary layer, laminar or tur-
bulent, the boundary layer thickness will not have much influence on flap ef-
fectiveness if ηflap � η∗flap.

In order to apply the above ideas to the four cases in Table 6.1, we estimate
the boundary layer thicknesses of the onset flow at the location of the hinge line
for the flow with total pressure correction, Table 6.4. We assume fully laminar
flow for the RV-W 1 case, and fully turbulent flow for the cases RV-W 2, CAV
1, and CAV 2. Although the involved temperatures are rather large, we use
the reference-temperature approach, Sub-Section 10.4, rather than the refer-
ence enthalpy approach. The ensuing errors are acceptable for our illustrating
purpose. For the viscosity the simple power-law approximation, eq. (10.61), is
employed, which of course becomes unreliable above T � 1, 500 K. At such
temperatures the viscosity is no more a variable of the temperature T only,
but, due to high temperature real gas effects, a variable of, for instance, the
internal energy and the density [10].

The resulting reference temperatures and unit Reynolds numbers are given
in Table 6.5. Compared to the data without total pressure correction—not
shown here—the reference temperature is in all cases larger,T ∗

onset,tpl > T ∗
onset,

because Te,onset,tpl > Te,onset, and the reference unit Reynolds numbers are
changed accordingly. The onset flow boundary layer thicknesses δbl,onset,tpl are
all larger with total pressure correction, because the Reynolds numbers are
smaller.

With the respective flap lengths lflap in Table 6.5, which are estimated data
from the reference vehicles, Sub-Section 6.2.1, and the estimated onset flow
boundary layer thicknesses δbl,onset,tpl, we arrive at the η∗flap in the last line. Up
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Table 6.5. Onset flow boundary layer thicknesses δbl,onset,tpl at the lower vehicle
sides of the cases RV-W 1, RV-W 2, CAV 1, and CAV 2, estimated with total pres-
sure loss ‘tpl’ corrected data from Table 6.4. The second last line gives the (chord)
lengths of the body flap, RV-W 1 and RV-W 2, respectively of the elevator/aileron
combination (mean lengths), CAV 1 and CAV 2.

Flight vehicle: RV-W 1 RV-W 2 CAV 1 CAV 2

M∞ [–] 20 6 6.8 12

H [km] 70.0 40.0 30.0 34.2

α [◦] 40.0 25.0 5.0 5.0

γeff [–] 1.14 1.4 1.4 1.3

lonset [m] 32.0 32.0 25.0 6.0

Tw,onset,tpl ≡ Tra,onset [K] 1,000.0 900.0 1,000.0 1,200.0

T ∗
onset,tpl [K] 4,108.5 1,288.4 1,233.2 2,391.4

Reu∗
onset,tpl [m−1] 2.03·104 2.35·105 2.63·105 1.26·105

δbl,onset,tpl [m] 0.20 (lam) 0.50 (turb) 0.40 (turb) 0.15 (turb)

lflap [m] 2.21 2.21 3.0 0.75

η∗flap [◦] 5.2 13.1 7.7 11.5

to these deflection angles the flap is buried in the boundary layer. For turbulent
flow these angles are less critical, because of the fuller velocity profile.14

Consider case c) of Fig. 6.9. If ηflap � η∗flap, the interacting shock system,
unlike shown in that figure, is buried in the boundary layer. This happens the
more, if the flow is turbulent, because in that case the sonic line lies very close
to the wall. In any case, of course, the ramp shock of the deflected inviscid flow,
the “reattachment shock” in Fig. 6.9, is always there. No systematic studies are
available regarding this phenomenon.

We note in passing, that the concave flow situation, which arises when the
boundary layer flow enters the deflected flap surface, can lead to a centrifugal
instability, with Görtler vortices appearing in the laminar boundary layer, see,
e.g., [10]. Such pairwise counter-rotating vortices transportmomentum and en-
thalpy towards the wall. They promote laminar–turbulent transition, enhance
thermal loads in the form of streamwise striations, see Sub-Section 6.3.3, and
can alter the separation and reattachment behavior of the boundary layer.

We have mentioned above the density profile ρ(y). In this context the above
cited “cold” and “hot” wall situation is important. Attached viscous flow is
of boundary layer type, if hypersonic viscous interaction and/or low density
effects as well as bluntness induced entropy-layer effects, are small or absent.

14 We do not investigate here, whether the thickness of the viscous sub-layer is the
characteristic one in such cases.
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If this is true, the pressure in it, in direction normal to the surface, is constant,
p (y) = const., at least approximately. This means ρwTw = ρ(y)T (y) = ρeTe.
Hence for the same inviscid flow a hot wall will result in a small density at and
near the wall, and a cold one in a large density. This holds for both laminar
and turbulent flow. Since the momentum flux is proportional to the density,
the cold-wall situation in general is favorable regarding flap effectiveness. More
momentum is transported by the boundary layer flow and the possibility of flow
separation is reduced.

The wall temperature, generally the thermal state of the surface, [10], influ-
ences not only the density at the wall. As we have seen above, a larger wall tem-
perature also means a thicker boundary layer. It means further also a stronger
displacement of the inviscid flow, an enhancement of flow three-dimensionality
(the same transverse pressure gradient, but a smaller lateral momentum flux,
hence a stronger flow deflection [10]), but, especially for turbulent flow, a re-
duced wall shear stress, as we will discuss at the end of this sub-section.

Here looms a simulation problem. In flight the vehicle surface is radiation
cooled, and therefore we do not have a uniform hot-wall or cold-wall situation.
But we definitely have not a cold-wall situation, as we have it in ground-facility
simulation. Hence a proper experimental simulation of flap effectiveness can be
difficult, if a large accuracy is demanded.

We illustrate the influence of the wall temperature of the onset flow with nu-
merical simulation data again of the flow past the HOPPER configuration [12],
Table 6.3, case B. The deflection angle of the body flap is ηbf = +20.0◦. We
compare two results, upper side in Fig. 6.8: computation with the radiation-
adiabatic wall temperature belonging to case B, and lower side: computation
with the radiation-adiabatic wall temperature belonging to case A. The wall
temperature of the onset flow belonging to case B is about Tw,onset,B = 500 K
(cold case), and that belonging to case A is about Tw,onset,A = 1, 500 K (hot
case). On the flap in both cases the temperatures are larger.

We do not contrast here a ground-simulation facility situation with a flight
situation. We compare rather a case of possible thermal reversal [10], where
the temperature of the TPS surface due to the thermal inertia is still larger
than the one which belongs to the momentary flight conditions. However, the
situation considered is hardly representative for a real re-entry flight, because
in general such a large thermal reversal does not occur.

For both cases we have a nearly optimal onset flow situation. The cold case
exhibits a relative small separation region at the hinge line, with small up-
stream influence, see the discussion of Fig. 6.4. The pressure rises then mono-
tonically towards the well extended pressure plateau on the flap, the situa-
tion corresponding on a large part of the flap to case b), Fig. 6.9 in Sub-
Section 6.3.1. The three-dimensionality near the edge of the flap is like that
which we have seen in Fig. 6.4, where the deflection is two times the present
one.
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line of symmetry

separation line reattachment line

Fig. 6.8. View of skin-friction lines and wall pressure coefficient (cp ≡ cpw ) distri-
bution at the left lower-side aft part of the HOPPER configuration, case B, Table
6.3 [12]. Body flap deflection: ηbf = +20◦. Upper part: computation results with
the radiation-adiabatic wall temperature belonging to case B (cold case), lower part:
computation results with the radiation-adiabatic wall temperature belonging to case
A (hot case).

The hot case shows some more, but still weak three-dimensionality in the onset
flow.15 Then we see the effect expected due to the low boundary layer momen-
tum: strong separation around the hinge line compared to the cold case. The
separated flow regime is characterized by a separation line lying well ahead of
15 The three-dimensionality ahead of the separation line is caused by a weak trans-

verse pressure gradient of the inviscid flow, and is enhanced by the large wall
temperature, see the remark above. The onset flow Mach number ahead of the
separation line is around Me,onset ≈ 1.6, such that the flow is still spatially hy-
perbolic, and no upstream influence of the deflected flap is present ahead of the
primary separation line.
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the hinge line (large upstream influence), with the distance largest at the vehi-
cle’s symmetry line. The reattachment line lies closer to the hinge line, but has
also its largest distance at the symmetry line. The spreading of the distance
of the separation and the reattachment line from the cold to the hot case is
very similar to that observed in experimental and numerical investigations in
two-dimensional (laminar) flat-plate/ramp flow [17, 18]; see also the discussion
in [10].

The consequence of the hot case for the flap performance is well discernible.
The flap pressure rise seems to be still monotonic, although we should have, at
least approximately in the symmetry plane, the pressure overshoot associated
with case c), Fig. 6.9, Sub-Section 6.3.1. An extended plateau is not reached,
however, the maximum pressure coefficient is like that for the cold-wall case.
The flow on the flap surface is highly three-dimensional, the edge effects are
stronger. The resulting change in the vehicle pitching moment coefficient from
the cold to the hot case is ∆Cm = +22.9 per cent. This is due to the smaller
pitch-down flap moment as consequence of the reduced flap force, which coun-
teracts the pitch-up moment of the vehicle, and to the smaller skin-friction on
the vehicle’s lower side, which has a similar effect. The hinge moment coeffi-
cient is changed by only ∆Cm,h = −4.54 per cent. It appears to be influenced
by the flow around the side edge toward the flap’s leeside, where atM∞ = 3.2
the shadow effect anyway is not very strong.

6.3 Asymptotic Consideration of Ramp Flow

6.3.1 Basic Types of Ramp Flow

We consider again the aerodynamic control surface with optimal onset flow
geometry. Such flow is classically studied in the form of flat-plate/ramp flow,
Fig. 6.1. We assume, that the ranges of onset flow Mach numbers and ramp
angles are such that the ramp shocks are only weak shock waves, i. e. in the
inviscid case attached shock waves. We begin with looking at the three basic
types of flat-plate/ramp flow, shown in Fig. 6.9.

Case a) is the inviscid flow case as it is sketched in Fig. 6.47. We regard its
ramp wall-pressure as our asymptotic wall pressure. Case b), shock/boundary
layer interaction without separation, is found at small ramp angles and high
momentum onset boundary layer flow.16 It is associated, with a monotonic
wall-pressure rise on the ramp towards the plateau pressure (small ramp an-
gles). Finally case c) depicts the flow with significant separation, here sketched
with a rather thin onset flow boundary layer. This case, see below, is character-
ized by a small pressure rise and a pressure plateau upstream of and over the
16 It appears that a small separation region is always present around the hinge line

due to the shock/boundary layer interaction, even for very weak shocks. In the
literature sometimes a distinction is made between true and effective incipient
separation.
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Fig. 6.9. Schematics of two-dimensional flows over a flat-plate/ramp configuration
[10]: a) inviscid flow, b) viscous flow with non-separating boundary layer, c) viscous
flow with (local) separation; S denotes the separation point, A the reattachment
point, T the triple shock point, and CP the corner point.

hinge line and a further monotonic increase of the wall pressure to the ramp
plateau. This is typical for small onset flow Mach numbers, or small ramp an-
gles at large onset flow Mach numbers. At large ramp angles or at large onset
flow Mach numbers this plateau is approached non-monotonically with a pres-
sure overshoot.

This different behavior is due to the two-shock system (separation shock
and reattachment shock in Fig. 6.9, case c), which coalesce in the outer flow to
the single ramp shock of case a)). The separation and reattachment shocks have
different shock angles and static pressure rise at different combinations of onset
flow Mach number and ramp angle. The pressure overshoot just downstream of
the reattachment shock becomes stronger with rising onset flow Mach number.
With a simple consideration [19], we find for instance for a 14◦ ramp, that the
overshoot appears for M1 � 5, becoming progressively larger with rising M1.

The available experimental evidence points to the fact that downstream
of the pressure overshoot the asymptotic pressure plateau with the pressure
of case a) always is approached, provided the ramp is long enough. This hap-
pens through the expansion fan emanating at the triple shock point, apart from
boundary layer displacement effects. In practice this is in general the case. All
three cases occur for laminar as well as turbulent boundary layer flow. Case c)
occurs with a laminar onset flow boundary layer at a ramp angle smaller than
with a turbulent onset flow.

Criteria for incipient separation, extension of the separation region, and
peak heating correlations for laminar, transitional and turbulent flow can be
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found in the literature given at the begin of this section. Many of them stem
from investigations in cold hypersonic tunnels with cold-wall models. The
thickness δ0 of the onset flow boundary layer at the hinge line (at zero ramp an-
gle), often serving as characteristic length for the separation region upstream
of the hinge line, was introduced in [20].

We note here only the criteria for incipient separation. For laminar cold-
wall onset flow ‘1’ we have for the incipient separation angle ηis [21]; see also [1]:

ηis [◦] =
80

√
χ1

M1
, (6.4)

with the hypersonic viscous interaction parameter for laminar flow

χ1 =
M3

1

√
C1√

Re1,lonset

, (6.5)

and the Chapman–Rubesin constant:

C1 =
µwT1

µ1Tw
. (6.6)

In [22], experimental data of incipient separation of turbulent flat-plate/ ramp
flow were correlatedwith the inviscid pressure jump belonging to Mach number
and ramp-angle pairs. In terms of the pressure jump p2/p1 the correlations read

M1 � 4.5 :
p2,is

p1
= 1 + 0.3M2

1 , (6.7)

and
M1 � 4.5 :

p2,is

p1
= 0.17M2.5

1 . (6.8)

From these, the incipient-separation ramp angle ηis, which belongs to the pres-
sure jump p2,is/p1, can be inferred.

These criteria are of limited value for real flight-vehicle configurations be-
cause, besides the actual onset flow geometry, factors like the entropy layer, the
wall temperature, the boundary layer thickness, and high temperature real gas
effects effectively change the picture. Nevertheless, if the flow situation of the
aerodynamic control surface considered meets at least approximately the flow
situation, which is the basis of the above and other criteria, assertions can be
made.17

Here we are interested primarily in the effectiveness of aerodynamic control
surfaces. Such surfaces have, in the range of the deflection angles employed, in
general an extension of the separation region of only a couple of boundary layer
thicknesses δ0 upstream and downstream of the hinge line. Hence the length of

17 Detailed discussions of strong interaction flow situations present at real flight
vehicle configurations can be found in [5, 7, 23].
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Table 6.6. Onset flow parameters of the turbulent flat-plate/ramp flow from [24].
The Reynolds number was found with the thickness δ0 = 0.08 m of the boundary
layer at the hinge line. Test gas is nitrogen.

M1 Tt [K] pt [kPa] Reδ0 Tw [K]

9.22 1, 070.0 101, 325.0·103 4.0·105 295.0

the separation region is much smaller than that of the flap surface lflap itself,
Figs. 6.4 and 6.8.

In view of flap effectiveness we hence have in mind the larger part of the
flap surface, which is not directly affected by the strong interaction phenomena
around the hinge line. We look at the asymptotic behavior of wall pressure,
the thermal state of the surface, and the wall shear stress. We assume optimal
onset flow. We assume further, that on the ramp surface downstream of the
strong interaction domain displacement effects of the boundary layer can be
neglected (negligible hypersonic viscous interaction and low-density effects),
and that thermo-chemical rate effects are absent. Of course, we develop the
asymptotic considerations out of the experimentally observed behavior of the
wall entities in the strong interaction domain around the hinge line. In doing
this, we make use of the above criteria for incipient separation ramp angles.

6.3.2 Behavior of the Wall Pressure

In Figs. 6.4 and 6.8 we observe on the body flap that apparently the pressure
rises monotonically to a peak pressure plateau. We can imagine that this is
the pressure of the ideal inviscid ramp flow, Fig. 6.9, case a), and sketched in
Fig. 6.47, which we consider as the asymptotically achievable flap pressure.
This pressure is a function of the Mach number of the onset flow, the thermo-
chemical properties of the gas, and the ramp angle. These in turn are functions
of flight speed, altitude and vehicle attitude, Sub-Section 6.1.1.

We turn now to other examples from the literature in order to study the
wall-pressure behavior on flat-plate/ramp configurations. First we look at ex-
perimental data, Fig. 6.10, which were found with a sharp-edged flat-plate/
ramp model [24]. The plate’s length from the leading edge to the hinge line
was L = 0.43 m, the length of the flap was lflap = 0.1 m, and its width
wflap = 0.178 m. The onset flow parameters with a turbulent boundary layer
approaching the ramp are given in Table 6.6. We see in Fig. 6.10 that indeed,
for all ramp angles, the ideal inviscid ramp pressure is asymptotically reached
very fast at only 25.0 to 40.0 mm (four to six hinge-line boundary layer thick-
nesses δ0) downstream of the hinge line.

The ramp angle for incipient separation following eq. (6.8) is ϕis (≡ ηis)
≈ 32◦. At the ramp angle ϕ = 32◦ however, we have already case c), Fig. 6.9,
with separation ahead of the hinge line. For ϕ � 30◦ we have clearly case b)
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Fig. 6.10. Wall pressure distributions (p ≡ pw) of a turbulent flat-plate/ramp flow
as function of the ramp angle ϕ (≡ η) [4], data source: [24]. The onset flow conditions
are given in Table 6.6.

with no or only small separation at the hinge line and a monotonic pressure
rise just downstream of the hinge line towards the asymptotic value. The up-
stream influence for ϕ � 30◦ increases with increasing ramp angle, however,
the plateau pressures reached in the separation region ahead of the hinge line
are similar. On the ramp, once separation occurs, we see always a prominent
overshoot with the peak pressure located in the vicinity (just downstream) of
the reattachment point A, Fig. 6.9 c). This is typical for the Edney type IV in-
teraction [25]. The drop of the pressure behind the peak towards the (asymp-
totic) plateau pressure is due to the expansion starting at the triple point T
indicated in Fig. 6.9c).

In the literature, one can find sometimes the summarizing statement, that
flow separation reduces flap effectiveness. The pressure distributions shown in
Fig. 6.10 for the different ramp angles demand a closer look. Compared to the
ideal inviscid wall pressure distribution on the lower side of the flight vehicle
and on the flap, sketched in Fig. 6.47, we find that the pressure plateaus indeed
do not cover the whole flap surface. This we saw also in Figs. 6.4 and 6.8.

However in Fig. 6.10, we observe two interesting facts concerning the flow
on the pressure side of the flap. The first is that if separation is present, the
pressure is increased upstream of the hinge line which indirectly enhances the
vehicle pitching moment Mpitch, Section 6.6. The second is that a monotonic
rise of the pressure towards the plateau pressure reduces the hinge moment
Mhinge. This would happen already if no or only a weak separation is present.
But, if an overshoot over the plateau pressure happens, it will partly com-
pensate for the reduced pressure, compared to the ideal inviscid pressure, just
downstream of the hinge line.

The balance is delicate; it would be apt to say that viscous effects in any
case reduce flap effectiveness, but that separation does not do so in a dramatic
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way, unless massive separation is present, as shown, for instance, in Fig. 6.8,
lower part. This in general holds also for laminar flow, see the example below.
Concerning the hinge momentMhinge, we can say that the monotonic pressure
rise reduces it, but that a non-monotonic rise with a pressure overshoot can
compensate this to a degree, too. Of course also the length of the control surface
compared to that of the affected region (separated flow) around the hinge line
must be taken into account.

Before we look at such a flow, we study how present-day numerical simula-
tion methods can cope with turbulent flat-plate/ramp flow.18 In [26], we find
results which are representative for the state of the art regarding the capabili-
ties of Reynolds-averaged Navier–Stokes methods. The onset flow parameters
of the selected case, studied experimentally in [27] with the sharp-edged flat-
plate/ramp model from [24], are given in Table 6.7.

Table 6.7. Onset flow parameters of the turbulent flat-plate/ramp flow study [26],
experimental data from [27]. Test gas is nitrogen.

M1 p1 [Pa] T1 [K] Reu
1 [m−1] Tw [K] δ0 [m]

9.22 2.3·103 59.44 4.7·107 295.0 0.008

Figure 6.11 shows the comparison of the experimentally19 and the numerically
found wall pressure distributions for the ramp angle η = 38◦. This would be
a rather large flap angle for an aerodynamic control surface. The six applied
statistical turbulence models therefore are severely strained. The experimental
data are nearly identical with those for the same flap angle shown in Fig. 6.10.
No turbulence model reproduces well the pressure rise upstream of the hinge
line regarding extent and plateau. On the ramp the asymptotic inviscid pres-
sure plateau is lying at pw/p1 ≈ 58.8. This is reached, with different accuracy,
by all turbulence models, but not the magnitude and location of the pressure
peak. All in all, given the extremely large ramp angle, the computations are
not so bad regarding the wall pressure, although they fail to capture correctly
the separation and reattachment process.

Now to the laminar flat-plate/ramp flow: in principle we find the same
features as for turbulent flow, but usually exaggerated. This is due to the
smaller momentum transported by the onset flow in the laminar boundary
layer. In Fig. 6.12, we show measured [28] and computed [17] wall-pressure
(above) and Stanton numbers (below) distributions found for a sharp-edged
flat-plate/ramp model. The plate’s length from the leading edge to the hinge
line was lonset = 0.4389 m, also the length of the flap was lflap = 0.4389 m.
The onset flow parameters are given in Table 6.8.

18 A short discussion of simulation issues is given in Sub-Section 6.7.2.
19 The work reported in [27] is an extension of that in [24].
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Fig. 6.11. Surface pressure pw(x)/p∞ (≡ pw/p1) of a turbulent M1 = 9.22 flat-
plate/ramp flow with ramp angle η = 38◦, computed with several turbulence models
[26] and found experimentally [27]. The onset flow conditions are given in Table 6.7.

Table 6.8. Onset flow parameters of the laminar flat-plate/ramp flow from [17]. Test
gas is air.

M1 Tt [K] T1 [K] Reu [m−1] Tw [K]

14.1 3,623.0 88.88 2.362·105 297.22

The non-constant wall pressure ahead of the hinge line (as well as the value
pw/p∞ = 1.96 at x = 0.395 m for the lower ramp angle θ = 15◦) shows that
hypersonic viscous interaction is present. If we take the reference temperature,
eq. (10.78), with T ∗ ≈ 970 K as a measure, we can speak about a cold-wall sit-
uation. With the respective criterion χcrit ≈ 4 [10], we get hypersonic viscous
interaction for x < xcrit ≈ 1.9 m, which seems to confirm this. Nevertheless,
we can use the data for the discussion of laminar flat-plate/ramp flow.

The computed wall-pressure data agree sufficiently well20 with the mea-
sured data for both θ = 15◦ and 24◦. The criterion eq. (6.4) yields the incip-
ient separation angle θis = 16.3◦. For the θ = 15◦ case, indeed, separation is
not indicated. The pressure rises monotonically towards the pressure plateau.
For the ramp angles larger than 15◦ separation clearly is indicated with grow-
ing upstream influence at nearly constant plateau pressure, and the typical
overshoot over the ramp plateau pressure behind the hinge line, Fig. 6.12. The
asymptotic inviscid plateau pressure is pw/p1 = 24.6 for the θ = 15◦ case and
pw/p1 = 58.0 for the θ = 24◦ case. Although hypersonic viscous interaction is
present, these values can be considered as a valid approximation of the ramp’s
plateau pressure.

20 In [17] grid resolution problems are noted for θ > 18◦.
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Fig. 6.12. Laminar M1 = 14.1 flat-plate/ramp flow with angles from θ (≡ η) =
15◦ to 24◦ [17]. The onset flow parameters are given in Table 6.8. Surface pressure
pw(x)/p∞ (≡ pw(x)/p1) (above) and Stanton number St(x) (≡ Stgw(x)) (below)
were found computationally [17] and experimentally [28].

It remains now to examine the wall-pressure behavior in the presence of lami-
nar–turbulent transition in the vicinity of the hinge line. In [29], for instance,
experimental and computational investigationswere performed of the flow past
a flat-plate/ramp configuration with transition occurring near the reattach-
ment point “A,” Fig. 6.9c). The results indicate, regarding the wall pressure
distribution, that different assumptions about the state of the boundary layer
result in changes around the hinge line, as was to be expected. However, the
asymptotic plateau pressure is reached in all cases at a short distance behind
the hinge line. Of more concern is the influence of transition on the thermal
state of the surface, which is treated in the next sub-section.

Finally, we examine the influence of high temperature real gas effects. Two
issues arise here. On the one hand, they may change the inviscid flow geometry
(shock angle), the interaction and separation patterns, and the wall pressure
around the hinge line. On the other hand, they affect the asymptotic plateau
pressure on the flap. Not verymuch is known about the first issue [4]. Regarding
the second issue, we study in a very simple parametric way how the inviscid
pressure on the flap p2 is affected.

For the re-entry type vehicle RV-W 1, Table 6.1, we choose somewhat ar-
bitrarily the onset flow Mach number Me,onset = 2, larger than that given in
Table 6.4, smaller than that in Table 6.2, in order to take into account entropy-
layer swallowing. Otherwise the range of possible ramp-deflection angles with
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Fig. 6.13. Ratio of ramp pressure to onset flow pressure, p2/p1 (≡ pramp/ponset), as
function of the ramp angle η and for γ1 = 1.2 and different γ2 = γeff . Flight vehicle
RV-W 1, Table 6.1, Me,onset = 2. If the curves end, this means that the respective
ramp shocks become strong shocks and detach.

weak ramp shock would have been too much restricted. The maximum ramp
angle was chosen to be ηramp = 30◦, Figs. 6.13 and 6.14.

High temperature real gas effects were simulated by choosing different ra-
tios of effective specific heats. The influence of the ratio of specific heats in
the onset flow ahead of the ramp was studied with γ1 = 1.2 in Fig. 6.13 and
γ1 = 1.16 in Fig. 6.14. Accordingly, smaller values of γ2 = γeff were chosen
for the flow on the ramp.

What we see in Fig. 6.13 for a given ramp angle η is a decrease of the asymp-
totic plateau pressure p2 with decreasing γeff , i.e., increasing high temper-
ature real gas effects. The pressure span for, say, η = 20◦ is moderate with
pramp/ponset ≈ 2–2.8 for the range of γeff considered. The percentage of the
influence of γeff is rather large. With γeff ≈ 1.14 reflecting reality, a simu-
lation of the flow with, for instance, perfect gas, i.e. γ = 1.4 would lead to
unrealistic large flap effectiveness.21 The effects are somewhat increased for
the smaller γ1, Fig. 6.13

We note also in Figs. 6.13 and Fig. 6.14, that the pressure ratio increases
faster with increasing ramp angle. We can show this explicitly for large Mach
numbers and small ramp angles. With [10]

M1 → ∞, η small : cp2 → 4sin2θ

γ + 1
, θ → γ + 1

2
η (6.9)

21 The decreasing γeff has another effect. It shifts the ramp angle at which the
oblique shock detaches to form a strong shock to significantly larger values.
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Fig. 6.14. Ratio of ramp pressure to onset flow pressure, p2/p1 (≡ pramp/ponset), as
function of the ramp angle η and for γ1 = 1.16 and different γ2 = γeff . Flight vehicle
RV-W 1, Table 6.1, Me,onset = 2. If the curves end, this means that the respective
ramp shocks become strong shocks and detach.

we find, locally applied, assuming constant γ, with the Mach number retained
due to the definition of cp:

M1 → ∞, η small : ∆
(
p2

p1

)
=
p2 − p1

p1
→ γ(γ + 1)

2
M2

1 η
2,

⇒∆

(
p2

p1

)
∼ η2,

d

dη

[
∆

(
p2

p1

)]
∼ η.

(6.10)

The increase of a flap’s pressure ratio with η2 and of the gradient with η for
supersonic flow is reflected directly by any related moment and its gradient;
see [30] and also below.

The γeff effect found in Figs. 6.13 and Fig. 6.14, however, must be con-
sidered carefully. The reality is much more complex. Assume a RV-W in the
RHMP+ approximation for a given speed, altitude and angle of attack. If we
model the flow past it with different high temperature real gas approximations
in terms of γeff , we observe that for any γeff > γeff,nominal that the temper-
ature of the flow at the windward side of the vehicle is larger than that be-
longing to γeff,nominal. Because onset flow pressure and velocity are not much
affected, the onset flow Mach number would be smaller in these cases than for
γeff,nominal, which certainly would change the results.

We study this with an example available in the literature. The flow past
the Space Shuttle Orbiter was investigated with a Navier–Stokes code for the
flight situation and the tunnel situation [31]. Table 6.9 shows the flight param-
eters of the two computation cases. We look first at the wall pressure ratio
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Table 6.9. Parameters of the computational study of the flow past the Orbiter for
the flight (STS-1) and the tunnel situation [31]. Laminar flow with no-slip boundary
conditions was assumed, the flight situation was computed with a non-equilibrium
real-gas model and a catalytic wall condition.

Computation case M∞ Altitude Lvehicle v∞ ρ∞ T∞ Twall

[-] [km] [m] [km/s] [kg/m3] [K] [K]

Flight situation 23.68 73.1 32.77 6.81 5.29·10−5 205.0 rad.-adiab.

Tunnel situation 10 - 0.246 1.42 788.0·10−5 50.0 ambient

Fig. 6.15. Wall pressure distributions at the lower symmetry line of the Space Shut-
tle Orbiter at α = 40◦, body flap deflection ηbf = 20◦ [31]. The broken line gives the
pressure distribution in the flight situation, the full line that of a perfect-gas tunnel
situation. The forward stagnation point is at the right, the body flap at the left.

at the lower symmetry line of the Space Shuttle Orbiter. Fig. 6.15, [31], shows
that in the flight situation the dimensionless pressure on the body flap (at the
far left in the figure) is larger than in the tunnel situation (perfect gas). This
is opposite to the result, which we see in Fig. 6.13. The cause is the change
of the onset flow Mach number due to real-gas effects. This Mach number is
larger in the flight situation. The real-gas effects hence dominate the pressure
ratio indirectly more via the onset flow Mach number than directly, as shown
in Fig. 6.13.

This is illustrated in Table 6.10, where ramp-shock angles θramp shock and
pressure ratios pramp/ponset are given. They were obtained with the Monset

and γeff data determined in [31] from the computations.22 The present data

22 Keeping in mind the influence of entropy-layer swallowing on the onset flow
Mach number, its exact determination from a Navier–Stokes computation is
somewhat problematic, because there the boundary layer edge is not clearly
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Table 6.10. Ramp-shock angles θramp shock and pressure ratios pramp/ponset of the
laminar flat-plate/ramp flow for ηbf = 20◦ obtained with onset flow parameters
Monset, γeff [31].

Computation case Monset γeff θramp shock pramp/ponset

Tunnel situation 2.13 1.4 49.60◦ 2.90

Flight situation 3.45 1.2 32.75◦ 3.71

are in fair agreement with the pressure rise on the body flap shown in Fig. 6.15
for both cases23, and show in any case that indeed the onset flow Mach num-
ber is of large importance. The most important result from [31] regarding flap
effectiveness and real-gas effects in view of the whole vehicle, the Space Shut-
tle Orbiter, is shown in Fig. 6.16. Plotted is the incremental pitching moment
∆Cm = Cm,ηbf

− Cm,ηbf=0 as a function of the body flap deflection angle ηbf

and the angle of attack α. The results, again for the flight situation and for the
perfect-gas tunnel situation, like in Fig. 6.15, show the influence of presumably
the high temperature real gas effects on the pitching moment of the flight ve-
hicle. Their influence implicitly increases for increasing angle of attack (body
flap onset flow characteristics), and for increasing body flap angle. For α = 40◦

and ηbf = 20◦ the body flap effectiveness is almost 50 per cent larger if real-gas
effects are regarded. Also the (negative) gradient of the moment with regard
to the deflection angle, Cm,η = dCm/d η, increases with ηbf , see above, eq.
(6.10), and that stronger for the flight case than for the wind tunnel case.

The authors of [31] discuss their results with all caution. The influence of
the slight geometrical changes of the vehicle shape for the computations, of the
aeroelastic deformation of the body flap, elevon gap flow, base pressure, leeside
pressure on the body flap, and viscous effects is considered. The free-stream
Reynolds numbers are O(106) in both cases. The actual onset flow Reynolds
numbers are not given. All in all, it appears that high temperature real gas
effects, via the change of the onset flow Mach number, are the major cause of
the discrepancies between flight and wind-tunnel data.

The basic conclusion is that the body flap of the Space Shuttle Orbiter
is more effective in flight than was determined in perfect gas, ground facility
simulation. The hypersonic pitching moment anomaly, which was observed on
STS-1, Section 3.5, thus appears not to be caused by reduced flap effectiveness
in flight, as is sometimes asserted in the literature. On the contrary, ... had the

indicated. We note further, that obviously the boattailing has a positive effect
regarding the effectiveness of the body flap, because it increases the onset flow
Mach number. This effect holds also for the elevators/ailerons at the wing’s trail-
ing edge, Fig. 6.44.

23 The data given in [31] are significantly smaller, because the ramp-shock angles
employed there are smaller.
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Fig. 6.16. Computed incremental pitching moment ∆Cm = Cm,ηbf − Cm,ηbf=0 of
the Orbiter as function of the body flap deflection angle δbf (≡ ηbf ) and the angle of
attack α, [31]. The full lines gives ∆Cm in the flight situation, the broken line that
of the perfect-gas tunnel situation.

body flap exhibited the same effectiveness in flight as in the tunnel, the vehicle
may not have (been) trimmed at all [31].

Back to Fig. 6.13, we have seen there that for RV-W’s at large angle of at-
tack the (asymptotic inviscid) pressure rise on the flap as function of the deflec-
tion angle is not large because then the onset flow Mach number is small. More-
over, the influence of the parameter γeff is moderate. We have also learned that
onset flow Mach numbers themselves depend on high temperature real gas ef-
fects and that this must be taken into account because it can be the deciding
factor regarding flap effectiveness.

On CAV’s, the onset flow Mach numbers are large and the picture changes.
We show this in Fig. 6.17 where, for the hypersonic aircraft type vehicle CAV
2, Table 6.1, the pressure rise is given as function of ηramp and three different
γeff . Again we have chosen somewhat arbitrarily an onset flow Mach number,
now Me,onset = 10, larger than that given in Table 6.4 but smaller than that
in Table 6.2, in order to take into account entropy-layer swallowing.

We see a behavior qualitatively like that in Fig. 6.13. The pressure span for
ηramp = 20◦ however is now much larger with pramp/ponset ≈ 20 to 22 for the
range of γeff considered. The percentage of the γeff effect is a lot smaller. Also
here an indirect influence of high temperature real gas effects via the onset flow
Mach number exists. Even if it is smaller than in the case of RV-W’s, it must
be regarded in the vehicle design.

These exercises have shown in an approximate way the basic influence of
high temperature real gas effects (indirectly also via the onset flow Mach num-
ber) on the effectiveness, in terms of the asymptotic plateau pressure due to
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Fig. 6.17. Ratio of ramp pressure to onset flow pressure, p2/p1 (≡ pramp/ponset), as
function of the ramp angle η and three different γeff . Flight vehicle CAV 2, Tables
6.1 and 6.2, Me,onset = 10.

a weak shock wave, of an aerodynamic trim or control surface with optimal
onset flow geometry. In reality, a more thorough investigation such as [31] is
necessary in order to get the influence of all relevant parameters right. Special
problems arise if a sub-optimal onset flow geometry is given, for instance at ele-
vators, ailerons, and rudders. Of course also the wider problem of stabilization
surfaces, for instance vertical stabilizers, needs special attention.

6.3.3 Behavior of the Thermal State of the Surface

The asymptotic thermal state of the surface on an aerodynamic trim or con-
trol surface can be constructed at least approximately, if we consider the flat-
plate/ramp configuration with optimal onset flow geometry. As we have al-
ready seen, the pressure on the ramp asymptotically reaches a plateau. Re-
garding, for instance, the heat flux in the gas at the wall, qgw, we can imagine
that its distribution on the ramp asymptotically is somehow proportional to
the inverse of the boundary layer thickness for laminar flow, or to the inverse
of the thickness of the viscous sub-layer for turbulent flow, and hence to the in-
verse power of the boundary layer running length x. This is sketched in Chapter
9 [10]. The radiation-adiabatic temperature will behave accordingly.

The large increase of both the heat flux in the gas at the wall and the
radiation-adiabatic temperature on the ramp, compared to those on the flat
plate, is mainly due to the decrease of the boundary layer thicknesses. These
depend, in different ways, inversely on the local unit Reynolds number Reu

e =
ρeve/µe, Sub-Section 10.4.2, hence qgw ∼ (Reu

e )1−n and Tra ∼ (Reu
e )0.25(1−n);
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Fig. 6.18. Ratio of unit Reynolds numbers across the shock of a flat-plate(‘1’)/
ramp(‘2’) configuration as function of the ramp angle η for different flat-plate Mach
numbers M1 and the ratio of the specific heats γ = 1.4 [32]. The viscosity µ in all
cases was computed with the power-law relation, eq. (10.61), hence the figure holds
for temperatures T1, T2 � 200 K.

n = 0.5 for laminar and n = 0.2 for turbulent flow, Sub-Section 10.4.3. In-
tuitively one would assume that Reu

e rises always across the shock wave of a
flat-plate/ramp configuration. In [10], it is shown and explained that this is
not true. We illustrate this in Fig. 6.18.

Take for instance the Mach number M1 = 8. For 0◦ < η < 35◦ we have
Reu

e,2 > Reu
e,1, with a maximum around η ≈ 12◦. This means that in this

interval, all boundary layer thicknesses on the ramp (‘2’) will be smaller than
those on the flat plate (‘1’). For η > 35◦, the opposite is true. For smaller Mach
numbers M1, smaller maximum ramp angles with weaker shocks are reached,
the ratios and their maxima become smaller, too. Interesting is that for larger
Mach numbers the ramp angles decrease, for which the unit Reynolds number
ratios become < 1. Then also the maxima are more pronounced, lying around
two. High temperature real gas effects in general increase the maxima of the
unit Reynolds number ratios and shift the ratios smaller than one to larger
ramp angles.

Unfortunately, this does not influence the thermal state of the surface in the
same way. Both the heat flux in the gas at the wall and the radiation-adiabatic
temperature increase always with increasing ramp angle, because of the in-
crease of the temperature, Te,2 > Te,1, and hence of the thermal conductivity
ke,2 and of the reference temperature T ∗, Sub-Section 10.4.3. Nevertheless, the
particular behavior of the boundary layer thicknesses, as well as of the thermal
state of the wall, and of the shear stress with τw ∼ (Reu

e )1−n, can be of interest
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Fig. 6.19. Transverse heat transfer, by either thermal radiation qra or heat conduc-
tion qw through a flap structure for cooling purposes [33].

in view of several flow phenomena. Depending on M1 and γeff one can choose
the ramp angle either to make use or to avoid the peak value of Reu

2/Re
u
1 .24

Prerequisite for the above postulated asymptotic behavior of the heat flux
in the gas at the wall is a constant wall temperature, or a constant (small) heat
flux into the wall (in the presence of surface radiation cooling). This means, for
instance, negligible transverse heat conduction/radiation through the struc-
ture of the flap, Fig. 6.19, and negligible non-convex effects, i. e. no mutual
radiative heat exchange between surface portions, Section 9.1.

We now analyze experimental flat-plate/ramp wall heat transfer data. For
laminar flow these are given in Fig. 6.12 in terms of the Stanton number St,
and for turbulent flow in Fig. 6.22 in terms of the normalized heat flux in the
gas at the wall qgw/qref . Our analysis makes use of the reference-temperature
relations given in Sub-Section 10.4.3 for the heat flux in the gas at the wall at
flat surfaces (these relations indeed show the above mentioned asymptotic be-
havior). The employed pressure is the constant inviscid pressure on both the
flat plate and on the ramp. On the latter this is the asymptotic plateau pressure
downstream of the oblique shock wave. The relations for the determination of
the virtual origin of the ramp boundary layer for the flat-plate/ramp configu-
ration are provided in Sub-Section 10.4.4.

The application to the experimental 15◦ flat-plate/ramp data in Fig. 6.12,
which is the case without separation, yields the result shown in Fig. 6.20. We
observe, although we have only few experimental data points of the Stanton
number, that they follow the x−0.5 proportionality ahead of the hinge line as
well as asymptotically on the flap, Sub-Section 10.4.3. The increase around
the hinge line is monotonic. The agreement between the experimental and the
reference-temperature data appears to be as good as that between the Navier–
Stokes data and the experimental data in Fig. 6.12. However, we must keep in
mind that hypersonic viscous interaction is present.

24 We observe for the skin-friction coefficient cf ∼ (Reu
e )−n, Sub-Section 10.4.3.
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Fig. 6.20. LaminarM1 = 14.1 flat-plate/ramp flow with θ (≡ η) = 15◦ [17], see Fig.
6.12. Asymptotic behavior of the Stanton number Stgw = qgw/[ρ∞v∞(ht − hw)] as
function of the location x, Fig. 6.12. The circles represent the experimental data [28],
the line the data found with the reference-temperature approach.

For the 24◦ flat-plate/ramp data in Fig. 6.21, the case with separation, the pic-
ture is not so good. Again, we do not have enough experimental data on the
ramp. Ahead of the hinge line, we see the expected x−0.5 behavior of the Stan-
ton number, followed by a steep rise towards a maximum which lies in the vicin-
ity of the reattachment point A, Fig. 6.9c), where the characteristic boundary
layer thickness has a minimum. Downstream of that, the Stanton number tends
towards towards the x−0.5 behavior, however, without fully reaching it.

Data in terms of the normalized heat flux in the gas at the wall qgw/qref for
turbulent flow past a 38◦ flat-plate/ramp configuration are given in Fig. 6.22.
They belong to the pressure data shown in Fig. 6.11. Other than for the pres-
sure, the agreement between the computed [26] and the measured [27] data is
not good. The large boundary layer edge Mach number leads to large compress-
ibility effects which, together with the strong compression at the ramp, show
up stronger in the heat flux in the gas at the wall, than in the wall pressure.

All turbulence models predict the rise of the heat flux on the flat plate too
close to the hinge line, i.e., they underpredict the extent of separation. The
experimentally observed rise lies at x ≈ −0.055 m. The following increase of
the heat flux downstream of the hinge line is predicted too early and too steep,
with a peak too high, by all employed turbulence models, except for the k–ω
low Reynolds number model with rapid compression (RC) correction (k–ω lo-
Re RC). This model still gives a rise that is too steep but a peak lower than
the experimental one.

The application of the reference-temperature relations, with the junction
treated as in the laminar cases above, to the case in Fig. 6.22 gives, due to
the chosen reference heat flux, a constant ratio equal to unity ahead of the
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Fig. 6.22. Non-dimensionalized heat transfer in the gas at the wall qw(x) (≡ qgw(x))
for turbulent M1 = 9.22 flat-plate/ramp flow with η = 38◦ [26], see also Fig. 6.11.
Computed data obtained with several turbulence models and experimental data [27].
The reference data qref = q∞ ≡ qgw,ref (x) are found in the entire x-interval for the
ramp angle η = 0◦.

hinge line, Fig. 6.23. On the ramp in the vicinity of the reattachment point
A at x ≈ 0.04 m, Fig. 6.9 c), the experimental heat-flux data begin to tend
toward the asymptotic x−0.2 behavior typical for turbulent flow. Results can
be improved by using the approximate procedure proposed in [34], see, e.g.,
also [29], to put the virtual origin of the ramp boundary layer in the vicinity
of the reattachment point on the ramp. That gives a quite good correlation of
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Fig. 6.23. TurbulentM1 = 9.22 flat-plate/ramp flow with η = 38◦ [26]. Asymptotic
behavior of the non-dimensionalized heat transfer in the gas at the wall qgw(x) as
function of the location x, Fig. 6.22. The reference data qgw,ref (x) again are found
in the whole x-interval with η = 0◦. The squares represent the experimental data
[27]; the line represents data obtained with the reference-temperature approach.

the experimental data, nevertheless, in contains a certain ambiguity, therefore
we do not show such results.

The behavior of the data in Fig. 6.23, also that of the data with the proce-
dure of [34, 29], is possibly a sign that, very shortly downstream of the reat-
tachment point, that the viscous sub-layer is fully reestablished, again an in-
dication that boundary-layer like flow depends stronger on the boundary con-
ditions than on the initial conditions.25

Although the k–ω lo-Re RC turbulence model in Fig. 6.22 meets the level
of the experimental data, it appears not to show fully the proper asymptotic
behavior which the other models seem to do, with the exception of the Spalart–
Allmaras model (SA). Whether and how these establish the level of the exper-
imental data further downstream is not known. In any case, all but one tur-
bulence model would predict thermal loads too large not only in the strong
interaction region, but probably also on the remaining flap surface.

The test case is very demanding. Turbulence/compressibility effects play
a role but also the large pressure rise and the complex interacting flow field.
The conclusion in [26] about the performance of the turbulence models—fair
to good prediction of the pressure, see above, generally not so good for the
heat flux—therefore cannot be generalized. In general, it holds that the per-
formance of turbulence models in strongly interacting flows, particularly with

25 This seems to contradict the observation of D.C. Wilcox, [14], that the local
state of a turbulent flow depends on the upstream history and therefore cannot
be uniquely specified in terms of the local strain-rate tensor as in laminar flow.
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Fig. 6.24. Distribution of the radiation-adiabatic temperature Tra (≡ Twall) and the
skin-friction lines at the lower-side aft part of the HOPPER configuration, case A,
Table 6.3 [12]. Body flap deflection: ηbf = +40◦. Upper part: computed distribution
with constant emissivity coefficient ε = 0.8. Lower part: computed distribution with
effective emissivity εeff , taking into account non-convex effects; F is the geometrical
factor which quantifies the non-convexity.

flow separation, in the high-speed as well as in the low-speed domain, for the
latter, see, e.g., [35], still need significant improvement.

Regarding the asymptotic behavior of the radiation-adiabatic temperature
on the ramp for either laminar or turbulent flow, no data are available to an-
alyze. Ground facility simulation of this temperature is not possible [10] and
suitable flight data are not available. Following eq. (10.101) it is, however, per-
mitted to assume a x−0.25n behavior.

In this context, non-convex phenomena, related to surface-radiation cool-
ing, need to be considered. At a control surface, their influence increases with
increasing angle of deflection.26 Figures 6.24 and 6.25 [12] show results con-
cerning these phenomena in the vicinity of the body flap of the HOPPER con-
figuration, case A in Table 6.3, ηbf = +40◦. In the upper part of Fig. 6.24
the computed radiation-adiabatic wall temperature distribution with constant
emissivity coefficient ε = 0.8 is given, in the lower part that computed with the
effective, or fictitious, emissivity coefficient εeff , taking into account, using the
GETHRA code in the form derived in [36], non-convex effects due to the de-
flected flap.

26 We concentrate the following discussion on the primary problem which occurs
with radiation cooling of the onset flow surface of the flight vehicle and of the
flap surface. The problem of non-convex effects in the flap gaps or, like in the
case of the X-38, on the back side of the split body flap/elevon in the fuselage
cavity, needs special attention, see below.
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Fig. 6.25. Details of the solutions shown in Fig. 6.24 [12]: spanwise temperature
distributions at position 1 in the onset flow regime, and at position 2 on the body
flap, left side with constant emissivity, right side with non-convex effects, Figs. 6.24.

Fig. 6.26. Backside of the X-38 with the cavity above the split body flap/elevon,
ηbf = +20◦ [37].

On the lower side of the flight vehicle, the radiation-adiabatic temperature de-
creases in both cases towards the hinge line of the body flap as expected. The
very slight divergence of the skin-friction lines at the symmetry line results
there in a somewhat smaller reduction of Tra, Fig. 6.25. On the flap the tem-
perature is about 1,000 K higher in both cases. The expected decrease of Tra

on the flap in downstream direction is indicated, however, with the given data
we cannot verify the x−0.05 behavior which we expect for turbulent flow.

Non-convex effects show up other than anticipated. On the flap, the tem-
perature is hardly affected at all. On the lower side of the vehicle ahead of the
hinge line, the effect is rather strong with∆Tra ≈ 100–150 K, with only a weak
influence on the separation behavior. Obviously the high surface temperature
on the flap causes a stronger reduction of the effective emissivity on the lower
side of the vehicle than vice versa. For details in this regard see [10]. Because
the separation behavior is not much affected by the increase of the wall temper-
ature in the onset flow region, the flap effectiveness is not reduced. However,
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Table 6.11. Flight parameters of the numerical simulation of the flow past the X-38
configuration, [37].

Case M∞ H [km] ReL,∞ L [m] α [◦] ηbf [◦] x/L|trans ε0

2 15 54.1 1.52·106 8.33 40.0 +20.0 fully turbulent 0.8

3 17.5 58.8 1.02·106 8.33 40.0 +20.0 fully laminar/flap turbulent 0.8

the layout of the TPS on the lower side of the vehicle would need to take into
account such a large ∆Tra.

Figure 6.25 with the spanwise temperature distributions at position 1 in the
onset flow regime, and at position 2 on the body flap (left side with constant
emissivity, right side with non-convex effects) also shows another effect. At the
side edge of the flap, visible also in Fig. 6.25, a strong temperature rise occurs
in both cases (upper curves). This is due to the acceleration of the flow into
the gap which leads to a thinning of the boundary layer. The corresponding
weaker rise at position 1 (lower curves) is caused by the three-dimensionality
of the onset flow.

Even if we have reservations regarding the performance of the basic k–ω
model27 and the mesh independence of the solution [12], the results show us
what to expect from non-convex effects qualitatively and quantitatively. In any
case they must be regarded, because thermal loads should be known as exact
as possible for the TPS layout.28

Strong non-convex effects occur at the upper (leeward) side of the split
body flap/elevon of the X-38, Sub-Section 3.3.5, i.e., the cavity region at the
rear, Fig. 6.26. We discuss some results of an exploratory study [37, 38], keep-
ing in mind the limitations due to turbulence modeling and grid sensitivity.
Table 6.11 shows the flight conditions of the from [37] selected flight cases 2
and 3. The basic emissivity coefficient of the surface material was chosen to
be ε0 = 0.8, the effective surface emissivity coefficient εeff again was deter-
mined with the help of the GETHRA code. The computed surface-pressure
distribution and the skin friction lines on the left part of the base area of the
vehicle, on the left body flap, and in the cavity above the body flap are given
in Fig. 6.27 for case 2. The skin friction topology in the cavity, although not
well discernible, indicates the flow around the side edges of the flap and con-
vergence to the attachment line present at the rear surface of the vehicle. The
figure illustrates also well the hypersonic shadow effect at the base area of the
flight vehicle with p = pw ≈ 0.02 to 0.3 p∞ at the middle axis of the area, and
similarly at the blunt trailing edges of the winglets.
27 The deflection angle of the body flap with ηbf = +40◦ is very large, however

the onset flow Mach number is with Me,onset � 3.5 small enough such that
compressibility effects should not play a role.

28 Note that at this unrealistically large deflection angle, the surface temperatures
at the flap are at or beyond the limits of present-day materials, Fig. 6.25.
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Fig. 6.27. Rear view of the X-38 with the surface-pressure distribution and skin-
friction lines on the left part of the base area of the vehicle, on the body flap, and
in the cavity above the split body flap/elevon, case 2, Table 6.11 [37]. Computation
with εeff , p0 ≡ p∞.

Fig. 6.28. Rear into the right-hand side part of the cavity of the X-38 with the
distribution of the resulting effective surface emissivity εeff , case 2, Table 6.11 [37].

The resulting εeff distribution in the cavity is shown in Fig. 6.28. Note the low
values along the cavity corners and especially in the vicinity of the middle gap,
where even a small negative effective emissivity is indicated. At the middle of
the forward wall of the cavity a region with larger εeff points to the possibility
of a less impeded surface radiation.

However, looking at the εeff distribution one must remember that the
actual radiation-adiabatic wall temperature distribution affects the effective
emissivity [10]. This temperature distribution itself originates from the local
boundary layer properties, which in turn are affected by the restricted radia-
tion cooling. These non-linear couplings of several phenomena make a simple
and comprehensive explanation of the result nearly impossible.
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Fig. 6.29. Rear view into the cavity on the right-hand side of the X-38 with the
distribution of the resulting ∆Twall due to non-convex effects, case 2, Table 6.11
[37]. The reference temperature distribution is that found with ε0 = 0.8.

Finally, in order to emphasize the effect, we show in Fig. 6.29 the resulting
∆Twall = Twall,εeff

− Twall,ε0 in the cavity. For the cavity forward wall, with
exception of a small peak at the symmetry plane, an average jump in wall tem-
perature of about 500 K results when we switch from ε0 = 0.8 to εeff . Along
the cavity ceiling the rise in temperature decreases from the forward outboard
corners with ∆Twall ≈ 500 K to values of about 100 K when approaching the
rear end and the symmetry plane. The absolute values are Twall,εeff

≈ 900 K
to 1,200 K.

The leeward side of the body flap shows some variations of ∆Twall and a
maximum temperature increase of about 500 K located at the inboard half of
the surface. At the outboard half the average temperature rise is about 250 K.
Along the body flap inboard side-edge, like at the blunt trailing edge,∆Twall is
in the range of 100–250K with the maximum values reached when approaching
the body flap hinge line. The largest ∆Twall appears in a small portion of the
cavity front wall just in front of the gap between the two split body flaps. In
this place it reaches up to 1,000 K. This peak seems to be due to the particular
surface and grid characteristics used for the computations.

In [37], an attempt was made to simulate the influence of transverse heat
transfer from the windward to the leeward sides of the split flaps for case 3 in
Table 6.11. The windward side temperature, ranging from Twall ≈ 1, 600 K to
1,950 K, was simply imposed on the leeside surface of the flap. This resulted in
a partly large increase of the surface temperature at the cavity ceiling with a
number of severe hot-spot locations, reaching almost the radiation-adiabatic
temperature at the forward stagnation point of the vehicle, Fig. 6.30.

So far we have considered either fully laminar or fully turbulent flow past
control surfaces. If laminar–turbulent transition occurs in the interaction do-
main around the hinge line, the situation will become complicated. The ex-
perimental or theoretical/numerical prediction of the location and the extent
of the transition region in attached viscous flow is still unreliable and inaccu-
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Fig. 6.30. Transverse heat transfer: distribution of the radiation-adiabatic wall tem-
perature Twall ≡ Tra at the ceiling of the cavity above the left body flap, case 3, Table
6.11 [37]. Left part of the figure: reference computation with εeff , right part: compu-
tation with εeff and temperature of the windward side of the body flap imposed on
the lee side. View of the ceiling from below, the right-hand side edges of the figures
corresponds to the flaps trailing edges, the lower edges to the (middle) gap sides.

rate [10]. This holds in particular when transition occurs in a flow domain with
strong interaction and flow separation phenomena.

Transition in the interaction domain will affect especially the behavior of
the thermal state of the ramp surface as well as the wall shear stress. If, for
instance, separation occurs around the hinge line, case c), Fig. 6.9, transition
may occur already in the free shear layer upstream or close to the reattachment
point A.29 This was observed in the Space Shuttle Orbiter where the flow past
the deflected body flap became transitional, at very large Mach numbers, long
before transition occurred on the vehicle’s windward side [23]. In such cases
the heat transfer may become even larger than for fully turbulent flow [29].
Responsible for this is probably a thinning of the reattached boundary layer,
also Görtler phenomena most likely play a role.

The occurrence of Görtler vortices [8, 39, 40] mentioned on page 295 is
a particular problem. These vortices are due to a centrifugal instability [10].
They can appear in concave flow situations like at a flat-plate/ramp (compres-
sion corner) configuration in laminar flow, transitional and even turbulent flow;
for the latter, see [3]. In hypersonic flow, they can lead to the phenomenon of
striation heating, i.e., transversal heat-flux variations. Results of a paramet-
ric study in [29] point to a bounding of these variations by the local turbulent
heating level, if the flow would be turbulent. They decay to zero, when fully
turbulent flow is attained over the entire ramp surface.
29 This is a phenomenon similar to bubble transition downstream of the suction

peak of an airfoil.
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Fig. 6.31. Numerical simulation of striation heating on the split body flap, ηbf =
20◦, of the X-38 (left part), and visualization (with exaggeration of the thickness of
the flow features) of the streamwise Görtler vortices on the left flap (right part) [42].

We close this part by showing the result of a numerical study, [41, 38] of the flow
past the split body flap/elevon, ηbf = 20◦ of the X-38 with Görtler vortices,
Fig. 6.31 [42]. It was possible to simulate the striation heating due to these
vortices in laminar as well as transitional flow by employing in the flap region
strongly refined computational grids in the spanwise direction.

In the left part of Fig. 6.31, striation heating on the flap surfaces, generated
by the geometrically triggered vortices is shown for a case with otherwise fully
laminar flow. In the right part, surface contours of the streamwise perturbation
velocity in the flow past the left flap are shown, with exaggerated features for a
better view, which are the indicator of the presence of vortex-like disturbances.
Note in the left part of the figure the large heat flux in the nose region as well
as along the left and the right primary attachment lines, which is due to the
thinning of the boundary layer, attributable to the flow divergence occurring
there [10].

The discussions in this part have shown that an asymptotic thermal state
of the surface can be expected on a flap with optimal onset flow geometry, as
long as the flow is two-dimensional, or at most only weakly three-dimensional.
Unfortunately the basis of well suited experimental data is small and partly
restricted to the immediate vicinity of the strong interaction domain around
the hinge line.

The potentially important influence of non-convex effects of surface radi-
ation cooling on the thermal state of the surface has been demonstrated with
computational data, especially for the complex cavity above the split body flap
of the X-38.

In general it must be noted that turbulent and more so transitional flow
states make the numerical, but to a large degree also the experimental, simu-
lation of control-surface flow problematic. Hence thermal loads cannot yet be
predicted with the desired reliability and accuracy.
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6.3.4 Behavior of the Wall-Shear Stress

The wall-shear stress exerted by the flow past the aerodynamic control sur-
face is of large importance, if the flap material, and its coating, respectively,
is thermally highly stressed. The coating of, for instance a body flap, has anti-
oxidation, low catalycity, and high thermal emissivity properties, which must
not be degraded by erosion processes due to the skin-friction.

If separation happens around the hinge line of the control surface, case
c), Fig. 6.9, the wall-shear stress certainly is small in that region. However,
downstream of the reattachment point A it will initially be large. The asymp-
totic behavior, found with the reference-temperature approximation, then is
τw ∼ x−n, Sub-Section 10.4.3. We note in addition, that the wall-shear stress
depends on the wall temperature, via the reference temperature, with τw ∼
(T ∗/Te)m, wherem = n(1+ω)−1, which is always smaller one. Increasing Tw

and hence T ∗ reduces τw. The effect is much stronger for turbulent flow, the
exponent being therem = −0.67, than for laminar flow withm = −0.175, ω in
both cases being 0.65, Section 10.2. Experimental and numerical data regard-
ing the asymptotic behavior are available for the domain just downstream of
the hinge line, respectively the reattachment point, but we do not pursue this
topic further.

6.4 Hinge-Line Gap Flow Issues

Between the vehicle structure and the movable flap is a gap of a certain width,
Fig. 6.1. Its role is to insure the movability of the flap. Flow through the hinge-
line gap, called bleed-flow in the similar inlet ramp flow problem, Section 4.5.5,
is of interest for several reasons: a) it can degrade flap effectiveness because it
takes flow momentum away, b) it can improve flap effectiveness, if it removes
low momentum boundary layer flow, and thus reduces separation around the
hinge line, c) it is the source of large thermal loads on the structure surrounding
the gap, because surface radiation cooling is not possible there.

Point b) is discussed in [23] as a possible means to destroy separation and
increase flap effectiveness.30 This may make necessary a hinge gap width larger
than needed for flap movability. Then also inviscid flow may enter the gap, and
the thermal loads problem is enhanced. The reason is, that this flow, other than
the boundary layer flow, carries the original total enthalpy. Only the surface-
near part of the boundary layer flow has lost total enthalpy due to surface ra-
diation cooling.

A closer look at the problem shows that, if this is possible at all due to
the overall layout of the flight vehicle, one should bleed away low-momentum
boundary layer flow material already ahead of the hinge gap, rather than

30 The reader is asked to recall the discussion of Fig. 6.10 on page 302 regarding
the effect of separation.
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Fig. 6.32. Geometry and computational grid of the generic flap model [44], α = 15◦,
ηbf = +20◦, gap width 5 mm. The axis dimensions are given in meters.

Table 6.12. Flow conditions of the tests with the generic flap model in the plasma
tunnel L3K of DLR [44]. Test gas is air.

M∞ pt [kPa] Tt [K] ht [MJ/kg] p∞ [Pa] ρ∞ [kg/m3] T∞ [K] α [◦] ηbf [◦] ε0

7.27 570.0 6,255.0 5.44 86 0.000387 620.0 15.0 + 20.0 0.85

through it, Section 4.5.5. This would improve the momentum flux of the on-
set flow boundary layer. Tripping of the boundary layer is effective only at low
boundary layer edge Mach numbers (Me,onset � 5). Therefore, it could be a
remedy for flap separation when employed for re-entry vehicles, but not for
CAV’s or ARV’s with large onset flow Mach numbers.

In the following, we discuss modeling issues of gap flow heating. The flow
past the reference configuration ‘X-38 body flap with hinge-line gap’ was stud-
ied experimentally and numerically in the German TETRA Programme, Sub-
Section 8.4.3. Geometry and arrangement of the partially cooled generic flap
model [43], are shown in Fig. 8.19, the dimensions of the model and the (fi-
nal) computational grid in Fig. 6.32 [44]. The width of the model was wflap =
0.144 m.

The blunt nosed, flat plate part of the configuration was oriented at an-
gle of attack α = 15◦ with the flap deflected with ηbf = +20◦. The flow
parameters are given in Table 6.12. The selected computation results dis-
cussed in the following were obtained assuming two-dimensional laminar flow,
no-slip boundary conditions, and a non-equilibrium real-gas model with non-
catalytic wall. The radiation-adiabatic surface boundary condition was em-
ployed, and non-convex effects were taken into account.
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The distribution of the effective emissivity coefficient εeff on the whole surface
of the model is shown in Fig. 6.33. This is the initial εeff distribution, which
was found assuming Tw = 1, 000 K. It was updated during the computation
with the actual computed radiation-adiabatic temperature distribution. The
original material emissivity of the surface is ε0 = 0.85. Radiation from the
gap bottom was suppressed. Strong non-convex effects are observed only in
the gap region, Fig. 6.34. The effective emissivity coefficient is seen to drop
fast to almost zero deep in the gap, as is to be expected.

The open gap computations were made with an outlet pressure of 100 Pa.
A change to 500 Pa had no noteworthy influence on the solution. We see in Fig.
6.35 at the left the high pressure at the blunt nose of the configuration. The
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small kink at x ≈ 0.025 m indicates the recompression shock due to the jump
of the curvature at the blunt-nose/flat-plate junction. The pressure decreases
slightly in downstream direction, pointing to possible hypersonic viscous in-
teraction and blunt-nose effects. With closed gap the wall pressure departs
at x ≈ 0.075m where upstream separation occurs, Fig. 6.9c). The separation
forms a pressure plateau ahead of the hinge line. Downstream of the hinge line,
the pressure rises monotonically without reaching a ramp pressure plateau.

With an open gap the picture changes completely. Separation does not oc-
cur upstream of the hinge line, the wall pressure rises only weakly just ahead
of the gap. In the gap a small separation bubble forms, see Fig. 8.20, Sub-
Section 8.4.3. On the ramp then we have the pressure rise on a higher level
than before. In general we find the situation mentioned on page 324 as point
b), discussed in [23]: a wide enough gap around the hinge line takes away the
upstream separation and, in addition, rises the flap pressure, thus increasing
the flap effectiveness. A question not answered is, however, the asymptotic be-
havior, i.e., whether on a flap long enough with gap, the same pressure plateau
is reached as without gap.
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Fig. 6.35. Computed surface pressure distribution with closed and with open gap,
gap region omitted [44].

This effect, however, is bought with the above mentioned increase of the ther-
mal loads in the gap, point c), page 324. With closed gap, Fig. 6.36, we find
the drop of the radiation-adiabatic wall temperature beginning at the location
of separation, x ≈ 0.075 m—compare with Fig. 6.12—which rises downstream
of x ≈ 0.1 m again to Tra ≈ 1, 000 K just ahead of the gap. Downstream of
the gap it rises to a peak at the end of the ramp part at x = 0.225 m of the
configuration, without attaining on the ramp the asymptotic decrease as seen
for instance in Figs. 6.20 and 6.21. At the right-hand side of the gap a small
temperature peak, just below 1,200 K, is indicated.
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With an open gap the radiation-adiabatic temperature ahead of the hinge
line follows longer than in the case without gap the x−0.125 proportionality
of laminar flow, Sub-Section 10.4.3, and then drops towards the small sepa-
ration bubble at the forward wall of the gap, Fig. 8.20. Along the gap walls it
reaches, as far it can be represented in Fig. 8.20, the expected high values, here
1,500–1,600 K. Downstream of the gap the temperature first drops and then
rises similar as in the closed gap case, but with slightly larger values, towards
the peak.

The experimentwith the partially cooled ramp configuration was performed
in the plasma tunnel L3K of DLR [43]. The steady state temperature distribu-
tion, reached after about 325 s, of course is different to that discussed above. To
take the whole experimental situation into account, the multidisciplinary sim-
ulation sketched in Sub-Section 8.3.3 becomes necessary. It is shown there, see
also, e.g., [45], that a three-dimensional flow-structure coupled simulation is
necessary to capture the model-in-tunnel situation. Although the obtained ac-
curacy was not yet satisfactory, see also Sub-Section 6.7.2, the modelling of the
influence of heat conduction into the wind-tunnel model and a full description
of flow three-dimensionality was deemed to be necessary. In a gap and its im-
mediate vicinity, the radiation-adiabatic temperature, even with non-convex
effects taken into account, is no more a sufficient and reliable approximation
as it is in general for the thermal state of the wall of external radiation cooled
vehicle surfaces [10]. This holds also for gaps of a TPS.
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6.5 Aerothermodynamic Issues of Reaction Control
Systems

Reaction control systems (RCS) of RV-W’s and RV-NW’s have two purposes:

– maneuvering of the vehicle in orbit, including the de-orbiting maneuver,
where control forces cannot be generated aerodynamically,

– control of the vehicle during re-entry, Section 2.1, on at least a part of the
trajectory (RV-W’s), or on the whole trajectory (RV-NW’s).

A RCS thruster produces either a force or a force and a moment on the vehicle.
Side effects in orbital flight are, for instance:

– stray forces because of interaction with vehicle surfaces (jet impingement),
Fig. 6.37 right,

– contamination of vehicle surfaces with plume constituents.

During re-entry flight these side effects can occur but other, more important
effects are:

– amplification or even reduction of the thruster force by interaction with the
flow field past the flight vehicle, Fig. 6.37 left,

– amplification of thermal loads on the vehicle structure, especially the cre-
ation of hot-spot situations by the said interaction.

RCS performance was shown for the Space Shuttle Orbiter in general to be
predictable with the help of ground facility simulation [48]. Many studies of
the jet/surface flow field interaction shown in Fig. 6.37 left, can be found in the
literature [47]. Much data are available for both laminar and turbulent surface
flow fields.

The first Orbiter flight however has revealed a particular problem related
to the flow situation sketched in Fig. 6.37 right. It arose during the initial bank

Fig. 6.37. Schematics of interactions of a RCS jet embedded in a supersonic flow
field [46]. Left: interaction of the jet with the surface flow field [47], right: interaction
of the jet with an adjacent surface.
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maneuver with the side-firing RCS thruster housed in the Orbital Manoeuver-
ing System (OMS) pod. The produced rolling moment was smaller than pre-
dicted. The sketch in Fig. 6.37 right, is in so far misleading, as in this case at
large flight Mach number and α ≈ 40◦, the surface in question was the upper
side of the wing. The flow above and behind the wing at this flight attitude is
massively separated, Fig. 6.38, the Reynolds number is very small [46].

RCS performance for yaw and roll control of the Space Shuttle Orbiter, as
we have noted in Chapter 2, is needed due to its central vertical stabilizer (and
rudder) down to flight Mach numbersM∞ ≈ 1. Ground simulation of RCS for
yaw and roll control is complicated by the large Mach/Reynolds number span
present together with changing free-stream dynamic pressure and large angles
of attack.

We do not attempt to discuss here the flow phenomena and simulation is-
sues of this particular problem. We restrict ourselves in the following to the
discussion and illustration of the basic interaction phenomena, Fig. 6.37 left,
of reaction control systems during re-entry flight of the vehicle. We do this in
view of thruster force amplification/reduction and thermal loads amplification
at two different locations of the X-38 configuration. The material and the data
stem from computational studies performed in the frame of the German na-
tional technology programme ASTRA [49]–[51].

The flight parameters are given in Table 6.13. The combinations of angle
of attack, thruster and thruster locations, Tables 6.15 and 6.14, do not reflect
flight situations. They were chosen, in view of the influence of the onset flow,
such that different jet/flow field interactions occur, the strongest in case 1, the
weakest in case 3.

Two thrusters at different locations at the front part of the vehicle were
considered, Fig. 6.39. Thruster 1 has a nominal design thrust of 110 N, and
thruster 2 of 400 N, Table 6.15. The location of thruster 1 is the original one.
The location of thruster 2, of course is an unlikely one, but it was chosen in
comparison to that of thruster 1 such that:

Fig. 6.38. Sketch of the side-firing jet situation at the Space Shuttle Orbiter at
α ≈ 40◦ [46].
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Table 6.13. Flight parameters of the computational study of jet/flow field inter-
action at the X-38 configuration, [49]. The flow is assumed to be laminar and in
thermo-chemical equilibrium. No-slip and radiation-adiabatic boundary conditions
are applied at the vehicle’s surface.

Case M∞ H [km] p∞ [Pa] T∞ [K] ρ∞ [kg/m3] L [m] ε Thruster α [◦]

1 17.5 58.8 26.19 258.08 3.546·10−4 8.33 0.8 1 0.0

2 17.5 58.8 26.19 258.08 3.546·10−4 8.33 0.8 2 0.0

3 17.5 58.8 26.19 258.08 3.546·10−4 8.33 0.8 2 40.0

thruster 1

thruster 2

Fig. 6.39. Locations of the thrusters for the X-38 [49].

Table 6.14. The geometrical data of the thrusters of the computational study of
jet/flow field interaction at the X-38 configuration [49]. The distance to the reference
point is denoted with ∆x.

Thruster Exit diameter Exit area Aexit x-position ∆x

1 17.13 mm 2.30·10−4 m2 0.6351 m 4.16 m

2 244.0 mm 4.68·10−2 m2 2.5237 m 2.2714 m

– the vehicle surface at that position is less curved longitudinally,
– a different jet/flow field interaction occurs,
– the vehicle reaction moments are similar.

The geometrical data of the thrusters are shown in Table 6.14. The coordinates
of the reference point, the center-of-gravity of the flight vehicle, are: xref =
4.7951 m, yref = 0 m, zref = 0.8042 m, with the origin of the coordinate
system lying 15.24 cm ahead of the nose point in the lower-side plane of the
vehicle. The exit planes of the thrusters are flush with the vehicle surface, the
nozzle axes are oriented parallel to the z-axis of the vehicle. The thruster jets
are assumed to leave their nozzles without profile and boundary layer. The
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thruster flow parameters are given in Table 6.15. The thrust Fz,jet = |F z,jet|
was computed with

Fz,jet = ṁ uexit + (pexit − penv)Aexit, (6.11)

where the environment (ambient) pressure was chosen to be penv = 0 Pa.
In the following we discuss selected results from [49, 50]. We have first a

look at results from a test case presented in [50]. It was computed with the
parameters from case 2, Table 6.13, with the thruster located on a flat surface.
The jet’s exit pressure was ten times enlarged in order to enhance its influence
on the surface flow field.

In Fig. 6.40, the surface pressure, skin-friction lines and, in the symme-
try plane, the jet and streamlines are shown. The strong jet leaves the surface
perpendicular, the surface flow comes from the lower right side. We see the
primary separation line ahead of the jet, the separation shock, the (primary)
flat horseshoe vortex, the primary attachment line, and then, directly ahead of
the jet, a secondary, small horseshoe vortex. Compare this to the cross-section
view in Fig. 6.37 left. This secondary, small horseshoe vortex is directly driven
by the jet. The skin-friction lines go around the jet, and finally a separation
line indicates the separation region behind the jet. Well discernible is the pres-
sure minimum induced by the primary horse-shoe vortex, as well as the relative
pressure maximum along and around the attachment line, which is typical for
any attachment line.

The flow situation of the test case is found approximately also in case 1 of
Table 6.13, Fig. 6.41. Here we look from above on the surface. On the right-
hand side the skin-friction lines and the radiation-adiabatic temperature with-
out thruster are shown. At α = 0◦, the position of thruster 1, Fig. 6.39, is
directly impacted by the flow and hence the surface temperatures are around
1,600 K.

The left-hand side of the figure now shows a remarkable amplification and
variation of the surface temperature due to the jet/flow field interaction. The
divergent flow at the (primary) attachment line causes a strong thinning of the
viscous flow, which leads to a local hot-spot situation with radiation-adiabatic
temperatures around 2,500 K, whereas on a large surface portion downstream
of it temperatures around 2,000 K are found. At the primary separation line
ahead of the jet, below the primary horseshoe vortex, and also directly behind
the jet, cold-spot situations with temperatures around 1,300 K are indicated.

Table 6.15. Thruster flow parameters (operational environment) of the computa-
tional study of jet/flow field interaction at the X-38 configuration [49].

Thruster pexit [Pa] Texit [K] uexit [m/s] Mexit [−] ṁ [kg/s] Fz,jet [N]

1 16,210.0 56.5 640.5 4.25 0.148 98.5

2 192.1 728.5 3,243.4 5.99 0.139 459.8
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primary separation line

separation line

jet

attachment line

Fig. 6.40. Case 2: thruster 2 with pexit = 1, 921 Pa, perfect gas assumption and flat
surface (test case): pressure iso-surfaces, streamlines and skin-friction lines [49, 50].
The main flow direction is from the lower right to the upper left side.

For case 2 of Table 6.13, Fig. 6.42, we observe a pattern different to that of
case 1, Fig. 6.41. The temperature field on the right-hand side indicates that
thruster 2, with a jet stronger than that of case 1, Table 6.15, lies already
somewhat in the hypersonic shadow of the fuselage. Consequently no upstream
jet/flow field interaction occurs (left side of Fig. 6.42). The streamlines directly
ahead of the jet are straight. This points to a low-momentum onset flow and
an ejector-like effect of the jet. Of particular interest are here the hot-spot sit-
uations. We find such a situation directly at the jet, and then behind the jet
along part of the symmetry line, where the attachment line shows a strong di-
vergence of the skin-friction lines. The ensuing temperatures are about 500 K
larger than without jet.

We observe low-momentum onset flow and an ejector-like effect of the jet
also for case 3 of Table 6.13 in Fig. 6.43. The onset flow of the jet is even less
affected by the jet. The reason is, that now, at α = 40◦, the thruster location
is fully in the hypersonic shadow of the fuselage, and, as indicated at the right-
hand side of the figure, at the beginning of a lee-side separation domain.

The global separation line, being the primary separation line at the upper
part of the fuselage, Fig. 6.43, right side, leads to a well pronounced cold-spot
situation. This is asymmetric, because of the different properties of the two
boundary layers involved in this primary separation, which is of “open separa-
tion” type [52]; see also the discussion of the Blunt Delta Wing (BDW) exam-
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Fig. 6.41. Case 1: X-38 surface with temperature iso-surfaces and skin-friction lines,
α = 0◦. Left side: flow field with thruster 1, right side: flow field without thruster
[49]–[51].
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Fig. 6.42. Case 2: X-38 surface with temperature iso-surfaces and skin-friction lines,
α = 0◦. Left side: flow field with thruster 2, right side: flow field without thruster
[49, 50]. The color code of the surface temperature is different from that in the other
figures.
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Table 6.16. Normal forces Fz (≡ N) and pitching moment coefficients Cm of the
X-38 configuration with and without thruster jet [49].

Case α [◦] Thruster Fz,jet [N] Fz [N] Cm [–]

– 0.0 no 0.0 −3, 920.88 0.00213

1 0.0 1 −98.5 −4, 155.80 0.00196

2 0.0 2 −459.8 −4, 312.10 0.00129

– 40.0 no 0.0 65,955,20 0.0653

3 40.0 2 −459.8 65,475.62 0.0643

ple in [10]. The left-hand side of Fig. 6.43 still shows the open-separation type,
although distorted by the jet action.

At the side of the jet we see an attachment line like pattern of the skin-
friction lines, accompanied by a hot-spot situation, which increases towards
the rear part of the jet. Due to the particular skin-friction line topology, with
an attachment point approximately 1.5 jet diameters behind the jet, an attach-
ment line ensues along the symmetry line downstream of this point. It leads
also to a hot-spot situation. This is remarkable in so far, as it lies at a rather
large distance from the jet.

We come now to the topic of amplification of the jet performance. Integra-
tion of the surface pressure of the configuration yields the force Fz (≡ N) in
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z-direction (body-fixed coordinate system) and the pitching moment M . In
Table 6.16 we give the resulting forces Fz with and without the thruster jet
forces Fz,jet = −Fthruster jet, Table 6.15, and the pitching moment coefficient
Cm. As was mentioned above, the interaction of the jet with the flow field can
amplify or reduce the thruster force. The thrust amplification factor AFz is
defined as

AFz =
Fz,config,with jet − Fz,config,without jet

Fz,jet
, (6.12)

where Fz,config,with jet denotes the aerodynamic force with working thruster
and Fz,config,without jet that without working thruster.

With the forces from Table 6.16, we find the amplification factors in Table
6.17. In case 1, with strong jet/flow field interaction, we find an amplification
larger than two. The smaller interaction in case 2, where the jet is deflected
such that it impinges on the surface [49], leads to an attenuation. In case 3,
where the jet is fully in the hypersonic shadow, the interaction is weaker, but
the jet is not deflected down to the surface. Here we get a small amplifica-
tion. The pitching moment coefficient Cm is reduced accordingly with approx-
imately seven per cent in case 1, forty per cent in case 2, and two per cent in
case 3.

Table 6.17. Thruster amplification factors AFz from the computational study of
jet/flow field interaction at the X-38 configuration, [49].

Case α [◦] Thruster AFz [−]

1 0.0 1 2.38

2 0.0 2 0.85

3 40.0 2 1.04

6.6 Configurational Considerations

Hypersonic vehicles of either type basically have the same stabilization, trim,
and control surfaces which ordinary aircraft have. Elevators, ailerons, and rud-
ders are control surfaces for pitch, roll, and yaw motion, respectively. Func-
tions may be combined in multi-functional control surfaces, while in special
arrangements control surfaces may serve as airbrakes for energy modulation,
too. Longitudinal trim can be achieved with elevators and ailerons together.
For RV-W-type vehicles, however, the Space Shuttle Orbiter did set a prece-
dent by using the body flap as primary longitudinal trim device. Originally it
was to act as a heat shield for the main engines nozzles only.
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Both the blunt RV-W and the slender CAV usually have delta or double-
delta shaped wings31 which are fully blended with the fuselage at least on the
lower (windward) side. The limiting case of RV-W’s is the lifting body, such
as the X-38, with restricted cross-range capabilities, Section 2.1 because of a
small lift-to-drag ratio, and limited low-speed properties. In neither flight ve-
hicle class is a horizontal tail unit found as for subsonic and transonic aircraft.
The reasons are the large thermal loads, structural weight considerations and,
with CAV’s, propulsion integration issues; last, but not least the low and crit-
ical stability contributions of tail units in combination with low aspect-ratio
wings.

6.6.1 Examples of Stabilization, Trim and Control Devices

Aerodynamic pitch trim of RV-W’s usually is made with the body flap, Fig.
6.44a) and b). Longitudinal control is achieved by means of so-called elevons.
These are multi-functional devices which act as elevators (symmetric deflec-
tion for pitch control) or ailerons (asymmetric deflection for roll control). On
the Orbiter and the HOPPER configuration, they are located at the wing’s
trailing edges and split into outboard and inboard surfaces, Fig. 6.44a) and
b). A special case is the X-38, Fig. 6.44c). Here, two surfaces at the lower end
of the vehicle act as split body flap and elevons.

Aerodynamic yaw (directional) stability and control of RV-W’s is achieved
with the help of single or dual vertical stabilizer surfaces and rudders, located
at the back of the upper side of the vehicle, Fig. 6.44. The Orbiter and the
HOPPER configuration have a single vertical stabilizer, the X-38 has a dual
vertical stabilizer in the form of wing-tip surfaces. Such wing-tip solutions are
also found on a number of older vehicle projects [23], and also on the European
HERMES vehicle.

Roll control is made, with the elevons in aileron function, in addition with
the rudder(s) at high angles of attack (avoidance of adverse yaw-roll coupling),
roll damping is mainly achieved with the wing. The rudder of the Orbiter is a
split control surface. Both panels deflected together in the same direction act
as rudder for yaw control, and deflected symmetrically to the left and the right
as speed brake (air brake) for drag modulation. The HOPPER configuration
has speed brakes at the sides of the aft fuselage.

As was noted and discussed in Sub-Section 2.1.2 and in Section 6.5, RV-W’s
need a reaction control system for different stabilization and control objectives
on parts of the re-entry trajectory. We show as example in Fig. 6.45 the con-
figuration of the Space Shuttle Orbiter’s RCS for pitch, yaw, and roll control.

Aerodynamic trim, stabilization and control of CAV’s and ARV’s is made
basically with the same surfaces as we have seen on RV-W’s. However, the trim
31 Such shapes provide large leading edge sweep for high speed (supersonic and

hypersonic) flight and lead to the necessary low-speed properties of the low-
aspect ratio wings. In the case of CAV’s, these wing planforms permit also the
control of the neutral-point shift with flight Mach number.
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Fig. 6.44. Trim, stabilization, and control surfaces of a) the Space Shuttle
Orbiter[53] (body flap shown in two positions), b) HOPPER, and c) X-38. Deflection
and hinge moments characteristics of the Orbiter surfaces are given in Table 6.18.

Fig. 6.45. The aft mounted reaction control system of the Space Shuttle Orbiter
[54].
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Fig. 6.46. Stabilization and trim/control surfaces of the lower stage of the TSTO
system SÄNGER [55]. The upper side of the vehicle is shown with the upper stage
HORUS.

surface (body flap) function usually is taken over by the elevon surfaces, with
a strong coupling with the thrust vector, Sub-Section 2.2.3. A dual vertical
stabilizer was foreseen, for instance, for the lower stage of SÄNGER, Fig. 6.46.

6.6.2 Geometrical Considerations

The overall geometrical peculiarities of hypersonic vehicles tell us, that the so
called flap volume, the product of flap surface (plan area) times the distance
(moment arm) from its center-of-pressure to the respective axis, which is ori-
ented at the center-of-gravity of the flight vehicle, as a rule is rather small.
This in general holds for all three axes and for stabilization surfaces, too. For
either vehicle class the center-of-gravity is located rather far back. Character-
istic numbers for RV-W’s are 57 to 70 per cent aft position, Table 3.3. HORUS,
the upper stage of the TSTO space transportation system SÄNGER, carries
both hydrogen and oxygen for its ascent after separation from the lower air-
breathing stage, and thus was projected to have a center-of-gravity location
of approximately 54 per cent aft position at launch and approximately 60 per
cent at re-entry [55].

The situation is different with airbreathing CAV’s. Here the center-of-grav-
ity position is more aft due to the location of the propulsion package. For the
SÄNGER lower stage alone but with fuel, for instance, we find approximately
70 per cent, and for the whole TSTO-system at upper stage separation (nom-
inal at M∞ = 6.7) approximately 73–74 per cent [55]. Moreover, for faster hy-
personic aircraft, this may change, Fig. 4.25, because the surface of the asym-
metric external nozzle (single expansion ramp) of airbreathing CAV-type vehi-
cles increases with increasing flight Mach number, [56]. Therefore with higher
design flight Mach number the propulsion package, and hence the center-of-
gravity will be located more forward.

The small moment arms, which we generally find on aerospace vehicles,
compared to those of ordinary aircraft, demand stabilization or control sur-
faces which generate large forces. This can be achieved with a large size and/or,
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Table 6.18. Deflection and hinge moments characteristics of the Space Shuttle Or-
biter’s aerodynamic trim and control surfaces, [57]. Upward moments like downward
deflection angles are counted positive, see also Fig. 6.47.

Device Deflection angle Deflection rate Hinge Moment

[◦] [◦/s] [mN]

Body flap +22.5 to −11.7 1 to 3 > −158, 172.0

Inboard elevon
as elevator +20 to −35 20 −103, 150.7 to +89, 932.1

as aileron +10 to −10 20 −103, 150.7 to +89, 932.1

Outboard elevon
as elevator +20 to −35 20 −49, 372.0 to +43, 610.0

as aileron +10 to −10 20 −49, 372.0 to +43, 610.0

Rudder +27.1 to −27.1 14 < + 90, 384.0

Speed brake 0 to +98.6 6 to 11 > +282, 450.0

regarding only control and trim surfaces, with large deflection angles32. Con-
cerning their size, stabilization and control surfaces must fit into the general
layout of the flight vehicle. To get sufficient flap effectiveness at large deflection
angles demands appropriate flap sizes and aspect ratios, too. Structural weight
is another concern, and finally weight, volume, performance (hinge moments,
flap deflection rates), and the energy demand of the actuators of the control
surfaces require special attention.

As example for the demands on the actuators of a RV-W, deflection and
hinge moment characteristics of the Space Shuttle Orbiter.33 are given in Table
6.18. Deflection rates are generally small. In contrast to them, those of modern,
unstable flying fighter aircraft are up to 80◦/s.

6.6.3 Flap Width versus Flap Length

Regarding the geometry of an aerodynamic control surface, it is a question
how to shape its planform best. In the following we study in particular the
relation between its width and length (chord). A simple consideration reveals
how moment arms, flap forces and moments are mutually connected. In Fig.
6.47 an idealized flight vehicle with a deflected control surface is shown. The
latter has the length lflap and the width (span) wflap, the flap surface (plan
area) is lflapwflap. The deflection angle is η.

32 In general flap effectiveness encompasses the need for trim drag as small as possi-
ble in order not to compromise the effective lift-to-drag ratio of the flight vehicle,
Chapter 2.

33 Some of the characteristics, for instance the deflection angles, are cited some-
what differently in [53].
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Fig. 6.47. Idealized hypersonic flight vehicle with deflected control surface, the gen-
erated flap force Fflap, the increment of the vehicle pitching moment ∆Mpitch, and
the hinge moment Mhinge. It is assumed that a constant pressure pw1 acts on the
lower side of the flight vehicle, whereas a constant pw2 = pflap acts on the lower side
only of the deflected (η) control surface which has the dimensions length lflap and
width (span) wflap. The lateral vehicle axis (y) is normal to the x–z plane.

We note that on a real vehicle xhinge is the distance to the center-of-gravity, not
to the vehicle nose, and that the center-of-pressure of the flap is not necessarily
located at 0.5 lflap.

We assume constant pressure pw1 on the lower side of the flight vehicle. The
pressure pw2 = pflap, acting only on the lower side of the flap, is also assumed
to be constant.34 The flap force Fflap is then

Fflap = lflapwflap pflap. (6.13)

It has the two components:

Fz = cos η Fflap, Fx = sin η Fflap. (6.14)

The flap force times its lever arm with respect to the vehicle’s y-axis is balanced
by the increment35 of the vehicle moment ∆Mpitch:

34 This is the ideal inviscid case. In reality the pressure on the flap will not be
constant, and, if separation occurs around the hinge line, also the pressure on
the lower side of the vehicle, just upstream of the hinge line, will not be constant,
Sub-Section 6.3.2.

35 It is customary to include, in the aerodynamic model of a flight vehicle, the
increment due to a deflected flap in the overall moment around the respective
axis. We deviate here from that custom in order to show more clearly the influ-
ence of the geometrical properties of a flap on the vehicle moment and the hinge
moment.
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∆Mpitch = −(xhinge + cos η
lflap

2
)Fz − sin η

lflap

2
Fx. (6.15)

If lflap/2 � xhinge and for small to moderate deflection angles η, this reduces,
with eq. (6.14) to

∆Mpitch = −xhinge lflap wflap pflap. (6.16)

The flap force times its lever arm with respect to the flap axis now must be
balanced by the hinge moment Mhinge

Mhinge = − lflap

2
Fflap = − l

2
flap

2
wflap pflap. (6.17)

We see from this simple consideration that ∆Mpitch ∼ xhinge lflap wflap,
whereas the hinge moment is Mhinge ∼ l2flapwflap. With regard to the de-
mands on the actuator, this means that the flap length lflap, because it ap-
pears quadratically, is more critical than the flap width wflap. For the vehicle
pitching moment the moment arm xhinge is the governing length.

We conclude that a large xhinge is beneficial for the vehicle pitching mo-
ment. Simultaneously, regarding the hinge moment, and hence the needed ac-
tuator performance, a large flap width wflap is to be preferred rather than a
large flap length lflap. However, in any case a trade-off is necessary,36 because
with increasing flap length in general smaller deflection angles are needed (see
above: influence of the onset flow boundary layer, asymptotic behavior of the
ramp pressure), with the benefit of smaller thermal loads. We note in this con-
text, that a large aspect ratio of the flap reduces flow three-dimensionality and
associated losses in effectiveness.

6.6.4 Volumes of Stabilization and Control Surfaces

The so-called volume of a stabilizer or control surface—plan area (size) times
moment arm (e.g. distance from mid chord of control surface to center-of-
gravity)—is a measure for its overall performance, i.e., the moment it gener-
ates. In order to get a feeling for the orders of magnitude of volumes of flight
vehicles in this regard, we consider in Table 6.19 selected geometrical data,37

and in Table 6.20 the plan areas, moment arms, and volumes of aerodynamic
trim, stabilization and control surfaces, of a RV-W (Space Shuttle Orbiter),
a CAV (SÄNGER lower stage), and a typical small/medium-range passenger

36 We point in this regard to the general flight mechanical layout of the vehicle.
Reducing the static stability margin, Chapter 7 would reduce the trim moment.
With the small lever arms of hypersonic vehicles, in contrast to classical aircraft,
this still means a rather large trim force and hence a considerable trim drag. A
reduced stability margin, on the other hand, makes a flight vehicle more suscep-
tible to atmospheric and other perturbations.

37 We choose in each case the volume Vref = Aref ·Lref as reference flap volume.
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Fig. 6.48. Trim, stabilization, and control surfaces of a typical passenger aircraft.

Table 6.19. Geometrical reference data of a RV-W (Space Shuttle Orbiter [54]),
a CAV (SÄNGER lower stage [55]) and a typical small/medium-range passenger
aircraft: plan area, length, half span, reference flap volume, and the chosen x-
reference position of the center-of-gravity. The center-of-gravity position given for
the SÄNGER lower stage is that of the TSTO-system just before upper stage launch.

Reference RV-W CAV Small/medium-

data vehicle vehicle range passenger aircraft

Area Aref [m2] 361.3 1,435.0 122.0
total plan area total plan area wing plan area

Length Lref [m] 32.77 82.5 38.0

Half span sref [m] 11.92 22.55 17.0

Reference flap volume
Vref = ArefLref [m3] 11,841.10 118,387.50 4,636.0

center-of-gravity refe-
rence position xcog/Lref 0.66 0.74 0.43

aircraft. For the latter we show a typical configuration in Fig. 6.48, which ex-
hibits nicely the large moment arms, hence volumes, which the different aero-
dynamic trim, stabilization and control surfaces have. The center-of-gravity
lies at x/L ≈ 0.43.

Regarding the Space Shuttle Orbiter, Figs. 3.2 and 3.40, we give the data
in relation to the plan area Aref = 361.3 m2 (usually the wing area alone,
249.91 m2, is used as the reference surface for force and moment coefficients),
the vehicle length up to the body flap, and the half span [54]. For the SÄNGER
lower stage, Fig. 3.2, we give the data in relation to the plan area, the vehicle
length, and the half span [55]. For the passenger aircraft we take the wing area
as reference area, the fuselage length as reference length, and also the wing
half span.

The selected data in Table 6.20 for the RV-W’s and CAV’s are partly es-
timated. Since we are here interested in the relations of the volumes only, we
do not look at the whole problem of flyability and controllability of the vehi-
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cles, also not at pitch, roll, and yaw damping. We also do not regard that, for
instance, in the case of the Space Shuttle Orbiter, Sub-Section 2.1.2, the RCS
is active in pitch for altitudes down to H ≈ 70 km, the rudder becomes ac-
tive only at flight Mach numbers M∞ < 5 and that the RCS in yaw is active
down to M∞ ≈ 1. Concerning the SÄNGER lower stage, we disregard the in-
fluence of the thrust vector on the longitudinal motion, Sub-Section 2.2.3. We
also note, that the configuration at the end of the German Hypersonic Tech-
nology Programme was still a preliminary one. The demands from the side of
flyability and controllability were not yet taken fully into account. The values
in Table 6.20 do not say all. They must be seen in view of the issues of stable
and controlled flight, e.g., (longitudinal) trim, longitudinal and lateral stabil-
ity, moments of inertia around the three axes, angular turn rates, and damping
properties. Therefore we contrast them only with the (estimated) data of the
typical small/medium-range passenger aircraft.

We observe in summary that the volume of the longitudinal trim and sta-
bilization device of the passenger aircraft is roughly one order of magnitude
larger than that of RV-W’s and CAV’s. The other volumes concerning the lon-
gitudinal motion are also significantly larger for the passenger aircraft, mostly
simply due to the more forward location of the center-of-gravity. The volumes
for roll control are of similar size. All volumes of a CAV are significantly smaller
than that of the other ones. This probably is due to the preliminary state of
design and because the influence of the propulsion system was not yet taken
into account.

Table 6.20 underlines for RV-W’s and CAV’s, in contrast to large transonic
passenger aircraft, the need of high effectiveness of all aerodynamic trim, stabi-
lization and control surfaces which must be ensured despite the harsh aerother-
modynamic environment at hypersonic flight. In general, the volume of a sta-
bilization, trim or control surface cannot be enlarged in a simple manner. Two
basic possibilities are given: one is to enlarge the plan area, the other to en-
large the moment arm. If the moment arm is fixed, an increase of the plan area
would be a way to get a desired performance. This must be considered in con-
nection with the overall layout of the vehicle. If the plan area of a given stabi-
lization or control surface cannot be enlarged, utilization of two surfaces is a
possibility. For instance, for vertical stabilizers, and hence also rudders, dual
arrangements, Sub-Section 6.6.1, are a typical means to increase their volume
in view of moment-arm restrictions. Such means can also be wing-tip fins. For
RV-W’s, like at the HERMES and the X-38 configurations, wing-tip fins have
the other benefit that they are not completely shadowed by the fuselage at the
large angles of attack during re-entry flight.

However, such arrangements pose other problems. Dual vertical stabilizers
may be prone to structural fatigue problems due to impingement of lee-side
vortices of the delta wing. The anyway highly thermally loaded wing-tip fins
and rudders [58], must avoid during re-entry the impingement of the bow shock
and hence must be wrapped inside the bow shock surface [59]. Otherwise the
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Table 6.20. Aerodynamic trim, stabilization and control surfaces of a RV-W-type
vehicle (Space Shuttle Orbiter), a CAV-type vehicle (TSTO-system SÄNGER lower
stage), and a typical small/medium-range passenger aircraft, and selected relative
estimated plan areas, moment arms, and volumes of trim, stabilization and control
surfaces. For the reference values, see Table 6.19.

Relative RV-W-type CAV-type Typical small/medium-

data vehicle vehicle range passenger aircraft

Longitudinal trim
and stabilization devices: body flap elevators horizontal tail plane

Plane area A/Aref 0.035 0.048 0.25

x-moment arm L/Lref 0.38 0.17 0.5

Volume V/Vref 0.013 0.0082 0.125

Pitch control devices: elevators elevators elevators

Area A/Aref 0.098 0.048 0.074

x-moment arm L/Lref 0.27 0.17 0.52

Volume V/Vref 0.026 0.0082 0.038

Lateral stabilization single vertical dual vertical single vertical
devices: tail surface tail surfaces tail surface

Area A/Aref 0.11 0.12 0.18

x-moment arm L/Lref 0.32 0.20 0.48

Volume V/Vref 0.035 0.024 0.086

Lateral control devices: rudder dual rudders rudder

Area A/Aref 0.021 0.021 0.055

x-moment arm L/Lref 0.41 0.25 0.51

Volume V/Vref 0.0086 0.0053 0.028

Roll control devices: ailerons ailerons ailerons

Area A/Aref 0.037 0.022 0.035

y-moment arm L/sref 0.83 0.76 0.86

Volume V/Vref 0.031 0.017 0.03

interaction would reduce effectiveness, and the thermal loads would increase
structural weight due to insulation needs.

To extend moment arms in general is not a valid option.38 A proposal in this
regard was the configuration of the British SSTO space transportation vehicle
HOTOL (Horizontal Take-Off and Landing) project from 1986. The 63 m long

38 In contrast to aerodynamic trim and control surfaces, a RCS has fewer restric-
tions regarding the placement of the individual thrusters.
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Fig. 6.49. Configuration of the British SSTO project HOTOL from 1986 with un-
conventional aerodynamic stabilization and control devices at the forward portion
of the airframe [60].

ARV-type vehicle was to have a fuselage diameter of 7 m and a delta wing with
a span of 28 m. Because the center-of-gravity of the airbreathing propulsion
system—with oxygen collection for the rocket cycle aboveM∞ ≈ 7 at H � 30
km altitude—was located very far back, Fig. 6.49, an unconventional solution
was considered for the placement of the aerodynamic stabilization and control
devices [60].

At the aft body a conventional body flap was foreseen and further at the
wing-tips “active” fins for pitch, roll, and yaw control as well as hinged cones for
pitch and roll control. At the forebody of the vehicle a canard for pitch control,
a dorsal fin for yaw stabilization, and an aerospike was proposed, in addition
to RCS thrusters. Of course the arrangement near the vehicle nose yields the
desired large moment arms. However, the classical weathercock stability for
both the longitudinal and the lateral motion is given up. Instead the vehicle
is to fly unstable because of the very aft location of the center-of-gravity. This
is fundamentally different to the only longitudinal statically unstable hyper-
sonic re-entry flight of the Space Shuttle Orbiter, Sub-Section 3.4.2, because
HOTOL is an ascent and return vehicle (ARV) which must cover the whole
flight Mach number span from take-off to orbit and back. Unstable flight in
principle is possible, as in modern fighter aircraft, but the connected problems
of flight control of such a large airbreathing vehicle make the proposal ques-
tionable at the moment.

From the side of aerothermodynamics it must be noted that many of the
issues of forward located stabilization and control surfaces are not well under-
stood [23]. On the one hand, the surfaces are located in regions with small
boundary layer thickness (favorable property of the onset flow), which in prin-
ciple enhances their effectiveness. On the other hand, the interaction of the flow
past these surfaces with the flow field behind them over the vehicle may trip
premature laminar–turbulent transition, and induce shock interaction phe-
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nomena. Both will cause adverse thermal load increments. A solution as pro-
posed for HOTOL eventually will lead to design and development problems
and risks, which should be avoided by all means if possible.

6.7 Concluding Remarks

Effectiveness of trim, stabilization and control devices depends on a number
of factors. A major one is their location on the flight vehicle. For aerodynamic
control surfaces the optimal onset flow geometry is obvious: two-dimensional
onset flow orthogonal to the hinge line. Flight parameters, the vehicle shape
and flight attitude govern the resulting entropy layer, the thickness of the onset
flow boundary layer, and the inviscid onset flow Mach number.

Experience and the available data base regarding hypersonic flight-vehicle
shapes are still small. Detailed ground facility test and computational data,
correlated with flight data, are only available for the Space Shuttle Orbiter. It
can be dangerous to generalize flight and also ground simulation results found
with only one vehicle shape. In any case, different flight vehicle types put dif-
ferent demands on devices, and the involved aerothermodynamic phenomena
can be vastly different. In the following sub-sections we summarize important
results of this chapter, with a short discussion of ground-simulation issues.

6.7.1 Summary of Results

Important results of the above discussions are listed with selected references,
a general review is not intended.

– Effectiveness of aerodynamic trim and control surfaces is governed to a large
degree by the onset flow properties, Section 6.2. Important is the optimal
onset flow geometry.

– Viscous and high temperature real gas effects have their influence primarily
via the onset flow. The vehicle’s windward side surface temperature, gov-
erned by radiation cooling, has a strong influence on the boundary layer
thickness and its separation behavior, Sub-Section 6.2.3.

– The governing similarity parameters are not those of the free-stream but
those locally at the edge of the boundary layer. This is important especially
for RV-W’s where, despite large flight Mach numbers at large angles of at-
tack, the onset flow Mach numbers are small, and Reynolds numbers are
relatively high, Sub-Section 6.2.1.

– For RV-W’s, boattailing seems to be beneficial for the body flap effectiveness
because it increases the onset flow Mach number, Sub-Section 6.3.2. No sys-
tematic studies of this effect are known. On the other hand, boattailing in-
troduces a sensitivity to high temperature real gas effects, Sub-Section 3.6.4.

– Space Shuttle Orbiter data indicate that real-gas effects, via the onset flow
properties, are the major factor regarding flap effectiveness, Sub-Sec-
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tion 6.3.2. This may hold in general for RV-W’s and RV-NW’s, but not for
CAV’s and ARV’s.

– The increase of the flap deflection angle η in supersonic flow in general in-
creases both the vehicle moment and the hinge moment, and also the mo-
ment gradient Cm,η = dCm/d η, Sub-Section 6.3.2.

– The asymptotic pressure plateau on the flap surface is that of the inviscid
pressure jump depending on deflection (ramp) angle, onset flow Mach num-
ber, and real-gas effects, Sub-Section 6.3.1. This holds at flight altitudes,
where the local Reynolds number is not too small and hypersonic viscous
interaction is negligible. Space Shuttle Orbiter data suggest that this may
hold already at the large speeds and altitudes of the initial re-entry trajec-
tory, even if there, due to the small dynamic pressure, flap effectiveness is
very small, and the RCS therefore is active.

– The flap (chord) length should be large enough to make use of the asymptotic
pressure plateau, Sub-Section 6.3.1. In general this is no problem, because
even at large deflection angles the extent of the separation zone is small.
Space Shuttle Orbiter experience shows that in a ground-simulation facility
this may be predicted wrongly [31].

– Separation ahead of the hinge line, case c) in Fig. 6.9, and the resulting
separation shock, are not necessarily leading to a dramatic decrease of the
flap effectiveness, Sub-Section 6.3.2. On the other hand, these effects, which
appear—depending on the onset flow Mach number—at large deflection an-
gles, do not enhance flap effectiveness, if the flap length is large enough, such
that the asymptotic pressure plateau governs the flap force. The hinge mo-
ment in any case may be more strongly influenced than the vehicle pitching
moment.

– The hinge moment depends stronger on the flap length than on its width,
Section 6.6. It rises quadratically with rising flap length. A large aspect ratio
of the control surface reduces losses due to three-dimensional flow effects.

– A small flap length makes larger deflection angles necessary, with the dan-
ger that case c) in Fig. 6.9 occurs. In any case, not only the flap effectiveness
must be considered, but in conjunction with it also the hinge moment with
the resulting actuator performance, weight, volume, and energy demand,
Section 6.6.

– Any flap deflection leads to an increase of the thermal loads on the flap, with
a considerable enhancement of them around the flap’s hinge line, if case c)
in Fig. 6.9 is present. Regarding the thermal state of the surface (surface
temperature in the presence of radiation cooling and heat flux in the gas at
the wall) an asymptotic behavior is observed too, if the flap length is large
enough, Sub-Section 6.3.3.

– Non-convex surface radiation effects due to flap deflection seem to play a
role more for the onset flow via the surface temperature, [12]. Transverse
heat transfer through the flap structure can reduce overall thermal loads,
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but if a cavity situation like on the X-38 is given, thermal loads there will
increase, Sub-Section 6.3.3.

– The wall shear stress away from the hinge line shows an asymptotic behavior,
too, Sub-Section 6.3.4. Its magnitude is important in view of possible surface
material erosion effects.

– Experimental and numerical investigations so far concentrate always only
on the phenomena present around the flap’s hinge line. Because the asymp-
totic behavior of mechanical and thermal loads on the flap is important for
vehicle layout, data are needed to check and validate numerical prediction
methods. This concerns especially the prediction of thermal loads in pres-
ence of turbulent flow.

– The gap at the hinge line is of concern, because gap flow may influence flap
effectiveness. Large gap flow at large deflection angles can reduce or even
delete separation around the hinge line, however, with an increase of ther-
mal loads in the gap, Section 6.4. Gaps between neighboring control surfaces
decrease effectiveness and locally rise thermal loads.

– On real configurations several 3-D effects can be present. Besides the already
mentioned effect of finite flap aspect ratio we can have a sub-optimal onset
flow situation, side-wall effects, and interactions with, for instance, the ve-
hicle’s bow shock in off-design flight conditions. In all such cases the basic
aerothermodynamic phenomena sketched so far will be present, however,
modulated accordingly. In general control surface effectiveness is reduced,
especially thermal loads can be increased.

– Active control of adverse effects on a flight configuration in general is hardly
possible. Layout and optimization of the aerodynamic shape, and the struc-
ture and materials concept of the vehicle, as well as the flight trajectory,
must take care of such effects. Control means like surface bleed flow applied
for inlet ramp flow, Section 4.5.5, are in general not an option for aerody-
namic control surfaces.

– Interaction of the jet of a reaction control system with the surface flow, Sec-
tion 6.5, poses special problems. These are the amplification or de-
amplification of the jet effectiveness, the amplification of thermal loads
(hot-spots), even at some distance from the jet, and induction of stray forces
due to jet impingement. Again it is a matter of overall vehicle layout to fash-
ion and optimize RCS effectiveness and to cope with adverse effects.

6.7.2 Simulation Issues

For general issues of ground facility and computational simulation see, e.g.,
Sub-Section 9.3.1 [10]. Regarding trim and control devices of hypersonic ve-
hicles the major problem is the characterization of the onset flow properties.
With the given shape of the vehicle in a design cycle the accurate and reliable
estimation of the effectiveness of a device to a large degree depends on the cor-
rect quantification of these properties. This also holds for the quantification of
secondary effects, like trim drag, thermal loads increments, etc.
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Simulating RV-W’s and RV-NW’s flight involves the particular problem
of high temperature real gas effects. These are vehicle shape dependent, but
might be of secondary importance for overall lift and drag (longitudinal mo-
tion), if Oswatitsch’s independence principle holds, except for the pitching mo-
ment, and the lateral motion. Reynolds number, thermal state of the surface
(thermal surface effects, [61]) as well as (real-life) surface properties affect the
viscous part of the onset flow of a device. The state of the boundary layer is
also important.

For CAV’s and ARV’s (ascent mode) where viscous effects can dominate,
Reynolds number, surface temperature, and surface properties play major
roles in view of the fact, that the flow predominantly is turbulent, with the lo-
cation of the transition zone additionally being of large importance. Real-gas
effects in general may play a smaller role.

Ground facility simulation now has the problem of simultaneously keeping
the relevant scaling laws right, with adequate model sizes and surface prop-
erties, as well as with adequate instrumentation. Computational simulation
suffers more from deficits of transition and turbulence modelling than from
deficits of transport property and high-temperature real-gas models.

When looking at the basic effects and properties of control-device flow, ob-
viously much has been studied, especially regarding the involved strong inter-
action phenomena. However, building-block experiments in the sense of those
discussed in [62] are rare. They should show the asymptotic behavior of the
flow parameters on, for instance, a control surface, and at the same time take
into account the different domains of similarity parameters, which we have
at re-entry vehicles in contrast to airbreathing cruise and acceleration vehi-
cles. Suitable and reliable validation data, including especially minutely recon-
structed skin-friction line and velocity field topologies, are needed to improve
flow physics and thermodynamic models for computational methods and their
validation.

These are the general problems. We have seen, when going into details of
design problems as well as building-block experiments, that multidisciplinary
simulation issues of large importance arise, too. The radiation-adiabatic tem-
perature is a good approximation of the actual temperature during flight on
regular radiation cooled surfaces. In hinge and side gaps of control surfaces,
gaps between TPS tiles, between nose caps and tiles, between TPS panels, also
at sharp leading edges, this is no more the case, even if non-convex effects are
regarded. The reason is that in the wall material temperature gradients normal
to the surface, as well as tangentially, occur which can no more be neglected.
This concerns generally heat transport by conduction and/or radiation in the
structure and the material.

If, for the sake of lightweight design and reduction of design margins, a very
accurate prediction of thermal and mechanical loads, besides that of function-
ality, becomes necessary, this can only be done with the help of multidisci-
plinary computational simulation. Flow phenomena, and structure and ma-
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terial phenomena must be treated in a coupled manner, Sub-Section 8.4.3, in
order to describe thermo-mechanical fluid-structure interactions.

Building-block experiments have to overcome a host of challenges. Hot ex-
perimental techniques [61], hot model-surface problems (in [63] for instance,
thermal wave phenomena on C/C-SiC surfaces in hot air flow are reported),
sensor falsification (to be overcome with non-intrusive opto-electronic mea-
surement methods), etc., must be mastered. Today this is possible in labora-
tory experiments, but the modelling and verification of multidisciplinary sim-
ulation and optimization methods makes much more efforts necessary. Finally
in-flight testing with dedicated experimental vehicles is required in order to
calibrate and verify physical models and data.

6.8 Problems

Problem 6.1. Compute with the relations given in Sub-Section 6.3.1 the in-
cipient separation angle ηis ≡ θis for the laminar flat-plate/rampflow case from
Table 6.8. Use the viscosity relation eq. (10.61).

Problem 6.2. Compute with the relations given in Sub-Section 6.3.1 the in-
cipient separation angle ηis ≡ ϕis for the turbulent flat-plate/ramp flow case
from Table 6.7.

Problem 6.3. Derive eq. (6.10) from eq. (6.9).

Problem 6.4. Check up to what angles η the proportionality

p2 − p1

p1
∼ η2

gives reasonable results in a) Fig. 6.13 and b) Fig. 6.17. Choose the cases γ1 =
γeff = 1.4 and take η = 5◦ in each figure as reference point.

Problem 6.5. In Fig. 6.27 we find at the base above the body flap a minimum
surface pressure log(p/p0) ≈ −1.8, with p0 ≡ p∞. How large is the appendant
pressure coefficient cp? How large is the vacuum pressure coefficient cpvac which
was defined in Sub-Section 3.2.3? Is the base pressure close to vacuum?
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7

Forces, Moments, Center-of-Pressure, Trim, and
Stability in General Formulation

In this chapter, we provide the general formulations of forces, moments, the
center-of-pressure, trim, and static stability for the three vehicle classes con-
sidered in this book. We believe that this is necessary because usually in the lit-
erature these entities are given only for slender aircraft configurations at small
angle of attack. We begin with the moment equation and give then the general
formulation of the center-of-pressure. Special considerations follow of the static
stability of bluff configurations, i.e., RV-NW’s, and of slender configurations,
i.e., CAV’s and ARV’s. The chapter closes with some further contemplations of
static stability and with the provision of coordinate transformations of forces.

7.1 Moment Equation

The coordinate systems used in aerodynamics and in flight mechanics as well
as the directions in which the aerodynamic forces are counted positive, differ in
the literature, but also from country to country and sometimes from aerospace
company to aerospace company. Therefore the aerodynamicist and/or the aero-
space engineer has to check in each case precisely on which coordinate system
and how the forces and moments are defined; see, e.g., [1]–[5]. This also holds
for symbols, units and nomenclature; see also Sub-Section 2.1.3.

We present in Fig. 7.1 coordinate systems which are widely used for winged
aerospace vehicles. In order not to clutter this figure, we have drawn a second
one, Fig. 7.2, with the definitions of the forces and moments in the various co-
ordinate systems. Finally, Fig. 7.3 shows the coordinate systems and the def-
initions of force and moment coefficients actually applied in this book, with
some exceptions, for aerodynamics and flight mechanics of the three vehicle
classes.

We refer in the following derivations to Fig. 7.3. This is the most general
case since it includes the z-offset of the center-of-gravity which plays a major
role in RV-NW’s. This holds also for RV-W’s but not necessarily for CAV’s and
ARV’s. All the formulas derived below, including the signs, are valid also for
the definitions given in Figs. 7.1 and 7.2.

The equation for the torque vector reads in terms of the body-oriented axis
system:

M cp = M j +∆r × F aero = 0, (7.1)



358 7 Forces, Moments, Center-of-pressure, Trim, and Stability

x
e

x
f

x
a

y
a

y
f e
=y

z
a e
=z

z
f

�

�

�

�

Fig. 7.1. Coordinate systems generally used for winged aerospace vehicles. Body
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with

∆r = r j − r cp , M j = q∞ArefLref

⎧⎨
⎩
Cl

Cm

Cn

⎫⎬
⎭

j

, F aero = q∞Aref

⎧⎨
⎩
CX

CY

CZ

⎫⎬
⎭ ,

and (CX , CY , CZ)1 the coefficients of the axial, lateral and normal aerody-
namic force components, (Cl, Cm, Cn) the coefficients of the roll, pitch and
yaw moment, Figs. 7.2 and 7.3, q∞ = 0.5 ρ∞v2∞ the dynamic pressure, Aref

the reference area, Lref the reference length, and r the local position vector.
The subscript cp denotes the center-of-pressure, cog the center-of-gravity and
j an arbitrary reference point. We obtain from eq. (7.1) after rearrangement

Lref

⎧⎨
⎩
Cl

Cm

Cn

⎫⎬
⎭

j

+

⎧⎨
⎩

CZ (yj − ycp) −CY (zj − zcp)
−CZ (xj − xcp) +CX (zj − zcp)
CY (xj − xcp) −CX (yj − ycp)

⎫⎬
⎭ = 0. (7.2)

When we choose for the reference point j the center of gravity cog, eq. (7.2)
describes the trim situation whereby all moments about the cog are zero:

Cl|cog = Cm|cog = Cn|cog = 0.

From eq. (7.2) we obtain

1 For the sake of completeness we mention, that the axial and normal force coef-
ficients CX and CZ are often denoted by CA and CN .
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zcog − zcp =
CZ

CY
(ycog − ycp) ,

zcog − zcp =
CZ

CX
(xcog − xcp) , (7.3)

xcog − xcp =
CX

CY
(ycog − ycp) .

The flight vehicle can be trimmed if these center-of-gravity positions are ful-
filled. The general solution of eq. (7.3) is indicated by ∆r ‖ F aero, a specific
one by ∆r = 0 and a trivial one by F aero = 0 . These correlations are ex-
plained in more detail below.

7.2 General Formulation of the Center-of-Pressure

The coordinates of the center-of-pressure cp are determined in the following
way. The reference point j is positioned in the origin of the coordinate system
O, which means rj = 0, Fig. 7.3. Then in eq. (7.2) the three moments are
separated each into two parts based on the contributing coordinates2

Lref

⎧⎨
⎩

Cl|yo + Cl|zo
Cm|xo + Cm|zo
Cn|xo + Cn|yo

⎫⎬
⎭ =

⎧⎨
⎩

+CZycp −CY zcp

−CZxcp +CXzcp

+CY xcp −CXycp

⎫⎬
⎭ . (7.4)

By equating coefficients, the coordinates of the center-of-pressure are now

xcp = −Lref
Cm|xo
CZ

= +Lref
Cn|xo
CY

, (7.5)

ycp = +Lref
Cl|yo
CZ

= −Lref
Cn|yo
CX

, (7.6)

zcp = +Lref
Cm|zo
CX

= −Lref
Cl|zo
CY

. (7.7)

Each of the two components of the moments around the origin of the coordi-
nate system, Figs. 7.3 and 7.4, are found by integration of the components of
the respective unit-surface forces fi,aero (i = x, y, z) acting on the surface ele-
ment dS times the respective lever arm, measured from the originO.∆Faero is
composed of the surface pressure force∆Fpw and the skin-friction force∆Fτw

and further we have fi,aero ∆S = ∆Fi,aero, Fig. 7.4:

Cl|yo =
1

q∞ArefLref

∫ ∫
S

fz,aero y dS,

Cl|zo = − 1
q∞ArefLref

∫ ∫
S

fy,aero z dS, (7.8)

2 Note that the subscript O indicates that the moment is related to the origin of
the coordinate system.
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Cm|xo = − 1
q∞ArefLref

∫ ∫
S

fz,aero xdS,

Cm|zo =
1

q∞ArefLref

∫ ∫
S

fx,aero z dS, (7.9)

Cn|xo =
1

q∞ArefLref

∫ ∫
S

fy,aero xdS,

Cn|yo = − 1
q∞ArefLref

∫ ∫
S

fx,aero y dS. (7.10)

For the interpretation of the center-of-pressure cp we consider the flow in the
symmetry plane of an axisymmetric body, where ycp = 0, Fig. 7.4.

The center-of-pressure lies on the action line of the resultant aerodynamic
force. The two partsCm|xo andCm|zo of the pitching momentM are equal to the
moment of the normal force Z times the x-location of the center-of-pressure,
xcp, and that of the axial forceX times the z-location of the center-of-pressure,
zcp. The components of the aerodynamic force (X,Y, Z) are obtained by inte-
gration of pressure and shear stress along the entire surface of the considered
configuration. The center-of-pressure thus is defined such that it is the location
where the moments of the axial and the normal force are equal to the moments
due to the integrated differential moments in x and z direction.

We consider now an example. For a wedge-like (2-D) body with no lat-
eral forces (β = 0◦, CY = 0), eq. (7.3) yields ycog = ycp , and the center-of-
gravity is restricted to the plane of symmetry (ycog = 0). So, only the second
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Fig. 7.5. Wedge-like shape with the center-of-gravity cog away from the center-of-
pressure cp.

equation of eq. (7.3) remains. This means that for a given aerodynamic state
(CX , CZ , xcp, zcp are known) the vehicle can be trimmed by all the center-of-
gravity positions satisfying

zcog = zcp +
CZ

CX
(xcog − xcp) . (7.11)

We show this by considering the problem sketched in Fig. 7.5 (see also Problem
5.1). Since in the Newtonian limit for α > Θ the surface force is only given by
the wall pressure pw of the windward side, we have X/Z = tanΘ (mind that
in this example zcp < 0). With eqs. (7.5), (7.7), (7.9) we can calculate the fixed
position of the center-of-pressure to3

zcp = −1
2
l sinΘ,

xcp =
1
2
l cosΘ. (7.12)

The vector of the resultant aerodynamic force F aero can be thought to have
its origin at the fixed center-of-pressure position and is perpendicular to the
wedge contour for α > Θ. Significant values for zcog must meet the condition
zcog � zcp and with eq. (7.11) it yields xcog � xcp. Note: Trim with zcog = 0
is only possible in this simple example for α > Θ. Generally for axisymmetric
shapes trim with zcog = 0 cannot be achieved, see Sub-Section 5.3.3.

3 In the example Fig. 7.5 the following holds: S ⇒ l, fi,aero = const., x(l) =
l cosΘ, z(l) = − l sinΘ.
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7.3 Static Stability Considerations for Bluff
Configurations

It may be mentioned here that for classical RV-NW’s like the Apollo and the
Viking, |CZ/CX | � 1 (see Figs. 5.10, 5.11, 5.12), and that therefore the in-
fluence of xcog on the trim condition is low just in opposite to the influence of
zcog. Figure 7.6 highlights the situation.
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Fig. 7.6. Center-of-pressure cp and center-of-gravity cog definitions for bluff bodies
on the basis of Fig. 7.4.

Let us consider now the static stability for the longitudinal movement. The
second component of eq. (7.2) with j ≡ cog reads:

LrefCm − CZ(xcog − xcp) + CX(zcog − zcp) = 0, (7.13)

and we then find

Lref
∂Cm

∂α
= −CZ

∂xcp

∂α
+ CX

∂zcp

∂α
+
∂CZ

∂α
(xcog − xcp) − ∂CX

∂α
(zog − zcp) .

(7.14)
The vehicle flies stably if ∂Cm/∂α < 0, Fig. 7.9. The right-hand side of eq.
(7.14) combined with eq. (7.11) can then be written as

CZ
∂xcp

∂α
− CX

∂zcp

∂α
+
xcog − xcp

CX

(
CZ

∂CX

∂α
− CX

∂CZ

∂α

)
> 0. (7.15)

For the particular case that the center-of-pressure and the center-of-gravity are
identical (r cp = r cog), we obtain for the stable state
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Fig. 7.7. Center-of-pressure cp and center-of-gravity cog definitions for slender
flight vehicles.

∂xcp

∂α
>
CX

CZ

∂zcp

∂α
. (7.16)

The vehicle system is unconditionally stable if ∂zcp/∂α< 0 and ∂xcp/∂α> 0
(for CX/CZ > 0 and α positive). This means,that an increase of α must
shift the line of action of the resultant aerodynamic force behind the center-
of-gravity, hence causing an incremental restoring (nose-down) moment. A de-
crease of α must shift the line of action ahead of the center-of-gravity, hence
causing an incremental restoring (nose-up) moment.

7.4 Static Stability Considerations for Slender
Configurations

An important quantity for the assessment of longitudinal static stability for
slender vehicles of CAV’s is the neutral point.

The general definition of the neutral point reads [3]:

The location of the neutral point xN is the location of the
center-of-gravityxcog for which dCm/dα = 0.

Since slender vehicles fly usually with small angles of attack, we assume that
CZ ≈ CL. Fig. 7.7 illustrates the relations of the center-of-gravity and the
center-of-pressure for this kind of vehicles. A definition of the neutral point
concept assumes that the pitching moment is the sum of the moment at zero
lift and the moment of the lift force L times the distance between the neutral
point xN and the center-of-gravity xcog
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Cm = Cm|CL=0 − xN − xcog

Lref
CL. (7.17)

We compare now the components of eqs. (7.13) and (7.17) for slender CAV’s:

Lref Cm = CX(zcp − zcog) − CZ(xcp − xcog),
Lref Cm = LrefCm|CL=0 − CL(xN − xcog), (7.18)

and obtain with zcp = 0, what we have extracted from Fig. 7.7

Lref Cm|CL=0 = − CXzcog for xN = xcp .

Another definition of the neutral point concept expresses the observation, that
the pitching moment coefficient can be split in a part at zero lift Cm|CL=0 and
a part described by the pitching moment slope with respect to lift times the
lift coefficient, [4]

Cm = Cm|CL=0 +
dCm

dCL
CL. (7.19)

By equating coefficients in eqs. (7.17) and (7.19) we directly find:

dCm

dCL
= −xN − xcog

Lref
. (7.20)

From eq. (7.20), it follows then the general definition of the neutral point (see
above). The vehicle is trimmed, if Cm = 0, and flies longitudinally stable, if
dCm/dα < 0, respectively dCm/dCL < 0:

dCm

dCL
= − 1

Lref
(xN − xcog) < 0 =⇒ xN > xcog. (7.21)

In other words, the neutral point of the untrimmed vehicle has to be located
downstream of the center-of-gravity. The sketch in Fig. 7.8 serves for clarifica-
tion. The magnitude of xN − xcog is called the static margin.

If the neutral point lies ahead of the center-of-gravity, xN < xcog, the static
margin is negative, and the vehicle is unstable, regardless of whether it is
trimmed or untrimmed.

7.5 Further Contemplations of Static Stability

The condition ∂Cm/∂α < 0 at αtrim is not sufficient to fly the vehicle stably.
It must further be demanded that this condition holds for a sufficiently large
angle of attack interval around the trim point T : ∆α−

trim � αtrim � ∆α+
trim,

Fig. 7.9, and that Cm becomes zero at reasonable values of αtrim. The size
of the interval is not defined exactly, it is governed at least by the dynamic
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Fig. 7.9. Schematic of stability demands. The condition ∂Cm/∂α < 0 must hold
not only in the trim point Cm(αtrim) = 0, but also in a sufficiently large interval
around αtrim: �α−

trim � αtrim � �α+
trim.
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stability properties of the flight vehicle.4 The magnitude of |∆r|, eq. (7.1), is
a measure for the static margin (see also Chapters 3 and 6). It is given for the
in y-direction symmetric case in eq. (7.14) by the third and the fourth term on
the right-hand side: (xcog−xcp) and (zcog−zcp). It means that for the reference
angle of attack condition the center-of-gravity must lie “ahead” of the center-
of-pressure, such that the line of action of the resultant aerodynamics is to be
moved forward to meet the trim condition αt.

7.6 Coordinate Transformations of Force Coefficients

In closing the considerations, we give the transformation of the force coeffi-
cients defined in the body-fixed coordinate system, with CX the axial, CZ the
normal,CY the lateral force coefficient, into the coefficients of the aerodynamic
(air-path) system, with CD the drag, CL the lift, Cya the side force:

CX = CD cosα cosβ − Cya cosα sinβ − CL sinα,
CZ = CD sinα cosβ − Cya sinα sinβ + CL cosα, (7.22)
CY = CD sinβ + Cya cosβ.

Eq. (7.22) is valid for the coordinate directions defined in Fig. 7.3. For the co-
ordinate directions defined in Fig. 7.1 one has to replace in eq. (7.22) CD by
−CD and CL by −CL, respectively. The angle β is the sideslip or yaw angle,
(Figs. 7.1 and 7.3). For a vehicle with a symmetry in the x–z plane, we obtain
for β = 0 from eq. (7.22)

CX = CD cosα− CL sinα,
CZ = CD sinα+ CL cosα. (7.23)

The inverse of this relation reads:

CD = CX cosα+ CZ sinα,
CL = CZ cosα− CX sinα. (7.24)

Those who have worked with lifting capsules have used the convention that
the direction of lift L is negative for positive angles of attack in opposite to
other winged and non-winged vehicles (e.g., bicones). The reason for that is,
as already mentioned earlier, that bluff bodies have a large axial-force coeffi-
cient CX and a small normal-force coefficient CZ , which is different for slender
vehicles. Hence the lift coefficient CL, eq. (7.24), changes sign when CX sinα
becomes larger than CZ cosα. We show this with an example.
4 A RV-NW enters the reentry trajectory with an angle of attack α and a flight

path angle γ. This attitude is brought about with the help of rocket thrusters.
During the descent, at lower altitudes, the vehicle usually will begin to oscillate
around the pitch axis. Even if the vehicle is dynamically stable, the angle of
attack interval �α+

trim � αtrim � �α−
trim must be larger than the possible α-

amplitudes.
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Fig. 7.10. Double wedge with no lift for an angle of attack α = 45◦ and a wedge
angle Θ = 45◦ in the Newtonian limit.

� = 54.736°

� = 45°
� = 42°

� = 52°

Fig. 7.11. Lift behavior of the double wedge, Fig. 7.5, as function of the angle of
attack α and wedge angle Θ.

A double wedge with a wedge angle of Θ = 45◦ has in the Newtonian limit
(hypersonic limit) no lift for an angle of attack α = 45◦, Fig. 7.10, Problem
5.1. At this angle of attack5 the lift is positive for Θ < 45◦ and negative for
Θ > 45◦. For lower angles of attack the transmission from positive to negative
lift takes place at higher wedge anglesΘ. We demonstrate that with the double
wedge of Fig. 7.5.

5 For cones this is only approximately true, since the leeward side is placed in the
Newtonian shadow for α = Θ = 45◦ and the windward side produces a small
lift contribution.
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In Fig. 7.11, the evolutions of lift as function of α for the wedge angles Θ =
42◦, 45◦, 52◦, 54.736◦ are plotted. For positive angles of attack α the lift is
completely positive forΘ = 42◦ and reaches, as noted before, the zero point for
Θ = 45◦ at α = 45◦. Increasing the wedge angle to Θ = 52◦ leads to negative
lift for α � 31◦. The limiting value for the wedge angle, where negative lift for
all α > 0◦ exists, is given by Θ = 54.736◦. A good example is the Viking type
shape, despite the fact that it is axisymmetric, with a forebody consisting of a
blunted cone with Θ = θ1 > 70◦, Fig. 5.6, which produces negative lift for all
reasonable angles of attack α > 0◦.

7.7 Problems

Problem 7.1. From Fig. 5.12 for the SOYUZ capsule, we find for M∞ = 0.95
and α = −20◦ with the reference point coordinates xref = 0.370 D1, zref =
0.039 D1 approximately the force coefficients:

CZ = − 0.01,
CX = 1.21,
Cm = − 0.07.

1. Calculate the lift and drag coefficients CL and CD.
2. Shift the moment reference point to xref = 0.40D1 and zref = 0.045D1

and compute the corresponding pitching moment coefficient Cm.
3. What are the effects of shifts of xref and zref on the pitching moment co-

efficient?
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8

Multidisciplinary Design Aspects

The design and development approaches of aerospace vehicles of either kind
are basically the same as those of conventional aircraft. Their background is
given by Cayley’s design paradigm. Sir George Cayley (1773–1857) was an
early British aviation pioneer who conceived the essentials of the aircraft as
we know it today [1]. Paraphrasing Cayley’s design paradigm [2, 3]:

– Assign functions plainly to corresponding subsystems, e.g.
◦ wing ⇒ provision of lift,
◦ propulsion system ⇒ overcoming of drag,
◦ horizontal stabilizer and elevator ⇒ longitudinal trim, stabilization and

control,
◦ vertical stabilizer and rudder⇒ lateral (directional) stabilization and con-

trol,
◦ fuselage ⇒ payload accommodation,
◦ etc.

– Have the different functions and the corresponding subsystems only weakly
and linearly coupled, then you can treat and optimize each function and sub-
system more or less independently of the others, but nevertheless treat and
optimize the whole aircraft in this way, which integrates all functions and
subsystems.

This paradigm has been proven to be very effective (ideally it should hold for
every technical apparatus). However, the quest for more performance and ef-
ficiency, the opening of new flight-speed domains, etc., has led over the years
to higher and higher integrated functions and subsystems, i.e., a weakening of
Cayley’s design paradigm. Of course, this is different for different kinds of flight
vehicles. In each case, this paradigm does not necessarily encompass all major
functions and subsystems.

In the context of our considerations it is interesting and important to note
that a differentiation similar to that of subsystems and functions has taken
place also of the engineering disciplines which are involved in the design and
development of flight vehicles.1 This is natural, and was and is indeed also a

1 This differentiation also holds for university education and for research at uni-
versities and research establishments.
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strong technological driving factor. The differentiation of the engineering dis-
ciplines, however, had also adverse effects. It led, for instance, to the presently
strongly established sequential and iterative design cycles with a weak interac-
tion of the disciplines. It further led in some cases to autonomy drives of disci-
plines by duplicating (under the euphemism “adaptation”) skills and tools of
other disciplines, which then often did not participate in the subsequential de-
velopments of the mother disciplines. In view of these developments, the mean-
ing of Cayley’s design paradigm is expanded to also cover the disciplines, i.e.,
both the differentiation of functions/sub-systems (first aspect), and of disci-
plines (second aspect). The significant observation is now, that both aspects
of Cayley’s design paradigm are, as already indicated, persistently weakening
in modern aircraft design, which holds even more for aerospace flight vehicles.

An important issue for aircraft, as well as aerospace vehicles, for the lat-
ter especially for CAV’s and ARV’s, is that with the present design and de-
velopment approach, the actual quantification of the aerothermo-servoelastic
properties of the vehicle’s airframe is made only very late in the development
process, after the first, already completely defined and developed, airframe has
been assembled.2 Partly, this quantification process extends deep into the flight
envelope opening process. Changes—actually “repair solutions”—which must
be made of the airframe, if the said properties do not meet the requirements,
can be very costly and in any case will likely increase the structural weight of
the vehicle.

Similar problems exist with regard to the structures and materials layout
of hypersonic vehicles in view of the thermal loads associated with high-speed
flight. Thermal protection systems of either kind cost much weight, not to men-
tion maintenance and repair efforts during the vehicle’s lifetime. The real per-
formance of a TPS will become apparent only after the first flight(s). Again
“repair solutions” to either improve a TPS or to shed unnecessary mass will
be costly and time consuming.

All this must be seen in view of the payload fraction (pay load/dry mass)
[4]. For the SÄNGER system, this was estimated to be approximately 4.4 per
cent (rocket launcher: approximately 2 per cent). Compared to payload frac-
tions of modern transport aircraft of 30 to 45 per cent, these are very small
percentages. This means that the design is much more critical for hypersonic
space transportation systems than for transonic aircraft. Hence the develop-
ment risk is very much larger, which must be seen in the context of the very
much larger development costs.

A good chance to overcome these problems, basically the weakening of Cay-
ley’s design paradigm (first aspect), lies in the fantastic developments of com-
putational simulation, which we have seen for the last two decades [2]. In gen-
eral, it appears that a strong and nonlinear coupling of functions and subsys-
tems also asks for a strong discipline coupling. But there are also cases, where

2 The reader is asked to recall in this regard the particular design problems of
airbreathing hypersonic vehicles, Section 4.5.4.
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a strong disciplines coupling is mandatory, even if functions/sub-systems obey
Cayley’s design paradigm. The treatment of these design problems in the clas-
sical way is partly possible, but often it leads to increasingly large time and cost
increments. Design risks can become large, and, especially with very strong
functions and subsystems coupling, they can become untenable. The discus-
sion shows that the weakening of Cayley’s design paradigm, in both aspects,
asks for new approaches. This holds strongly for aerospace vehicles, especially
airbreathing aerospace planes, for both space transportation and military pur-
poses.

The continued enormous growth of computer power and the capabilities
of information technologies make a post-Cayley design paradigm (integrated
design) a viable option. This usually is understood when speaking of multidis-
ciplinary design and optimization. Of course present day design and develop-
ment is multidisciplinary, however, usually only in the sense, that the parent
discipline brings in the other disciplines in terms of simple and partly very ap-
proximate methods.

True multidisciplinary design and optimization must overcome the second
aspect of Cayley’s design paradigm. It must bring together the best suited tools
in a strong coupling of the disciplines. The methods of numerical aerodynam-
ics are a key element of such approaches. Large advancements, however, are
necessary in flow physics and thermodynamics modeling [5].

Large advancements and new thinking are necessary, too, in structural me-
chanics. New structure-physics models are necessary in order to permit the in-
fluence of joints of all kind (non-linearities, damping), of non-linear deforma-
tions (buckling), etc., to be quantified. This is true in particular when static
and dynamic aeroelastic properties of the airframe are to be described and op-
timized with high accuracy and reliability [2]. Actually, a shift from the perfect-
elastic to the high-fidelity real-elastic airframe consideration and modeling is
necessary already in the early design phases, and not late in the development
process [3]. This also holds analogously for thermal protection, propulsion in-
tegration, guidance and control, etc.

8.1 Introduction and Short Overview of the Objectives of
Multidisciplinary Design Work

In the last decade, multidisciplinary design methods were motivated by the
recognition that the development of such complex systems as aerospace vehi-
cles can no longer be conducted by an isolated treatment of the various compo-
nents (first aspect of Cayley’s design paradigm). The multidisciplinary design
process for such vehicles to optimize their performance and missions is very
complex. This strictly implies the strong interference between various disci-
plines (second aspect of Cayley’s design paradigm). The global process encom-
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passes a technological and an economical part.3 The technological part consists
mainly of the

• aerodynamic shape,
• aerothermodynamic performance including stability, controllability and ma-

neuverability,
• ascent, descent, and contingency trajectories,
• guidance and control concept,
• masses: vehicle, propellants, payload,
• internal lay-out with the definition of the center-of-gravity and the moments

of inertia,
• structures and materials layout including thermal protection systems,
• main propulsion system,
• reaction control system.

There exists for every technical system the challenge to deal with a large num-
ber of design variables and constraints which come from the disciplines con-
tributing to the definition and synthesis of the system. These contributing dis-
ciplines are in general not independent from each other. Some of the interac-
tions between the disciplines are so intense that only a closely coupled consider-
ation of the physical behavior leads to really reliable and valuable results [6, 7].

We do not have the intention here to give a comprehensive survey about
all the various methods for dealing with the multidisciplinary design and op-
timization problem. We shortly address some of the analysis tools [8]. First,
however we state that the design variables forming the design space can be
classified as entities being

• either continuous, such as the thrust of a rocket as function of the physics of
the flow and the material under the condition of minimized side loads,

• or non-continuous (integer, discrete), such as the cost of the design and de-
velopment of a highly sophisticated space-transportation system.

If the design variables are continuous, gradient-based and search methods
are employed. Response-surface methods are used, when the whole vehicle is
treated as a system with non-continuous (integer, discrete) design variables.
Gradient-based methods should be applied whenever possible since they are
much more effective than search methods. Gradient-based methods use the
information of the function derivatives to locate local extremes. Search
methods use only the function information to determine a global extreme. In
the case that some elements of the design space are non-continuous (mixed-
variable design space), gradient-based optimization algorithms are not the
methods of choice. Typical disciplines, which do not provide continuous de-
sign variables, are material definition, manufacturing, maintenance, and cost
determination.

3 Customarily the main items considered are costs, operations, and rate of return
of investment.
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Methods are available which are well suited for dealing with mixed-variable
design spaces. These are the response-surface methods4 with approximations
based on

• neural networks [9, 10],
• fuzzy logic [11, 12],
• genetic algorithms [13, 14].

A response surface is generated by the experts of the disciplines who treat
the single parts (subsystems) of the whole system. Each discipline contributes
design solutions for statistically selected combinations of design parameters
within the design space. Therefore, the response-surface method generally per-
forms optimization on system level rather than on discipline level.

For example, Fig. 8.1 shows a simplified flow chart of the optimization pro-
cess for the design of an aerospace vehicle with an inner loop generating a single
design point.

We distinguish two interactions between the various disciplines.5 The first
type of interaction is weak, in the sense that the disciplines involved each have
a separate physical description. Examples are:

• Steady contour changes of elements of vehicle shape =⇒ change of flow field,
• Change of aerodynamic performance =⇒ change of flight trajectory,
• Change of characteristics of propulsion system =⇒ change of vehicle’s flight

mechanics.

The second type of interaction is the strong one, where the disciplines involved
require a coupled physical description, if advanced technology aspects with
new capabilities like enhanced performance, flight safety, reliability and cost
effectiveness are taken into account. Examples for that case are:

• Dynamic contour change of elements of vehicle shape due to aerodynamic
(mechanical) loads ⇐⇒ unsteady change of aerodynamic flow field (aeroe-
lasticity),

• Heat transfer in structures ⇐⇒ change of aerothermodynamic flow field
(thermal surface effects),

• Contour change of elements of vehicle shape by thermal stresses ⇐⇒ defor-
mation of structure and change of aerothermodynamic flow field.

In agreement with the scope of this book we focus now our attention on ap-
proaches to describe the second type of interaction, viz. strong interactions.

4 These methods are also called search methods.
5 By interaction we mean the mutual influence of physical behavior, i.e., the ex-

change of physical information. With coupling we mean the mathematical for-
mulation of the exchange of information.
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Fig. 8.1. Simplified flow chart illustrating the optimization process for aerospace
vehicle design. “Type” denotes, for example the class of an aerospace vehicle, either
a capsule or a bicone or a RV-W, and similar for the propulsion system.

8.2 Equations for Fluid-Structure Interaction Domains

8.2.1 Fluid Dynamics Equations

In Appendix A, we present the fluid dynamic equations for unsteady viscous
flows in Cartesian coordinates (x, y, z), eq. (A.1). For flows past elastically de-
forming configurations (e.g., due to unsteady aerothermodynamic loads), the
body surface as “inner” boundary of the flow-computation domain deforms in
a time-dependent manner. Due to that, any grid, either structured or unstruc-
tured, of the numerical flow solution procedure is also time-dependent. There-
fore a coordinate transformation to arbitrary non-orthogonal time-dependent
coordinates (ξ, η, ζ), Fig. 8.2, is the method of choice for dealing with this kind
of problems:
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Fig. 8.2. Arbitrary non-orthogonal time-dependent coordinates defining iso-sur-
faces ξ = const. at times t0 and t1.

ξ = ξ(x, y, z, t),
η = η(x, y, z, t),
ζ = ζ(x, y, z, t),
τ = t. (8.1)

Equation (A.1) then reads

∂Q̂

∂τ
+
∂(Ê − Ê visc)

∂ξ
+
∂(F̂ − F̂ visc)

∂η
+
∂(Ĝ− Ĝ visc)

∂ζ
= 0, (8.2)

with
Q̂ = J−1Q, (8.3)

Ê = J−1

⎛
⎜⎜⎜⎜⎝

ρU
ρuU + ξxp
ρvU + ξyp
ρwU + ξzp

(ρet + p)U − ξtp

⎞
⎟⎟⎟⎟⎠ , Ê visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ξxτxx + ξyτxy + ξzτxz

ξxτyx + ξyτyy + ξzτyz

ξxτzx + ξyτzy + ξzτzz

ξxβx + ξyβy + ξzβz

⎞
⎟⎟⎟⎟⎠ ,
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F̂ = J−1

⎛
⎜⎜⎜⎜⎝

ρV
ρuV + ηxp
ρvV + ηyp
ρwV + ηzp

(ρet + p)V − ηtp

⎞
⎟⎟⎟⎟⎠ , F̂ visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ηxτxx + ηyτxy + ηzτxz

ηxτyx + ηyτyy + ηzτyz

ηxτzx + ηyτzy + ηzτzz

ηxβx + ηyβy + ηzβz

⎞
⎟⎟⎟⎟⎠ ,

(8.4)

Ĝ = J−1

⎛
⎜⎜⎜⎜⎝

ρW
ρuW + ζxp
ρvW + ζyp
ρwW + ζzp

(ρet + p)W − ζtp

⎞
⎟⎟⎟⎟⎠ , Ĝ visc = J−1

⎛
⎜⎜⎜⎜⎝

0
ζxτxx + ζyτxy + ζzτxz

ζxτyx + ζyτyy + ζzτyz

ζxτzx + ζyτzy + ζzτzz

ζxβx + ζyβy + ζzβz

⎞
⎟⎟⎟⎟⎠ ,

βx = uτxx + vτxy + wτxz − qx,

βy = uτyx + vτyy + wτyz − qy, (8.5)
βz = uτzx + vτzy + wτzz − qz .

Here J−1 =
∣∣∣∣ ∂(x, y, z, t)
∂(ξ, η, ζ, τ)

∣∣∣∣ is the determinant of the Jacobian matrix of the

geometry.
Note that the Cartesian derivatives of the velocity components in the defi-

nition of τij are transformed using the chain rule. The contravariant velocities
are defined by [15]

U = ξt + ξxu+ ξyv + ξzw,

V = ηt + ηxu+ ηyv + ηzw, (8.6)
W = ζt + ζxu+ ζyv + ζzw.

Another form of eq. (8.6) is given by

U = ξx(u− xτ ) + ξy(v − yτ ) + ξz(w − zτ ), (8.7)

and similarly for V and W , where (xτ , yτ , zτ ) are the Cartesian components
of the grid velocity.

In the literature [16]–[19], the following form of the Navier–Stokes equa-
tions is often used

∂(J−1Q)
∂t

+ J−1

(
∂(E − xτQ)

∂x
+
∂(F − yτQ)

∂y
+
∂(G− zτQ)

∂z

)
=

= J−1

(
∂E visc

∂x
+
∂F visc

∂y
+
∂G visc

∂z

)
, (8.8)

which is identical to eq. (8.2). Equation (8.2) combined with eq. (8.7) as well
as eq. (8.8) is named the arbitrary Lagrange-Euler formulation (ALE), which
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means that grid points move with velocities other than the velocity of the local
fluid element.6

8.2.2 Structure Dynamics Equations

The main task of an analysis of a structural system consists in the calculation
of the deformations and stresses due to externally applied mechanical and ther-
mal loads. In the theory of elasticity, considering a linear orthotropic material,
the relationship between stresses and strains is given by [20]

σ = D(ε− ε T − ε I), (8.9)

with σ denoting the stresses,D the elasticity matrix containing the appropriate
material properties, ε the resulting strains, ε T the thermal strains, and ε I the
initial strains. Further we have:

σ =

⎛
⎜⎜⎜⎜⎜⎜⎝

σxx

σyy

σxx

σxy

σyz

σzx

⎞
⎟⎟⎟⎟⎟⎟⎠
, ε I =

⎛
⎜⎜⎜⎜⎜⎜⎝

εIxx

εIyy

εIzz

εIxy

εIyz

εIzx

⎞
⎟⎟⎟⎟⎟⎟⎠
, ε T =

⎛
⎜⎜⎜⎜⎜⎜⎝

αxx

αyy

αzz

0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎠
∆T, (8.10)

ε =

⎛
⎜⎜⎜⎜⎜⎜⎝

εxx

εyy

εxx

εxy

εyz

εzx

⎞
⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

∂
∂x 0 0
0 ∂

∂y 0
0 0 ∂

∂z
∂
∂y

∂
∂x 0

0 ∂
∂z

∂
∂y

∂
∂z 0 ∂

∂x

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎝ u
v
w

⎞
⎠ = Su, (8.11)

where u = (u, v, w)T are the displacements, α = (αxx, αyy, αzz, 0, 0, 0)T

the thermal expansion coefficients, and ∆T = T − Tref is the temperature
difference.7

The equilibrium condition STσ+b = 0, saying that the internal forces have
to be equal to the external forces (body forces) in connection with the principle
of virtual work, leads to the relation [21]∫

V

δεTσ dV −
∫

V

δuT b dV −
∫

S

δuT t dS −
∑

a

δu T
a f

a = 0, (8.12)

with δε being the virtual strains, δu the virtual displacements, b the body
forces, t the tractions (e.g. flow shear stress) on the surface, and fa the single

6 If the grid point moves with the fluid element, this is called a Lagrange formu-
lation. If the grid point does not move, while the fluid element travels through
the grid, we speak of an Euler formulation.

7 In order to avoid confusion, we note that T , used as superscript in this and the
next sub-section, denotes the transpose of the corresponding vector or matrix.



380 8 Multidisciplinary Design Aspects

forces at nodal points a. Transferring eq. (8.12) to a finite element formulation,
the integrals are divided to yield sums over individual elements ‘e’

∑
e

∫
V e

δεTD(ε− ε T − ε I) dV −
∑

e

∫
V e

δuT b dV −

−
∑

e

∫
Se

δuT t dS −
∑

a

δu T
a f

a = 0. (8.13)

We now apply the usual assumptions of finite element theory [21, 22], namely
that the displacements in an element are defined by the displacements ũ at the
nodes of this element

δu =
∑

a

N a δũ a ≡ N δũ , (8.14)

and that the strains are formulated by

δε =
∑

a

SN a δũ a =
∑

a

B a δũ a ≡ B δũ , (8.15)

where N a are the shape functions at the nodal point a. Then with eq. (8.13)
we obtain

∑
e

δũ T
a

(∫
V e

B T
aD (B bũ b − α∆T − ε I) dV−

−
∫

V e

N T
a b dV −

∫
Se

N T
a t dS − fa

)
= 0. (8.16)

The displacements δũ a and ũ b at the nodal points are independent from the
integration variable and can be written outside of the integrals. With

Kũ = F , (8.17)

we find
K =

∑
e

∫
V e

BTDB dV,

and

F =
∑

e

∫
V e

BTDα ∆TdV +
∑

e

∫
V e

BT ε I dV +

+
∑

e

∫
V e

NT b dV +
∑

e

∫
Se

NT t dS + f. (8.18)

In the above, K is called the stiffness matrix and F the load vector. Equation
(8.17) describes the static equilibrium of a structural system [21].
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In cases where the loads change rapidly with time, inertial forces as well as
damping forces due to energy dissipation inside the material (e.g. microstruc-
ture movement) need to be considered. Replacing in eq. (8.17) the body force
b by b̄− ρü− µu̇ yields

M ¨̃u+ C ˙̃u+Kũ = F , (8.19)

with the mass matrix
M =

∑
e

∫
V e

ρNTNdV,

and the damping matrix8

C =
∑

e

∫
V e

µNTNdV.

Equation (8.19) represents the mathematical formulation for the dynamic be-
havior of elastic structures, however with homogenous damping properties.
This points to the difficulty to describe real-elastic structures with point- and
line-wise distributed joints (rivets, screws, gluing and welding zones), which
introduce non-linearities and damping, and of non-linear deformations, as dis-
cussed shortly in the opening remarks of this chapter. If these could be mod-
elled to the needed degree, the real-elastic properties of a structure could be
determined in the design and development process of a flight vehicle much ear-
lier than is currently possible [2].

However, this topic presents enormous challenges. Scale discrepancies as
large as in flow with turbulent boundary layers past entire configurationswould
have to be mastered. It is not clear yet how to proceed. Possible approaches
may use statistical models based on parameter identification as in statistical
turbulence theory, combined with methods similar to direct numerical or large-
eddy simulations. It appears therefore, that the classical approach of struc-
tural mechanics based on the computational determination only of the perfect-
elastic properties, combined with structural tests late in the development pro-
cess to find the real-elastic properties, has to be kept for quite some time.

8.2.3 Heat Transport Equation

The thermal energy equilibrium in a solid or fluid can be expressed by the dif-
fusive equation9

ρc
∂T

∂t
+ ∇T q −Ω = 0, (8.20)

with ρ the density, c the specific heat, q = −k∇T Fourier’s law of heat conduc-
tion,10 k the thermal conductivity matrix and Ω the internal heat generation.

8 This derivation assumes that the resistance is linear to the velocity ˙̃u.
9 Unsteady heat conduction equation.
10 For the generalized aerothermodynamic heat transfer formulation, see, e.g., [5].
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Using the principle of virtual temperatures (which acts in the same way as the
virtual displacements), the Gauss’ integral theorem and the proper considera-
tions of boundary conditions, the finite element equilibrium equation for heat
transport on the basis of eq. (8.20) has the form [20, 23]

∫
V

ρcNTNdV

︸ ︷︷ ︸
C

Ṫ +
∫

V

BTλB dV

︸ ︷︷ ︸
Kc

T +
∫

Sh

hNTNdS

︸ ︷︷ ︸
Kh

T = (8.21)

∫
V

ΩNT dV

︸ ︷︷ ︸
PΩ

+
∫

Ss

qsN
TdS

︸ ︷︷ ︸
Pq

+
∫

Sh

hTeN
TdS

︸ ︷︷ ︸
Ph

−
∫

Sr

σ̂ε (T 4
s − T 4

a )NTdS

︸ ︷︷ ︸
Pr

,

where the following boundary conditions are applied11

q · n = −qs specified surface heat flow on Ss,
q · n = h (Ts − Te) convective heat exchange on Sh,
q · n = σ̂ε (T 4

s − T 4
a ) radiation heat exchange on Sr.

In eq. (8.21), T is the element nodal temperature vector and Ṫ the time deriva-
tive of T, Ts the surface temperature, Te the temperature at the boundary
layer edge, Ta the ambient temperature, h the convective heat transfer coeffi-
cient (see Section 10.3), σ̂ the Stefan–Boltzmann constant12 and ε the emission
coefficient. Equation (8.21) can be written in matrix form:

C Ṫ + (Kc +Kh) T = PΩ + Pq + Ph − Pr = P , (8.22)

with C being the heat capacity matrix, Kc the conduction matrix and Kh the
convection matrix. The vector P contains the heat inputs arising from several
sources defined above and the heat radiation from the surface.13

8.3 Coupling Procedures

The main problem for disciplines analyzing physical states which interact
strongly with each other is that they have to provide for a fast and precise ex-
change (or transfer) of data at the corresponding boundaries, in the way that

11 Generally the surfaces Ss, Sh and Sr are different, but in some specific applica-
tion cases we may have Ss ≡ Sh ≡ Sr.

12 The symbol for the Stefan–Boltzmann constant with the circumflex σ̂ is used
here in order to distinguish it from the symbol of the stresses σ.

13 In case of concave contours, the heat radiation depends on the local view factor
(non-convex effects, Section 9.1) which describes for a given surface element the
ratio of heat emission and absorption and leads to an adjustment of Pr [22, 23].
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an equilibrium state, either static or quasi-static (dynamic), is achieved.14 The
coupling of the solutions of various disciplines is easiest and provides best re-
sults, if in the different domains the same kind of numerical approximation
methods (e.g., finite element methods) as well as conformal meshes (e.g., un-
structured grids) along the common boundaries are used. This has the conse-
quence that at most an interpolation in the frame of the, e.g., finite element
solution during the data transfer at the boundaries has to be conducted. But
in real applications this is often not practical, since in general the fluid do-
main needs a finer grid resolution than the structural domain and the solution
procedure itself (e.g., FEM) is not always appropriate for integrating the fluid
dynamical equations, in particular in the hypersonic regime.

Therefore in the past few years, it could be observed that methods were
developed which are based in each case on the best approximation in the cor-
responding application domain. This has some advantages. First, methods for
the various disciplines can be used, which are well tested and verified, which
also includes commercial products in particular for the structural domain.
Secondly, the grid can be more precisely adapted where it is required by the
physics. It might be in one domain unstructured and in another domain struc-
tured as best suited to the solution method employed. However, the disadvan-
tage consists in the more complex data transfer across the common interface
boundary, which requires a special treatment, since in general a sophisticated
interpolation method is necessary.

The coupling process depends strongly on the physical situation to be
solved. For example, the requirements on the solution process for an aeroelas-
tic problem are quite different from those of a heat transfer problem. Our main
interest here consists in describing the coupling procedure for fluid–heat trans-
fer problems (thermal fluid-structure interaction). Nevertheless we will address
also some other applications like aeroelasticity (mechanical fluid-structure in-
teraction), ablation, etc. We begin with the description of the mechanical-
fluid structure interaction (classical aeroelastic approaches), look then at the
thermal-fluid structure interaction (without structural response) and finally at
the thermal-mechanical fluid-structure interaction (with structural response).

8.3.1 Mechanical Fluid–Structure Interaction Aeroelastic
Approach I

For the treatment of the aeroelastic problem, over the years, the authors of [24]
to [29] have introduced a specific system of methods. Therein, both the equa-
tions for the dynamic structural motion and for fluid dynamics are approxi-
mated and solved by a finite element approach. Used are the fluid dynamic
equations in the Euler formulation, eq. (A.1), where no grid movement is in-
corporated. As already mentioned, the data transfer between the disciplines

14 We consider here only solutions based on numerical methods for fluid dynamics
(CFD) and for structural dynamics (CSD).
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along the common boundary is simplified by employing a monolithic approach.
Since the unsteady CFD Euler method needs very significant computer time, a
system-identification procedure was developed, based on some unsteady mas-
ter CFD solutions for provision of the unsteady aerodynamic loads, which are
required in the dynamic structural solver, eq. (8.19), where F = fa(t) repre-
sents the unsteady aerodynamic loads.

8.3.2 Mechanical Fluid–Structure Interaction Aeroelastic
Approach II

Another strategy for the treatment of aeroelastic problems was pursued by
the authors of [16]–[19],[30]–[32]. They consider besides the fluid and struc-
ture fields the moving mesh as a third field. The corresponding equations for
the three fields have to be solved simultaneously.

The set of equations is compiled by the semi-discrete form of eq. (8.8) or
eq. (8.2) for fluid dynamics, which could, for example, be approximated by a
finite-volume approach by eq. (8.19) for structural dynamics, and by

M̃ẍ+ C̃ẋ+ K̃x = Ktũ (8.23)

for the moving mesh, where x describes the position of a moving fluid grid
point. M̃, C̃, K̃ are fictitious mass, damping and stiffness matrices, respec-
tively, andKt is designed as transfer matrix describing the continuity between
structural displacement and moving fluid mesh along the common interface
boundary.

The coupling of the fluid and structure equations at the interface boundary
Γ is conducted by imposing:

σS · n = −p n+ σF · n,
∂u S

∂t
=
∂u F

∂t
no-slip condition,

∂u S

∂t
· n =

∂u F

∂t
· n slip condition, (8.24)

with σS , σF the tensors of structural and fluid viscous stresses, u S , u F the
displacements of the structural and fluid fields, p the fluid pressure field and n
the normal on a given point on Γ . Further the coupling between the structure
and the moving grid on Γ takes place via the relations:

x = u S ,

∂x

∂t
=
∂u S

∂t
. (8.25)

For accuracy, stability and convergence reasons the solution of eq. (8.23) must
meet the so called geometric conservation law, which can be achieved by an
appropriate time discretization of the time-dependent grid position x repre-
senting the mesh velocity ẋ, [16].
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Fig. 8.3. Staggered scheme with inter-field parallelism for the coupling of the so-
lutions of a three-fields fluid-structure interaction problem, U = (u, u̇)T [33].

The three-fields approach allows for the employment of the partitioned solu-
tion procedure, where best suited numerical simulation methods can be ap-
plied for the various disciplines, like finite-volume or finite-difference methods
in the fluid domain and finite element methods in the structural and moving
mesh domains.

A solution strategy, regarding the time coupling for the set of the coupled
equations (8.8), (8.19), (8.23), with a powerful capacity concerning the numer-
ical stability and the accuracy of the results, is given by the staggered scheme,
Fig. 8.3 [33]. This scheme can be described by

1. update the fluid mesh coordinates with structural displacements un and
the velocities u̇n to conform to the structural boundary at tn,

2. advance the flow from tn to tn+1/2,
3. advance the structure using the pressure and the stress field at tn from tn

to tn+1,
4. transfer the pressure and the stress field at tn+1/2 to the structural code

and transfer the structural displacements un+1 and the velocities u̇n+1 to
the fluid code,

5. advance the flow from tn+1/2 to tn+1,
6. re-compute the structure using the pressure and the stress field at tn+1/2

from tn to tn+1.

The above procedure is a variation of the scheme reported in [18], which was
also successfully used for space applications [34].

In general the mesh applied to the structural system is coarser than the
mesh required for a proper resolution of the fluid domain. This means that
typically the common boundaries Γ of the fluid and structural domains have
non-matching discrete interfaces. Therefore, the transfer of the displacements
from the structural domain to the fluid mesh as well as the transfer of the pres-
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sure and stress field to the structural mesh can be critical with respect to con-
sistency and load conservation.15

A promising approach to solving this problem, sometimes indicated as the
space-coupling strategy, is given in [19]. The main idea behind it is the def-
inition of Gauss points on the finite elements, which are in contact with the
structural boundary interface ΓS , and the connection of these with appropri-
ate cells or elements of the fluid boundary interface ΓF , in the sense to provide
these points with the pressure and the shear stress field values of the fluid. This
procedure is known as “pairing” and several algorithms are available for solv-
ing this task [35, 36].

A similar approach is reported in [37], where a neutral interface, defined
by two Gauss parameters, is constructed, which acts as data-transfer medium
between the boundary interfaces16 ΓS and ΓF . These procedures are often used
for practical applications conducted by the aerospace industry [39]–[41].

8.3.3 Thermal–Mechanical Fluid–Structure Interaction

One of the earliest if not the first paper dealing with the simulation of cou-
pled thermal–mechanical fluid–structure interaction is [42] from the year 1988.
There a monolithic finite element environment was developed for solving the
Navier–Stokes equations for the flow field, the structural equations for the me-
chanical response and the heat conduction equation for the thermal field in the
solid. Further the finite element grids, created for the flow and the structure
field, had at the common interface the same nodes which render any interpo-
lation for transferring the boundary conditions unnecessary.

Generally, supersonic and hypersonic flows past RV-W’s and RV-NW’s, as
well as CAV/ARV’s, heat up the—in general radiation-cooled—surface ma-
terial of the vehicles. This has two major consequences. First, the structure
responds to the severe surface temperature with thermal stresses and/or de-
formations. Secondly, responding to the severe thermal state of the surface—
that are the surface-temperature and the temperature gradients in the gas at
the wall, Chapter 9—and the deformation, the general properties of the flow
field (e.g. thermal surface effects, shock waves, expansion zones, local separa-
tion with vortex phenomena, etc.) and the properties of the thermal boundary
layer may change dramatically. Therefore for an advanced design of aerospace
vehicles coupled solutions of the corresponding disciplines are indispensable.

In the more general case, where thermal–mechanical fluid–structure in-
teractions with moving grids are considered, the set of governing equations
consists of
15 Load conservation is considered here in the sense that the forces and energies

(for example displacement work) on the fluid/structure interface Γ , evaluated
by a suitable interpolation procedure, are consistent.

16 Another interesting solution regarding the data transfer between non-matching
boundaries can be found in [38]. There, the construction of a virtual grid is pro-
posed, which has a similar function as the neutral interface mentioned above.
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– the Navier–Stokes equations in ALE-formulation for the flow field, eq. (8.2)
or (8.8),

– the finite element representation of structure dynamics, eq. (8.19),
– the finite element representation of the heat conduction in solids, eq. (8.22),
– the finite element representation for the moving mesh, eq. (8.23).

This is a four-fields approach in the sense described also in [31]. Another ap-
proach, where the determination of the moving mesh by eq. (8.23) is replaced
by various mesh tracking procedures, is reported in [43]. For RV-W’s and RV-
NW’s, often the deformations due to thermal and mechanical (pressure and
stress field) loads are small. This is the reason why the investigations reported
in [23],[44]–[46] do not include a moving mesh capability in the fluid domain.

To include the thermal conditions, the interface boundary conditions on Γ
as formulated for the aeroelastic case, eqs. (8.24) and (8.25), have to be ex-
tended. They consist now of

• the structural compatibility conditions, eq. (8.24):

σS · n = −p n+ σF · n,
∂u S

∂t
=
∂u F

∂t
no-slip condition,

∂u S

∂t
· n =

∂u F

∂t
· n slip condition,

• the temperature continuity and heat flux equilibrium conditions:

λS∇TS · n = λF∇TF · n,
TS = TF , (8.26)

• the mesh motion continuity conditions, eq. (8.25):

x = u S ,

∂x

∂t
=
∂u S

∂t
.

As already indicated, for aeroelastic problems the evolution with respect to the
development of simulation systems for thermal–mechanical fluid–structure in-
teraction issues exhibits, that loosely coupled strategies are favored. This al-
lows the combination of independent numerical methods for the single disci-
plines as well as the application of different grid structures.

One promising method for solving the system of coupled equations (8.8),
(8.19), (8.22), (8.23), is to use a staggered scheme,17 similar to that shown
Fig. 8.3. We present here the one proposed in [31] which is called the conven-
tional serial staggered procedure (CSS), Fig. 8.4. For pure fluid–thermal cou-
pling (without mechanical response due to thermal loads) a similar staggered

17 This is applicable only for transient problems, where the thermal behavior is
transient and the mechanical and fluid behaviors are stationary.
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Fig. 8.4. Conventional serial staggered scheme (CSS) for the coupling of the solu-
tions of thermal-mechanical fluid-structure interaction problems [31].

scheme can be found in [45, 47]. Another practical scheme for solving the sys-
tem of coupled equations is the classical Dirichlet–Neumann iteration which
can be applied also for dynamic thermal–mechanical fluid–structure interac-
tions [47, 48]. This scheme consists of the sequence of flux calculations on the
interface boundary ΓF by the fluid equations and the state calculations on the
interface boundary ΓS by the thermal–structural equations. Dirichlet bound-
ary conditions are used in the fluid domain (u, u̇, T ), and Neumann conditions
in the structural domain (qn, p · n, σF · n).

Let the state in the structural field be denoted by Ψ , which contains defor-
mations and temperatures, and the state at the structural interface boundary
ΓS by ΨS , then the iteration for k + 1 is performed by [44, 47]:

Ψk+1
S = ω Ψk

S + (1 − ω) Ψk
S , (8.27)

with the relaxation coefficient ω ≤ 1. The iteration has succeeded if a pre-
scribed convergence limit is satisfied.

The other question is how to transfer the data on the interface boundary
Γ from one domain to the other, when the grid nodes on the fluid and struc-
ture domain do not coincide (non-matching meshes). This is supported by the
fact that normally the grid spacing on the fluid side is finer compared to that
of the structural side. So the need for an interpolation procedure arises, with
the ability to conserve, for example, the sum of loads18 (pressure and shear
stress field) as well as the energy in terms of the heat fluxes along the common
interface boundary.

A first possibility of performing the load transfer is given by introducing
the Lagrange multipliers δi and an additional state variable z, whereby the
homogeneity of the virtual work (or virtual power) is preserved, which leads
to the relation [49]

18 Conservation is satisfied if the sum of loads on the interface boundary of the
structure ΓS is equal to the sum of loads on the interface boundary of the fluid
ΓF .
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Γ

δi (Ψi − z) dΓ = 0, i = F, S. (8.28)

In order to simplify the procedure, one can choose z = ΨS |Γ , reducing the
number of Lagrange multipliers δi to one, which makes the numerics easier.

A second method is given by the definition of a virtual surface grid, where
the interface boundaries ΓS and ΓF are projected to this surface, which is
described by two Gauss parameters [37, 43]. Once the virtual surface is con-
structed, conventional interpolation routines are used for transferring the data
from one interface boundary to the other, but this procedure is not in a fully
conservative fashion.

A third method is based on the conservation of energy19 for both the con-
version of the fluid pressure and the shear stress fields into a mechanical load
and the transfer of the heat fluxes to the structural interface boundary ΓS [31].

Recent investigations apply the commercial interpolation software MpCCI
(Mesh-based parallel Code Coupling Interface), [50]. The standard technique
of the commercial MpCCI software can be perceived as a particular formula-
tion of the Lagrange multiplier method and is therefore conservative [23, 45,
48]. In addition this software package includes non-conservative interpolation
routines.

8.4 Examples of Coupled Solutions

8.4.1 Mechanical Fluid-Structure Interaction
Aeroelastic Approach I

The method described in Sub-Section 8.3.1 was tested and applied to some
aerospace vehicle shapes like the X-33 re-entry vehicle, Fig. 8.5, and NASA’s
generic hypersonic vehicle (GHV), which looks similar to the lower stage of
the German SÄNGER wing-body configuration, Fig. 8.6 [51]. A typical result
is plotted in Fig. 8.7, where the shape of the first symmetric bending mode is
shown.

8.4.2 Mechanical Fluid–Structure Interaction
Aeroelastic Approach II

The results obtained in the UNSI project of the European Union, performed
in the years 1998–2000, are presented in [39]. In UNSI several contributors em-
ployed methods like the ones described in Sub-Section 8.3.2. Some of the results
are presented below.

19 For the pressure and shear stress field the virtual displacement work is con-
sidered, whereas for the thermal loads the integral of the heat fluxes over the
interface boundaries is used, which has the dimension of a power, [ML2/t3].
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Fig. 8.5. X-33 re-entry vehicle shape (left), and unstructured mesh for a finite el-
ement fluid dynamics solver (right) [20].

Sänger wing-body

configuration

GHV configuration

Fig. 8.6. Generic hypersonic vehicle (GHV) configuration with the unstructured
finite element mesh for a fluid dynamics solver (lower left), [20]. Wing-body com-
bination with the structured finite-volume surface mesh of the German SÄNGER
lower stage configuration (upper right) [51].

We start with results of a study of the AMP wing,20 which was designed jointly
by AEROSPATIALE, DASA, DLR and ONERA in 1990 with the goal to un-
dertake flutter studies for a modern aircraft in the transonic flight regime.
There exists a broad experimental data base from investigations in ONERA’s
S2 wind tunnel in Modane. Every aeroelastic simulation (static or dynamic)
of a wing configuration needs as initial geometry the so-called jig shape (=⇒
wind-off shape, nz = 0), which differs from the shape designed for cruise con-

20 AMP =⇒ Aeroelastic Model Program.
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Contour of first symmetric

bending mode

Fig. 8.7. Generic hypersonic vehicle (GHV). Typical structural mode shape: first
symmetric bending mode, calculated with the method reported in [24]–[28, 52].

jig wing

deformed wing

skin friction lines

x - component of skin

friction vector

Fig. 8.8. AMP wing: static aeroelastic solution, [39]. Wing deformations and skin-
friction lines for M∞ = 0.819, α = 3.98◦, Re = 1.99 · 106, CL = 0.58.

ditions.21 Figure 8.8 shows the static aeroelastic solution of the AMP wing
performed with ONERA’s inviscid–viscous interaction code VIS25 for the flow
and the NASTRAN code for the structure.

The spanwise deformation and the leading edge deflection for another case
are shown in Fig. 8.9 where experimental data are compared with data from
the VIS25 solver and from ONERA’s more sophisticated fluid solver CANARI
(unsteady Euler) again coupled with NASTRAN. A moderate overprediction
can be observed of the leading edge deflection found with the simulation meth-
ods in contrast to the experimental data. This is also true for the wing twist,
except at the wing tip, where larger deviations are observed (note the negative
coordinate scale in the twist plot.).

21 The jig shape has the following properties: a) the twist distribution of the design
wing is reproduced as a result of a static mechanical fluid-structure simulation at
cruise conditions, and b) the vertical locations of the jig wing sections (heights)
coincide with the ones of the design wing in the no load case.
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leading edge

deflection

twist

deformation

Fig. 8.9. AMP wing: static aeroelastic solution, [39]. Span-wise leading edge de-
flection Hz and twist deformation Ry . Flow field found with Euler (CANARI) and
viscous-inviscid interaction code (VIS25). Comparison with experimental data of the
ONERA S2 wind tunnel, Modane.M∞ = 0.862, α = 1.6◦, Re = 3.64·106 , CL = 0.3.

The aeroelastic simulation procedure referred to above with the CANARI code
for the flow field is also applied to the coupled dynamic fluid-structure problem.
In that case the structural analysis is performed by a modal approach, where
the six first mode shapes of the wing are taken into account. In Fig. 8.10, the
time evolution of the modal coordinates is displayed for a low transonic test
case with M∞ = 0.78, α = 1.79◦, Re = 3.49 · 106, CL = 0.3. The stagnation
pressure amounts to pstag = 90 kPa for which obviously the unsteady responses
are damped. This is also true for the first mode, where the damping occurs
after a certain time delay, whereas the third mode looks indifferently. Beyond
the stagnation pressure of pstag = 90 kPa, the modal coordinates are amplified
indicating flutter onset.

A second test case, again in the frame of the UNSI project, considers the
so called MDO22 wing–fuselage configuration. This shape was designed in a
Brite-Euram project of the EU performed in the years 1996 and 1997. Static
aeroelastic computations were conducted by three contributors (two industrial
companies, one research institute) using in total eight different methods, in-
cluding five Euler approaches for the flow field. Figure 8.11 presents a three-
dimensional view on the design, the deformed, and the jig shape of the MDO
wing as a result of a static aeroelastic solution.

The quality of today’s simulation capacity for aeroelastic problems is re-
vealed by the two diagrams in Fig. 8.12. In the upper diagram the vertical
bending deformations of the MDO wing, as predicted by the eight methods
mentioned before, are plotted. They show, despite the complexity of the prob-
lem, surprisingly good agreement for the trailing edge as well as the leading

22 MDO =⇒ Multidisciplinary Design Optimization.
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Fig. 8.10. AMP wing: dynamic aeroelastic solution [39]. Flow field found with Euler
code CANARI. Time evolution of the six first modal coordinates qi. M∞ = 0.78,
α = 1.79◦, pstag = 90 kPa, Re = 3.49 · 106, CL = 0.3.

design wing

deformed wing

jig shape

Fig. 8.11. MDO wing: static aeroelastic solution [39]. Jig shape definition with
ONERA’s inviscid-viscous interaction code VIS25. Design flight conditions: M∞ =
0.85, flight altitude H = 11, 280 m, total aircraft lift CL = 0.458.
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trailing edge

leading edge

Fig. 8.12. MDO wing: static aeroelastic solution [39]. Spanwise leading and trailing
edge deflection ∆z (above) as well as twist deformation ∆α (below). Design flight
conditions: M∞ = 0.85, flight altitude H = 11, 280 m, total aircraft lift CL = 0.458.

edge deflections. Note, that the deflection amounts to approximately 3 m at
the wing tip for a wing half-span of 37.5 m. The predictions of the twist de-
formation versus span (lower part of Fig. 8.12) agree well in the inner part of
the wing, whereas at the tip larger differences appear, which we have similarly
identified also in Fig. 8.9 (right).

Turning to simulations of the dynamic aeroelasticity of the MDO wing,
two test conditions, apart from the optimized cruise conditions, were defined.
For these the Mach number is M∞ = 0.88, and in the first case the altitude
amounts to H = 7 km, corresponding to a dynamic pressure q∞ = 22.25
kPa, and in the second case the altitude is H = 2 km, corresponding to
q∞ = 43.10 kPa.
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Fig. 8.13. MDO wing: dynamic aeroelastic solution (Euler solution by SAAB), [39].
z-deflection time series for a stable case at the flight altitude H = 7 km (left), and
for a flutter case at the flight altitude H = 2 km (right). M∞ = 0.88.

Four institutions (three industrial companies, one research institute) delivered
results of six different methods for these test cases. The structural analysis is
represented by a modal approach taking into account the twenty lowest wing-
normal vibration modes. All the simulations predict for the H = 7 km case a
damping of the excitations (stable flight) and for theH = 2 km case an increase
of the oscillations (flutter response). As an example, Fig. 8.13 shows the time
evolution of the deflection of the leading edge at 99 per cent half span. For the
reader interested in more details, we refer to [39, 40].

8.4.3 Thermal–Fluid–Structure Interaction

In Sub-Section 8.3.3, we have discussed the description of thermal–mechanical
fluid–structure interactions characterized by a mechanical response in the form
of mechanical and thermal stresses. In this Sub-Section we look now at interac-
tion cases without mechanical response. Two cases with mechanical response
are presented in Sub-Section 8.4.4.

Let us consider a winged aerospace vehicle. We are concerned with the ques-
tion at what locations and under what conditions thermal fluid-structure in-
teractions play a role. As we know from Chapters 3 to 6, the thermal loads are
particularly high at forward stagnation points, along leading edges of wings,
fins and winglets, at deflected aerodynamic control surfaces, and in regimes
where a strong expansion of the flow leads to a drastic reduction of the bound-
ary layer thickness (e.g., shoulder of capsules, Chapter 5).

What we also know is that at a surface part with small contour radius/radii
the heat flux in the gas at the wall, qgw , is larger than for the case with large
radius/radii 23 [5]. If the vehicle surface is radiation cooled, which is the rule,
this holds also for the wall temperature. However, this temperature then drops
surface-tangentially very fast with increasing running length s of the boundary
layer, and so does the heat flux in the gas at the wall.

High temperatures at strongly curved surfaces and strong temperature gra-
dients in the surface-tangential direction, lead to a special phenomenon, viz.
23 On a sphere we have qgw ∼ 1/

√
R, Section 10.3.
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(1)

(2)
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x
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q = q + q
w(1) gw(1) rad (1)

q
c; ( 1)- (2)

q = q + q
w(2) gw(2) rad (2)

Fig. 8.14. Sketch of tangential heat transport qc;(1)−(2) by conduction inside a struc-
tural shell (hot primary structure of a nose cone). It diminishes the temperature at
the stagnation point (1) and increases the temperature more downstream (2), lead-
ing there to a higher surface heat radiation qrad(2).

heat transport by conduction tangentially through the structure. This is indi-
cated at the shape shown in Fig. 8.14, representing the hot primary structure of
a nose cone. Heat is conducted from location (1) to location (2), consequently
the wall temperature at location (1) is reduced, whereas it is increased at lo-
cation (2). As a result less heat is radiated away at (1) and more at (2) than
would be the case if the surface material did not allow any tangential heat con-
duction.

Hence we can say that in regions with strong tangential heat conduction
within the structure the surface-temperature distribution along the surface co-
ordinate is smoothed out to some extent. With increasing curvature the effect is
getting stronger. Accordingly we must note, that in such regimes on a flight ve-
hicle, Fig. 8.15, the radiation-adiabatic wall temperature gradually is no more
an adequate approximation of the actual surface temperature.

Similar effects can be observed in gaps, existing for example around the
hinge area of flaps, elevons, et cetera. Turning to the heating of deflected
aerodynamic control surfaces, in our case the body flaps of the X-38 vehi-
cle, Fig. 8.16, we are confronted with the situation that the wall thermal flux
qw = qgw + qrad (the value is negative for heat transferred into the struc-
ture!) conducts heat from the wind side to the lee side of the flap—transverse
heat transport, Sub-Section 6.3.3—and radiates into the cavity, heating up
strongly the lower side of the fuselage. For all these problems a coupled ther-
mal fluid-structure simulation is indispensable, otherwise the thermal loads
and the thermal state of the surface could be predicted with dramatic errors.

We now study quantitatively the situation of tangential heat transport at
the two-dimensional representation of the leading edge of a hypersonic flight
vehicle [53], like the SÄNGER lower stage, Chapter 4. In Fig. 8.17 (upper part)
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regions of strong tangential heat

conduction in structure

Fig. 8.15. Regimes on an aerospace vehicle with potentially strong thermal–fluid–
structure interactions.

body flap with body flap container

Fig. 8.16. X-38, view from behind showing the deflected body flaps with the body
flap container as part of the fuselage. The right part of the figure shows the surface
grid for flow computation.

we find details of the geometry and the structure of the leading edge. For the
nose radius R2 = 4 mm, temperature contours are given in the lower part of
the figure,24 found with a coupled Navier–Stokes/FEM solution for the flight
conditionsM∞ = 6.5 andH = 30 km. The coupling of the discipline codes was
conducted by the Dirichlet–Neumann method, eq. (8.27), and the data at the
common boundary interface were transferred by means of a virtual surface.

For different nose radii the wall temperatures in the vicinity of the stagna-
tion point are plotted in Fig. 8.18 (upper part). As expected, the peak tem-
peratures increase with decreasing nose radius. In addition the wall heat flux
qw = qgw + qrad is displayed in Fig. 8.18 (lower part), showing two interesting
trends. First, for large radii the wall heat flux qw in the stagnation regime tends
to zero, indicating that the wall behaves radiation-adiabatic. Second, for small

24 The slight asymmetry of the temperature cannot be explained.
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radii the wall heat flux qw is large at the stagnation point, while heat is trans-
ferred tangentially in the structure along the coordinate s (not shown here).
This leads to the effect, that some distance away from the stagnation point
more heat qrad is radiated from the surface than the flow is able to transport
(qgw) to the surface. This effect, although not very large in this case, is well
discernible in Fig. 8.18 (below).

We focus now our attention on another case, the gap model, which
was designed for experimental investigations of thermal loads in DLR’s plasma
tunnel L3K in the frame of the German technology programmeTETRA,25 [54],
see also Section 6.4. In the follow-on programme ASTRA26 intensive work was
devoted to coupled thermal–mechanical fluid–structure interaction problems.
The gap model, Fig. 8.19, was fitted to obtain validation data for the newly de-
veloped coupled simulation environment. This environment, used for the test
case, which we will discuss below, was based on [48, 49]:

• the finite-volume τ code (DLR) for the solution of the Navier–Stokes equa-
tions on unstructured grids,

• the finite element commercial code ANSYS for the structural and thermal
equilibrium mechanics computations,

• the Dirichlet–Neumann method, eq. (8.27), for the coupling of the discipline
codes,

• the commercial interpolation software MpCCI [50], for the data transfer be-
tween the non-matching boundary interfaces.

The two-dimensional Navier–Stokes solution, for the test conditions of the
plasma tunnel L3K with M∞ = 7.27, α = 15◦, T∞ = 620 K, Re = 12.1 · 104,
with open gap,27 gives an impression of the topology of the streamlines, Fig.
8.20 [55]. The figure shows, that despite the fact that in reality the flow is three-
dimensional, Fig. 8.21, a small vortex is created due to the flow separation at
the upstream part of the gap inflow. This prevents a direct flow into the gap.
The fluid material, which reaches the gap, streams around the vortex. Some of
it has traveled up to an attachment point on the ramp before turning back to
the gap.

The influence of the thermal–fluid–structure coupling, with non-convex ef-
fects taken into account, see also Section 6.4 and Sub-Section 6.7.2, is shown
in Fig. 8.21. The comparison of the wall temperatures exhibits clearly the cou-
pling effect. Generally, the temperatures of the coupled solution are lower than
the uncoupled (radiation-adiabatic surface boundary condition) ones and this

25 TEchnologien für zukünftige RaumTRAnsportsysteme (Technologies for Fu-
ture Space Transportation Systems), 1998-2001.

26 Ausgewählte Systeme und Technologien für zukünftige RTS-Anwendungen
(Selected Systems and Technologies for Future Space Transportation Systems
Applications), 2001–2003.

27 Open and closed gaps represent different states of flow, for example near the
hinge line of aerodynamic control surfaces (flaps, elevons, etc), Section 6.4.
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Fig. 8.17. Tangential heat transport: geometry of the 2-D leading edge test case
(above), and lines of constant temperatures found with a coupled Navier–Stokes so-
lution for M∞ = 6.5 and H = 30 km (below), nose radius R2 = 4 mm [53].
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Fig. 8.18. Tangential heat transport in the structure shown in Fig. 8.17 (upper
part): wall temperatures T (above) and wall heat fluxes into the structure qw for
different nose radii R ≡ R2 (below) [53].

is more pronounced at the side edges and in regions with high surface curvature
(e.g., gap inlet), Fig. 8.21 (left).

Wall temperatures in the symmetry plane, calculated with the coupled and
the uncoupled approach, are compared with L3K plasma tunnel data in Fig.
8.21 (right). The level of the experimental data is higher than the level of the
numerical ones. Further it seems that at least upstream of the gap the uncou-
pled data agree better with the experimental ones compared with the results
of the coupled solution.
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Fig. 8.19. Sketch of the configuration of the gap model [54].
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Fig. 8.20. Gap model: topology of the 2-D velocity field (streamlines) for open gap
(lower right) [48, 56]. Plasma tunnel test conditions:M∞ = 7.27, α = 15◦, T∞ = 620
K, Re = 12.1 · 104.

The next considered test case in this context is a generic body flap model, which
was to model the situation at the rear of the X-38, see also Sub-Section 6.3.3.
With it essentially the fluid and thermal behavior in the cavity between the
lee side of the flap and the ground of the flap box (lower side of the fuselage)
was investigated, Fig. 8.22. All plates of the model were manufactured from
the ceramic material C/C-SiC, except for the blunt nose part, which was a
water-cooled steel part.

We highlight in particular the heat conduction in the structure from the
wind side to the lee side of the flap (transverse heat transfer) and the subse-
quent radiation exchange with the ground plate. In Fig. 8.23 the surface tem-
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Experiment

3D uncoupled CFD

3D coupled

Fig. 8.21. Gap model: comparison of coupled and uncoupled (radiation-adiabatic)
3-D solution for model with open gap [48, 56]. Wall temperature distribution (left),
wall temperature distribution in symmetry plane (right).

insulation

forebody

generic body flap

actuator

side plate

back plate

flap box ground

Fig. 8.22. Body flap model. Plasma tunnel model (left), sketch of the construction
(right), [23, 48]. Material of the plates is C/C-SiC, and material of the insulation
Al2O3.

peratures and the streamlines are displayed in an explosion view for the un-
coupled (radiation-adiabatic surface boundary condition) and the coupled nu-
merical simulation.

There are three main differences between the two solutions:

1. The temperatures along the boundaries of the flap and on the ground plate
(‘flap box ground’ in Fig. 8.23) as well as at the junction between the fore-
body and the nose part are relatively high in the uncoupled solution. In
the coupled solution these strong temperature gradients are damped out
by the heat conduction in the structure. This leads to more homogeneous
wall temperature fields.
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Fig. 8.23. Surface temperatures and streamlines on the body flap model. Radiation-
adiabatic (uncoupled) solution (left), coupled solution (right), [23, 48, 57]; M∞ =
7.36, α = 10◦, T∞ = 552 K, Re = 11.9 · 104.

2. The lee side of the flap has higher wall temperatures in the coupled solu-
tion compared to the uncoupled one due to the intensive transverse heat
conduction from the wind side to the lee side.

3. The wall temperature level at the ground plate in the coupled solution (ex-
cept at the side edges) is increased by the heat radiation from the lee side
of the flap. Note in this context also the changes of the topology of the
skin-friction lines.

Finally we consider the surface temperature along the middle section of the flap
and the ground plate (y = 50 mm), Fig. 8.24. Compared are the uncoupled and
the coupled solutions with the experimental data. The experimental data on
the wind side were obtained with an infrared imaging system whereas on the
ground plate thermocouples were used. As before on the gap model the results
of the uncoupled simulation for the wind side are closer to the experimental
data than the coupled ones. The temperature level on the ground plate of the
uncoupled solution is relatively low, what we already mentioned, but increases
remarkably in the coupled simulation. The agreement of the data from this
solution with the thermocouple data is more convincing than that with the
infrared imaging data discussed before.

In order to assess the quality of the experimental and numerical data one
should have the following in mind:

• First, such hypersonic, high-enthalpy flow situations are probably the most
challenging ones from a physical point of view.

• Second, there are likely uncertainties in the experiment, stemming from, e.g.,
the “free-stream” produced by the conical nozzle, the heat absorbtion and
emission from the tunnel walls, the homogeneity of the onset flow, the degree
of chemical and thermal non-equilibrium of the gas, the gas pollution by the
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Fig. 8.24. Surface temperatures along the middle section of the flap (y = 50 mm),
comparison of results of radiation-adiabatic and coupled simulations with experi-
mental data [23]; M∞ = 7.36, α = 10◦, T∞ = 552 K, Re = 11.9 · 104; 1 denotes the
windward side of the flap, 2 the ground plate of the flap box.

heating system of the tunnel, the accuracy of the measurement methods, in
particular of the infrared imaging system, and others. Laminar–turbulent
transition is very unlikely because of the low experimental Reynolds number.

• Third, the uncertainties in the numerical simulation of the flow field, e.g., in
the modelling of the catalytic effects at the wall, of the chemical and thermal
non-equilibrium effects, of the wall radiation effects including non-convex
effects, the accuracy of the interpolation along the interface boundary, and
others.

8.4.4 Thermal–Mechanical–Fluid–Structure Interaction

We present here a result of probably the first work [42] which dealt with a cou-
pled thermal–mechanical fluid–structure interaction problem, as formulated in
Sub-Section 8.3.3. A thin panel is considered, which is fixed in a panel holder,
which is declined by an angle α = 15◦ to the free-stream with M∞ = 6.57,
and Reu = 1.214 ·106 m−1, Fig. 8.25 a). The oblique shock produces a bound-
ary layer flow with a Mach number M∞ = 4.24, and a unit Reynolds number
Reu = 2.16 · 106 m−1 , Fig. 8.25 b). All the sets of equations, given in Sub-
Section 8.3.3 for the flow, the structure and the heat conduction in the solid
are solved by using the finite element approach.

Due to the grid-point coincidence along the common boundary interface no
interpolation was necessary for the data transfer. The coupled simulation was
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a)

b)

Fig. 8.25. Flow over a panel fixed in a panel holder [42]. Coupled thermal–
mechanical fluid–structure finite element model, panel holder inclination α = 15◦,
free-stream conditions M∞ = 6.57, Reu = 1.214 · 106 m−1, upper figure a), and
panel onset-flow conditions M∞ = 4.24, Reu = 2.16 · 106 m−1, lower figure b).

Fig. 8.26. Flow over a panel fixed in a panel holder [42]. Panel deformation and
density distribution (left), wall temperature distribution (right), M∞ = 4.24, α =
15◦, Re = 2.16 · 106.

carried out for a time period of 30 s, where the system was yet in a transient
phase. Equilibrium was estimated for times larger than 600 s.

We show in Fig. 8.26 for the first 30 s the time evolution of the deformation
of the panel and the density distribution (left), as well as the wall temperature
distribution (right). The temperature profiles reflect also the influence of the
heat transfer into the cooled panel holder.
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Fig. 8.27. Sphere-cone nose of a re-entry test vehicle, geometry and grid in the fluid
domain [58].
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Fig. 8.28. Sphere-cone nose of a re-entry test vehicle [59]. Ablated nose shape after
a flight along a re-entry trajectory of 19 s.
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The same problem was treated with the more advanced coupling environ-
ment reported in [43]. Again the sets of equations were solved by finite element
approaches, but in an iterative way (loosely coupled algorithm). Since different
mesh sizes were used in the fluid and the structural domain, the data transfer
at the interface boundary was conducted by interpolation via a virtual surface.

As a last example we consider the case of a thermal-mechanical fluid-struc-
ture interaction with ablation [58, 59]. Ablating materials are often employed
on expendable RV-NW’s (re-)entering the atmosphere, e.g., capsules. The the-
oretical treatment of ablation requires a complex multi-phase physical and
chemical modeling. In the fluid domain a thermal-chemical non-equilibrium
Navier–Stokes code on finite-volume basis was used, which is able to consider
in the chemical model also the species from the ablated material injected into
the air. On the structural side a generalized finite element code for solving dif-
fusion problems was applied to determine the heat conduction in the solid. This
code includes the capability to update the structural grid which is changed due
to the mass loss rate of ablation. To avoid complex interpolations, the meshes
of the different domains have coincident nodes on the interface boundary. With
the displacements provided by the structural code an updated mesh in the fluid
domain was calculated.

A sphere-cone configuration as part of a simple space vehicle was investi-
gated axisymmetrically, Fig. 8.27. The ablating material was carbon-carbon.
Ballistic flight was simulated from the altitude H = 67 km down to H = 18.1
km for a duration of 19 s. Figure 8.28 shows the computed change of shape in
the nose regime owing to ablation.

8.5 Conclusion

Multidisciplinary simulation and optimization is a relatively young branch in
particular for the flow, the structure, and the heat conduction disciplines in
combination with advanced numerical simulation methods. Of course, theoret-
ical investigations of the aeroelasticity of airplanes or parts of airplanes have
a long tradition, but in the earlier days the theoretical approach was usually
based on analytical solutions. With the advent of high-performance computers
and competitive computer codes for the numerical simulation of various disci-
plines, this situation has changed. Now we observe the trend that simulation
environments for a coupled treatment of:

• mechanical fluid-structure (aeroelastic, static and dynamic (flutter), aeroa-
custics),

• thermal fluid-structure (aerothermal, quasi-steady),
• thermal-mechanical fluid-structure (aerothermoelastic, quasi-steady)

interactions are developed.
Any work on the creation of simulation codes needs data for the verification

of the methods. These data can come from experiments, free flights or from
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other theoretical simulation methods. Often such data are barely available.
Helpful for our discussions in Section 8.4 were data from the project IMENS,28

where Germany’s DLR together with the industry (EADS-ST) combined ex-
perimental and theoretical work in that field [23],[45]-[49].

The quality of the experimental and theoretical data are not in all aspects
satisfactory, but the knowledge about the possible drawbacks and influences
has a good basis and was further advanced after the end of the project. Looking
at the worldwide ongoing efforts, it can be expected that in the near future
the methods of multidisciplinary design and optimization will become accurate
and reliable tools for the design and development of aerospace flight vehicles.

8.6 Problems

Problem 8.1 Consider expansion of air as perfect gas with a total tempera-
ture Tt = 1, 500 K. How large is the maximum possible speed Vm?

Problem 8.2. Prove that the formulations eqs. (8.2) and (8.8) are identical
by employing the unsteady, two-dimensional inviscid part of these equations.
It is sufficient to consider one component, for example the continuity equation.

Problem 8.3. The radiation-adiabatic temperature at a spherical nose with
radius R is proportional to R−0.125 [5]. We can determine this also from Sec-
tion 10.3 when putting qgw ∼ T 4

ra into the relations given there. Apply this
to the results shown in the upper part of Fig. 8.18. Take as reference case the
case with R = 64 mm, where the tangential heat transfer is small and the wall
temperature can be considered approximately as radiation-adiabatic, obtain
results for the smaller radii, and compare with the data in the figure.

Problem 8.4 We have learned in this chapter that a thermal–mechanical cou-
pling exists between aerothermodynamics and the structure of aerospace ve-
hicles flying with high Mach numbers. We found that this coupling is strong in
forward stagnation point regions, at leading edges of wings, winglets and tails
and at body flaps which are located totally or partly underneath of a fuselage.
At other parts of the vehicle structure only a weak coupling is observed, and
the wall temperature there is close to the radiation-adiabatic temperature.

On CAV’s or ARV’s with their airbreathing propulsion systems (see Figs.
4.5 and 4.14), consisting of the three main parts inlet, combustion chamber
(burner) and expansion nozzle, the outer flow field is very complex, particularly
with respect to the aerodynamic forces and moments as well as to the thermal
loads on some surface elements. It is obvious that at some of the main parts of
the propulsion system strong thermal-mechanical fluid-structure interactions
occur. Indicate two of them.

28 “Integrated Multidisciplinary Design of Hot Structures for Space Vehicles”.
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43. Löhner, R., Yang, C., Cebral, J., Baum, J.D., Luo, H., Pelessone, D., Charman,
C.: Fluid-Structure-Thermal Interaction Using a Loose Coupling Algorithm and
Adaptive Unstructered Grids. AIAA-Paper 98-2419 (1998)

44. Haupt, M., Horst, P.: Coupling of Fluid and Structure Analysis Codes for Air-
and Spacecraft Applications. In: Bathe, K.J. (ed.) Proceedings First MIT Con-
ference on Computational Fluid and Solid Mechanics. Computational Fluid and
Solid Mechanics, pp. 1226–1231. Elsevier, Amsterdam (2001)

45. Haupt, M., Niesner, R., Horst, P.: Flexible Software Environment for the Cou-
pled Aerothermodynamic-Thermal-Mechanical Analysis of Structures. ESA SP-
563 (2005)
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9

The Thermal State of a Hypersonic Vehicle
Surface

The thermal state of the hypersonic vehicle surface governs on the one hand
thermal surface effects (these are the influence of wall-temperature and tem-
perature gradient in the gas at the wall on viscous and thermo-chemical phe-
nomena at and near the vehicle surface) and on the other hand the thermal
loads on the vehicle surface (regarding the structure and material layout of a
TPS or a hot primary structure), Fig. 9.1 [1]. The thermal state of the surface
indirectly governs also mechanical (pressure and shear stress) loads via its in-
fluence on primarily the wall-shear stress, for instance, in erosion processes at
a TPS. This is, of course, a typical viscous thermal surface effect.

The thermal state of the surface and hence both thermal surface effects and
thermal loads are strongly influenced by the surface properties [1]. The most
important property is a high surface emissivity in order to achieve sufficient
(thermal) radiation cooling. Permissible properties are surface catalycity, sur-

Thermal state of the

surface

Necessary and

permissible surface

properties: emissivity,

roughness, waviness,

steps, gaps, catalycity

Thermal loads on

structure and

materials

Thermal-surface

effects on wall, and

near-wall viscous flow

and thermo-chemical

phenomena

Fig. 9.1. The thermal state of the hypersonic vehicle surface and its different aero-
thermal design implications [1].
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face roughness etc. These should be sub-critical, i.e., should have no detrimen-
tal influence on the near surface flow.

A particular problem is the determination of permissible surface roughness,
waviness, step and gap height. The permissible geometrical scales should be
as large as possible because a high surface quality would drive up manufac-
turing costs. On the other hand, it can be very problematic to model these
surface characteristics in experimental and/or computational investigations.
In this chapter we look first at the thermal situation at the surface of a hyper-
sonic flight vehicle, define then the thermal state of the surface, and present
finally an aerothermodynamic simulation compendium with special regard to
the thermal state of the surface.

9.1 Heat Transport at a Vehicle Surface

Hypersonic flight vehicles either have a cold primary structure with a thermal
protection system (typically RV-W’s and RV-NW’s) or a hot primary struc-
ture with internal insulation (such as some CAV’s). In reality. mixtures of such
structure and materials concepts are present. A RV-W, for instance, may have
aerodynamic control surfaces with a hot primary structure without internal
insulation.

A hypersonic vehicle surface typically is cooled by thermal surface radia-
tion [1]. On surface portions and/or in flight speed/altitude domains where this
is not sufficient, additionally active cooling, for instance by ablation (often em-
ployed on non-reusable flight systems) or transpiration cooling, is employed.
For the following considerations we assume surfaces which do not change shape
and no transpiration cooling. Active cooling can be allowed for by prescribing
a heat flux qw into the wall. Assuming a smooth surface1 and reducing the sit-
uation to a one-dimensional one,2 we find in the continuum regime the general
thermal situation shown in Fig. 9.2.

Considering the situation shown in Fig. 9.2 in detail, we note [1]:

• The sum of all heat fluxes is zero:

qgw + qrad,w,nc + qrad,g − qrad,w − qw = 0, (9.1)

and the wall temperature Tw is resulting from this balance. We assume Tgw

≡ Tw, neglecting a possible temperature jump in the slip-flow regime.
1 In general the surface must be sufficiently smooth only for airbreathing CAV’s

because they are drag critical, “permissible surface properties,” see above and
[1]. The classical TPS tile surface of the Space Shuttle Orbiter, for instance, has
roughnesses which may be caused by tile misalignment, gaps, gap-filler protru-
sions etc. [2].

2 The temperature gradients and hence the heat fluxes tangential to the surface,
which in downstream direction appear especially with radiation cooled surfaces,
are neglected in this consideration. However, there might be situations, where
this is not permitted, see Sub-Section 8.4.3.
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Fig. 9.2. Schematic description of the thermal state of the surface in the continuum
regime, hence Tgw ≡ Tw. Tangential heat fluxes are neglected, y is the surface-normal
coordinate, qgw: heat flux in the gas at the wall, qw : heat flux into the wall, qrad,w:
surface radiation (cooling) heat flux, qrad,w,nc: surface radiation heat flux from non-
convex surface portions, qrad,g: shock-layer gas radiation heat flux.

• During hypersonic flight heat is transported to the vehicle surface by three
physical processes:
− Diffusive heat transport in the gas towards the wall, more precisely, the

heat flux in the gas at the wall qgw is the first.3 In general, it consists of
heat conduction, heat transfer due to mass diffusion in thermo-chemical
non-equilibrium, but also of heat transfer due to slip-flow [1].

− Transport of heat by thermal radiation from other surface portions of the
flight vehicle qrad,w,nc due to non-convex effects is the second one. This
transport happens, for instance, between the rear of a body flap and the
fuselage (see Sections 6.3 and 6.4 for PHOENIX and X-38 examples), etc.
It can be described with the help of a fictitious or effective emissivity coef-
ficient εeff [1]. It takes into account the mutual visibility of the involved
surface portions and especially the characteristic boundary layer thick-
nesses, which govern locally the wall radiation heat fluxes qrad,w. Radia-
tion heat coming from the sun can be neglected in our considerations.

− Thermal radiation qrad,g of the vibrationally excited, dissociated and ion-
ized gas in the shock layer is the third. For classical Low Earth Orbit
(LEO) re-entry (RV-W’s and RV-NW’s) and also for CAV’s with v∞ � 8
km/s at H � 100 km, qrad,g usually can be neglected, because the diffu-
sive heat transfer qgw is dominant. But, for example, for Lunar return of a
RV-NW with an entry speed of approximately 10.6 km/s, qrad,g becomes
very important and approaches values of 50 per cent of the total heat flux
towards the vehicle surface. This is due to the strong increase of ionized
particles which are generated in the bow shock layer.

3 In the literature this is usually called convective heating.
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• Heat is transported away from the vehicle surface by two processes:4

− Thermal radiation qrad,w, which we usually denote in this book with qrad,
away from the surface for cooling purposes

qrad(= qrad,w) = ε σ T 4
w, (9.2)

with ε being the emissivity of the vehicle surface and σ the Stefan–Boltz-
mann constant, Section C.1.

This is the major cooling mode for outer surfaces of low Earth Or-
bit re-entry vehicles and for airbreathing or rocket-propelled hypersonic
flight vehicles with speeds below approximately 8 km/s, at altitudes below
approximately 100 km. Note that at very low altitudes surface radiation
cooling is not effective [1].

− Heat transfer qw into the surface material. This is the natural heat conduc-
tion process, which governs the thickness, for instance, of a TPS. In gen-
eral qw � qrad,w. However, there are situations where this assumption is
not valid. In the early stage of vehicle design processes (vehicle definition),
it usually can be neglected. The resulting wall temperature Tw is then the
radiation-adiabatic or radiation equilibrium temperature: Tw ≡ Tra. In
the vehicle development process the complete situation shown in Fig. 9.2
should be taken into account in order to arrive at precise thermal loads
predictions. Looking at the potential of the modern numerical simulation
methods, this becomes increasingly possible, Chapter 8. If active cooling
by a heat exchanger below the surface is employed, qw will anyway be large
according to the cooling needs at that surface.

9.2 The Thermal State of a Vehicle Surface

Under the “thermal state of the surface,” we understand the temperature of the
gas at the surface, and the temperature gradient in it normal to the surface.
As we have seen above, these are not necessarily those of and in the surface
material. The thermal state of the surface thus is defined by [1]:

1. The actual temperature of the gas at the wall surface Tgw and the tem-
perature of the wall Tw. If low-density effects (temperature jump) are not
present, we have Tgw ≡ Tw, which we assume, for convenience, in the fol-
lowing considerations.

2. The temperature gradient in the gas at the wall ∂T/∂y|gw in direction nor-
mal to the surface, respectively the heat flux in the gas at the wall qgw if
the gas is a perfect gas or in thermo-chemical equilibrium.

3. The temperature gradient in the material at the wall surface ∂T/∂y|w in
(negative) direction normal to the surface, respectively the heat flux qw
(tangential gradients are also neglected). The heat flux qw is not equal to
qgw if radiation cooling is employed, Fig. 9.2.

4 We do not consider here heat transport away from the surface due to ablation,
transpiration, etc.
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Fig. 9.3. Characteristic thickness δchar regarding the heat flux in the gas at the
wall and the wall shear stress of attached viscous flow of boundary layer type. In
the laminar flow domain, the boundary layer thickness δlam, usually defined by the
approach of 99 per cent of ue, is the characteristic thickness. In the turbulent domain,
it is the thickness of the viscous sub-layer δvs not the thickness δturb. The location
of the virtual origin of the turbulent boundary layer, Sub-Section 10.4.4, is denoted
with xturb, v.o., the transition location with xtr.

We do not discuss here the implications of the thermal state of the surface for
hypersonic flight vehicles of all kinds. The reader instead is referred to [1]. We
note, however, that in general ∂T/∂y|gw or qgw and Tra decrease strongly for
laminar flow from the front part of a hypersonic vehicle towards its aft part.
The reason is that the characteristic thickness of a laminar boundary layer δlam

increases with the boundary layer running length x, Sub-Section 10.4.2: δlam ∼
x0.5 ⇒ qgw,lam ∼ x−0.5, Tw,lam ≈ Tra,lam ∼ x−0.125.

If the boundary layer is turbulent the effect is not so pronounced because
the characteristic thickness regarding the heat flux in the gas at the wall and
the wall shear stress is the thickness of the viscous sub-layer δvs, which in-
creases more slowly with the boundary layer running length x:5 δvs ∼ x0.2 ⇒
qgw,turb ∼ x−0.2, Tw,turb ≈ Tra,turb ∼ x−0.05 [1]. These and the above re-
lations are of qualitative nature, but approximate reality to a good degree, if
they are applied in the main flow direction, with flow three-dimensionality and
high temperature real gas effects being small.

The different characteristic thicknesses of laminar and turbulent boundary
layers, Fig. 9.3, must be taken into account in grid generation for numerical
methods. A special problem arises for the turbulent boundary layer. The char-
acteristic thickness of turbulent flow is that of the viscous sub-layer δvs [1],
which is much smaller than the boundary layer thickness δturb.

5 Actually the proportionality x0.2 is that of the scaling thickness δsc discussed
in [1]; more correctly δvs ∼ x0.1.
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It is expressed in terms of the non-dimensional wall distance y+ [3, 4]:

y+ =
yρuτ

µ
, (9.3)

with the friction velocity

uτ =
√
τw
ρw
. (9.4)

With y+ ≈ 5 defining the thickness of the viscous sub-layer,6 the first grid
line away from the surface usually is located at y+ � 1. Because the velocity
profile is linear in that regime, it is sufficient to put two to three grid lines
below y+ ≈ 5. The above holds, if the transport equations of turbulence are
integrated down to the body surface, which is the case with the so-called low-
Reynolds number formulations. If a law-of-the-wall formulation is used, the
first grid line can be located at y+ ≈ 50–100 and the distance down to the wall
is bridged with the law-of-the-wall.

However, for both formulations, one must keep in mind that with radiation
cooled surfaces, large surface-normal gradients and near-wall extrema of the
temperature T or the internal energy e occur [1]. If the attached viscous flow
is of boundary layer type, then the density ρ accordingly has a large surface-
normal gradient and a wall-near extremum, too. This must be taken into ac-
count when defining the computation grid.

We note further that the thermal state of the surface in general plays
an important role for (airbreathing) CAV’s, which like any aircraft are drag-
sensitive. There, all viscous phenomena are affected even very strongly by the
thermal state of the surface (viscous thermal surface effects).

If one considers RV-W’s and RV-NW’s, the thermal state of the surface con-
cerns predominantly the structure and materials layout of the vehicle (thermo-
chemical thermal surface effects with regard to thermal loads), and not so much
its aerodynamic performance. This is because the RV flies a “braking” mission
where the drag is on purpose large (blunt configuration, high angle of attack).
Of course, if a flight mission demands large down-range or cross-range capa-
bilities in the atmosphere, this may change.

9.3 Aerothermodynamic Simulation Compendium

The following compendium lists aerothermodynamic simulation means; for
principal simulation topics see [1]. We list here the general capabilities of sim-
ulation means with special regard to the simulation of the thermal state of
a vehicle surface in view of thermal loads and thermal surface effects. Espe-
cially regarding the computational simulation, it is recommended to look at
overviews and reviews, e.g., [5]–[10]. However, the discrete numerical meth-
ods of aerodynamics and aerothermodynamics have made large progress since
6 See [1] for the explicit relation for δvs.
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these papers and books were written. This also holds for experimental simula-
tion, especially with non-intrusive measurement methods.

9.3.1 Ground-Facility Simulation

• Facilities
− “Cold” facilities: Blow-down and continuous facilities, total tempera-

tures from ambient up to approximately 1,500 K. Limitations: Restricted
similarity-parameter reproduction (usually only true Mach number), cold
model surfaces.

− “Hot” (high-enthalpy) facilities: Pulse facilities (shock tunnels of all
kind), plasma tunnels (usually for materials and structure tests). Lim-
itations: In general restricted similarity-parameter reproduction, high-
enthalpy similarity usually means a flight-velocity but not a flight Mach
number similarity (Mach number independence necessary), thermo-che-
mical freezing effects during nozzle expansion, cold model surfaces.

• Use for hypersonic flight vehicle definition and development
− Applications: Aerodynamic shape definition, design verification, data

set generation.
− Results: Forces and moments. Discrete surface points measurements:

Pressure pw, shear stress τw , temperature Tw, heat flux qw. Because ra-
diation cooling cannot be simulated in ground-simulation facilities, this
means qw ≡ qgw. Distributed surface data (image-based measurement
techniques): Pressure pw (pressure sensitive paint), shear-stress τw (skin-
friction) lines (oil-film pattern), temperature Tw and heat flux qw (tem-
perature sensitive paint). Off-surface flow visualization (schlieren, shad-
owgraph, interferometry): Shock locations, separation structures, wakes.
A hot experimental technique in general is not available for ground facility
simulation, although it is in use for in-flight testing.

We note that many of those techniques are not well developed if ap-
plicable at all for hypersonic facilities, whether long or short duration fa-
cilities. For instance, short duration tests may not allow enough time for
the paints to react. Not all of the surface techniques may be applicable in
hot facilities. Also in-flight testing in general makes not use of optical and
non-intrusive techniques.

Complete vehicle models due to their rather small size usually do not
allow the reproduction of realistic surface properties (irregularities, wavi-
ness, steps, gaps, etc.), which may influence the near-surface flow.7 For the
Space Shuttle Orbiter, however, tile gap patterns have been reproduced
on the model surface for transition measurements [2].

7 The influence of such properties in general is simulated and studied with the
help of dedicated generic models.



420 9 The Thermal State of a Hypersonic Vehicle Surface

− Thermal state of the surface: Temperature Tw and heat flux into the
wall qw (usually indirectly found) can be measured. For perfect gas or
gas in thermo-chemical equilibrium, the gradient ∂T/∂n|gw can be de-
termined. All such determinations, however, as a rule, applies only for
cold models. Hot-spot and cold-spot situations can only be detected with
surface-mapping techniques if resolution is adequately high. As a rule, the
true flight situation cannot be simulated, neither in cold nor in hot facil-
ities: Cold model surfaces, no simulation of surface radiation cooling, re-
stricted similarity-parameter reproduction (usually only true Mach num-
ber). If turbulent flow is present on parts of the vehicle surface in reality:
True laminar–turbulent transition simulation is not possible since turbu-
lence tripping is problematic.

Summary: With the present capabilities, thermal loads can be mea-
sured with acceptable accuracy and reliability but will be problematic
for meeting meet future higher demands. The true in-flight thermal state
of the surface and hence thermal surface effects cannot be simulated.
“Hot model” techniques have been tried, but in general are not estab-
lished.´

9.3.2 Computational Simulation

• Numerical methods
� Computer codes (steady state and time-accurate solutions)
− Equations: Viscous shock-layer equations (laminar), Euler equations,

coupled Euler/higher-order boundary layer equations (laminar and tur-
bulent), full Navier–Stokes equations (laminar and turbulent (Rey-
nolds/Favre-averaged Navier–Stokes equations (RANS)), for simula-
tion problems in non-continuum flow regimes the Boltzmann equation
(Monte-Carlo methods).

− Flow-physics models: Laminar-flow transport properties (with some
exceptions good quality), statistical turbulence models are acceptable,
except for strong interaction phenomena (turbulent shock/boundary
layer interaction, separation, corner flow, et cetera), criteria for lami-
nar–turbulent transition are neither accurate nor reliable.

− High temperature real gas models: Thermal and chemical equilib-
rium, thermal nonequilibrium, chemical nonequilibrium. Gas models
with different numbers of species and reactions, including ionization,
multi-temperature models with different numbers of vibration temper-
atures are available. All models have, with some exceptions, good qual-
ity (problem of accumulated inaccuracies?).

− Type of surface boundary conditions (viscous codes): No-slip
boundary conditions in the continuum regime, wall (and shock) slip ef-
fects in the rarefied gas regime H ≈ 80–100 km; prescribed wall tem-
perature or heat flux including adiabatic wall, radiation-adiabatic wall
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(in multidisciplinary methods coupling with heat flux into the wall);
non-catalytic, finite-rate catalytic, and fully catalytic wall; ablation py-
rolysis, gas-mass flux, surface degradation.

The codes, as a rule, are applied to rigid flight-vehicle configurations,
new multidisciplinary methods permit to take into account deforming
and movable surfaces, i.e., aerodynamic trim and control surfaces, etc.

� Use for hypersonic flight vehicle definition and development
− Applications: Aerodynamic shape definition, design verification, data

set generation, problem diagnosis.
− Results: Forces and moments, surface and off-surface distributions of

pressure, shear-stress, temperature(s), heat fluxes, gas species, veloc-
ity components, shock locations, entropy-layer phenomena, etc. Only
with Navier-Stokes methods: strong interaction flows including hyper-
sonic viscous interaction, low-density (slip flow) effects, flow separation,
wakes. Flow topologies of all kind, as well as hot-spot and cold-spot sit-
uations can be identified.

Not possible in general is the simulation of real-life surface proper-
ties (irregularities, waviness, steps, gaps, et cetera) in view of laminar-
turbulent transition and turbulent flow. If a sensitivity exists with re-
gard to laminar-turbulent transition, the situation becomes critical. Re-
sults of computations of separated turbulent flow in general are not re-
liable.

− Thermal state of the surface: The complete thermal state of the
surface, i. e. the true flight situation, can be computed, including non-
convex effects qrad,w,nc and shock-layer gas radiation qrad,g. In multi-
disciplinary simulations heat transport into the wall qw can be added.
Hot-spot and cold-spot situations can be detected. Limitations are due
to the insufficient modelling of laminar-turbulent transition and turbu-
lent separation.

Summary: With the present capabilities viscous and thermo-chemical
thermal surface effects as well as thermal loads can be computed with
good accuracy and reliability, as long as no large sensitivity is given re-
garding laminar–turbulent transition and turbulent separation.

• Approximate (engineering) methods
� Computation Methods
− Type: a) Inviscid methods: Newton-type, shock-expansion type, etc.,

b) viscous methods (laminar and turbulent): stagnation point relations
(laminar), relations for flat surface portions (hypersonic viscous inter-
action can be taken into account in some methods), swept cylinders (at-
tachment lines) etc. [11], simple (2-D, axisymmetric analogue) bound-
ary layer methods (finite difference and integral methods).

− Flow-physics models: Capabilities and restrictions like for numerical
methods.
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− High temperature real gas models: Capabilities and restrictions
like for numerical methods. In general rather simple models are em-
ployed.

− Type of surface boundary conditions (viscous methods): In gen-
eral only no-slip boundary conditions; prescribed wall temperature or
heat flux including adiabatic and radiation-adiabatic walls.

� Use for hypersonic flight vehicle definition and development
− Applications: Aerodynamic shape definition, data set generation, tra-

jectory definition and optimization.
− Results: Forces and moments, 1-D and quasi-2-D surface distributions

of pressure, shear-stress, temperature, heat fluxes. Flow topologies of all
kind, as well as hot-spot and cold-spot situations cannot be identified.
If a sensitivity exists with regard to laminar–turbulent transition, the
situation again becomes critical. The boundary layer methods permit
to indicate flow separation.

− Thermal state of the surface: In principle the complete thermal
state of the surface, although for simple surface configurations, can be
computed, including non-convex effects qrad,w,nc and shock-layer gas
radiation qrad,g. In general, however, engineering methods do not have
these capabilities. In simple multidisciplinary simulations heat trans-
port into the wall qw can be added. Hot-spot and cold-spot situations
cannot be detected. Limitations again are due to the insufficient mod-
elling of laminar-turbulent transition and turbulent separation.

Summary: Thermal loads can be computed for simple surface configu-
rations with attached viscous flow, as long as no large sensitivity is given
regarding laminar-turbulent transition. The description of viscous and
thermo-chemical thermal surface effects in general is restricted, al-
though in principle possible to a certain degree.

9.3.3 In-Flight Simulation

• Capabilities: In discrete surface points measurement of wall pressure, wall
temperature, heat flux into the wall qw, etc. are feasible with acceptable re-
sults. Avoided must be a local falsification of the actual vehicle surface prop-
erties (in terms of radiation emissivity and catalycity) by the material and
surface properties of the inserted gauges and, in addition, their possible pol-
lution.

In-flight distributed wall-temperature and other measurements are not
feasible in general. Initial wall-temperature mappings have been performed
on the Space Shuttle Orbiter’s windward side surface by means of in-
frared imagery from the Kuiper Astronomical Observatory aircraft [12]. The
project was rated a limited success. Space Shuttle Orbiter leeside infrared
temperature imagery was performed with the help of a pod mounted atop
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the vertical fin of the vehicle [13]. This obviously more successful experiment
was performed during five missions.

A special topic of in-flight simulation is parameter or systems identifi-
cation, i.e., the determination of the true aerothermodynamic performance
and properties of the real, elastic, controlled flying vehicle. The most com-
pletely studied vehicle in this regard is the Space Shuttle Orbiter, with a
host of data available in [14].

An important prerequisite for all kind of in-flight measurements is an
accurate air-data system, because the measured data must be correlated
with the flight speed and the attitude of the vehicle, as well as with the
thermodynamic data of the atmosphere ahead of the vehicle. Good accu-
racy is attained for the velocity v∞, the pressure p∞, and the attitude.
A special problem in this regard is the atmospheric density ρ∞. Opto-
electronic/spectroscopic measurement systems should be able in the future
to provide highly accurate measurements of ρ∞ and T∞.

• Applications: Acquisition of aerothermodynamic data for code mod-
elling and validation, laminar-turbulent transition data, etc. Tests of heat-
protection systems including flexible external insulations (FEI), hot struc-
tures, ablators, surface degradation, etc.

• Thermal state of the surface: The thermal state of the surface can be
determined, if the emission and catalytic properties of the surface (possible
falsification problem due to sensor material) are known. If that is the case,
thermal surface effects can be identified by data analysis with the help of
numerical aerothermodynamic computation methods.
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CAL, USA (1998)

4. Smits, A.J., Dussauge, J.-P.: Turbulent Shear Layers in Supersonic Flow, 2nd
edn. AIP/Springer, New York (2004)

5. Neumann, R.D.: Defining the Aerothermodynamic Methodology. In: Bertin,
J.J., Glowinski, R., Periaux, J. (eds.) Hypersonics. Defining the Hypersonic En-
vironment, vol. 1, pp. 125–204. Birkhäuser, Boston (1989)
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10

The γeff Approach and Approximate Relations
for the Determination of Aerothermodynamic

Parameters

In this book, we employ approximate relations for the determination of aero-
thermodynamic data. These are used in order to give quantitative information
and to illustrate phenomena. In order to be sufficiently self-consistent, we pro-
vide these relations as well as others here. Derived are first elements of the
RHPM+ flyer and the γeff approach together with the bow shock total pres-
sure loss. Some γeff results in the large Mach number limit are given. Then the
used or referred-to relations for the estimation of transport properties are pro-
vided, and finally formulas for stagnation point heating and flat surface bound-
ary layer parameters. References are provided in all instances. For more general
and detailed information the reader is referred to [1].

10.1 Elements of the RHPM+ Flyer: γeff Approach and
Bow Shock Total Pressure Loss

10.1.1 Introduction and Delineation

In [1], the RHPM1 flyer was introduced, which can be used to illustrate, quanti-
tatively with care and to a certain degree, characteristic aerothermodynamic
properties of the different vehicle classes. It is essentially a two-dimensional
approximation of the sufficiently flat windward side of the vehicle2 by a flat
surface (neglecting the nose bluntness) or a succession of flat surfaces, if aero-
dynamic trim and/or control surfaces, or inlet ramps are considered. To this
geometrical approximation, the shock/expansion theory is applied, therefore
the name RHPM flyer. The RHPM flyer can be a fair or a rather crude ap-
proximation of real flight vehicles, depending on the geometry under consider-
ation. The more slender a configuration is and the smaller the angle of attack,
the better is the approximation, for example, the wall pressure coefficient cpw .
Flow properties influenced by the fact that a blunt nose is present in reality
and therefore a total pressure loss is incurred, for example flow velocity and

1 RHPM stands for Rankine–Hugoniot–Prandtl–Meyer.
2 This means, that the angle of attack of the RHPM flyer is not necessarily the

nominal angle of attack α of the approximated vehicle, but the inclination angle
α, eq. (4.4), or a suitable mean angle.
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Mach number at the body surface, may show larger errors. This holds also if
high temperature real gas effects are present in reality. All should be checked
beforehand for the case considered.

If more exact data are needed, simplified configurations can be employed,
which approximate the lower symmetry line of, for instance, a RV-W. Exam-
ples are the asymptotic half-angle hyperboloid approximating the windward
centerline of the Space Shuttle Orbiter [2], and the hyperboloid-flare approx-
imation of the windward centerline with bodyflap deflection of the HERMES
vehicle [3]. Of course, simple estimates are no more possible for these axisym-
metric configurations, since solutions of the Euler or Navier–Stokes equations
must be performed.

In Chapter 3, we use a sphere-cone (blunt cone) approximation for the
windward symmetry line of the Space Shuttle Orbiter. We must accept the cur-
vature jump at the sphere/cone junction, but obtain better asymptotic data
for the flat part of the vehicle than with the asymptotic half-angle hyperboloid
approximation. The nose radius is a function of the angle of attack [2, 4].

We give now elements of an extension of the original RHPM flyer to the
RHPM+ flyer, taking into account a) a γeff for the flow past the vehicle in-
cluding the bow shock,3 different from γ∞, Sub-Sections 10.1.2 to 10.1.4, and
b) the influence of the total pressure loss due to the vehicle’s bow shock, ap-
proximated via the flow-normal portion of the bow shock, Sub-Section 10.1.5.
While using the RHPM+ flyer approximation we must be aware of the limita-
tions discussed above. Especially we must note that the error due to the basic
RHPM approximation can be larger than that we get without taking into ac-
count high temperature real gas effects. Nevertheless, in suitable cases we are
able to quantify approximately the latter, at least parametrically.

10.1.2 The γeff Approach: General Considerations

The use of an effective ratio of the specific heats γeff permits high temperature
real gas effects to be accounted for approximately. For example, for the Space
Shuttle Orbiter at M∞ = 24 and α = 40◦, ratios of specific heats computed
numerically are γ ≈ 1.3 just behind the bow shock in the nose region, γ ≈ 1.12
close to the body in the nose region and γ ≈ 1.14 along the lower body surface
[5]. Although aerothermodynamic parameters found with approximate meth-
ods (shock–expansion theory, Newton-derived methods) employing the γeff

approach must be considered with care, such methods can be used to quantify,
parameterize, and illustrate real-gas effects in a simple way.

Approximate methods need first of all the relations for flow parameter
changes across a shock wave. The shock relations usually found in the litera-
ture are derived for a constant ratio of specific heats (γ = const.) in the whole
flow domain considered (nominal case). If we wish to consider high tempera-
ture real gas effects in approximate flow field relations for a flight vehicle, we
3 γeff of course must be either be known beforehand from other sources, or is

applied parametrically.
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have ahead of the vehicle the original atmosphere with γ = γ∞ (= 1.4 for air).
If we chose an effective ratio of specific heats γeff < γ∞, which then is con-
stant behind the shock wave and on the body surface, we have two different
ratios of specific heats in the whole flow domain.

In the situation posed above, the shock relations are different from those for
the nominal case found in the literature, e.g., [6]. Of course, the conservation of
mass, momentum and enthalpy across a shock wave must be fulfilled also here.
We show first the detailed derivation of the relations for the normal shock wave
and give then the relations for the oblique shock wave. Unfortunately for the
γeff approach compact-form relations as those given in [6] are no more achiev-
able. We use the classical approach with ‘1’ designating the parameters ahead
of the shock wave, and ‘2’ those behind it (in applications ‘1’ would denote
the parameters ahead of the shock with γ∞, and ‘2’ the parameters behind the
shock with γeff ). The familiar pressure coefficient cp2 reads

cp2 =
p2 − p1

q1
=

2
γ1M2

1

(
p2

p1
|γ2 − 1

)
=

2
γ∞M2∞

(
p2

p∞
|γeff

− 1
)
. (10.1)

10.1.3 Normal Shock Wave

For a normal shock wave, the equations for the conservation of the three entities
read, with ht being the total enthalpy:

ρ1v1 = ρ2v2, (10.2)

ρ1v
2
1 + p1 = ρ2v

2
2 + p2, (10.3)

(ht1 =) h1 +
1
2
v2
1 = h2 +

1
2
v2
2 (= ht2). (10.4)

In the γeff approach, the latter relation is changed. Noting that cp1 and cp2

denote here the specific heats at constant pressure:

h1 = cp1T1 =
γ1

γ1 − 1
R1T1 =

γ1

γ1 − 1
p1

ρ1
, (10.5)

and
h2 = cp2T2 =

γ2

γ2 − 1
R2T2 =

γ2

γ2 − 1
p2

ρ2
. (10.6)

We obtain instead of eq. (10.4)

(ht1 =)
γ1

γ1 − 1
p1

ρ1
+

1
2
v2
1 =

γ2

γ2 − 1
p2

ρ2
+

1
2
v2
2 (= ht2). (10.7)

Note that p1 = ρ1T1R1 and p2 = ρ2T2R2. Because we connect the thermo-
dynamic entities ahead ‘1’ and behind ‘2’ the shock analytically, we must also
connect the specific gas constants R1 and R2 with each other [7]. This is made
with the so called compressibility factor Z = Z(ρ, T )
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R2 = Z(ρ2, T2)R1. (10.8)

The compressibility factor in the frame of our considerations is, in the few cases
where needed, a problematic issue. Details are given in Sub-Section 10.1.6.

In the classical way, it follows then from eqs. (10.2) and (10.3)

v2
1 =

(
ρ2

ρ1

)
p2 − p1

ρ2 − ρ1
, (10.9)

and

v2
2 =

(
ρ1

ρ2

)
p2 − p1

ρ2 − ρ1
, (10.10)

and finally

v2
2 =

(
ρ1

ρ2

)2

v2
1 . (10.11)

Putting eqs. (10.9) and (10.10) into eq. (10.7), we obtain the so-called Hugoniot
relation which combines the thermodynamic parameters ahead and behind the
shock wave

h2 − h1 =
γ2

γ2 − 1
p2

ρ2
− γ1

γ1 − 1
p1

ρ1
=

1
2

(
1
ρ1

+
1
ρ2

)
(p2 − p1). (10.12)

From this the pressure ratio across the shock wave is obtained

p2

p1
=

(
γ2 − 1
γ1 − 1

) ρ2
ρ1

(γ1 + 1) − (γ1 − 1)

(γ2 + 1) − ρ2
ρ1

(γ2 − 1)
. (10.13)

The Mach number M1 and speed of sound a1 are defined by

M1 =
v1
a1
, (10.14)

a1 =
√
γ1R1T1 =

√
γ1
p1

ρ1
. (10.15)

Combining eq. (10.14) with eq. (10.9) yields the connection of the pressure and
the density ratio across the shock with the Mach number M1 ahead of it

1
γ1

(
ρ2

ρ1

)
p2/p1 − 1
ρ2/ρ1 − 1

= M2
1 . (10.16)

We substitute here p2/p1 with eq. (10.13) and obtain the relation for the den-
sity ratio

(
ρ2

ρ1

)2 [
γ1M

2
1 (γ2 − 1) + 2γ1

γ2 − 1
γ1 − 1

]
+

+
(
ρ2

ρ1

)[−2γ1M
2
1γ2 − 2γ2

]
+ [γ1M

2
1 (γ2 + 1)] = 0.

(10.17)
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If we denote the terms in the three square brackets with A, B, and C, respec-
tively, we get a solution with

ρ2

ρ1

∣∣∣∣
1,2

=
−B ±√

B2 − 4AC
2A

(
=
v1
v2

∣∣∣∣
1,2

)
. (10.18)

A compact-form solution as for a constant γ in the whole flow domain [1, 6] is
not possible. The positive sign of the square root is valid. The result is then used
to determine numerically the other ratios across the shock wave (see below).
Choosing γ2 ≡ γ1 = γ yields the familiar compact-form solutions for this and
all other parameter ratios. If γ1 �= γ2, the caseM1 = 1 is not included, because
we assume isenthalpic flow.

For M1 → ∞ we get further

ρ2

ρ1

∣∣∣∣
M1→∞

=
γ2 + 1
γ2 − 1

, (10.19)

and also the other limiting cases, given for instance in [1].
The temperature ratio T2/T1 is determined from:

T2

T1
=
p2

p1

ρ1

ρ2

R1

R2
. (10.20)

The speed of sound behind the shock a2 is defined by:

a2 =
√
γ2T2R2 =

√
γ2p2/ρ2. (10.21)

The Mach numberM2 = v2/a2 is found with the help of eqs. (10.11) and (10.21)
after some manipulation in the following way:

M2
2 =

v2
2

a2
2

=
(
ρ1

ρ2

)2

v2
1

ρ2

γ2p2
=
γ1

γ2
M2

1

ρ1

ρ2

p1

p2
. (10.22)

It remains to determine the total pressure pt2 , total density ρt2 and total tem-
perature4 Tt2 behind the shock wave. The total pressure pt2 is found from

pt2

pt1

=
pt2

p2

p2

p1

p1

pt1

, (10.23)

with p2/p1 from eq. (10.13) after solution of eq (10.17), and

pt2

p2
=

(
1 +

γ2 − 1
2

M2
2

)γ2/(γ2−1)

,
pt1

p1
=

(
1 +

γ1 − 1
2

M2
1

)γ1/(γ1−1)

.

(10.24)

4 The total enthalpy is constant, but the total temperature is not because of eq.
(10.7).
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Table 10.1. Flow parameters ratios across a normal shockwave with γeff , and the
equations and the input for their numerical determination.

Parameter Ratio Symbol Eq. Input

Density ρ2/ρ1 (10.17) γ1, γ2,M
2
1

Pressure p2/p1 (10.13) γ1, γ2, ρ2/ρ1

Temperature T2/T1 (10.20) p2/p1, ρ2/ρ1, R2

Velocity v2/v1 (10.2) ρ2/ρ1

Mach number M2/M1 (10.22) γ1, γ2, ρ2/ρ1, p2/p1

Total pressure pt2/pt1 (10.23) pt2/p1, p2/p1, pt1/p1

Total density ρt2/ρt1 (10.25) ρt2/ρ1, ρ2/ρ1, ρt1/ρ1

Total temperature Tt2/Tt1 (10.27) pt2/pt1 , ρt2/ρt1 , R2

Similarly we find for the total density ρt2 :

ρt2

ρt1

=
ρt2

ρ2

ρ2

ρ1

ρ1

ρt1

, (10.25)

with

ρt2

ρ2
=

(
1 +

γ2 − 1
2

M2
2

)1/(γ2−1)

,
ρt1

ρ1
=

(
1 +

γ1 − 1
2

M1
1

)1/(γ1−1)

. (10.26)

The total temperature Tt2 is to be determined with

Tt2

Tt1

=
pt2

pt1

ρt1

ρt2

R1

R2
, (10.27)

or directly with the help of eq. (10.4), respectively eq. (10.7):

Tt2 =
γ2 − 1
γ2

1
R2

(
γ2

γ2 − 1
p2

ρ2
+

1
2
v2
2

)
. (10.28)

Looking back, we observe, that the gas constant behind the shock wave R2

is needed only if we want to determine the temperatures T2 and/or Tt2 . This
is a restriction which we cannot overcome with an adequately simple approx-
imation of the compressibility factor Z(ρ, T ) = Z(γeff ), Sub-Section 10.1.6.
Because we do not get a compact-form solution for ρ2/ρ1, we also do not have
such solutions for the other parameter ratios. We note in Table 10.1 the input
into the respective equations for the numerical determination of these ratios,
for the temperatures with the caveat in view of the compressibility factor.
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Fig. 10.1. Schematic of an oblique shock wave and notation [1].

10.1.4 Oblique Shock Wave

For the oblique shock wave, Fig. 10.1, the equations for the conservation of the
three entities mass, momentum (now two components: normal and tangential
to the oblique shock wave), and enthalpy read

– mass
ρ1ũ1 = ρ2ũ2, (10.29)

– normal momentum component

ρ1ũ
2
1 + p1 = ρ2ũ

2
2 + p2, (10.30)

– tangential momentum component

ρ1ũ1ṽ1 = ρ2ũ2ṽ2, (10.31)

– enthalpy

(ht1 =) h1 +
1
2
(ũ2

1 + ṽ2
1) = h2 +

1
2
(ũ2

2 + ṽ2
2) (= ht2). (10.32)

We note especially that the resultant velocity behind the shock wave V2 is re-
lated to that ahead of it V1 by

V 2
2 = V 2

1

[(
ρ1

ρ2

)2

sin2 θ + cos2 θ

]
. (10.33)

We proceed as before and find the Hugoniot relation in the same form

h2 − h1 =
γ2

γ2 − 1
p2

ρ2
− γ1

γ1 − 1
p1

ρ1
=

1
2

(
1
ρ1

+
1
ρ2

)
(p2 − p1). (10.34)

Now, however, the relevant Mach number is that of the flow component normal
to the shock wave

M̃1 = sin θM1 =
ũ1

a1
. (10.35)
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Proceeding further as for the normal shock wave, we obtain:

1
γ1

(
ρ2

ρ1

)
(p2/p1) − 1
(ρ2/ρ1) − 1

= M̃2
1 = sin2 θM2

1 . (10.36)

The temperature T2 again is

T2

T1
=
p2

p1

ρ1

ρ2

R1

R2
. (10.37)

and the speed of sound behind the shock wave

a2 =
√
γ2T2R2 =

√
γ2p2/ρ2. (10.38)

The Mach number M2 = v2/a2 now is found with the help of eqs. (10.33) and
(10.38) to be

M2
2 =

V 2
2

a2
2

=
(
ρ1

ρ2

)2

V 2
1

ρ2

γ2p2
=
γ1

γ2
M2

1

[(
ρ1

ρ2

)2

sin2 θ + cos2 θ

]
ρ2

ρ1

p1

p2
.

(10.39)
The shock angle θ is an unknown. From Fig. 10.1 we find, with

tan θ =
ũ1

ṽ1
, tan(θ − δ) =

ũ2

ṽ2
, (10.40)

and eq. (10.29) the relation

tan θ
tan(θ − δ)

=
ũ1

ṽ1

ṽ2
ũ2

=
ũ1

ũ2
=
ρ2

ρ1
. (10.41)

After some manipulation with eqs. (10.34), (10.36) and (10.41) as for the nor-
mal shock wave, we obtain two coupled equations for the two unknowns ρ2/ρ1

and tan θ as functions of the free-stream Mach numberM1, the deflection angle
δ, and the two ratios of specific heats γ1 and γ2:

(
ρ2

ρ1

)2 [
γ1 sin2 θM2

1 (γ2 − 1) + 2γ1
γ2 − 1
γ1 − 1

]
+

+
(
ρ2

ρ1

)[−2γ1 sin2 θM2
1γ2 − 2γ2

]
+ [γ1 sin2 θM2

1 (γ2 + 1)] = 0,
(10.42)

and

tan2 θ [tan δ] + tan θ
[
1 − ρ2

ρ1

]
+

[
ρ2

ρ1
tan δ

]
= 0. (10.43)

The latter equation written in the form

tan δ =
(ρ2/ρ1) − 1

(ρ2/ρ1) + tan2 θ
tan θ (10.44)
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leads for γ2 ≡ γ1 = γ to the familiar compact-form relation for tan δ. The case
γ1 �= γ2 for δ = 0◦ is not included, again because we assume isenthalpic flow.

We proceed further and find the pressure p2 like for the normal shock with
the help of:

p2

p1
=

(
γ2 − 1
γ1 − 1

)
(ρ2/ρ1)(γ1 + 1) − (γ1 − 1)
(γ2 + 1) − (ρ2/ρ1)(γ2 − 1)

. (10.45)

The velocity components normal to and behind the shock wave read:

ũ2 =
ρ1

ρ2
V1 sin θ, (10.46)

and, because of eq. (10.31),

ṽ1 = ṽ2 = V1 cos θ. (10.47)

The resultant velocity behind the shock wave, Fig. 10.1, is:

V2 =
√
ũ2

2 + ṽ2
2 . (10.48)

Total pressure pt2 , total density ρt2 and total temperature Tt2 can be found
like for the normal shock wave. Again we need the specific gas constant R2, if
we wish to determine T2 and/or Tt2 .

For the numerical determination of all parameters a scheme similar to that
given in Table 10.1 can be devised, which however has to include eq. (10.43)
for θ.

10.1.5 Bow Shock Total Pressure Loss: Restitution of Parameters
of a One-Dimensional Surface Flow

With extended algebraic effort it can be shown that the governing equations
for inviscid fluid flow around a body can be reduced exactly from their three-
dimensional or two-dimensional form off the body surface, of course, including
the surface, to the two-dimensional or one-dimensional form only on the sur-
face. We take this for granted and consider now, how for a two-dimensional
body from a given pressure distribution along the surface other flow parame-
ters can be determined, while taking into account the total pressure loss due
to the flow-normal portion of the bow shock. This is of interest, if for instance
with Newton’s method the pressure on the surface of a body was found, if a con-
sideration like in Sub-Section 6.1.1 is made, or if experimental pressure data
are given, and further investigations are intended.

We have to make one assumption, viz., that the streamline hitting the for-
ward stagnation point crossed the locally normal bow shock surface [1]. Usually
at large angles of attack this is not the case, but in general it is an acceptable
assumption. With this assumption, we can obtain,5 with γeff = γ2 = const.,
5 We give, despite the problems with the compressibility factor, the derivation in

terms of γeff .
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the total pressure pt2 and the total density ρt2 at the forward stagnation point
on the body surface from eqs. (10.23) and (10.25). Both are constant along
the body surface as long as we can assume that no embedded shock waves are
present there.

Starting at the stagnation point, we denote the coordinate along the surface
with x. If total pressure, total density, and the pressure p (x) are given, we find
with the help of Bernoulli’s equation the velocity v2 (x):

v2(x) =

√√√√ 2γ2

γ2 − 1
pt2

ρt2

[
1 −

(
p2(x)
pt2

)(γ2−1)/γ2
]
. (10.49)

Taking into account constant total enthalpy ht2 = ht1 , the temperature T (x)
is determined from

h2(x) = ht1 −
1
2
v2
2(x), (10.50)

and

T2(x) =
h2(x)
cp2

=
γ2 − 1
γ2

1
R2

h2(x). (10.51)

From this follows the Mach number M2(x)

M2(x) =
v2(x)√

γ2R2 T2(x)
, (10.52)

and finally the density ρ2(x) with

ρ2(x) =
p2(x)

R2 T2(x)
, (10.53)

and, for checking purposes

ρ2(x) = ρt2

[
1 +

γ2 − 1
2

M2
2 (x)

]−1/(γ2−1)

. (10.54)

The specific gas constant R2 = Z R1, appears quite often in these relations.
This means that the compressibility factor plays a larger role here, than in
the shock relations. In general it can not be recommended to use the γeff ap-
proach for the restitution of flow parameters, as described here, unless an exact
numerical reference solution for a given problem permits to develop a simple
approximation of Z valid for this problem, see the next sub-section.

10.1.6 The Compressibility Factor Z

Consider a mixture of n thermally perfect gases. The equation of state, with
the universal gas constant R0 is [1]:
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p =
n∑

i=1

pi =
n∑

i=1

ρi
R0

Mi
T = ρT

n∑
i=1

ci
R0

Mi
= ρTR, (10.55)

with pi being the partial pressure, ρi the partial density, Mi the mass of the
species i, R the gas constant of the mixture. The mass fraction6 ci (0 � ci � 1)
of the species i is

ci =
ρi

ρ
, (10.56)

and the mean molecular weight M is given by

1
M

=
n∑

i=1

ci
Mi

. (10.57)

If we consider a single diatomic gas, for instance N2, it is obvious that the spe-
cific gas constantR is twice as large for the fully dissociated gas (cN2 = 0) than
for the undissociated gas (cN2 = 1). If we express the specific gas constant in
the dissociated state with R2, it is related to that of the undissociated gas R1

by
R2 = Z(ρ, T )R1 (10.58)

where Z is the compressibility factor [7]. It is found with eqs. (10.55) and
(10.57):

Z =
R2

R1
=

∑n
i=1 ciR0/Mi|2∑n
i=1 ciR0/Mi|1

=
M1

M2
. (10.59)

For air in equilibrium in the temperature range 1,500 K � T � 15,000 K and
the density range 1 � log10(ρ/ρ0) � −10, with ρ0 = 1.293·10−3 g/cm3 a graph
is given in [7] which shows a highly nonlinear behavior ofZ(ρ, T ), with 1 � Z �
4. For log10(ρ/ρ0) = −5, for instance, the compressibility factor is Z ≈ 1.3, 2
and 3.2 for T = 4,000, 6,000 and 10,000 K respectively. We expressly state that
all this is no problem in discrete numerical solutions of the governing equations
of aerothermodynamics, where we do not need these data beforehand in the
computation process, but can construct for instance Z or γeff a posteriori.

If we employ γeff in analytical methods of the kinds presented here, how-
ever, we need for the determination of some thermodynamic and flow enti-
ties the compressibility factor Z, which means—note that this is the critical
point—its connection with γeff : Z = Z(γeff ). An expression of Z = Z(γeff )
is not known. It is advisable, therefore, to use the γeff approach only for the
determination of data where Z does not play a role. Across shock waves, these
are almost all flow parameters with the exception of the temperatures T and Tt.

For the restitution of parameters of one-dimensional or other flows, one can
try approximations of the kind Z = a+ b γeff . This is permissible, if it can be
shown with an exact numerical reference solution that this approximation is
meaningful. Clearly then this approximation can only be employed in the class
of problems to which the selected problem belongs.
6 We use ci as symbol instead of ωi [1].
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10.1.7 Results across Shocks in the Large M1 Limit Using γeff

For the normal shock we have found, eq. (10.19), that ρ2/ρ1 in the limit,M1 ⇒
∞ depends on γ2 only. This means that in that limit the state of the gas behind
the shock wave does no more depend on the ratio of specific heats γ1 ahead of
the shock. We study this in more detail in Fig. 10.2.

The asymptotic behavior is seen well for ρ2/ρ1 andM2. The limit is always
reached later for smaller γ1. From the ordinaryRankine–Hugoniot relations [1],
we know that no large Mach number limits exist for p2/p1 and T2/T1. Hence
we cannot assume that these properties become independent of γ1 in the limit.
This is also seen in the figure.

For the total pressure coefficient behind the shock wave cpt2 , we see finally,
Fig. 10.3, that it becomes independent of γ1 for rather small M1.

These results show on the one hand, that the γeff approach, which anyway
must be handled with care, demands the use of the exact relations as we have
derived them above. On the other hand, in certain cases, here for cpt2 in the
rangeM1 � 10, it is permitted to plug into the Rankine–Hugoniot conditions,
also for the oblique shock, just the value of γeff (≡ γ2).
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Fig. 10.2. Normal shock wave: dependence of density ratio (upper left), pressure ra-
tio (upper right), temperature ratio (lower left) and Mach number behind the shock
(lower right) on pairs of γ1 and γ2 as function of M1.
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Fig. 10.3. Normal shock wave: dependence of the total pressure coefficient behind
the shock wave cpt2 on pairs of γ1 and γ2 as function of M1.

This means that a gas with a given γeff can be handled like a perfect gas by
employing a constant γ ahead and behind the shock. This would be the justifi-
cation to work in a ground simulation facility with gases other than air in order
to study the influence of a chosen γ on the aerodynamic properties of a flight
vehicle. An example is the investigation of the pitching moment anomaly of the
Space Shuttle Orbiter, Section 3.5, in the LaRC 20” CF4 (carbon tetrafluoride)
tunnel [8].

10.2 Transport Properties

We list here only some power-lawapproximations for the viscosity and the ther-
mal conductivity, valid for temperatures up to approximately 1,500–2,000 K.
For details, see [1].

Air

– Viscosity (dimensions: µ [Pa s], T [K])

Sutherland’s equation:

µ = 1.458 · 10−6 T 1.5

T + 110.4
. (10.60)
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Simple power-law approximation:

µ = c Tω, (10.61)

where for T � 200 K: c = 0.702 · 10−7, ω = 1; and for T � 200 K: c =
0.04644 · 10−5, ω = 0.65.

– Thermal conductivity (dimensions: k [W/(m K)], T [K], R0 [J/(kg K)],
cp [J/(kg K)], M [kg])

The thermal conductivity of a molecular gas can be determined with the help
of the Eucken formula, where cp is the specific heat at constant pressure:

k =
(
cp +

5
4
R0

M

)
µ. (10.62)

The monatomic case is included, if for the specific heat cp = 2.5R0/M is
taken.

From the above the following relation the Prandtl number can be derived
as function of the ratio of specific heats γ:

Pr =
µcp
k

=
cp

cp + 1.25R0/M
=

4γ
9γ − 5

. (10.63)

An explicit relations for air is the Hansen equation:

k = 1.993 · 10−3 T 1.5

T + 112.0
. (10.64)

Simple power-law approximation:

k = c Tω, (10.65)

where for T � 200 K: c = 9.572 · 10−5, ω = 1; and for T � 200 K: c =
34.957 · 10−5, ω = 0.75.

Molecular Nitrogen

– Viscosity (dimensions like above)

Sutherland’s equation for molecular nitrogen

µ = 1.39 · 10−6 T 1.5

T + 102.0
. (10.66)

– Thermal conductivity (dimensions like above)

The thermal conductivity of a molecular nitrogen can be determined, like
for air, with the help of the Eucken formula, eq. (10.62).
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10.3 Formulas for Stagnation Point Heating

At the early stages of aerothermodynamics there was nearly no possibility to
measure or to theoretically determine the temperature gradient ∂T/∂y normal
to the surface.7 This temperature gradient determines by the Fourier law the
convective heat-flux to an isothermal wall in a non-reacting flow, i.e., the heat
flux in the gas at the wall [1]

qgw = −k∂T
∂y

, (10.67)

where k is the thermal conductivity.8

Therefore, the so-called film formulation reads

qgw = hc(Tr − Tw), (10.68)

with Tr the recovery and Tw the wall temperature, and hc the film coefficient.
The latter is not a constant but depends on numerous variables, where the most
important ones are the density and the velocity at the boundary layer edge as
well as the transport properties. The film coefficient combines the effects of
conduction and convection in the gas.

We list some of the most often used formulas for determining the stagnation
point (sphere) heat-flux, which all are based on the film formulation concept,
eq. (10.68). It is not the intention here to go in great detail, since applications
of these formulas are numerously available in the literature. But we provide the
reader with the possibility to have a first glance at the dependencies of forward
stagnation point heat-fluxes for RV-W’s and RV-NW’s during atmospheric re-
entry, but also CAV/ARV’s. The SI basic and derived units, Section C.2, are
employed.

a) Formula of Van Driest [9]

qgw = kstPr
−0.6(ρeµe)0.5(hr − hw)st

(
due

dx

)0.5

st

, (10.69)

with kst = 0.76 for a sphere, Pr the Prandtl number, hr the recovery enthalpy,
hw the fluid enthalpy at the wall, due/dx|st the tangential velocity gradient at
the stagnation point, the subscript e denotes the boundary layer edge and st
the stagnation point. Perfect gas is assumed. The velocity gradient due/dx|st

7 With modern numerical simulation methods approximating the full Navier–
Stokes equations including thermochemical non-equilibrium, this situation has
changed and most of the gradients in the boundary layer can be resolved prop-
erly.

8 Note that usually for the wall heat flux the minus sign is omitted: qgw = k ∂T/∂y.
If the y-coordinate is positive away from the surface, a heat flux towards the
wall therefore has a positive value. This holds analogously also for the wall shear
stress.



440 10 The γeff Approach and Approximate Relations

can be determined by Newton’s pressure assumption at the stagnation point
[1] or from Euler equations at the edge of the boundary layer using the relation:

(
due

dx

)
st

=
1
RN

(
2(pe − p∞)

ρe

)0.5

, (10.70)

with RN being the nose radius.

b) Formula of Lees [10]

qgw = 0.50Pr−0.67(ρstµst)0.5hw,st

√
2
(
due

dx

)0.5

st

. (10.71)

Perfect gas is assumed. This formula was used during the APOLLO project
work for convective heat-flux prediction. For the heat-flux prediction away
from the stagnation point on the APOLLO surface in the pitch plane the
following relations were used exploiting the wall pressure distribution (e.g.,
known from wind tunnel experiment)

qgw = 0.50Pr−0.67(ρstµst)0.5hw,stF (s), (10.72)

F (s) =

pe

pst

µeTst

µstTe
uer

k
o

(
2
∫ s1

o

pe

pst

µeTst

µstTe
uer

2k
o ds

)0.5 , (10.73)

with k = 1 for axisymmetric flow and k = 0 for plane flow, s denotes the
contour length measured from the stagnation point, r0 the radius of the nose
section of the body of revolution [11].

c) Formula of Fay and Riddell [12]

qgw = 0.76Pr−0.6(ρwµw)0.1(ρeµe)0.4 ·

·
[
1 + (Leφ − 1)

hD

he

]
(he − hw)st

(
due

dx

)0.5

st

, (10.74)

with hD being the enthalpy of dissociation of the gas mixture, Le = Pr/Sc
the Lewis number defining the ratio of heat transfer by mass diffusion to heat
transfer by conduction [1]. For example, for dissociating air, the Prandtl num-
ber is Pr = 0.71 and the Schmidt number is Sc = 0.5, giving the Lewis number
Le = 1.42; Le= 0 for frozen flow with non-catalytic wall, φ = 0.52 for equilib-
rium flow and φ = 0.63 for frozen flow with fully catalytic wall. This formula
is likely the most often used and referenced relation for stagnation point heat-
flux determination.
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d) Formula of Cohen [13]

qgw = 0.767Pr−0.6(ρwµw)0.07(ρeµe)0.43(he − hw)st

(
due

dx

)0.5

st

. (10.75)

This equation is very similar to eq. (10.74) of Fay and Riddell forLe = 0 (frozen
flow with non-catalytic wall) and is used in [14] as a basic relation in an engi-
neering method for predicting the heat transfer at blunted cones.

e) Simple Formula [15, 16]

qgw =
5.1564 · 10−5

√
RN

ρ0.5
∞ v3.15

∞ . (10.76)

The input dimensions, as also for the other relations, are kg/m3 for the den-
sity ρ∞ and m/s for the flight speed v∞. The resulting qgw has the dimension
W/m2.

This relation is a correlation of data from several sources, based on eq. (2.5).
This is a rapid and fair approximation of the heat flux in the gas at the wall
at the stagnation point of a sphere. It serves typically in trajectory determina-
tion and optimization with the forward stagnation point as reference location,
Chapter 2.

10.4 Flat Surface Boundary Layer Parameters Based on
the Reference-Temperature/Enthalpy Concept

The reference-temperature/enthalpy concept permits the temperature and
compressibility effects to be accounted for approximately and in a simple way
to enable the determination of boundary layer parameters [17]. When used as
the reference-enthalpy concept, it enables high enthalpy flows to be treated
[18]. The reference-temperature/enthalpy concept is discussed in some detail
in [1]. It is not an exact but a well-proven approximate concept. Basically it
works with boundary layer relations established for incompressible flow. These
are applied with the inviscid flow data at the body surface, which are inter-
preted as being those at the boundary layer edge. Density and viscosity are
interpreted as function of an appropriate reference temperature or enthalpy.
In [19], for instance, the viability of the approach is demonstrated. General-
ized formulations, which are valid for attached laminar and turbulent flow can
be found in [20].

10.4.1 Reference-Temperature/Enthalpy Concept

The characteristic Reynolds number for a high-speed boundary-layer like flow
is postulated to read

Re∗x =
ρ∗vex

µ∗ . (10.77)
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Density ρ∗ and viscosity µ∗ are reference data, characteristic of the boundary
layer. They are determined with the local pressure p and the reference enthalpy
h∗ or with the reference temperature T ∗, with ve the external inviscid flow ve-
locity. The reference temperature T ∗ is empirically composed of the boundary
layer edge temperature Te (without hypersonic viscous interaction identical to
T∞), the wall temperature Tw, and the recovery temperature Tr [17]

T ∗ = 0.28Te + 0.5Tw + 0.22Tr. (10.78)

The general reference enthalpy h∗ is defined similarly [18]

h∗ = 0.28he + 0.5hw + 0.22hr. (10.79)

The recovery data are found with

Tr = Te + r∗
v2

e

2cp
, (10.80)

or

hr = he + r∗h
v2

e

2
. (10.81)

Here r∗ or r∗h is the recovery factor, which is a function of the Prandtl number
Pr. The Prandtl number depends rather weakly on the temperature, or the
enthalpy, up to T ≈ 5, 000 K. Usually it is sufficient to assume r∗ = r = const.
For laminar flow the recovery factor is r =

√
Pr, and for turbulent flow r =

3
√
Pr. With the Prandtl number at low temperatures, Pr ≈ 0.74 [1], we get

rlam ≈ 0.86 and rturb ≈ 0.90.
Introducing the boundary layer edge data as reference flow data into eq.

(10.77) yields

Re∗x =
ρevex

µe

ρ∗

ρe

µe

µ∗ = Ree,x
ρ∗

ρe

µe

µ∗ , (10.82)

withRee,x = ρevex/µe. This relation can be simplified. If we apply it to bound-
ary layer like flows, we can write, because p = pe = pw

ρ∗

ρe
=
Te

T ∗ . (10.83)

If, for simplicity, we further assume a power-law expression for the viscosity,
we obtain

µ∗

µe
=

(T ∗)ω∗

(Te)ωe
. (10.84)

Only if T ∗ and Te are both in the same temperature interval, ω∗ and ωe are
equal [1] and we get:

µ∗

µe
=

(
T ∗

Te

)ω

. (10.85)

Introducing eqs. (10.83) and (10.85) into eq. (10.82) reduces the latter to

Re∗x = Ree,x

(
Te

T ∗

)1+ω

. (10.86)
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10.4.2 Boundary Layer Thicknesses Over Flat Surfaces

In this and the following sub-sections we give the flat-plate relations in gener-
alized form [20]; see also [1]. The exponent in the following relations is n = 0.5
for laminar and n = 0.2 for turbulent flow. If T ∗ and Te are both in the same
temperature interval (see above), the exponents ω∗ and ωe are equal, and the
given relations can be further reduced. The boundary layer thickness δ reads

δ = C
x

(Re∗e,x)n
, (10.87)

with C = 5 for laminar and C = 0.37 for turbulent flow.
Specializing for the reference temperature, we obtain with Reu = ρe ve/µe

δ = C
x1−n

(Reu
e )n

(
ρe

ρ∗
µ∗

µe

)n

. (10.88)

An alternative formulation for the thickness of laminar compressible boundary
layers is [21]

δlam = x0.5

√
C∗

Reu
e

(
5 + 2.21

γ − 1
2

M2
∞ + 1.93

Tw − Tr

Te

)
, (10.89)

with
C∗ =

µ∗Te

µeT ∗ . (10.90)

The relations for the displacement thickness δ1 are similar. For the laminar
case we have

δ1,lam =δ1,lam,ic

(
−0.122 + 1.122

Tw

T∞
+

+ 0.333
γ∞ − 1

2
M2

∞

)(
T ∗

T∞

)0.5(ω−1)

,

(10.91)

with that for laminar incompressible flow being

δ1,lam,ic = 1.7208
x

(Re∞,x)0.5
. (10.92)

For turbulent flow the relation reads

δ1,turb,c =δ1,turb,ic

(
0.129 + 0.871

Tw

T∞
+

+0.648
γ∞ − 1

2
M2

∞

)(
T ∗

T∞

)0.2(ω−4)

,

(10.93)

with that for turbulent incompressible flow
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δ1,turb,ic = 0.0504
x

(Re∞,x)0.2
. (10.94)

The relation for the momentum thickness δ2 is

δ2 = C2
x1−n

1 − n

(
ρ∗µ∗

ρeµe

)n (
ρ∗

ρe

)1−2n (
1
Reu

e

)n

, (10.95)

with C2 = 0.332 for laminar flow and C2 = 0.0296 for turbulent flow.
For the thickness of the viscous sub-layer we have

δvs = 29.06
x0.1

(Reu
e )0.9

(
ρe

ρ∗
µ∗

µe

)0.9

, (10.96)

whereas the turbulent scaling thickness reads

δvs = 33.78
x0.2

(Reu
e )0.8

(
ρe

ρ∗
µ∗

µe

)0.8

. (10.97)

10.4.3 Wall Shear Stress and Thermal State at Flat Surfaces

For the wall shear stress over a flat plate we get in generalized form, with C =
0.332 for laminar flow and C = 0.0296 for turbulent flow

τw = Cµevex
−n

(
Te

T ∗

)1−n (
µ∗

µe

)n

(Reu
e )1−n. (10.98)

This can also be written as

τw
0.5ρev2

e

= cf = 2Cx−n

(
Te

T ∗

)1−n (
µ∗

µe

)n

(Reu
e )−n. (10.99)

The heat flux in the gas at the wall reads, again with C = 0.332 for laminar
flow and C = 0.0296 for turbulent flow

qgw = Cx−nkePr
1/3(Tr − Tw)

(
Te

T ∗

)1−n (
µ∗

µe

)n

(Reu
e )1−n . (10.100)

The (implicit) relation for the radiation-adiabatic wall temperature is

Tra =

[
Cx−n ke

σε
Pr1/3(Tr − Tra)

(
Te

T ∗

)1−n (
µ∗

µe

)n

(Reu
e )1−n

]0.25

.

(10.101)
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Fig. 10.4. Illustration of the virtual origin of a boundary layer at a junction demon-
strated by means of a flat plate/ramp configuration.

10.4.4 Virtual Origin of Boundary Layers at Junctions

If the simple relations provided above are to be applied on consecutive surfaces
with a change of characteristic properties, a virtual origin at the junction(s)
must be constructed.9 We show this with the help of the flat-plate/ramp con-
figuration given in Fig. 10.4. With a flat-plate flow Mach number M1 > 1, we
get at the junction of the two planar surfaces a jump of the flow parameters,
and especially of the unit Reynolds number, Fig. 6.18, depending on the ramp
angle η and on the flat-plate flow Mach numberM1. Of course, in the frame of
the simple approach we cannot describe local strong interaction phenomena,
only the asymptotic properties on the ramp, Section 6.3.

If Reu changes at the junction, the boundary layer on the ramp surface
(2), Fig. 10.4, has other properties than that on the flat plate (1). It cannot be
assumed, that simply a continuation takes place. In [22] therefore a matching
procedure is proposed, which essentially leads to a ramp boundary layer with
a virtual origin different from that of the flat plate.

Proposed in [22] is the matching of the momentum deficit of the two bound-
ary layers on both sides of the junction x1,j = x2,j

(ρu2δ2)|2 = (ρu2δ2)|1, (10.102)

with δ2 being the momentum-loss thickness, see above.
The procedure is the following:

– determine δ2|1, eq. (10.95), at the junction x1 = x1,j with the flow parame-
ters of the flat plate (1),

9 This holds, for instance, also for the correlation of experimental data.
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– determine δ2|2 from eq. (10.102) with the ramp flow parameters (2),
– find the virtual junction coordinate x2,j of the ramp boundary layer with

the inverted eq. (10.95). The effective ramp coordinate is then in terms of
x1 and the ramp angle η: x2 = x2,j + (x1 − x1,j)/ cosη. The virtual origin
x2,v o of the ramp boundary layer lies at x2 = −x2,j.

This approach, in analogous ways, can be applied to cone/cylinder, blunt-
nose/cylinder and other configurations [22, 23, 20], including laminar-
turbulent transition, for instance on a flat surface, where the prescribed tran-
sition point would be the junction point. When employing discrete numerical
methods for the solution of the boundary layer or the Navier–Stokes equations
for the flow past such configurations, of course such an approach is not neces-
sary.
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11

Solution Guide and Solutions of the Problems

11.1 Problems of Chapter 2

Problem 2.1

a) We find from Table B.1 with linear interpolation ρ∞ = 1.64·10−5 kg/m3

and T∞ = 196.7 K. From q∞ = 0.5ρ∞v2∞ we obtain v∞ = 7, 648.1 m/s. The
speed of sound is a∞ = (γ RT∞)0.5. WithR = 287.06 m2/s2K, Table C.1, and
γ = 1.4, we get a∞ = 281.1 m/s and M∞ = 27.2.

b) We find from Table B.1 ρ∞ = 9.89·10−5 kg/m3 and T∞ = 222.3 K and
obtain v∞ = 6, 198.6 m/s, a = 298.9 m/s and M∞ = 20.7.

Problem 2.2

From eq. (9.2) we find Tra = 1, 085.8 K.

Problem 2.3

At 70 km altitude we have ρ∞ = 8.283 · 10−5 kg/m3, Table B.1. With eq.
(10.76) we find qgw = 411.7 kW/m2 and from eq. (9.2) Tra = 1, 709.6 K. This
temperature is within the limits. The nose cone of the Orbiter is made of re-
inforced carbon-carbon (RCC). This material performs up to approximately
2,000 K [1]. We observe moreover, that the radiation-adiabatic temperature is
larger than the actual temperature due to heat conduction into and within the
nose cap material, see for example Sub-Section 8.4.3.

Problem 2.4

Proceed as with Problem 2.3. The temperature is above the limit.
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Problem 2.5

a) Using the equations

Vcirc = [(RE +H)g(H)]1/2,

VE = ω(RE +H),

g = g0

(
RE

RE +H

)2

,

and setting Vcirc = VE , we find H = 35.8096 · 106 m.

b) By applying the eqs. (2.55) we use

V 0
|g = 0 m/s,

and by eqs. (2.56)
V g
|g = Vcirc = 3, 076.5 m/s.

11.2 Problems of Chapter 3

Problem 3.1

We find from Table B.1 for each altitude the temperature T∞ and the density
ρ∞. With the speed of sound a∞ = (γ RT∞)0.5, R = 287.06 m2/s2K, Table
C.1, and γ = 1.4, we obtain the velocities v∞. Finally with q∞ = 0.5v2

∞ we
obtain 1) q∞ = 0.51 kPa, 2) q∞ = 1.79 kPa, 3) q∞ = 3.79 kPa, 4) q∞ = 5.92
kPa, 5) q∞ = 7.48 kPa, 6) q∞ = 9.69 kPa. At these altitudes the dynamic
pressures are below the maximum dynamic pressure q∞ ≈ 14 kPa.

Problem 3.2

The total enthalpy is at the ambient temperatures of the atmosphere T∞

ht = h∞ +
1
2
v2
∞ =

γ

γ − 1
RT∞ +

1
2
v2
∞.

We find with the data from Problem 3.1: 1) ht = 0.199 · 106 + 27.819 · 106 =
28.019 · 106 m2/s2, ∆k = 99.3 per cent, 2) ht = 21.771 · 106 m2/s2, ∆k = 99
per cent, 3) ht = 12.483 · 106 m2/s2, ∆k = 98 per cent, 4) ht = 6.042 · 106

m2/s2, ∆k = 95.5 per cent, 5) ht = 2.123 · 106 m2/s2, ∆k = 88.1 per cent, 6)
ht = 0.753 · 106 m2/s2, ∆k = 69.8 per cent.
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Problem 3.3

From eq. (2.8) we find for small and constant γ:

m =
L

g − (v2∞/R∞)
.

The earth acceleration at H = 80 km altitude is, Section C.1: g = 9.565 m/s2.
The radius R∞ = RE + H is 6.458 · 106 m. With q∞ = 0.513 kPa and v∞ =
7, 459.1 m/s, see Problem 3.1, we get a) m = 118, 709 kg, b) v2

∞/R∞ = 8.61
m/s2 =̂ 90 per cent, c) W = 1, 164, 144 N.

Problem 3.4

From eq. (2.8) we find for small and constant γ:

v∞ =
√√√√ g

CLArefρ∞
2m

+
1
R∞

.

At 80 km altitude we have ρ∞ = 1.846 · 10−5 kg/m3, Table B.1. With R∞ =
6.458 · 106 m, we find v∞ = 7, 570 m/s and M∞ = 26.8.

Problem 3.5

The dynamic pressure at M∞ = 24, H∞ = 70 km is q∞ = 2.105 kPa.
The force acting on the boattailing surface is FN = ∆cpwAbtq∞. The delta
force is ∆FN = 157, 100 − 179, 960 = −22, 860 N and the delta normal
force coefficient ∆CN = ∆FN/(q∞Aref ) = −0.0434. The delta moment is
∆M = −∆FN (0.91 − 0.665)Lref = 194, 68 Nm and the delta pitching mo-
ment ∆Cm = ∆M/(cArefq∞) = 0.0307.

Problem 3.6

a) With the help of eq. (7.23) we obtain CN = 1.205 and CX = 0.0608.

b) The plan area of the Orbiter is Aplan = 361.3 m2. Subtracting the boattail-
ing areaAbt = 135.7 m2, we find what we call the main surface toAms = 225.6
m2. With the approximate normal force coefficient

CN ≈ cpw,msAms + cpw,bt
Abt

Aref
,

we obtain, case 2.a: CN = 1.145 and case 2.c: CN = 1.093.

c) CX is much smaller than CN , because the surface pressure at the windward
side acts predominantly in normal force direction, Fig. 3.37. CN of case 2.c is
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smaller than that of case 2.a because of the Mach number and high tempera-
ture real gas effects. The level of these coefficients is smaller than that found
by the transformation of the data base coefficients, because in this simple ap-
proximation the higher cpw at the nose part of the vehicle was not taken into
account.

Problem 3.7

The dynamic pressure at M∞ = 22.1 and H = 70 km is q∞ = 1.79 kPa.

a) We assume, that the stagnation point streamline penetrates the bow shock
surface orthogonally. Then we have cpw,perfect,stag

= 1.8394.

b) The force on the stagnation point area is ∆FN = (cpw,real,stag
−

cpw,perfect,stag
)q∞∆Anose = 180.07 N. ∆CN = ∆FN/(q∞Aref ) = 4.02 · 10−4.

c) ∆M = ∆FNxl = 3, 835.6 Nm, ∆CM = (∆FNxl)/(q∞Arefc) = 7.1 · 10−4.

Problem 3.8

a) The boattailing force is Fbt = 153,028.9 N. The normal force is Fbt = N =
539,043.4 N and hence Fms = 386,014.5 N. From eq. (3.10) we get:

xms =
Fres xcp − Fbt xbt

Fms
.

The location of xcp is found with the help of the moment and the normal force
coefficient:�x= -M/N = -CM c/CN = 0.41034 and xcp = xcog +�x= 21.71
m. With xbt = 29.82 m we get finally xms = 18.4936 m.

b) The boattailing force is now F ′
bt = 133, 600 N. With eq. (3.11) we have

x′cp =
xms + xbt

F ′
bt

Fms

1 +
F ′

bt

Fms

,

and x′cp = 21.41 m.

c) The forward shift of the center of pressure is |∆xcp| ≈ 0.30 m.

11.3 Problems of Chapter 4

Problem 4.1

We employ the flat surface relations given in Section 10.4. The recovery tem-
perature is
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Tr = Te(1 + r
γ − 1

2
M2

e ).

The viscosity is determined with eq. (10.61) for T � 200 K. We find Tr,lam =
2, 070 K, Tr,turb = 2, 150 K, T ∗

r,lam = 803.03 K, T ∗
r,turb = 1, 016.84 K. Because

all temperatures are above T = 200 K, eq. (10.99) can be written as

cf = 2C x−n

(
Te

T ∗

)1−n(1+ω)

(Reu
e )−n

.

The result must be re-normalized with the dynamic pressure q∞. We obtain a)
cf,lam = 1.10 · 10−4, cf,turb = 1.61 · 10−3.

The relation for the heat flux in the gas at the wall, eq. (10.100), is used in
the form:

qgw = C x−n ke Pr
1/3(Tr − Tw)

(
Te

T ∗

)1−n(1+ω)

(Reu
e )1−n

.

We obtain b) qgw,lam = 2.69 kW/m2, qgw,turb = 31.73 kW/m2. The agreement
with the data in Fig. 4.8 is quite good.

Problem 4.2

We write eq. (10.88) in the form

δ = C
x1−n

(Reu
e )n

(
T ∗

Te

)n ω

,

and obtain δlam = 0.043 m (with the alternative relation for δlam, eq. (10.89),
the thickness is smaller). With the other relations from Sub-Section 10.4.2 we
find δ1,lam = 0.022 m, δturb = 0.66 m, δ1,turb = 0.187 m, δvs = 0.002 m.

Problem 4.3

We obtain cf,lam = 0.57 · 10−4, cf,turb = 0.58 · 10−3, qgw,lam = 1.35 kW/m2,
qgw,turb = 11.02 kW/m2, δlam = 0.078 m, δ1,lam = 0.043 m, δturb = 0.84 m,
δ1,turb = 0.255 m, δvs = 0.005 m.

The skin-friction coefficients and the heat flux in the gas at the wall
are smaller, the thicknesses are larger. The latter reflect directly the smaller
Reynolds number, which is the flight Reynolds number, whereas the former are
influenced by the changed flow parameters at the lower side of the forebody.

Problem 4.4

We find cf,turb = 0.612 · 10−3, qgw,turb = 0.152 kW/m2, δturb = 0.54 m,
δ1,turb = 0.128 m.
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a) The heat flux in the gas at the wall is small because of the chosen large wall
temperature.

b) The boundary layer thicknesses are smaller than before, mainly because of
the much larger unit Reynolds number.

c) The skin friction increases.

Problem 4.5

From eq. (4.8) we obtain for small angles α and γ = 1.4

θ|M∞→∞,α�90◦ =
γ − 1
γ + 1

= 0.1667.

Problem 4.6

Newton’s theory gives CL = 2 sin2 α cosα and CD = 2 sin3 α.
We find for α = 9.4◦: CL = 0.0526, CD = 0.00871, for α = 8.4◦: CL =

0.0422, CD = 0.00623, and for α = 10.4◦: CL = 0.0641, CD = 0.0118.
The changes are for α = 8.4◦: ∆CL = −19.8 percent, ∆CD = −28.5 per-

cent, and for α = 10.4◦: ∆CL = +21.9 percent, ∆CD = +35.5 percent.
The changes are, in view of Fig. 4.44, very large. This means that, in order

to arrive at a reliable conclusion, the performance changes of the whole vehicle
must be considered, see the remarks at the end of Sub-Section 4.5.4.

Problem 4.7

In spherical coordinates rot v reads:

rotv =

⎛
⎜⎜⎜⎜⎜⎝

1
r

∂vϕ

∂θ
− 1
r sin θ

∂vθ

∂ϕ
+

cot θ
r

vϕ

1
r sin θ

∂vr

∂ϕ
− ∂vϕ

∂r
− 1
r
vϕ

∂vθ

∂r
− 1
r

∂vr

∂θ
+

1
r
vθ

⎞
⎟⎟⎟⎟⎟⎠

= 0.

For conical and axisymmetric flows we have
∂

∂r
= 0,

∂

∂ϕ
= 0, vϕ = 0 and from

the third component of rot v we find vθ =
∂vr

∂θ
.

Problem 4.8

With Lref = 80 m, we have∆x = xN − xcp = 40 cm. From eqs. 7.18 and 7.23
we find with the 1 percent condition:

∆z|α=0◦
= 1.60 cm,

∆z|α=3◦
= 2.40 cm,

∆z|α=10◦
= 2.88 cm.
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11.4 Problems of Chapter 5

Problem 5.1

1. The coefficient of surface pressure is cpw = 2 sin2(α + θ).
2. The unit-surface force Faero acting on a surface element dS is only a pres-

sure force and hence Faero = pw = cpwq∞ acts normal to the (windward)
surface element. The resultant force R, also acting normal to the wind-
ward surface A = wL/ cos θ, is R = cpwq∞A = cpwq∞ 0.1L2/ cos θ and
its coefficient CR = R/(q∞Aref ) = cpw/ cos θ.

3. The normal force is Z = R cos θ, the axial force is X = R sin θ, and their
coefficients are CZ = cpw and CX = cpw tan θ.

4. The pitching moment is M = −RL/(2 cosθ) and its coefficient Cm =
M/(q∞Aref Lref ) = −cpw/ cos2 θ.

5. The surface element dS is connected to dx by dS = w dx/ cos θ and to dz
by dS = −w dz/ sin θ. The components of the unit-surface force Faero are
Fx,aero = Faero sin θ and Fz,aero = Faero cos θ.

6. The moment M is split according to eq. (7.4). We find with eqs. (7.9)
Cm|x0 = −(w/(q∞ArefLref ))

∫ L

0
cpwq∞xdx = −cpw and Cm|z0 =

−(w/(q∞ArefLref ))
∫ 0

−L tan θ
cpwq∞zdz = −cpw tan2 θ.

7. The coordinates of the center-of-pressure are finally with eqs. (7.5) and
(7.7) xcp = LrefCm|x0/CZ = −0.5L and zcp = −LrefCm|z0/CX =
+0.5L tan θ.

8. The x-coordinate of the center-of-gravity for trim is like eq. (7.11) xcog =
xcp − (CX/CZ)zcp, Fig. 7.5.

Problem 5.2

The pressure coefficient on the windward side comes to

cwp = 2 sin2(φw + α),

and on the leeward side to

clp = 2 sin2(φw − α).

The lift coefficient is given by

CL = Cw
L − Cl

L =
= 2 sin2(φw + α) cos(φw + α) − 2 sin2(φw − α) cos(φw − α).

a) φw = 45◦, α = 45◦ =⇒ CL = 0.

b) The function CL(φw, α) possesses a turning point in α = 0◦ with:
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dCL

dα
= − 2 (sin3(φw + α) + sin3(φw − α)) +

+ 4 (sin(φw + α) cos2(φw + α) + sin(φw − α) cos2(φw − α)) =
= 0,

and from dCL/dα|α=0 = 0 one finds

φw = arcsin

√
2
3

= 54.732◦.

With that the inequality holds

sin2(arcsin

√
2
3

+ α) cos(arcsin

√
2
3

+ α) <

< sin2(arcsin

√
2
3
− α) cos(arcsin

√
2
3
− α)

for any α ≤ 45◦, which means that CL is negative.

Problem 5.3

From eq. 7.2 we have

Lref Cm(1) −(x(1) − xcp)Cz + (z(1) − zcp)Cx = 0,
Lref Cm(0) −(x(0) − xcp)Cz + (z(0) − zcp)Cx = 0,

and

Lref Cm(1) = Lref Cm(0) + (x(1) − x(0)) Cz − (z(1) − z(0)) Cx.

With Cm(0) = 0.13, Cx = 1.45, Cz = 0.42 we find

Cm(1) = −0.0539.

Problem 5.4

For the quarter circle we find, Fig. 11.1

Fx|circ = q∞2r
∫ π/2

0

cos2(ϕ− α) sin(
π

2
+ ϕ) dϕ

= q∞2r
(

1
3

+
1
3

cosα (cosα+ 2 sinα)
)

= q∞ArefCx|circ,
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Fz|circ = q∞2r
∫ π/2

0

cos2(ϕ− α) sinϕ dϕ

= q∞2r
(

1
3

+
1
3

sinα (sinα+ 2 cosα)
)

= q∞ArefCz |circ,

Cm|x,circ
o = − 1

q∞ArefLref
q∞2r2

∫ π/2

0

cos2(ϕ− α) sinϕ (1 − cosϕ) dϕ

= − 1
q∞ArefLref

q∞2r2
(

1
12

+ sinα
(
cosα

(
2
3
− π

8

)
+

1
3

sinα
))

,

Cm|z,circ
o = − 1

q∞ArefLref
q∞2r2

∫ π/2

0

cos2(ϕ− α) cosϕ (− sinϕ) dϕ

= − 1
q∞ArefLref

q∞2r2
(

1
4

+
π

8
cosα sinα

)
,

zcp|circ = Lref
Cm|z,circ

o

Cx|circ
= −3r

1
4

+
π

8
cosα sinα

1 + cosα (cosα+ 2 sinα)
,

xcp|circ = −Lref
Cm|x,circ

o

Cz |circ
= 3r

1
12

+ sinα
(

cosα
(

2
3
− π

8

)
+

1
3

sinα
)

1 + sinα (sinα+ 2 cosα)
.

For the complete contour we have

Fx|complete = Fx|circ,

Fz |complete = Fz |circ + 4r sin2 α,

Cm|x,complete
o = Cm|x,circ

o − 8r2 sin2 α,

Cm|z,complete
o = Cm|z,circ

o ,

zcp|complete = zcp|circ,

xcp|complete = 3r

1
12

+ sinα cosα
(

2
3
− π

8

)
+

13
3

sin2 α

1 + 7 sin2 α+ 2 sinα cosα
.

11.5 Problems of Chapter 6

Problem 6.1

The viscosities and the Chapman–Rubesin constant are µw = 1.88 · 10−5

kg/(m s), µ1 = 0.62 · 10−5 kg/(m s), C1 = 0.9, Reynolds number and hyper-
sonic viscous interaction parameter are Re1,lonset = 1.037 · 105, χ1 = 8.3, and
finally the incipient separation angle is θis = 16.3◦.
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�

Fig. 11.1. Positions of center-of-pressure, as well as directions and magnitude of
aerodynamic force vectors on the generic contour for α = 0◦ and 90◦.

Problem 6.2

Because M1 � 4.5 we obtain p2,is/p1 = 43.9. From the relations for the pres-
sure jump across an oblique shock and for the connection of shock angle θ and
ramp angle δ ≡ ϕ [2]

p2

p1
=

2γM2
1 sin2 θ − (γ − 1)

γ + 1
,

and

tan δ =
2 cot θ(M2

1 sin2 θ − 1)
2 +M2

1 (γ + 1 − 2 sin2 θ)
,

we obtain θ = 41.8◦ and ϕis = 32.1◦.

Problem 6.3

The pressure coefficient is:

cp2 =
p2 − p1

q1
.

From it we get with p1/q1 = 0.5γM2
1

p2 − p1

p1
= cp2

γ

2
M2

1 ,

and with eq. (6.9) finally

p2 − p1

p1
=
γ(γ + 1)

2
M2

1η
2.
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Problem 6.4

Because p2/p1 = 1 at η = 0◦ in both figures, we write

p2

p1
− 1 =

p2 − p1

p1
= ∆

(
p2

p1

)
= C η2.

a) In Fig. 6.13 we find p2/p1 ≈ 1.3 at η = 5◦, and with η in radians C =
39.4. Applying this we see that despite the small Mach number Me,onset = 2,
a reasonable agreement can be found in the interval 0◦ � η � 7◦.

b) In Fig. 6.17 we find p2/p1 ≈ 3 at η = 5◦, and with η in radian measure C =
262.6. Applying this we see that with the larger Mach numberMe,onset = 10 a
reasonable agreement can be found in the somewhat larger interval 0◦ � η �
10◦.

Problem 6.5

From log(p/p0) ≈ −1.8, we get p/p0 = p/p∞ = 0.0158 and with

cp =
2

γM2∞

(
p

p∞
− 1

)
,

and M∞ = 15, γ = 1.4, finally cp = −0.00625.
The vacuum pressure coefficient is cpvac = −0.00635. The base pressure is

close to vacuum.

11.6 Problems of Chapter 7

Problem 7.1

1. CD = 1.140, CL = 0.404.
2. With eq. (7.2) we have, with the subscript 0 denoting the original data,

and 1 the ones after the shift

Lref Cm(1) = Lref Cm(0) + (xref(1) − xref(0))Cz − (zref(1) − zref(0)) Cx,

and Cm(1) = −0.07756.
3. The zref shift in positive direction leads always to a pitch down increment.

The effect on the pitching moment of a positive xref shift depends on the
sign of CZ , which can be either positive or negative. In this case CZ is
slightly negative, so that the pitching moment experiences a small pitch
down increment. Note, that Lref ≡ D1.
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11.7 Problems of Chapter 8

Problem 8.1

Euler’s equation along streamlines reads

V dV +
dp

ρ
= 0, (1)

with V 2 = u2 + v2 +w2 being the resultant velocity along a streamline. Since
the inviscid flow along streamlines behaves isentropic (in flow fields without
shocks), we use the thermodynamic relation for an isentropic process of a per-
fect gas:

p

ργ
= const. (2)

Substitution of eq. (2) in eq. (1) and integration leads to

1
2
V 2 +

γ

γ − 1
p

ρ
= const.,

or with p = ρRT to
1
2
V 2 + cpT = cpTo = const.,

where To is the total temperature.
The maximum velocity is then reached for T −→ 0. With cp =

γ

γ − 1
R and

R = 287.06 m2/s2K we find [2]

Vmax =
√

2cpTo = 1736.12
m
s
.

Problem 8.2

The first component of the unsteady, two-dimensional inviscid part of eq. (8.2)
has the form

∂

∂τ

(
J−1ρ

)
+

∂

∂ξ

(
J−1ρ(ξt + ξxu+ ξyv)

)
+

∂

∂η

(
J−1ρ(ηt + ηxu+ ηyv)

)
= 0,

(1)
and of eq. (8.8)

∂

∂t

(
J−1ρ

)
+ J−1 ∂

∂x
(ρ(u− xτ )) + J−1 ∂

∂y
(ρ(v − yτ )) = 0. (2)

The first terms of both equations are identical, so that we have to consider
in each case only the second and the third terms.
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From the geometrical Jacobian matrix J =
∂(ξ, η, τ)
∂(x, y, t)

and its inverse J−1 =

∂(x, y, t)
∂(ξ, η, τ)

we find for the components:

ξx =
1
J−1

yη, ξy = − 1
J−1

xη, ξτ =
1
J−1

(yτxη − xτyη),

ηx = − 1
J−1

yξ, ηy =
1
J−1

xξ, ητ =
1
J−1

(xτyξ − yτxξ),

with the determinant J−1 = xξyη − yξxη.

Inserting these relations in eq. (1) and using the chain rules
∂

∂x
= ξx

∂

∂ξ
+

+ ηx
∂

∂η
,

∂

∂y
= ξy

∂

∂ξ
+ ηy

∂

∂η
in eq. (2), confirms that the identities of

eq. (1) and eq. (2) are valid, if
∂2x

∂ξ∂η
=

∂2x

∂η∂ξ
etc.

Problem 8.3

We write:
Tra = C R−0.125,

and find with the value Tw = Tra = 1, 490 K from Fig. 8.18 for the radius
R = 64 mm the constant to be C = 2, 505.87 K/mm−0.125. We determine
with that the radiation-adiabatic temperatures for some nose radii: a) R = 32
mm ⇒ Tra = 1, 624.8 K, b) R = 16 mm ⇒ Tra = 1, 771.9 K, c) R = 4 mm
⇒ Tra = 2, 107.2 K. In Fig. 8.18, we read for these radii approximately a)
Tw = 1, 585 K, b) Tw = 1, 650 K, c) Tw = 1, 680 K. Our conclusion is: the
smaller the nose radius, the stronger the tangential heat flux away from the
nose point and the stronger the reduction of the wall temperature, which
then is no more the radiation-adiabatic temperature.

Problem 8.4

The cowl lip of the inlet: due to the small lip radius!
The nozzle expansion surface: the combustion gases radiate heat towards

the nozzle expansion surface (SERN) and prevent partly the cooling heat
radiation away from that surface!
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Appendix A

The Governing Equations of
Aerothermodynamics

In this appendix we give a complete set of the governing equations of aerother-
modynamics. For a discussion of the general background see [1, 2]. In Section
A.1, we describe the general governing equations for viscous, turbulent and
chemical non-equilibrium flow in a way which is convenient and flexible for
numerical approximations. In this context we define a separate conservative
flux-vector formulation for each of the three sets, namely the Navier–Stokes
equations, the equations for a basic k-ω turbulence model and the species
continuity equations. Laminar, perfect gas, and the equilibrium gas case are
each included, and can simply be extracted.

Experience shows that the prediction of heat transfer at higher altitudes
(H � 80 km) may require the consideration of the thermal non-equilibrium
state of the gas, Sub-Section 5.5.1. Further, for entry speeds ve � 10 km/s
(entry from planetary mission), gas radiation reaches 50 percent or more of
the total wall heat transfer. Therefore, in Section A.2, we give the equations
for the energy conservation of vibrationally excited molecules and of elec-
tronic excitations including gas radiation. Finally, also these equations are
incorporated in the vector form of the Navier–Stokes equations.

Throughout, we assume continuum flow with zero slip and no temperature
jump at the body surface. Shock waves are considered to be captured, such
that also the classical shock-slip effects are not described. We also do not
provide the necessary and possible conditions at all boundaries, in particular
at surfaces and refer the reader instead to [3].

A.1 Governing Equations for Chemical Non-Equilibrium
Flow

a) The Navier–Stokes equations for turbulent flow in Favre averaged formu-
lation read [1, 4]

∂Q

∂t
+
∂E

∂x
+
∂F

∂y
+
∂G

∂z
=
∂E visc

∂x
+
∂F visc

∂y
+
∂G visc

∂z
+ S NS , (A.1)

with
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Q =

⎛
⎜⎜⎜⎜⎝

ρ
ρu
ρv
ρw
ρet

⎞
⎟⎟⎟⎟⎠ , S NS =

⎛
⎜⎜⎜⎜⎝

0
0
0
0
0

⎞
⎟⎟⎟⎟⎠ , (A.2)

E =

⎛
⎜⎜⎜⎜⎝

ρu
ρu2 + p
ρvu
ρwu

(ρet + p)u

⎞
⎟⎟⎟⎟⎠ , F =

⎛
⎜⎜⎜⎜⎝

ρv
ρuv

ρv2 + p
ρwv

(ρet + p) v

⎞
⎟⎟⎟⎟⎠ , G =

⎛
⎜⎜⎜⎜⎝

ρw
ρuw
ρvw

ρw2 + p
(ρet + p)w

⎞
⎟⎟⎟⎟⎠ ,

(A.3)

E visc =

⎛
⎜⎜⎜⎜⎜⎝

0
τxx

τxy

τxz

uτxx + vτxy + wτxz − qx + µ′ ∂k
∂x

⎞
⎟⎟⎟⎟⎟⎠
,

F visc =

⎛
⎜⎜⎜⎜⎜⎝

0
τyx

τyy

τyz

uτyx + vτyy + wτyz − qy + µ′ ∂k
∂y

⎞
⎟⎟⎟⎟⎟⎠
, (A.4)

G visc =

⎛
⎜⎜⎜⎜⎜⎝

0
τzx

τzy

τzz

uτzx + vτzy + wτzz − qz + µ′ ∂k
∂z

⎞
⎟⎟⎟⎟⎟⎠
.

The meaning of the individual terms is1

τij = µ
(

∂vi

∂xj
+ ∂vj

∂xi
− 2

3δij
∂vk

∂xk

)
− 2

3ρkδij : the viscous stress tensor2 with
vi,j,k=̂ u, v, w, xi,j,k=̂ x, y, z : and
k = 1

2ρ

(
ρu′2 + ρv′2 + ρw′2

)
: the turbulent kinetic energy,

et = e+ 0.5
(
u2 + v2 + w2

)
+ k : the total energy,

1 The subscript “lam” denotes the molecular diffusive part of a transport entity
φ, “turb” the apparent turbulent one, for instance φeff = φlam + φturb.

2 For convenience we do not keep the classical notation of the continuum me-
chanics, which puts a negative sign at the elements of the stress tensor.
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µ = µlam + µturb : the effective viscosity,
µ′ = µlam + σ ∗ µturb : the specific viscosity,

κ = κlam

(
1 +

Prlam µturb

Prturb µlam

)
: the thermal conductivity3,

q = −κ∇ T −∑
i

ρDihi grad ci : the vector of heat flow4,

Di = Di,lam +
µturb

Scturb ρ
: the total diffusion coefficient,

ji = ρiv
d
i : the diffusion mass flux vector,

vd
i = −Di

gradci
ci

: the diffusion velocity,

ρ : the density,
u, v, w : the Cartesian velocity

components,
p : the pressure,
T : the translational-rotational

temperature,
e : the internal energy,
ci =

ρi

ρ
: the mass fraction,

Prlam =
µlamcp
κlam

, Sclam =
µlam

ρDi,lam
: the molecular Prandtl and

Schmidt numbers,

Prturb, Scturb : the turbulent Prandtl and
Schmidt numbers [3].

b) Two-equation turbulence model based on the Wilcox’ standard k-ω
model,5 [4, 5]

∂Q T

∂t
+
∂E T

∂x
+
∂F T

∂y
+
∂G T

∂z
=
∂E visc,T

∂x
+
∂F visc,T

∂y
+
∂G visc,T

∂z
+ S T ,

(A.5)
with

Q T =
(
ρk
ρω

)
, S T =

(
Pk − β∗ρkω

α ρ
µturb

Pk − βρω2

)
, (A.6)

E T =
(
ρuk
ρuω

)
, F T =

(
ρvk
ρvω

)
, G T =

(
ρwk
ρwω

)
, (A.7)

3 We use here κ for the thermal conductivity instead of k as otherwise in the
book.

4 The components of the diffusion mass flux vector depending on the pressure
and the temperature gradients are neglected [3].

5 For local Mach numbers M > 3–4 compressibility corrections of the type tested
in [6] have to be added.
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E visc,T = (µlam + σ∗µturb)

⎛
⎜⎜⎝
∂k

∂x

∂ω

∂x

⎞
⎟⎟⎠ ,

F visc,T = (µlam + σ∗µturb)

⎛
⎜⎜⎝
∂k

∂y

∂ω

∂y

⎞
⎟⎟⎠ , (A.8)

G visc,T = (µlam + σ∗µturb)

⎛
⎜⎜⎝
∂k

∂z

∂ω

∂z

⎞
⎟⎟⎠ .

The meaning of the individual terms is

µturb = ρ
k

ω
: the apparent turbulent viscosity,

Pk = τij
∂vi

∂xj
: the production term of turbulent kinetic energy,

ω : the turbulent dissipation,
α, β, β∗, σ∗ : model constants.

In compressible flow it can happen that the normal stresses becomes lower
than zero which must be prevented. To overcome this problem either a com-
pressible dissipation or a realizability correction is employed [6, 7].

c) Equations of species continuity, [4, 8]:

∂Q S

∂t
+
∂E S

∂x
+
∂F S

∂y
+
∂G S

∂z
=
∂E visc,S

∂x
+
∂F visc,S

∂y
+
∂G visc,S

∂z
+SS , (A.9)

with

Q S =

⎛
⎜⎜⎜⎝
ρ1

ρ2

...
ρN

⎞
⎟⎟⎟⎠ , S S =

⎛
⎜⎜⎜⎝
ω̇1

ω̇2

...
ωN

⎞
⎟⎟⎟⎠ , (A.10)

E S =

⎛
⎜⎜⎜⎝
ρ1u
ρ2u
...

ρNu

⎞
⎟⎟⎟⎠ , F S =

⎛
⎜⎜⎜⎝
ρ1v
ρ2v
...

ρNv

⎞
⎟⎟⎟⎠ , G S =

⎛
⎜⎜⎜⎝
ρ1w
ρ2w

...
ρNw

⎞
⎟⎟⎟⎠ , (A.11)
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E visc,S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρD1
∂c1
∂x

ρD2
∂c2
∂x

...

ρDN
∂cN
∂x

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, F visc,S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρD1
∂c1
∂y

ρD2
∂c2
∂y

...

ρDN
∂cN
∂y

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,

G visc,S =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρD1
∂c1
∂z

ρD2
∂c2
∂z

...

ρDN
∂cN
∂z

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (A.12)

The meaning of the individual terms is

ω̇i = Mi
d [Xi]
dt

: the source term of chemical

reactions,

[Xi] =
ρi

Mi
: the species concentration,

Xi =
M

Mi
ci : the mol fraction with

∑
i

Xi = 1,

d [Xi]
dt

: the reaction rate of species i,

Mi : the mol mass of species i,

Di,lam =
1 −Xi∑
j

Xj

Dij

: the molecular diffusion coefficient.

Note that µlam, κlam and the binary diffusion coefficient Dij are often ap-
proximated by polynomial forms.6 For example, one defines

µlam = 0.5

(∑
i

XiZ
µ
i + 1

/∑
i

Xi

Zµ
i

)

with the polynomial form Zµ
i = exp

(
d1i + d2iTL + d3iT

2
L + d4iT

3
L

)
and TL =

lnT , where the coefficients dki, k = 1, .., 4 are experimentally determined
values depending on the composition of the gas considered [4].

Note:
i = 1, . . . , Nmol, Nmol + 1, . . . , N the total number of species.

6 For a binary gas DAB is written instead of Dij [3].
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For thermodynamic equilibrium the set of equations is considerably sim-
pler. In a) the term

∑
i

ρDihi ∇ ci can be dropped and the species continuity

equations c) can be cancelled.
For a single-phase pure substance in equilibrium, every thermodynamic

variable is completely described by two other thermodynamic variables. Thus,
it is convenient to use the density ρ and the internal energy e as independent
variables with p = p (e, ρ), T = T (e, ρ), µlam = µlam (e, ρ) and κlam =
κlam(e, ρ). These variables can be determined either by the computer program
of [9] or by a table look-up approach [10, 11].

The speed of sound, classically defined by a2 = (∂p/∂ρ)s, often used in
the solution process for the convective part of the equations, has now to be
defined in terms of the independent thermodynamic variables ρ and e. From

Tds = de+ pd
1
ρ
,

dp =
(
∂p

∂ρ

)
s

dρ+
(
∂p

∂s

)
ρ

ds for p = p (ρ, s) ,

dp =
(
∂p

∂ρ

)
e

dρ+
(
∂p

∂e

)
ρ

de for p = p (ρ, e),

we obtain with ds = 0:
de

dρ
=

p

ρ2
,

dp

dρ
=

(
∂p

∂ρ

)
s

,

and finally the speed of sound for thermo-chemical equilibrium flow:

a2(ρ, e) =
p

ρ2

(
∂p

∂e

)
ρ

+
(
∂p

∂ρ

)
e

, (A.13)

where again the derivatives of p with respect to e and ρ can be extracted
from [9, 10, 11].

A.2 Equations for Excitation of Molecular Vibrations
and Electron Modes

A.2.1 Excitation of Molecular Vibrations

The vibrational energy equation describing the thermal non-equilibrium of
each molecular species i′ has the form [1, 12]

∂

∂t
(ρi′ev,i′) +

∂

∂xj
(ρi′ev,i′vj) = − ∂

∂xj
(ρi′ev,i′v

d
i′,j) −

∂qv,i′,j

∂xj
+

+ QT−vi′ +Qe−vi′ +QDi′ +Qv−vi′ .

(A.14)

The meaning of the individual terms is
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j i′ = ρi′v
d
i′ = −ρDi′ grad ci′ : the diffusion mass flux vector,

ci′ = ρi′/ρ : the mass fraction,
q v,i′ = −κv,i′grad Tv,i′ : the conduction of vibrational energy due

to vibrational temperature gradients,
ev,i′ : the vibrational energy,
Tv,i′ : the vibrational temperature of species i′,
κv,i′ : the frozen thermal conductivity of

vibrational energy of species i′,

QT−vi′ = ρi′
ēv,i′(T ) − ev,i′

< τi′ >
: the energy exchange between translational

and vibrational modes, T the translational-rotational temperature, ēv,i′(T )
the vibrational energy at temperature T , < τi′ > the characteristic relaxation
time for translational-vibrational energy exchange,

Qe−vi′ = ρi′
¯̄ev,i′(Te) − ev,i′

< τe,i′ >
: the energy exchange between electronic and

vibrational modes, Te the electronic temperature, ¯̄ev,i′(Te) the vibrational
energy at temperature Te, < τe,i′ > the characteristic relaxation time for
electron-vibrational energy exchange,
QDi′ = ω̇i′ êv,i′ : the energy removed at dissociation or gained at recombina-
tion, ω̇i′ the mass rate of formation of species i′, êv,i′ the vibrational energy
of species i′ generated or lost with mass rate ω̇i′ (êv,i′ can be higher than the
vibrational energy ev,i′),
Qv−vi′ : the energy exchange between different vibrational modes.

Note:
i′ = 1, . . . , Nmol the number of molecular species.

For a vibrational model with one averaged temperature Tv the energy equa-
tion reads

∂

∂t
(ρev) +

∂

∂xj
(ρevvj) =

∂

∂xj

(
ρ

Nmol∑
i′=1

ev,i′Di′
∂ci′

∂xj

)
− ∂qv,j

∂xj
+

+ QT−v +Qe−v +QD +Qv−v,

(A.15)

with ρev =
Nmol∑
i′=1

ρi′ev,i′ , q
v

= −κvgrad Tv ,

QT−v =
Nmol∑
i′=1

ρi′
ēv,i′(T ) − ev,i′

< τi′ >
, Qe−v =

Nmol∑
i′=1

ρi′
¯̄ev,i′(Te) − ev,i′

< τe,i′ >
,

QD =
Nmol∑
i′=1

QDi′ , Qv−v =
Nmol∑
i′=1

Qv−vi′ .
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A.2.2 Electron Modes

The energy equation for electron modes is given by [1, 13, 14]

∂

∂t
(ρee) +

∂

∂xj
((ρee + pe)vj) =

∂

∂xj

(
ρ

N∑
i=1

ee,iDi
∂ci
∂xj

)
− ∂qe,j

∂xj
+

+uj
∂pe

∂xj
+ QT−e +Qe−v +QI + qrad,g.

(A.16)

The meaning of the individual terms is

ρee =
N∑

i=1

ρiee,i : the electronic energy,

qe,j = −κe
∂Te

∂xj
: the conduction of electronic energy due to electron

temperature gradient,
qrad,g : the energy amount due to radiation caused by

electron transition,
κe : the frozen thermal conductivity for electronic

energy,
pe : the pressure of electrons,
ρe : the electron density,
R0 : the universal gas constant,
νe : the collision frequency for electrons and heavy

particles,
Mi : the mole mass of species i,
ṅe,i′′ : the number density of species i′′ produced by

electron impact ionization,
Ii′′ : the ionization potential of species i′′,

QT−e = 2ρ 3
2R0 (T − Te)

N−1∑
i=1

νe,i

Mi
: the energy exchange due to elastic colli-

sions between electrons and heavy particles,

Qe−v =
N∑

i=1

Qe−vi : the energy exchange between electronic and vibrational

modes,

QI =
Nions∑
i′′=1

ṅe,i′′Ii′′ : the energy amount due to ionization by electron impact.

Note:
the index i′′ counts up the ions.
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A.3 Vector Form of Navier–Stokes Equations Including
Thermal Non-Equilibrium

For thermal non-equilibrium including electron modes the vectors of eqs.
(A.2), (A.3), (A.4), (A.14) and (A.16) have the form

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρ
ρu
ρv
ρw
ρet

ρ1ev,1

ρ2ev,2

...
ρNmol

ev,Nmol

ρee

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, S NS =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0

Qv,1

Qv,2

...
Qv,Nmol

Qe

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.17)

E =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

ρu
ρu2 + p
ρvu
ρwu

(ρet + p)u
ρ1ev,1u
ρ2ev,2u

...
ρNmolev,Nmolu

(ρee + pe)u

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, F =

⎛
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ρv
ρuv

ρv2 + p
ρwv
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...
ρNmolev,Nmolv

(ρee + pe)v

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

,

G =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
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ρNmolev,Nmolw
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⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (A.18)
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Ev =

⎛
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∂Te
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Gv =

⎛
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.
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The meaning of the individual terms is:

q = −κ grad T −
Nmol∑
i′=1

κv,i′grad Tv,i′ − κegrad Te −
N∑

i=1

ρhiDigrad ci :

the vector of heat flow,

et =
N∑

i=1

ρiei

ρ
+ 0.5(u2 + v2 + w2) + k : the total energy,

Qv,i′ = QT−vi′ +Qe−vi′ +QD,i′ +Qv−vi′ , : the vibrational coupling terms,

Qe = uj
∂pe

∂xj
+QT−e +Qe−v +QI − qrad,g, : the electron coupling terms,

ei : the internal energy of species i in thermal equilibrium.
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Appendix B

The Earth’s Atmosphere

The aerothermodynamic design problems considered in this book concern
hypersonic flight predominantly in the Earth’s atmosphere of RV-W’s, RV-
NW’s and CAV’s. In this appendix, we provide a discussion of basic features
and properties of the Earth’s atmosphere, and some velocity-altitude maps of
flight parameters and re-entry vehicle trajectories. The Earth’s atmosphere
consists of several layers, Fig. B.1. Weather phenomena occur mainly in the
troposphere where fluctuations mix and disperse introduced contaminants.
These fluctuations are only weakly present at higher altitudes.

Fig. B.1. Atmospheric properties as function of the altitude.
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The stratosphere is characterized by a temperature plateau of around
220–230 K; in the mesosphere it becomes colder, in the thermosphere the
temperature rises fast with altitude, Table B.1. Ecologically important is the
altitude between 18 and 25 km with the vulnerable ozone layer.

The pressure p decreases rapidly with increasing altitude and so does the
density ρ. Because the temperature T does not change much, the curves of p
and ρ look similar. The dynamic viscosity µ is a function of temperature and
is determined by the Sutherland formula [1]. Sutherland’s formula becomes
inaccurate for the conditions present at high altitudes [2]. Therefore the data
are restricted to altitudes of H � 86 km. An empirical relation comparable
to Sutherland’s formula is used for calculation of the thermal conductivity k
[2]. Again the data are restricted to altitudes of H � 86. km.

The composition of the atmosphere can be considered as constant in the
homosphere, up to approximately 100 km altitude. In the heterosphere, above
100 km altitude, the composition changes with altitude. This is important
especially for computational simulations of aerothermodynamics. Note that
also around 100 km altitude, the continuum domain ends [1].

It should be mentioned, that these numbers are average numbers, which
partly depend strongly on latitude, and that they change with time (seasons,
atmospheric tides, sun-spot activities). A large number of reference and stan-
dard atmosphere models is discussed in [3], where also model uncertainties
and limitations are noted.

In aerothermodynamics we work usually with the U.S. standard atmo-
sphere [2], in order to determine static pressure p∞, density ρ∞, static tem-
perature T∞ etc. as function of the altitude, Table B.1. The 15◦C standard
atmosphere assumes a temperature of 15◦C at sea level.

A very simple approximation for the atmospheric density is given by [4, 5]

ρ (H)
ρ (0)

= exp−βH , (B.1)

with β = 1.40845 · 10−4/m, which assumes an isothermal atmosphere with
T (H) = T (0). With the perfect gas assumption, we have

ρ (H)
ρ (0)

=
p (H)
p (0)

.

To illustrate the influence of the atmospheric properties on the aerodynamic
forces during re-entry of a RV-W, we show in Fig. B.2 as an example for the X-
38 vehicle the drag force D as function of the altitude H . At approximately
7 km, there exists a strong peak in D which is accompanied by the total
maxima of the Reynolds number Re and the dynamic pressure q∞, Fig. B.2.
The drag coefficient CD has a spike-like local maximum. The reason for the
peak lies in the momentum flux ρ∞v2

∞, which has a global maximum.
The global maximum of the drag force D is obtained at H = 48 km.

This is due to the weak local maximum of the dynamic pressure combined
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Table B.1. Properties of the 15◦C U.S. standard atmosphere as function of the
altitude, [2].

Altitude Temperature Pressure Density Dynamic Thermal

viscosity conductivity
H T p ρ µ k

[km] [K] [Pa] [kg/m3] [N s/m2] [W/(m K)]

0.0 288.150 1.013 · 105 1.225 · 100 1.789 · 10−5 2.536 · 10−2

1.0 281.651 8.988 · 104 1.112 · 100 1.758 · 10−5 2.485 · 10−2

2.0 275.154 7.950 · 104 1.007 · 100 1.726 · 10−5 2.433 · 10−2

3.0 268.659 7.012 · 104 9.092 · 10−1 1.694 · 10−5 2.381 · 10−2

4.0 262.166 6.166 · 104 8.193 · 10−1 1.661 · 10−5 2.329 · 10−2

5.0 255.676 5.405 · 104 7.364 · 10−1 1.628 · 10−5 2.276 · 10−2

6.0 249.187 4.722 · 104 6.601 · 10−1 1.595 · 10−5 2.224 · 10−2

7.0 242.700 4.110 · 104 5.900 · 10−1 1.561 · 10−5 2.170 · 10−2

8.0 236.215 3.565 · 104 5.258 · 10−1 1.527 · 10−5 2.117 · 10−2

9.0 229.733 3.080 · 104 4.671 · 10−1 1.493 · 10−5 2.063 · 10−2

10.0 223.252 2.650 · 104 4.135 · 10−1 1.458 · 10−5 2.009 · 10−2

12.0 216.650 1.940 · 104 3.119 · 10−1 1.421 · 10−5 1.953 · 10−2

14.0 216.650 1.417 · 104 2.279 · 10−1 1.421 · 10−5 1.953 · 10−2

16.0 216.650 1.035 · 104 1.665 · 10−1 1.421 · 10−5 1.953 · 10−2

18.0 216.650 7.565 · 103 1.216 · 10−1 1.421 · 10−5 1.953 · 10−2

20.0 216.650 5.529 · 103 8.891 · 10−2 1.421 · 10−5 1.953 · 10−2

22.0 218.574 4.047 · 103 6.451 · 10−2 1.432 · 10−5 1.969 · 10−2

24.0 220.560 2.972 · 103 4.694 · 10−2 1.443 · 10−5 1.986 · 10−2

26.0 222.544 2.188 · 103 3.426 · 10−2 1.454 · 10−5 2.003 · 10−2

28.0 224.527 1.616 · 103 2.508 · 10−2 1.465 · 10−5 2.019 · 10−2

30.0 226.509 1.197 · 103 1.841 · 10−2 1.475 · 10−5 2.036 · 10−2

32.0 228.490 8.891 · 102 1.355 · 10−2 1.486 · 10−5 2.053 · 10−2

34.0 233.743 6.634 · 102 9.887 · 10−3 1.514 · 10−5 2.096 · 10−2

36.0 239.282 4.985 · 102 7.258 · 10−3 1.543 · 10−5 2.142 · 10−2

38.0 244.818 3.771 · 102 5.366 · 10−3 1.572 · 10−5 2.188 · 10−2

40.0 250.350 2.871 · 102 3.996 · 10−3 1.601 · 10−5 2.233 · 10−2

42.0 255.878 2.200 · 102 2.995 · 10−3 1.629 · 10−5 2.278 · 10−2

44.0 261.403 1.695 · 102 2.259 · 10−3 1.657 · 10−5 2.323 · 10−2

46.0 266.925 1.313 · 102 1.714 · 10−3 1.685 · 10−5 2.367 · 10−2

48.0 270.650 1.023 · 102 1.317 · 10−3 1.704 · 10−5 2.397 · 10−2

50.0 270.650 7.978 · 101 1.027 · 10−3 1.704 · 10−5 2.397 · 10−2
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Table B.1. (continued)

Altitude Temperature Pressure Density Dynamic Thermal

viscosity conductivity
H T p ρ µ k

[km] [K] [Pa] [kg/m3] [N · s/m2] [W/(m K)]

55.0 260.771 4.252 · 101 5.681 · 10−4 1.654 · 10−5 2.318 · 10−2

60.0 247.021 2.196 · 101 3.097 · 10−4 1.584 · 10−5 2.206 · 10−2

65.0 233.292 1.093 · 101 1.632 · 10−4 1.512 · 10−5 2.093 · 10−2

70.0 219.585 5.221 · 100 8.283 · 10−5 1.438 · 10−5 1.978 · 10−2

75.0 208.399 2.388 · 100 3.992 · 10−5 1.376 · 10−5 1.883 · 10−2

80.0 198.639 1.052 · 100 1.846 · 10−5 1.321 · 10−5 1.800 · 10−2

85.0 188.893 4.457 · 10−1 8.220 · 10−6 1.265 · 10−5 1.716 · 10−2

90.0 186.870 1.836 · 10−1 3.416 · 10−6

95.0 188.420 7.597 · 10−2 1.393 · 10−6

100.0 195.080 3.201 · 10−2 5.604 · 10−7

105.0 208.840 1.448 · 10−2 2.325 · 10−7

110.0 240.000 7.104 · 10−3 9.708 · 10−8

115.0 300.000 4.010 · 10−3 4.289 · 10−8

120.0 360.000 2.538 · 10−3 2.222 · 10−8
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Fig. B.2. Behavior of aerodynamic drag force D, drag coefficient CD, dynamic
pressure q∞ and Reynolds number Re/106 along the X-38 re-entry trajectory as
function of the altitude H .
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Fig. B.3. Velocity-altitude map for three RV-W’s with constant total enthalpy
lines (symbols).

Fig. B.4. Velocity-altitude map for three RV-W-type vehicles with constant Mach
number lines (symbols).
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Fig. B.5. Velocity-altitude map for three RV-W’s with constant dynamic pressure
lines.

Fig. B.6. Velocity-altitude map for three RV-W’s with constant Reynolds number
lines.
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with the beginning plateau of the drag coefficient. For the flight mechanical
considerations of the vehicle the aerodynamic forces are very important at
altitudes up to approximately 60 km, but play only a minor role at altitudes
H � 80 km. The aerodynamic drag value for instance at H = 48 km is 460
times larger than at H = 100 km.

Sometimes it is helpful to know for a quick estimate how some variables
develop during the re-entry flight of a RV-W or a RV-NW. Therefore, in the
next four figures, Figs. B.3–B.6, velocity-altitude maps of the trajectories of
the Space Shuttle Orbiter (STS-2), the X-38 and HOPPER vehicles,1 Sec-
tion 3.3, are shown, combined with lines of constant total enthalpy, Mach
number, dynamic pressure and Reynolds number.
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Constants, Units and Conversions

In this book, units are in general the SI units (Système International d’Unités)
[1, 2], where also the constants can be found. The basic units, the derived
units, and conversions to US units are given in Section C.2.1 We give first
some general constants and air properties and then the most important units
and their conversions.

C.1 Constants and Air Properties

Molar universal gas constant: R0 = 8.314472·103 kg m2/s2 kmol K =
= 4.97201·104 lbm ft2/s2 lbm-mol ◦R

Stephan–Boltzmann constant: σ = 5.670400·10−8 W/m2 K4 =
= 1.7123·10−9 Btu/hr ft2 ◦R4

Standard gravitational
acceleration of earth at sea level: g0 = 9.80665 m/s2 = 32.174 ft/s2

Change of gravitational
acceleration of earth
with altitude H [3]: g = g0(RE/(RE +H))2

Mean earth diameter: RE = 6.378·106 m = 20.925·106 ft

Circular speed: vc =
√
g0RE =

= 7.9086·103 m/s = 25.9470·103 ft/s

1 Details can be found, for instance, at
http://www.chemie.fu-berlin.de/chemistry/general/si_en.html and at
http://physics.nist.gov/cuu/Units/units/html.

http://www.chemie.fu-berlin.de/chemistry/general/si_en.html
http://physics.nist.gov/cuu/Units/units/html
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Table C.1. Molecular weights, gas constants, and intermolecular force parameters
of air constituents for the low temperature domain [4, 5]. ∗ is the U.S. standard
atmosphere value, + the value from [5].

Gas Molecular weight Specific gas constant Collision dia- 2nd Lennard-Jones

meter parameter
M [kg/kmol] R [m2/s2K] σ · 1010 [m] ε/k [K]

air 28.9644∗ (28.97+) 287.06 3.617 97.0

N2 28.02 296.73 3.667 99.8

O2 32.00 259.83 3.430 113.0

NO 30.01 277.06 3.470 119.0

N 14.01 593.47 2.940 66.5

O 16.00 519.65 2.330 210.0

Ar 39.948 208.13 3.432 122.4

He 4.003 2077.06 2.576 10.2

Table C.2. Characteristic rotational, vibrational, and dissociation temperatures
of air molecules [6].

Gas: N2 O2 NO

Θrot [K] 2.9 2.1 2.5

Θvibr [K] 3,390.0 2,270.0 2,740.0

Θdiss [K] 113, 000.0 59, 500.0 75, 500.0

C.2 Units and Conversions

Basic and derived SI units are listed of the major flow, transport, and thermal
entities. In the left column name and symbol are given and in the right column
the unit (dimension), with → the symbol used in Appendix D, and in the
line below its conversion.

SI Basic Units

length, L [m], → [L]
1.0 m = 100.0 cm = 3.28084 ft
1,000.0 m = 1.0 km

mass, m [kg], → [M]
1.0 kg = 2.20462 lbm
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time, t [s] (= [sec]), → [t]

temperature, T [K], → [T]
1.0 K = 1.8 ◦R
⇒ TKelvin = (5/9) (TFahrenheit + 459.67)
⇒ TKelvin = TCelsius + 273.15

amount of substance, mole [kmol], → [mole]
1.0 kmol = 2.20462 lbm-mol

SI Derived Units

area, A [m2], → [L2]
1.0 m2 = 10.76391 ft2

volume, V [m3], → [L3]
1.0 m3 = 35.31467 ft3

speed, velocity, v, u [m/s], → [L/t]
1.0 m/s = 3.28084 ft/s

force, F [N] = [kg m/s2], → [M L/t2]
1.0 N = 0.224809 lbf

pressure, p [Pa] = [N/m2], → [M/L t2]
1.0 Pa = 10−5 bar = 9.86923·10−6 atm =
= 0.020885 lbf/ft2

density, ρ [kg/m3], → [M/L3]
1.0 kg/m3 = 0.062428 lbm/ft3 =
= 1.94032·10−3 lbfs2/ft4

(dynamic) viscosity, µ [Pa s] = [N s/m2], → [M/L t]
1.0 Pa s = 0.020885 lbf s/ft2

kinematic viscosity, ν [m2/s], → [L2/t]
1.0 m2/s = 10.76391 ft2/s

shear stress, τ [Pa] = [N/m2], → [M/L t2]
1.0 Pa = 0.020885 lbf/ft2

energy, enthalpy, work, [J] = [Nm], → [M L2/t2]
quantity of heat 1.0 J = 9.47813·10−4 BTU =

= 23.73036 lbmft2/s2 = 0.737562 lbf/s2
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(mass specific) internal energy, [J/kg] = [m2/s2], → [L2/t2]
enthalpy, e, h 1.0 m2/s2 = 10.76391 ft2/s2

(mass) specific heat, cv,cp [J/kgK] = [m2/s2 K], → [L2/t2 T]
specific gas constant, R 1.0 m2/s2 K = 5.97995 ft2/s2 ◦R

power, work per unit time [W] = [J/s] = [Nm/s], → [M L2/t3]
1.0 W = 9.47813·10−4 BTU/s =
= 23.73036 lbm ft2/s3

thermal conductivity, k [W/m K] = [N/s2 K], → [M L/t3 T]
1.0 W/m K = 1.60496·10−4 BTU/s ftR =
= 4.018342 lbm ft/s3 R

heat flux, q [W/m2] = [J/m2 s], → [M/t3]
1.0 W/m2 = 0.88055·10−4 BTU/s ft2 =
= 2.204623 lbm/s3

(binary) mass diffusivity, DAB [m2/s], → [L2/t]
1.0 m2/s = 10.76391 ft2/s

thermo diffusivity, DT
A [kg/m s], → [M/L t]

1.0 kg/m s = 0.67197 lbm/ft s

diffusion mass flux, j [kg/m2 s], → [M/L2 t]
1.0 kg/m2 s = 0.20482 lbm/ft2 s
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Appendix D

Symbols

Only the important symbols are listed. If a symbol appears only locally or
infrequent, it is not included. In general the page number is indicated, where
a symbol appears first or is defined. Dimensions are given in terms of the SI
basic units: length [L], time [t], mass [M], temperature [T], and amount of
substance [mole], Appendix C. For actual dimensions and their conversions
see Section C.2.

D.1 Latin Letters

A, Y,N body axis forces, p. 22, [ML/t2]
A stream-tube area, p. 157, [L2]
A1, A2 arbitrary constants, p. 254, [−]
Aref reference area, p. 14, [L2]
a acceleration, p. 131, [L/t2]
a speed of sound, p. 428, [L/t]
a function, p. 254, [−]
a1, a2, a3 action lines of forces, p. 95, [−]
ai constants (i = 1...7), p. 188, [−]
B force entity, p. 131, [ML/t2]
B transformation vector, p. 380, [−]
b vector of body forces, p. 379, [−]
b = ωd, p. 254, [1/t]
C damping matrix, p. 381, [−]
C heat capacity matrix, p. 382, [−]
C damping parameter, p. 254, [−]
CD drag coefficient, p. 14, [−]
CFGX axial thrust force coefficient, p. 43, [−]
CG, cog center of gravity
CL lift coefficient, p. 14, [−]
Cgw constant, p. 20, [−]
Cm pitching moment coefficient, p. 76, [−]
Cmq + Cmα̇ dynamic derivative of pitch motion, p. 245, [−]
CX , CZ force coefficients, p. 225, [−]
Cyr number of cycles damped, p. 254, [−]
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cf skin-friction coefficient, p. 138, [−]
cp (mass) specific heat at constant pressure, [L2/t2T]
cp pressure coefficient, [−]
cpB base pressure coefficient, p. 143, [−]
cpe boundary-layer edge pressure coefficient, p. 285, [−]
cpstag stagnation pressure coefficient, p. 64, [−]
cpt total pressure coefficient, p. 65, [−]
cpvac vacuum pressure coefficient, p. 72, [−]
cpwall

wall pressure coefficient, p. 102, [−]
c∗pwall

normalized wall pressure coefficient, p. 118, [−]
D,C,L air-path axis forces, p. 22, [ML/t2]
D diameter, [L]
D drag, p. 14, [ML/t2]
D elasticity matrix, p. 379, [−]
Dtrim drag of trimmed flight, p. 23, [ML/t2]
D drag vector, p. 50 [−]
dS differential surface element, p. 379, [−]
E air-path energy, p. 13, [ML2/t2]
Ê, F̂ , Ĝ flux vectors for non-orthogonal coordinates, p. 377, [−]
F force, [ML/t2]
F surface, p. 156, [L2]
F force vector, [−]
F A aerodynamic force vector, p. 47, [−]
F aero aerodynamic force vector, p. 95, [−]
F bf aerodynamic bodyflap force vector, p. 95, [−]
Faero,trim resultant aerodynamic force of trimmed flight, p. 23, [ML/t2]
Fcentr centrifugal force, p. 23, [ML/t2]
Fmass force, p. 23, [ML/t2]
Fnet installed net thrust, p. 173, [ML/t2]
F load vector, p. 380, [−]
f frequency, p. 254, [1/t]
f1, f2 functions defined by eq. 4.10, p. 188, [−]
fi unit surface forces (i = x, y, z), p. 360, [M/Lt2]
fa aerodynamic loads, p. 384, [ML/t2]
G gravity vector, p. 47, [−]
g g frame, p. 48
g gravitational acceleration, p. 13, [L/t2]
geff effective gravitational acceleration, p. 133, [L/t2]
g0 gravitational acceleration at sea level, p. 26, [L/t2]
H altitude, p. 1, [L]
Hi initial altitude, p. 13, [L]
H0 total (mass-specific) enthalpy, p. 148, [L2/t2]
h stream-tube height, p. 169, [L]
h enthalpy, [L2/t2]
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h film coefficient, p. 439, [M/Tt3]
ht total enthalpy, p. 427, [L2/t2]
h∗ reference enthalpy, p. 442, [L2/t2]
h∞ free-stream (mass-specific) enthalpy, p. 20, [L2/t2]
Iij components of moment of inertia, p. 249, [ML2]
Isp specific impulse, p. 130, [t]
J determinant of Jacobi matrix of geometry, p. 378, [−]
K stiffness matrix, p. 380, [−]
K restoring parameter, p. 254, [−]
Kt transfer matrix, p. 384, [−]
Kc conduction matrix, p. 382, [−]
Kh convection matrix, p. 382, [−]
Kn Knudsen number, p. 148, [−]
k k frame, p. 50
k thermal conductivity, p. 438, [ML/t3T]
k reduced frequency, p. 254, [−]
L body length, p. 28, [L]
L lift vector, p. 50, [−]
L lift, p. 14, [ML/t2]
Leff effective lift, p. 16, [ML/t2]
Lref reference length, p. 75, [L]
Ltrim lift of trimmed flight, p. 23, [ML/t2]
L,M,N body axis moments, p. 23, [ML2/t2]
LA,MA, NA body axis moments, p. 22, [ML2/t2]
La,Ma, Na air-path axis moments, p. 22, [ML2/t2]
L/D lift-to-drag ratio, p. 14, [−]
lF surface length, p. 157, [L]
l wing length, p. 154, [L]
l vehicle length, [L]
laero lever arm of aerodynamic force, p. 96, [L]
lbf lever arm of flap force, p. 96, [L]
M torque vector, p. 357, [−]
M magnitude of torque vector, p. 357, [ML2/t2]
M Mach number, p. 77, [−]
M mass matrix, p. 381, [−]
M pitching moment, [ML2/t2]
M transformation matrix, p. 49, [−]
Me boundary-layer edge Mach number, p. 62, [−]
Mi molecular weight of species i, p. 435, [M/mole]
Mw (inviscid) wall Mach number, p. 117, [−]
M∞ flight Mach number, p. 17, [−]
M ′

∞ saturation Mach number, p. 110, [−]
M̃, C̃, K̃ fictitious mass, damping and stiffness matrices, p. 384, [−]
m mass, p. 13, [M/L3]
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m exponent, p. 20, [−]
m1 constant, p. 188, [−]
mv vehicle mass, p. 131, [M]
ṁ mass-flow rate, p. 169, [M/t]
N vector of shape functions at nodal points, p. 380, [−]
n unit vector, p. 384, [−]
n exponent, p. 20, [−]
n exponent in boundary-layer relations, p. 443, [−]
nz normal load factor, p. 21, [−]
O O frame, p. 49
Ph heat input from heat transfer, p. 382, [ML2/t3]
Pq heat input from heat convection, p. 382, [ML2/t3]
Pr heat input from heat radiation, p. 382, [ML2/t3]
PΩ heat input from internal heat generation, p. 382, [ML2/t3]
Pr Prandtl number, p. 438, [−]
p pressure, [M/Lt2]
p p frame, p. 47
p, q, r components of angular velocity vector, p. 249, [1/t]
pe boundary-layer edge pressure, p. 285, [M/Lt2]
pi partial pressure of species i, p. 435, [M/Lt2]
pstag stagnation pressure, p. 64, [M/Lt2]
pt total pressure, p. 64, [M/Lt2]
pwall wall pressure, p. 100, [M/Lt2]
p∞ free-stream pressure, p. 64, [M/Lt2]
Q̂ solution vector for non-orthogonal coordinates, p. 377, [−]
Q solution vector for Cartesian coordinates, p. 377, [−]
Qa vector of aerodynamic moments, p. 249, [−]
Q∞ total heat flux, p. 20, [M/t3]
q heat flux, [M/t3]
q vector of heat conduction, p. 381, [−]
q dynamic pressure, [M/Lt2]
qe boundary-layer edge dynamic pressure, p. 285, [M/Lt2]
qgw heat flux in the gas at the wall, p. 415, [M/t3]
qi modal coordinate i, p. 393, [−]
qw heat flux into the wall, p. 415, [M/t3]
qrad thermal radiation heat flux, p. 416, [M/t3]
q∞ free-stream dynamic pressure, p. 18, [M/Lt2]
R gas constant, p. 484, [L2/t2T]
R radius, p. 20, [L]
RE mean radius of earth, p. 21, [L]
RN nose radius, p. 14, [L]
R0 universal gas constant, p. 483, [ML2/t2moleT]
Re Reynolds number, [−]
Reu unit Reynolds number, p. 134, [1/L]
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Reu
e boundary-layer edge unit Reynolds number, p. 285, [1/L]

R∞ flight path radius, 23, [L]
r radius, p. 24, [L]
r radius of gyration, p. 245, [L]
r position vector, p. 47, [−]
r magnitude of position vector, p. 48, [L]
r recovery factor, p. 442, [−]
r, θ conical coordinates, p. 181, [L, ◦]
rc local cone radius, p. 185, [L]
S transformation matrix, p. 378, [−]
Sr Strouhal number, p. 247, [−]
St Stanton number, p. 177, [−]
s half span of wing, p. 154, [L]
T tensor of moment of inertia, p. 249, [−]
T thrust, p. 131, [M/Lt2]
T temperature, [T]
Te boundary-layer edge temperature, p. 285, [T]
Tgw temperature of the gas at the wall, p. 415, [T]
Tr recovery temperature, p. 139, [T]
Tra radiation-adiabatic temperature, p. 416, [T]
Tt total temperature, p. 72, [T]
Tw wall temperature, p. 415, [T]
T0 total temperature, p. 148, [T]
T∞ free-stream temperature, p. 137, [T]
T ∗ reference temperature, p. 442, [T]
t time, [t]
t vector of tractions, p. 380, [−]
U, V,W contravariant velocity components, p. 378, [L/t]
u, v, w Cartesian velocity components, [L/t]
u, v, w components of displacement vector, p. 378, [L]
u vector of displacements in elements, p. 379, [−]
ũ vector of displacements at nodes, p. 380, [−]
ũ, ṽ velocity components normal and tangential to an oblique

shock wave, p. 431, [L/t]
u∞, v∞ free-stream velocity, flight speed, [L/t]
V flight velocity vector of space vehicle, 48, [−]
V magnitude of flight velocity vector, p. 24, [L/t]
Ve speed at (re-)entry, p. 32, [L/t]
Vmax maximum velocity, p. 72, [L/t]
V1, V2 resultant velocities ahead and behind an oblique shock

wave, p. 431, [L/t]
V viscous interaction parameter, p. 149, [−]
V ′ viscous interaction parameter, p. 149, [−]
vc circular (orbital) speed, p. 26, [L/t]
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ve boundary-layer edge velocity, p. 134, [L/t]
vi initial speed, p. 13, [L/t]
v0 circular (orbital) speed, p. 133, [L/t]
W weight, p. 14, [ML/t2]
We engine weight, p. 131, [ML/t2]
Wv vehicle weight, p. 131, [ML/t2]
w stream-tube width, p. 169, [L]
X,Y, Z body axis forces, p. 22, [ML/t2]
Xa, Ya, Za air-path axis forces, p. 22, [ML/t2]
XN neutral point location, p. 199, [L]
xN neutral point definition, p. 364, [L]
x, y, z Cartesian coordinates, [L]
x, y, z body axis coordinates, p. 22, [L]
xa, ya, za air-path axis coordinates, p. 22, [L]
xbc, zbc blunt cone coordinates, p. 110, [L]
xcog x-location of center of gravity, p. 75, [L]
xref , yref , zref x-, y-, z-location of moment reference point, p. 227, [L]
x vector of numerical mesh, p. 384, [−]
Z body axis coordinate, p. 102, [L]
Z compressibility factor, p. 435, [−]
z state variable in Lagrange equation, p. 389, [−]
z surface function, p. 187, [−]
zcog z-location of center of gravity, p. 225, [L]

D.2 Greek Letters

α vector of thermal expansion coefficients, p. 379, [−]
α angle of attack, p. 14, [◦]
αeff effective angle of attack, p. 157, [◦]
αm lift parameter, p. 25, [M/Lt2]
αw lift parameter, p. 14, [M/Lt2]
α inclination angle, p. 72, [◦]
α0 inclination angle at zero angle of attack, p. 159, [◦]
β sideslip (yaw) angle, p. 18, [◦]
β exponent, p. 32, [1/L]
βw ballistic parameter, p. 14, [M/Lt2]
βm ballistic parameter, p. 25, [M/Lt2]
Γ interface boundary, p. 384, [−]
γ flight path angle, p. 23, [◦]
γ ratio of specific heats, p. 64, [−]
γe flight path angle at entry, p. 32, [◦]
γeff effective ratio of specific heats, p. 65, [−]
∆ thrust-vector angle, p. 43, [◦]
∆F magnitude of force increment, p. 360, [ML/t2]
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∆x down range, p. 30, [L]
∆y cross range, p. 30, [L]
δε vector of virtual strains, p. 379, [−]
δu vector of virtual displacements, p. 379, [−]
δ flow (ordinary) boundary layer thickness, p. 137, [L]
δ ramp angle, p. 280, [◦]
δ wedge and cone angle, p. 181, 184, [◦]
δi Lagrange multiplier i, p. 389, [−]
δlam laminar boundary-layer thickness, p. 417, [L]
δturb turbulent boundary-layer thickness, p. 417, [L]
δsc turbulent scaling thickness, p. 417, [L]
δt power setting, p. 45, [−]
δvs viscous sub-layer thickness, p. 417, [L]
δ1 boundary-layer displacement thickness (δ1 ≡ δ∗), p. 137, [L]
ε strain vector, p. 378, [−]
ε I initial strain vector, p. 378, [−]
ε T thermal strain vector, p. 378, [−]
ε emissivity coefficient, p. 416, [−]
εeff effective (fictitious) emissivity coefficient, p. 415, [−]
η flap/control surface deflection angle, p. 74, [◦]
ηbf body flap deflection angle, p. 79, [◦]
ηel elevon deflection angle, p. 81, [◦]
θ longitude angle, p. 48, [◦]
θ shock angle, p. 139, [◦]
λ thermal conductivity, p. 381, [ML/t3T]
µ viscosity, p. 437, [M/Lt]
µa bank angle, p. 16, [◦]
µe boundary-layer edge viscosity, p. 134, [M/Lt]
ξ, η, ζ arbitrary non-orthogonal time-dependent coordinates, p. 376, [−]
ξ dynamic stability coefficient, p. 245, [−]
ρ density, [M/L3]
ρe boundary-layer edge density, p. 134, [M/L3]
ρi partial density of species i, p. 435, [M/L3]
ρ0 atmospheric density at sea level, p. 32, [M/L3]
ρ∞ free-stream density, p. 12, [M/L3]
σ stress vector, p. 378, [−]
σ shock angle, p. 180, [◦]
τ viscous stress tensor, [M/t2L]
τij components of viscous shear stress tensor, p. 378, [−]
τw wall shear stress, skin friction, p. 20, [M/Lt2]
φ latitude angle, p. 48, [◦]
φ semi-apertural cone angle, p. 215, [◦]
φ angular displacement, p. 256, [◦]
φ, θ, ψ Euler angles (heading, pitching, banking), p. 250, [◦]
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Φf equivalence ratio, p. 45, [−]
ϕ sweep angle of leading edge or cylinder, p. 200, [◦]
ϕ0 constant, p. 188, [◦]
χ flight path azimuth angle, p. 24, [◦]
χ, χ viscous interaction parameter, p. 300, [−]
ψ state of structural field, p. 389, [−]
ψS state of structural interface boundary, p. 388, [−]
Ω̄ angular velocity vector, p. 47, [−]
Ω angular velocity vector, p. 52, [−]
Ω internal heat generation, p. 381, [M/Lt3]
ω relaxation coefficient, p. 388, [−]
ω angular velocity, p. 24 , [◦/t]
ω exponent in the power-law equations of viscosity

and heat conductivity, p. 438, [−]
ω oscillation frequency, p. 256, [1/t]
ωd damped natural frequency, p. 254, [1/t]
ωi mass fraction of species i, p. 435, [−]
ωn undamped natural frequency, p. 254, [1/t]

D.3 Indices

D.3.1 Upper Indices

a aerodynamic
a nodal point
e individual element
T transposed
t tare
u unit
φ,θ spherical angles
γ,χ flight trajectory angles
p,O frames
∗ reference-temperature/enthalpy value
+ dimensionless sub-layer entity

D.3.2 Lower Indices

a air path axis system
a nodal point
aero aerodynamic
B base
b nodal point
bc blunt cone
bf body flap
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bl boundary layer
c centrifugal
circ circular orbit
cog center of gravity
cp center of pressure
D drag
E Earth
e boundary-layer edge, external (inviscid flow)
e entry
e experimental system
e individual element
eff effective
el elevon
env environment, ambient
exp experiment
F fluid
f body axis system
f non-inertial coordinate system
fix fixed
g gas radiation
g inertial coordinate system
g,k,p,O frames
gw gas at the wall
Han Hansen
is incipient separation
j arbitrary reference point
k thermal conductivity
L lift
L length
Lα lift change due to angle of attack
l lee side
lam laminar
mα̇ pitching moment change due to angle of attack movement
mα pitching moment change due to angle of attack
max maximum
min minimum
mq pitching moment change due to pitch movement
net net
offset geometrical offset from centerline or given reference line
pw wall pressure
q pitch velocity
r,θ conical coordinates
R resultant
ra radiation adiabatic
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rad radiation
ram ramjet
ref reference
rel relative
res resultant
S structural
SL sea level
Suth Sutherland
s stagnation point
stag stagnation
s surface
sp specific
T thermal
TA terminal area
t total
trans translational
trim trimmed
turb turbulent
turbo turbojet
v vacuum conditions
v vehicle
vac vacuum
visc viscous
vibr vibrational
vs viscous sub-layer
w wall
w wind-on conditions
x,y,z Cartesian coordinates
ya side force in air-path system
α̇ angle of attack velocity
θ̇ pitch velocity
µ viscosity
τw wall shear stress
τ time
0 inlet
1 ahead of the shock wave
2 behind the shock wave
9 jet
∞ infinity

D.4 Other Symbols

O( ) order of magnitude
∞ infinity
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q time-integrated value of q
v vector
t tensor
× vector product
· scalar product
∼ proportional
=̂ corresponds to
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Glossary, Abbreviations, Acronyms

E.1 Glossary

– Catalytic surface recombination: in flow with dissociated gas species
the recombination of atoms to molecules promoted by the “catalytic” prop-
erty of the surface material of the vehicle.

– Cayley’s design paradigm: product definition and development ap-
proach with loose couplings of the various systems and sub-systems (first
aspect), differentiation of disciplines (second aspect).

– Compressibility (pressure) effects: increase of pressure, density and
temperature across—especially—bow shocks of hypersonic vehicles, accom-
panied by high temperature real gas effects.

– Entropy layer: flow field with an entropy gradient from streamline to
streamline (non-homentropic flow) behind a curved shock, especially a
blunt-nosed vehicle’s bow shock. The entropy layer flow field is a rotational
inviscid flow field (Crocco’s theorem).

– Entropy layer swallowing: at a blunt-nosed vehicle grows the bound-
ary layer (thickness) in down-stream direction and “swallows” the entropy
layer. A better wording would be “growing of the boundary layer into the
entropy layer”.

– High temperature real gas effects: real gas effects—in contrast to van
der Waals effects—due to high gas temperatures: vibrational excitation
and dissociation of molecules, ionization of atoms and molecules (thermo-
chemical flow properties).

– Hypersonic viscous interaction: strong displacement effect (due to a
large boundary-layer displacement thickness) of attached viscous flow (with
oblique shock formation) at high Mach and small Reynolds numbers with
strong increase of wall pressure and heat flux.

– Low-density (rarefaction) effects: low-density, also rarefaction or
Knudsen effects, appear, if the domain of continuous flow is left. The effects
are slip flow and temperature jump at the surface, thick boundary layers
(effects similar to hypersonic viscous interaction effects), strengthening of
high temperature real gas effects, change of transport properties.

– Mechanical loads: surface pressure and wall shear stress, the latter di-
rectly influenced by the wall temperature (decrease of wall shear stress
with increase of wall temperature, especially in turbulent flow).
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– Necessary and permissible surface properties: thermal surface ef-
fects are in any case governed also by the properties of the vehicle’s sur-
face, for instance by surface emissivity (should be high), surface catalycity
(should be low), and surface roughness, waviness, steps et cetera (must
be sub-critical, especial in view of laminar-turbulent transition and turbu-
lent flow). Demands on surface properties can be different for the different
vehicle classes.

– Non-convex effects: Radiation cooling is reduced, if vehicles’ surfaces
“look” at each other. Non-convex effects are highly non-linear because of
the mutual influence of boundary-layer thickness and wall temperature.

– Radiation adiabatic temperature: resulting surface temperature in
presence of radiation cooling, if the heat flux into the wall is zero. Also
called radiation equilibrium temperature.

– Radiation cooling: thermal surface radiation cooling is the major (pas-
sive) cooling mode of hypersonic vehicles. It demands a high surface-
material emissivity (surface coating) and is (locally) strongly influenced
by the boundary-layer thickness.

– Strong interaction: mutual interaction of inviscid and viscous (attached)
flow portions with flow separation, imbedded shock waves et cetera. Strong
interaction is critical if accompanied with strong increase of surface pres-
sure and wall heat transfer.

– Thermal loads: heat flux in the gas at the wall towards the wall (several
mechanisms) and the wall temperature. Thermal loads are governed by
surface radiation cooling.

– Thermal state of the surface: the wall temperature and the heat flux
in the gas at the wall. It governs both thermal surface effects and thermal
loads, but also mechanical (wall shear stress) loads.

– Thermal surface effects: the influence of the thermal state of the surface
on surface and surface-near flow properties.

– Thermal surface effects – thermo-chemical: the influence of the ther-
mal state of the surface on especially thermo-chemical flow properties.

– Thermal surface effects – viscous: the influence of the thermal state
of the surface on especially viscous flow properties.

– Viscosity effects: in attached viscous flow the wall shear stress and heat
transfer, further the displacement of the inviscid flow (boundary-layer dis-
placement thickness), the loss of longitudinal flow momentum (boundary-
layer momentum (loss) thickness) et cetera. Viscosity effects are in general
stronger in turbulent than in laminar flow.

– Weak interaction: displacement of the inviscid flow by the attached vis-
cous flow (small boundary-layer displacement thickness) with small or neg-
ligible changes of surface pressure, wall shear stress and heat transfer.
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E.2 Abbreviations, Acronyms

Indicated is the page where the acronym is used for the first time.

AEDC Arnold Engineering Development Center, p. 7
AFE Aeroassisted Flight Experiment, p. 221
AOTV aeroassisted orbital transfer vehicle, p. 2
ARA Aircraft Research Association, p. 260
ARD Atmospheric Re-entry Demonstrator, p. 219
ARV ascent and re-entry vehicle, p. 2
ASTRA Selected Systems and Technologies for Future

Space Transportation Systems Applications, p. 398
BDW blunt delta wing, p. 70
CAV cruise and acceleration vehicle, p. 2
CIRA National Aerospace Research Center Italy, p. 90
CTV crew transport vehicle, p. 220
DLR German Aerospace Center, p. 86
ESA European Space Agency, p. 78
FESTIP Future European Space Transportation Investigations

Programme, p. 286
FFA National Aerospace Research Center Sweden, p. 260
GETHRA general thermal radiation, p. 317
GEO geostationary Earth orbit, p. 214
HALIS high alpha inviscid solution, p. 73
IMENS Integrated Multidisciplinary Design of Hot

Structures for Space Vehicles, p. 408
ISS International Space Station, p. 75
LEO low Earth orbit, p. 214
LH2 liquid hydrogen, p. 146
LOX liquid oxygen, p. 146
MSRO Mars Sample Return Orbiter, p. 222
MSTP Manned Space Transportation Programme, p. 220
NASA National Aeronautics and Space Administration, p. 86
NASP National Aerospace Plane, p. 141
NS Navier-Stokes, p. 66
ONERA National Aerospace Research Center France, p. 390
PRORA-USV Programma di Ricerca Aerospaziale,

Unmanned Space Vehicle, p. 90
RCS reaction control system, p. 11
RHPM Rankine-Hugoniot-Prandtl-Meyer, p. 16
RV-W winged re-entry vehicle, p. 2
RV-NW non-winged re-entry vehicle, p. 2
SERN single expansion ramp nozzle, p. 136
SSTO single-stage-to-orbit, p. 2
STS-X Space Shuttle Flight No. X, p. 7
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TETRA Technologies for Future Space

Transportation Systems, p. 86
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TPS thermal protection system, p. 13



Permissions

Figures reproduced with permission by

– the American Astronomical Society (AAS): Fig. 2.1,
– the American Control Conference (ACC): Fig. 2.13,
– the American Institute of Aeronautics and Astronautics (AIAA), Inc.:

Figs. 3.39, 4.24, 4.25, 4.45, 4.55, 4.67, 5.29, 5.30, 8.5 to 8.7, 8.25 to 8.27,
– Elsevier: Figs. 6.12, 6.33, 6.34,
– the European Space Agency (ESA): Figs. 4.60, 4.64, 6.49,
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Häberle, J. 125, 352
Haftka, R.T. 409
Hagmeijer, R. 277
Hahn, E. 410
Hahne, D.E. 209
Haidinger, F.A. 276, 278
Hajela, P. 409
Hamilton II, H.H. 9, 126, 277
Hammond, W.E. 10, 409
Haney, J.W. 10, 55, 424
Hankey, W.L. 56, 481
Hannemann, V. 411
Harpold, J.C. 55
Hartmann, G. 124
Hassan, B. 412
Hauck, H. 56, 206, 354
Haupt, M. 209, 411
Hayes, J.R. 423, 447
Hayes, W.D. 126



Name Index 507

Haykin, S. 409
Heinemann, H.-J. 354
Heinrich, R. 278
Heinze, W. 209
Heiser, W.H. 57, 207
Helms, V.T. 276
Hemsch, M.J. 352
Henckels, A. 208
Henze, A. 352
Herrmann, O. 207
Herrmann, U. 355
Hilbig, R. 354
Hirsch, Ch. 410
Hirschel, E.H. 9, 10, 55–57, 123, 206,

207, 209, 278, 352, 353, 355, 409, 423,
446, 461, 473, 481

Hirschfelder, J.O. 486
Hodapp, A.E. 277
Hoey, R.G. 55, 125
Holden, M.S. 353
Hollmeier, S. 207
Hornung, H.G. 206
Hornung, M. 205, 207
Horst, P. 411
Huebner, L.D. 208
Hughes, J.E. 276, 277
Hummel, D. 209
Hunt, J.L. 10, 56, 205
Hussaini, Y. 409
Hutt, G.A. 355

Iliff, K.W. 56, 124
Ishimoto, S. 124
Ivanov, N.M. 275, 276

Jacob, D. 207, 208
Jansen, A.R. 486
Johnson, H.A. 447
Jones, J.J. 9, 10, 55, 124–126, 275, 352
Jones, K.D. 208
Jones, T.V. 275

Kafer, G.C. 354
Karatekin, Ö. 277
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