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Abstract. Service-based applications have to continuously and dynamically self-
adapt in order to timely react to changes in their context, as well as to efficiently
accommodate for deviations from their expected functionality or quality of ser-
vice. Currently, self-adaptation is triggered by monitoring events. Yet, monitoring
only observes changes or deviations after they have occurred. Therefore, self-
adaptation based on monitoring is reactive and thus often comes too late, e.g.,
when changes or deviations already have led to undesired consequences. In this
paper we present the PROSA framework, which aims to enable proactive self-
adaptation. To this end, PROSA exploits online testing techniques to detect
changes and deviations before they can lead to undesired consequences. This pa-
per introduces and illustrates the key online testing activities needed to trigger
proactive adaptation, and it discusses how those activities can be implemented
by utilizing and extending existing testing and adaptation techniques.

1 Introduction

Service-based applications operate in highly dynamic and flexible contexts of contin-
uously changing business relationships. The speed of adaptations is a key concern in
such a dynamic context and thus there is no time for manual adaptations, which can be
tedious and slow. Therefore, service-based applications need to be able to self-adapt in
order to timely respond to changes in their context or their constituent services, as well
as to compensate for deviations in functionality or quality of service. Such adaptations,
for example, include changing the workflow (business process), the service composition
or the service bindings.

In current implementations of service-based applications, monitoring events trigger
the adaptation of an application. Yet, monitoring only observes changes or deviations
after they have occurred. Such a reactive adaptation has several important drawbacks.
First, executing faulty services or process fragments may have undesirable con-
sequences, such as loss of money and unsatisfied users. Second, the execution of adapta-
tion activities on the running application instances can considerably increase execution
time, and therefore reduce the overall performance of the running application. Third,
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it might take some time before problems in the service-based application lead to mon-
itoring events that ultimately trigger the required adaptation. Thus, in some cases, the
events might arrive so late that an adaptation of the application is not possible anymore,
e.g., because the application has already terminated in an inconsistent state.

Proactive adaptation presents a solution to address these drawbacks, because — ide-
ally — the system will detect the need for adaptation and will self-adapt before a devia-
tion will occur during the actual operation of the service-based application and before
such a deviation can lead to the above problems.

In this paper we introduce the PROSA framework for PRO-active Self-Adaptation.
PROSA’s novel contribution is to exploit online testing solutions to proactively trigger
adaptations. Online testing means that testing activities are performed during the oper-
ation phase of service-based applications (in contrast to offline testing which is done
during the design phase). Obviously, an online test can fail; e.g., because a faulty ser-
vice instance has been invoked during the test. This points to a potential problem that
the service-based application might face in the future of its operation; e.g., when the
application invokes the faulty service instance. In such a case, PROSA will proactively
trigger an adaptation to prevent undesired consequences.

The remainder of the paper is structured as follows: In Section[2] we give an overview
of current research results on using monitoring to enable (reactive) adaptation and of
the state-of-the-art in online and regression testing. In Section[3] we present the PROSA
framework. While describing the key elements of the framework, we discuss how those
could be implemented by utilizing or extending existing testing and adaptation tech-
niques. Section [ introduces several application scenarios to illustrate how PROSA ad-
dresses different kinds of deviations and changes. Finally, Section [J] critically reviews
the framework and highlights future research issues.

2 State-of-the-Art

2.1 Monitoring for Adaptation

Existing approaches for adaptation of service-based applications rely on the possibility
to identify and realize — at run-time — the necessity to change certain characteristics
of an application. In order to achieve this, adaptation requests are explicitly associated
to the relevant events and situations. Adaptation requests (also known as adaptation
requirements or specifications) specify how the underlying application should be mod-
ified upon the occurrence of the associated event or situation. These events and situa-
tions may correspond to various kinds of failures (like application-level exceptions and
infrastructure-level failures), changes in contextual settings (like execution environment
and usage context), changes among available services and their characteristics, as well
as variations of business-level properties (such as key performance indicators).

In order to detect these events and situations, the majority of adaptation approaches
resorts to exploiting monitoring techniques and facilities, as they provide a way to col-
lect and report relevant information about the execution and evolution of the application.
Depending on the goal of a particular adaptation approach, different kinds of events are
monitored and different techniques are used for this purpose.
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In many approaches (e.g., [1I243/4]]) the events that trigger the adaptation are fail-
ures. These failures include typical problems such as application exceptions, network
problems and service unavailability [1/4]], as well as the violation of expected proper-
ties and requirements. In the former case fault monitoring is provided by the underly-
ing platform, while in the latter case specific facilities and tools are necessary. In [2]
Baresi et al. define the expected properties in the form of WS-CoL assertions (pre-,
post-conditions, invariants), which define constraints on the functional and quality of
service (QoS) parameters of the composed process and its context. In [S] Spanoudakis
et al. use properties in the form of complex behavioral requirements expressed in event
calculus. In [3] Erradi at al. express expected properties as policies on the QoS param-
eters in the form of event-condition-action (ECA) rules. When a deviation from the
expected QoS parameters is detected, the adaptation is initiated and the application is
modified. In such a case, adaptation actions may include re-execution of a particular
activity or a fragment of a composition, binding/replacement of a service, applying an
alternative process, as well as re-discovering and re-composing services. In [6] Siljee
et al. use monitoring to track and collect the information regarding a set of predefined
QoS parameters (response time, failure rates, availability) infrastructure characteristics
(load, bandwidth) and even context. The collected information is checked against ex-
pected values defined as functions of the above parameters, and in case of a deviation,
the reconfiguration of the application is triggered.

Summarizing, all these works follow the reactive approach to adaptation, i.e., the
modification of the application takes place after the critical event happened or a problem
occurred.

The situation with reactive adaptation is even more critical for approaches that rely
on post-mortem analysis of the application execution. A typical monitoring tool used in
such approaches is the analysis of process logs [[718l9]]. Using the information about his-
tories of application executions, it is possible to identify problems and non-optimalities
of the current business process model and to find ways for improvement by adapting
the service-based application. However, once this adaptation happens, many process
instances might have already been executed in a “wrong” mode.

2.2 Online Testing and Regression Testing

The goal of testing is to systematically execute service instances or service-based appli-
cations (service compositions) in order to uncover failures, i.e., deviations of the actual
functionality or quality of service from the expected one.

Existing approaches for testing service-based applications mostly focus on testing
during design time, which is similar to testing of traditional software systems. There
are a few approaches that point to the importance of online testing of service-based
applications. In [10] Wang et al. stress the importance of online testing of web-based
applications. The authors, furthermore, see monitoring information as a basis for on-
line testing. Deussen et al. propose an online validation platform with an online test-
ing component [11]]. In [[12] metamorphic online testing is proposed by Chan et al.,
which uses oracles created during offline testing for online testing. Bai et al. propose
adaptive testing in [13l14], where tests are executed during the operation of the service-
based application and can be adapted to changes of the application’s environment or of
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the application itself. Finally, the role of monitoring and testing for validating service-
based applications is examined in [15]], where the authors propose to use both strate-
gies in combination. However, all these approaches do not exploit testing results for
(self-)adaptation.

An approach related to online testing is regression testing. Regression testing aims
at checking whether changes of (parts of) a system negatively affect the existing func-
tionality of that system. The typical process is to re-run previously executed test cases.
Ruth et al. [16417] as well as Di Penta et al. [18] propose regression test techniques for
Web services. However, none of the techniques addresses how to use test results for the
adaptation of service-based applications.

Summarizing, in spite of a number of approaches for online testing and regression
testing, none of these approaches targets the problem of proactive adaptation. Still, sev-
eral of the presented approaches provide baseline solutions that can be utilized and
extended to realize online testing for proactive adaptation. This will be discussed in the
following section.

3 PROSA: Online Testing for Proactive Self-adaptation

As introduced in Section[I] the novel contribution of the PROSA framework is to exploit
online testing for proactive adaptation. Therefore, the PROSA framework prescribes the
required online testing activities and how they lead to adaptation requests. Figure[Ilpro-
vides an overview of the PROSA framework and how the proactive adaptation enabled
by PROSA relates to “traditional” reactive adaptation which is enabled by monitoring.
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Fig. 1. The PROSA Framework

The PROSA framework prescribes the following four major activities:

1. Test initiation: The first activity in PROSA is to determine the need to initiate online
tests during the operation of the service-based application. The decision on when
to initiate the online tests depends on what kind of change or deviation should be
uncovered (see Section[3.1)).
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2. Test case generation/selection: Once online testing has been initiated by activity 1,
this second activity determines the test cases to be executed during online testing.
This can require creating new test cases or selecting from already existing ones (see
Section [3.2).

3. Test execution: The test cases from activity 2 are executed (see Section [3.3).

4. Adaptation triggering: Finally, an analysis of the test results provides information
on whether to adapt the service-based application and thus to create adaptation
requests (see Section [3.4)).

It should be noted that — as depicted in Figure [Il - online testing does not interfere
with the execution of the actual application in operation, i.e. with those instances of the
application which are currently used by actual users. Rather, online testing performs
tests of the constituent parts of the service-based application (e.g., individual services
or service compositions) independent from and in parallel to the operating applications.

Details about the above activities and how those can be implemented with existing
techniques are discussed in the remainder of this section.

3.1 Test Initiation

In order to initiate the actual online testing activities (PROSA’s activities 2 and 3), two
questions need to be answered: “When to test?” and “What to test?”. The answer of
these questions depends on the kinds of changes or deviations that should be proactively
addressed in addition to reactive techniques like monitoring. Those possible kinds of
changes are listed in Table[T]

To give an answer to the question “When to test?”, Table [I] provides an explanation
when to initiate online testing depending on the kind of change or deviation. Those
kinds of changes and deviations are illustrated in more detail in Section] where differ-
ent application scenarios for PROSA are introduced.

Table 1. Different cases for initiating online testing

Case Why to initiate online testing? When to initiate online testing? What to

test?

1 Uncovering failures introduced due Once the respective adaptation (e.g. service  or
to the adaptation of the service-based binding of a new service) has been composition
application. performed.

2 Detecting changes in the service- Once monitoring has detected a service or

based application or its context that change that does not reactively trig- composition
could lead to failures in the “future”. ger an adaptation.

3 Identifying failures of an application Periodically (e.g. randomly or by composition
execution. testing future service invocations
along the execution path of the appli-
cation).
4 Uncovering failures (i.e., deviations Periodically (e.g., randomly or by service

from expected functionality or qual- predicting future service invocations
ity) or unavailability of constituent along the execution path of the appli-
services. cation).
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To provide an answer to the question “What to test?” (i.e., to determine the test
object), we have considered the following two major strategies that can be performed
in order to uncover the different kinds of changes or deviations (Table [I] shows what
strategy could be followed depending on the kind of change or deviation):

— Testing constituent service instances: Similar to unit or module testing, the individ-
ual, constituent service instances of a service-based application can be tested (i.e.,
the service instances that are or will be bound to the service-based application).

— Testing service compositions: Similar to system and integration testing, the com-
plete service composition of a service-based application or parts thereof can be
tested.

To implement activity 1 of PROSA, one can rely on information provided by exist-
ing monitoring techniques for case 2 (see Table[Tl) or adaptation techniques for case 1.
The other cases require new and specific techniques, which can be very simple (like
randomly triggering the tests) or more challenging (like predicting future service invo-
cations along the execution path of the application).

3.2 Test Case Generation/Selection

In Section 3.I] two strategies for online testing were introduced. In order to implement
these two different strategies and thus to realize activity 2 of the PROSA framework,
different kinds of techniques for determining test cases have to be employed:

— Testing constituent service instances: For testing constituent service instances, ex-
isting techniques for test case generation from service descriptions, like WSDL, can
be exploited (e.g., [19420121]). Additionally, test cases from the design phase can
be re-used if such test cases exist. However, usually the test cases from the design
phase will not suffice, because typically at that time not all services are known due
to the adaptation of a service-based application that can happen during run-time.

— Testing service compositions: For testing service compositions, test cases can be
generated from composition specifications, like BPEL (e.g., [22123])). If a set of test
cases for testing service compositions already exists, online testing has to determine
which of those test cases to execute again (i.e., test cases have to be selected). This
is similar to regression testing, which has been discussed in Section Conse-
quently, existing techniques for regression testing of services (like [[16J17/18]]) can
be utilized.

A more detailed survey on existing test case generation and selection techniques for
service-based applications can be found in [24].

3.3 Test Execution

The responsibility of activity 3 in the PROSA framework is to execute the test cases
that have been determined by activity 2. This means that the test object (which is either
a service instance or a service composition) is fed with concrete inputs (as defined in
the test cases) and the produced outputs are observed.
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The test execution can be implemented by resorting to existing test execution en-
vironments, e.g., the ones presented in [19J18]]. It is important to note that invoking
services can lead to certain “side effects” which should not occur when invoking the
service for testing purposes only (this problem is also discussed in [22]). As an exam-
ple, when invoking the service of an online book seller for testing purposes, one would
not like to have the “ordered” books actually delivered. Thus, it is necessary to provide
certain services with a dedicated test mode. As an example, one could follow the ap-
proaches suggested for testing software components, where components are provided
with interfaces that allow the execution of the component in “normal mode” or in “test
mode” (see [23]]).

3.4 Adaptation Triggering

The final activity 4 of PROSA determines whether to issue an adaptation request, which
ultimately leads to the modification of the service-based application. Such an adaptation
request should be issued when the observed output of a test deviates from the expected
output, i.e., whenever a test case fails. This includes deviations from the expected func-
tionality as well as from the expected quality of service.

As has been discussed above, existing adaptation solutions rely on monitoring to is-
sue adaptation requests whenever a deviation is observed (see reactive loop in Figure[T)).
In order to exploit those existing solutions (see Section 2.1)), triggering of adaptations
based on online testing should conform to the requests from the monitoring component.
Thereby, activity 4 could be implemented within a unified adaptation framework.

To achieve such a unification, the following two issues need to be resolved: First,
specific adaptation requests should be explicitly assigned to individual test cases. In
reactive approaches such adaptation requests are assigned to certain monitoring events.
The events may represent application or network failures (e.g., service is unavailable),
violation of assertions (e.g., post-condition on data returned by service call) or even of
complex behavioral properties (e.g., if flight is found but there are no rooms available,
the trip plan can not be created). In a similar way, test cases represent dedicated exe-
cution scenarios, where specific deviations or changes can be checked (this has been
highlighted in Table[). If the test fails, this is similar to the occurrence of a monitoring
event, and thus the adaptation assigned to the test case is triggered.

Second, it may be necessary to modify the adaptation requests from monitoring in
order to take into account the specifics of proactive adaptation. Indeed, some adaptation
requests from monitoring might specify instructions that are not applicable in proactive
adaptation (e.g., “retry” operation, or “rollback to safe point”). Therefore, the speci-
fication should be changed such that these instructions do not appear when used for
proactive adaptation. An interesting line of future work in these regards could be to
devise means to automatically derive adaptation requests for proactive adaptation from
the adaptation requests already available for monitoring.

4 Application Scenarios

In this section we illustrate how PROSA enables the proactive adaptation of a service-
based application. For this purpose we introduce an example application based on which
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Fig. 2. Example Application: “Travel Planning”

we describe scenarios that demonstrate how PROSA can be applied to the different
cases for online testing introduced in Table[Il The service composition of the example
and possible constituent service instances are depicted in Figure[2l

Our example application provides a travel planning service, which includes a com-
bined search for transportation and hotel accommodation. The constituent services of
this application are invoked in the following order:

1. Suggest destination: First, the user of the application is provided with a suggestion
of different travel destinations based on her/his preferences.

2. Search flight/train: Once the user has chosen a destination, the application will
determine the best way to reach that destination. Depending on the distance to the
suggested destination, either an appropriate flight or a train connection is searched.

3. Search closest hotels: After a suitable means of transportation has been found, ho-
tels in the vicinity of the airport or the railway station of the destination are located.

4. Rate hotels: Using one of the many hotel rating services available, each hotel from
the list is checked for its rating and the hotel list, sorted according to the rating, is
returned.

5. Suggest travel plans: Finally, the first hotel from the sorted list (i.e., the one with
the best overall rating) is chosen and the travel information (itineraries, information
about the hotel, etc.) is compiled to produce a comprehensive travel plan.

In Figure Pl gray boxes denote concrete service instances that can be bound to the
application in order to compute the travel plan. Some of those concrete service instances
can already be known at design time, while others are dynamically discovered or added
due to adaptations during the operation of the service-based application. The annotated
information about cost and response time denotes the negotiated quality for each of the
service instances (e.g., by means of service level agreements).



130 J. Hielscher et al.

4.1 Case 1: Failure Introduced due to Adaptation

Let us assume that the service instance “H-Guide” was bound to our service-based
application at operation time, because the service instance “Rate24” has turned out to
be too expensive. The binding of that new service instance is reported by the adaptation
component to the PROSA framework. Consequently, PROSA’s activity 1 triggers the
online testing activities, which react to this adaptation by determining test cases to check
whether the newly bound service instance behaves as expected (see Table [Tl case 1).
Let us say that the expected output of one of those test cases is “Palermo Premium
Class Hotel”, which clearly is the hotel with the best ratings for the chosen location.
Unfortunately, the observed output of “H-Guide” is “Casa Palermo”, which is the hotel
with one of the lowest ratings (the reason for this presumed failure is that — other than
expected — “H-Guide” returns the list of hotels in ascending order, starting with the
lowest ratings). Online testing reports this failure to the adaptation component, which
can — for example — switch back to the initial service instance “Rate24”, which has
already been used successfully.

4.2 Case 2: Change That Could Lead to Failures in the Future

Let us assume that a new regulation concerning the pricing of flights enters into force
during the operation of the service-based application. The regulation requires that the
overall cost of a flight (including taxes) has to be stated and that it may not anymore
be stated as the price for the flight with the note “plus taxes”. This legal change thus
represents a change in the context of the application (see Table[T] case 2). As a result,
PROSA will initiate online testing activities — when this new regulation enters into force
— in order to determine whether the constituent service instances of the service-based
application conform to this new regulation. This means that online tests will be triggered
in order to check whether the service instances for flight booking (“Air1” and “Wings3”)
conform to the new regulation. If one of those service instances does not implement the
new regulation, the service-based application will be adapted accordingly before that
service instance is invoked during the actual operation of the application.

4.3 Case 3: Failure of an Application Execution

The output of “search train” (resp.““search flight””) contains the name of the city close
to the airport or the railway station. This city name is passed on to “search closest ho-
tels” in order to determine the list of hotels in the vicinity of the destination. Let us
assume that the service instance “RailYW” always provides the name of the destination
in “short” form, meaning that even if there is more than one city with this name, like
“Frankfurt am Main” and “Frankfurt an der Oder”, this service instance will always re-
turn “Frankfurt”. When the hotel searching service “HS24” receives such an ambiguous
input, it will terminate with an error message. By running test cases to check deviations
in the service composition (see Table[T] case 3), PROSA can uncover such a failure and
— as a proactive corrective action — can request that a different service instance is bound
to the application (e.g., “TrainZ”).
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4.4 Cases 4: Failure of a Constituent Service

For the booking of an appropriate flight, two service instances are available: “Airl”
and “Wings3”. “Airl” is used for premium clients, which are willing to pay more for
a shorter response time. “Wings3” is the preferred choice of clients who want to save
money. At operation time the online testing component runs several test cases per hour
(periodically testing, see Table[T] case 4). Let us assume that one of those tests uncovers
that “Wings3” does not respond. PROSA then provides the adaptation component with
this information, such that the alternative service instance “Airl” (which is working as
expected) is used for all queries.

5 Discussion and Perspectives

This paper has introduced the PROSA framework, which defines key activities for en-
abling the proactive self-adaptation of service-based applications. The novel contri-
bution of PROSA is to exploit online testing techniques in order to anticipate future
deviations or changes of a service-based application and thereby to trigger adaptation
requests. In addition to the definition of those key activities, the paper has discussed
how those activities can be implemented by building on or extending existing testing
and adaptation techniques.

In contrast to the “traditional” form of reactive adaptation (e.g., based on monitor-
ing), PROSA provides the following important benefits: First, changes or deviations
from expected functionality or quality of service can be uncovered and addressed be-
fore they lead to undesirable consequences. Second, the execution of adaptation activi-
ties — if done proactively — does not interfere with the execution of the actual application
instances, i.e., the users of the application won’t be affected by the adaptation. Third,
proactive adaptation can provide adaptation requests early enough such that an adapta-
tion of the service-based application still is possible (in contrast to reactive adaptation,
where the application can have already terminated in an inconsistent state, for instance).
Due to these benefits, we are confident that the PROSA framework will enable novel
service-based applications that are able to proactively adapt and thus to better meet their
expectations.

In addition to uncovering failures, monitoring is also often used to improve (or op-
timize) a service-based application. Accordingly, online testing could be used in this
respect, for instance by determining the best possible alternative for an adaptation de-
cision before the adaptation is executed. This means whenever an adaptation decision
is imminent and different alternatives exist, those alternatives could be “pre-tested” and
the best one chosen. For example, consider an adaptation specification, where on fail-
ure of a service instance three strategies are defined: retry invoking the service instance
three times, replace the service instance with another service instance, change the ser-
vice composition to use different services. Testing can now “simulate” all those three
strategies and maybe detect that “change composition” is the only way to successfully
drive the adaptation.

Although exploiting only testing for proactive adaptation provides many benefits,
we acknowledge at this stage that further work is required in order to demonstrate the
applicability of the PROSA idea in practice. One aspect that, for example, has to be
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investigated, is the possible impact of the execution of test cases on the performance of
the application. Thus, key issues that we will target in our future work are to create a
proof-of-concept prototypes based on existing techniques and tools (as discussed in the
paper) and to apply these prototypes to realistic cases.

As we have briefly pointed out in the paper, proactive and reactive adaptation may
work together in an integrated dynamic adaptation framework. In such a framework,
online testing and monitoring could mutually benefit from each other, thereby improv-
ing the overall quality and efficiency of adaptation. In further work, we thus plan to
investigate on how to best exploit the synergies between monitoring and testing. As an
example, the results of monitoring may be used to identify “better” test cases for on-
line testing. When complex behavioral properties are monitored (e.g., see [5126]]), the
violations or successful executions are represented as traces containing information of
the composition activities. A set of such traces from previous executions may be used
to derive new test cases for online testing. Furthermore, monitoring may be used to
parametrize the test cases. As the configuration of tests may depend on the operational
context of the application, such context information can be provided by monitoring.
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