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Abstract. Interactive storytelling is an interesting cross-disciplinary area that 
has importance in research as well as entertainment. In this paper we explore a 
new area of interactive storytelling that blurs the line between traditional  
interactive fiction and collaborative writing. We present a system where the 
user and computer take turns in writing sentences of a fictional narrative. Sen-
tences contributed by the computer are selected from a collection of millions of 
stories extracted from Internet weblogs. By leveraging the large amounts of 
personal narrative content available on the web, we show that even with a sim-
ple approach our system can produce compelling stories with our users.  
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1   Introduction 

Interactive storytelling and interactive fiction on the computer have blossomed into 
active fields of research. Early work in these fields provided access to virtual worlds 
through textual descriptions, for example Adventure [1]. Although the level of sophis-
tication varied, natural language was used to interact and learn about the underlying 
narrative structure. Today most state-of-the-art systems provide fully immersive 3D 
environments to depict what was once only abstractly available through textual  
responses [2][3][4][5]. Although the interface of modern systems is significantly 
different than their predecessors, many of the underlying goals are the same. Ulti-
mately, one would like a system in which two competing and somewhat antithetical 
propositions are upheld. The human user should be free to explore and do anything in 
the world, receiving appropriate responses as they go. At the same time, a coherent 
underlying narrative should also be maintained in order to provide structure and 
meaning [6]. 

While much of the interactive media world has embraced advanced graphics tech-
nology for visualizing stunning virtual worlds, there are many reasons why purely 
textual works are still a valuable form of entertainment and a testbed for research. 
Although often scorned by both game developers and literary experts, Montfort [7] 
argues for the importance of textural interactive fiction on several levels. These in-
clude being a platform for computational linguistics research and improving language 
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skills and reading comprehension for the user. There also seems to be a void in the 
entertainment landscape between language games such as crossword puzzles and 
scrabble and graphic-rich video games. 

Collaborative fiction is a particularly interesting literary exercise and topic to pur-
sue because it is one of the few exceptions in traditional media in which the reader 
can also be an active participant in the shaping and unfolding of the narrative. Unlike 
traditional literature, which is perceived as a very personal act of creation with strong 
(single) authorship, collaborative works share the role of author amongst many indi-
viduals. Each individual contributes a portion of the story but the resulting piece has a 
life beyond any one of the creators. Despite the prominence of single-author assign-
ments, the history of collaborative fiction is as long as ancient texts, such as the Illiad 
and the Old Testament. Collaborative fiction also has avenues for generating narrative 
works. For example, role playing games such as Dungeons & Dragons [8] are often 
seen as a process to generate narratives that arise through each character’s decisions. 

Computers and the Web have greatly facilitated communication amongst large num-
bers of people, which has led to an explosion of collaborative fiction between individu-
als. Not only has the Internet greatly assisted and expanded upon older collaborative 
writing genres, it has also spawned a variety of unique genres in its own right. Wiki-
novels [9] and hypertext [10] are a few of the more popular examples. Rettberg [11] 
gives a more detailed introduction to these and other collaborative fiction genres. 

The type of collaborative fiction we are interested in throughout this paper, how-
ever, is much closer to a traditional notion where people take turns writing segments 
of a story. This process can be an open-ended endeavor with no restrictions on con-
tent, length or structure but in many cases rules can be specified to constrain the work. 
Rules can pertain to the syntax of the story (such as the maximum number of words 
per turn or fixing the point of view of the story). Rules can also enforce semantic 
constraints like specifying a particular genre or requiring characters to have certain 
characteristics. Other types of rules can also be specified and are only limited by the 
imagination of the designers. 

An important theoretic belief of this work is that when individual contributions are 
put together, a collective wisdom emerges that produces interesting relationships and 
properties that can transcend single authorship. With the introduction of the Web, vast 
amounts of people have easy access to each other with inexpensive means of publica-
tion. This has pushed the ideology of collective wisdom farther than ever before. 

In this paper we will present a new type of interactive storytelling system that blurs 
the line between traditional interactive fiction and collaborative writing. We do this 
by leveraging the enormous amounts of content authored by ordinary people with a 
system that uses this content to take turns writing sentences with a single user.  
Potentially, millions of bloggers work together with the user of our system in a col-
laborative writing process to construct a new narrative work. We call our system Say 
Anything because, in the spirit of Bates’ vision “Go anywhere and do anything” [2], 
the user is completely unconstrained in the topics about which they can write. 

2   Say Anything 

The primary virtue of our system is the simplicity in which our solution achieves its 
results. When the user contributes a sentence to the emerging story, we simply  
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identify the closest matching sentence in a large database of stories and return the 
following sentence of that story. With virtually no other preprocessing or modeling, 
relatively high-quality stories can emerge. For example, consider the following story 
segment created by a user of the Say Anything system: 

You’ll never believe what happened last night! Leigh laughed at my joke but I 
couldn’t help but think ‘liz would have laughed harder.’ The joke wasn’t very 
funny in a “ha ha” kind of way.. It wasn’t anything like that, I thought he was 
going to give me a good night kiss but he ended up licking my cheeck,” she  
declared. It made me sneeze and snort out loud. And now my nose hurts from 
the snorting. 

Instead of relying heavily on narratology and other narrative theories often used for 
interactive storytelling [12], we rely on emergent properties to give the story its struc-
ture, feeling and style. Although other genres, such as role-playing games, also justify 
their narrative structure on emergent properties, we believe our approach is somewhat 
more justified on this reliance. Many of the expected difficulties of controlling story 
structure have been eradicated because humans drive our story knowledge base and 
writing process. However, we concede that most authors on weblogs are not literary 
masters and the degree to which good narrative theory is available in our corpus is 
limited. 

2.1   Story Corpus 

To give Say Anything its generative power, a large corpus of stories is required. For 
this work we used the weblog story corpus developed by Gordon et al. [13]. The 
amount of user-generated content on the Web is rapidly growing and it is estimated 
that over 70 million weblogs exist [14]. Although written by ordinary people, not all 
weblog content is relevant to our goal of acquiring narrative content. Gordon et al. 
[13] estimated that only 17% of weblog writing is actually story content (descriptions 
and interpretations of causally related past events). The remaining text consists of 
political and other commentary, lists, opinions, quotations and other non-narrative 
subject matter. In their work they developed several automatic approaches for extract-
ing the story text from these weblogs that incorporated bag-of-words, part-of-speech, 
kernel filtering methods and machine learning techniques. Since complete stories 
were more valuable than excluding non-story content, a version of their system that 
favored recall over precision was applied to a corpus of 3.4 million weblog entries. 
This identified 1.06 billion words of story content. Some post processing was neces-
sary in order to sentence delimit the text and remove sentence fragments that were 
created as a result of the extraction process. The resulting story collection consisted of 
3.7 million story segments for a total of 66.5 million sentences. 

2.2   Sentence Retrieval 

The fundamental mechanism of Say Anything is the identification and retrieval of 
similar stories in our database to the user’s input. Contemporary information retrieval 
techniques provide exactly what we are looking for. In this work we used Apache 
Lucene [15], a freely available open source search engine. Lucene’s algorithm  
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combines standard Boolean indexing with term frequency-inverse document fre-
quency (TF-IDF) scoring functionality. An index is basically a lookup table whose 
keys are all the unique words/tokens contained in the document collection and the 
value is the list of all documents that contain that word. Various algorithms exist that 
allow you to query this index using Boolean operators efficiently. Given the set of 
documents these words appear in, TF-IDF is a common strategy for scoring and rank-
ing them. All things being equal, words appearing frequently in a document should be 
given more significance. However, all things are not equal, and words that appear in 
many documents are given less weight because they are unlikely to be distinguishing 
words. 

To implement this phase of the system, we merely need to treat each of the 66.5 
million sentences as a document to be indexed. Simple tokenization is applied and 
each word is treated as a token in a bag-of-words approach. We then find the highest 
ranked sentence in our database and return the next sentence of that story. 

2.3   The Interface 

To complete the system, we needed a user interface. For this project we felt that a 
web-based interface would be most appropriate since the specifications were rather 
simple and no special graphics technology was needed. Going this route also allows 
good cross-platform compatibility and precludes the user from having to install spe-
cial software on his or her machine. 

The interface is split into two main regions. At the top is a panel for viewing the 
story, which is initially empty. At the bottom are controls for writing and appending 
sentences to the story. The process starts with the user writing a sentence to begin the 
story. Given what the user has typed, the system returns the next sentence in the emerg-
ing story. When the user feels the story has reached a good concluding point or the story 
has deviated too far off track (which is often the case), the user may end the story. At 
this point the user is asked to rate the story on two criteria using a 5 point scale: 

1. Coherence: Do the system-generated sentences follow from what the user 
has written? Is the story coherent as a whole? 

2. Entertainment: Did you have fun with the system? Was the story interesting 
or entertaining? 

In order to successfully complete the story, the user must assign it a title. 

3   Analysis 

For our initial evaluation we set up a server on our lab’s internal network to run our 
system. We recruited 11 people who wrote a total of 27 stories with the system over a 
period of two weeks. Our population consisted of men and women who worked in and 
around our lab, as well as a few other interested parties. We gave the users very little 
instructions except that they must write and rate their story with the system. We be-
lieved at this stage of our research that we should not limit the users to our precon-
ceived notion of how the system should be used; moreover we hoped creative story 
writers could find functionality beyond our intentions. 
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Fig. 1. The number of ratings 11 users gave on 27 stories for the entertainment of the system 
(left) and the coherence of their story (right) 

car chase 
The user’s sentence Matching sentence Returned sentence  

On one sunny afternoon, I 
was driving down the 
highway. 

cut to: so i was driving 
down the 110-S, one 
sunny L.A. december 
afternoon- i don't remem-
ber where i was going, 
but i was on the freeway 
in traffic. 

and then i heard it. 

An police car in my rear 
view mirror with its siren 
on full blast 

Then he looked in his rear 
view mirror and saw a 
Police Patrol Car behind 
him, blue lights flashing 
and siren blaring. 

I can get away from him 
with no problem thought 
the man and he tromped it 
some more and flew 
down the road at over 100 
mph. 

but his car was no match 
for the souped police 
interceptor. 

He had his mother's car, a 
souped-up Ford Mustang. 

At speeds topping 100 
mph, he made for the 
airport. 

But that proved out to be 
the wrong thing to do. 

2. Thing that makes you 
feel great is: knowing that 
people that said i couldn't 
do it, are getting proved 
wrong 1. 

I filled out 200 questions 
because: waitin on fatty to 
get here so i can leave! 

yes I was at the police 
station witing for my 
lawyer to bail me out. 

I thought it was hilarious 
when David showed up at 
the police station with the 
money to bail me out of 
jail. 

Ha! 

It is never a good idea to 
run from the law, atleast 
not in a 100hp car. 

Last run in with the Law: 
never. 

knock on wood 11. 

Fig. 2. An example of a story, titled car chase, created with the system and given a coherence 
rating of 4. On the left are the sentences the user submitted to the system. In the middle are the 
highest ranked sentences in the database and on the right are the next sentences returned to the 
user by the system. 
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There was a wide variety in story generation from the various users. The shortest 
story consisted of only 2 sentences (1 turn), the longest 30 sentences and an average 
of 12.7. On average the users had a positive experience using the system 3.39 (1.23 
stdev) on a rating scale from 1 (low) to 5 (high). Generally the users did not believe 
the stories were very coherent. The average coherence rating was 2.29 (1.24 stdev) 
also on a 5 point scale. See Fig. 1 for a more complete summary of the ratings. 

3.1   When Things Go Well 

Although the ratings give some indication about the quality of the system, the small 
sample size and inability to get a feel for what was written limited our knowledge 
about the system’s capabilities. It is more informative to examine some sample output. 
Fig. 2 presents a complete story from the collection. In some cases it is striking how 
close the user’s sentence matches one from the database (for example those in the first 
two turns). Despite the poor matching in the third turn, the story does not lose continu-
ity until the fourth turn. Even here, however, the user is able to make the story fairly 
coherent by shifting the setting to the police station. Although there are some minor 
peculiarities, the story remains on track until the end. Without any explicit model un-
derneath to guide the process, this story is able to produce a fairly regular narrative 
structure⎯an introduction, scene setting, plot development and a climax. The final 
narrative element, denouement, occurs with the character realizing the errors of his 
ways. This example also shows that the process is fairly robust to spelling errors. 

3.2   When Things Do Not Go As Well 

The previous example gives a feel for the kinds of stories that can be produced and 
how the system works, however, there are several issues that have not been high-
lighted. An excerpt from a different story, illustrated in Fig. 3, reveals several of the 
prominent problems with the system. 

As is the case for most of the stories, the two major problems are coreference reso-
lution and event ordering/prediction. It is rather impressive that the coreference be-
tween entities in car chase can be interpreted correctly throughout the story. This is 
remarkable because at this stage of development no special care has been devoted to 
them. However, as seen by the example in Fig. 3, this is not always the case. The first 
sentence in this sequence sets the stage for a driving event that takes place in summer. 
For coherence, the verbs subscripted with the number 1 would make most sense if 
they were all part of the main driving event, or related to it in some way. However, in 
the matched sentence the action drinking (wine) is completely unrelated. This is wor-
risome because it increases the likelihood that the following sentence from that story 
will be unrelated to events that often occur while driving. Fortunately the next sen-
tence, the one returned to the user, is generic enough that it does not completely spoil 
the coherency. It is not until the character is sledding that repairing the story becomes 
nearly impossible. Similarly the phrases subscripted with the number 2 should all 
refer to the same object, namely the happy pills. However, since the retrieval strategy 
only considers one sentence, there is no way during this simple query to unify the 
objects. In this case it causes the pills to change into mittens and a sled. This also 
seems to be the reason that the main event, driving, shifts to become a sledding event. 
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This example also illustrates how difficult natural language can be when dealing with 
implied or implicit knowledge. This can be seen with the explicit reference to the 
phrase middle of summer as indicated by the subscript number 3. Although it is not 
explicitly indicated, there is an implied reference to winter later on when the main 
character is sledding. This is indicated in the illustration by an implicit phrase [in 
winter], which does not appear in the actual story. A creative writer could probably 
work his or her way around this change, although two major shifts in expectation in 
such a short duration are a lot to overcome. 

In addition to these issues, several other problems also frequently arise. Similar to 
the coreference problem is that of number, gender and case agreement. Some prob-
lems also arise specifically out of the nature of the ranking algorithm. Since TF-IDF 
only considers the frequency of terms, some unfortunate side effects occur. For ex-
ample, without any preprocessing, numbers and other rare tokens pose a significant 
problem as seen by the input “She lived in appartment 4311. I spend many pleasant 
nights there.” entered by the user1. There are many things one would hope the system 
would pick up on to choose the next sentence. However, what the TF-IDF algorithm 
deemed the most similar was the number 4311. This is most likely due to the fact only 
one sentence in the database contained this number giving it a very high inverse 
document frequency score. However, this token is only rare by coincidence and not 
because it is meaningful in any way. Modifying words and phrases also significantly 
impacts the ability for the retrieval to stay on track. For example, negation, statements 
of belief or qualifying statements have significant semantic importance but often do 
not play an important role in finding an appropriate matching sentence. 

Although some of the problems seen above occur directly from the IR techniques 
at the sentence level, the much bigger issue is how to ensure that the global features of 
the story remain consistent throughout. As demonstrated above, the most difficult 
issues appear to be event sequence compatibility and ensuring named entities refer to 
the things they are supposed to. This is not an easy problem to solve but solutions 
may include event prediction and modeling [16][17][18] and integrating coreference 
resolution techniques [19]. 

 
The user’s sentence Matching sentence Returned sentence  

Anyway I should know 
better than to drive1 
through red flag areas in 
the middle of summer3. 

I know better than to 
drink1 red wine after ten, 
but I did it anyway. 

I found myself wide away 
at four AM with little 
pain in my face, so I took 
two of my happy feel 
good pills2. 

I wished I had some2 right 
then. 

I wish I had a sled and 
some mittens2. 

I would have been out 
there with the kids sled-
ding1 anyway [in the 
winter]3. 

Fig. 3. Two turns from a story that show problems that can easily lead stories of their path. 
Note that [in winter] does not actually appear in the user’s story. 

                                                           
1 This user broke the rules slightly by inputting more than one sentence at a time. 
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4   Discussion 

Achieving an open domain system that is capable of producing high-quality stories is 
an extremely difficult undertaking. One of the common criticisms of traditional inter-
active storytelling mechanisms is the limited domain in which the user can interact 
with them. Even when the domain is heavily restricted, the cost associated with au-
thoring the content is considerably expensive. For example, Façade [20] one of the 
premier systems today took two man years to author the content. Although the result-
ing content and system are among the best, the simulation is only playable for 20 
minutes 6 or 7 times. The breadth of coverage and rapid development time are highly 
attractive despite there being a long way to go before our system produces significant, 
well structured stories. 

Although similar in many respects, our system differs from prototypical interactive 
storytelling systems in a few key ways. Our goal is not to guide agents in a virtual 
world in order to tell a pre-authored story, but instead to provide a virtual collabora-
tive writing environment in which the human and computer take turns authoring an 
entirely new story. Also most interactive story systems take a top down approach 
where high-level knowledge is hand encoded. In our system we take more of a bot-
tom-up approach where knowledge is acquired from a large corpus of existing stories. 
This approach allows us to scale to any domain covered in our database and removes 
many of the difficult narrative theory concerns from the system architecture. In a 
traditional approach where individual experts write the content for each domain, scal-
ing to the breadth of topics that are common in every day life will be prohibitively 
expensive. Instead, our system leverages the massive amounts of users who provide 
this knowledge, not in any logical form, but in plain English that takes no special skill 
to contribute. 

5   Conclusions 

In this paper we have presented a new type of interactive storytelling architecture that 
is unique both in its user interaction model and in the way the system models the story 
generation process. The sample output and coherence ratings show that there is still a 
long way to go before high quality stories are capable of being produced. However, 
there are several encouraging factors that underscore the promise of this approach. 
One of the most attractive aspects of this architecture is the time of content develop-
ment. On the one hand the number of man-years required to author all of the content 
is enormous, consisting of tens-of-millions of weblog users who continue to provide 
more data than can be reasonably integrated into this system. Although the stories 
meander without a strong direction more often than not, this methodology shows it is 
possible that a decent narrative structure can be accomplished using a data-driven 
model, especially with continued refinement. 
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