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Preface

Since 1990 the International Workshop on Software Measurement (IWSM ) has
beencelebratedannuallyalternatingbetweenMontréal (Canada)andvarious cities
across Germany. The Montréal editions have been organized by the Software En-
gineering Research Laboratory (GELOG)1 of the École de technologie supérieure -
Université duQuébec,which is directedbyProf.AlainAbran.TheGermaneditions
have been organized jointly by the Software Measurement Laboratory (SMLAB)2

of the Otto von Guericke University Magdeburg (Germany), which is directed by
Prof. Reiner R. Dumke; and the German association for software metrics and ef-
fort estimation (DASMA e. V.)3, which is led by Manfred Bundschuh and Günter
Büren. The biennial editions of IWSM in Germany has been held jointly with the
DASMA Software Metrics Congress (MetriKon)4 since 2002. MetriKon is a yearly
event, conducted every other year for a German-speaking audience at changing na-
tional locations for best-practice sharing of software measurement topics, bringing
the best and renowned German-speaking experts of the field together.

The first two editions of the International Conference on Software Process and
Product Measurement (Mensura) were organized by Juan J. Cuadrado-Gallego5

from the University of Alcalá (Spain) and convened in Cádiz (Spain) in 2006
together with IWSM in Palma de Mallorca (Spain) in 2007. To foster research,
practice and exchange of experiences and best practices in software processes and
product measurement, the 2008 editions of IWSM / MetriKon / Mensura were
combined. The conferences were held during November 18–20, 2008 in Munich
(Germany) and kindly hosted by Siemens AG.

This volume comprises the proceedings of IWSM / MetriKon / Mensura 2008
and consists of the final papers presented at these joint events. Each one of these
papers has been thoroughly revised and extended in order to be accepted for
publication. The IWSM / MetriKon / Mensura Steering Committee is proud to
have–once more–obtained the approval of Springer to publish the second edition
of the joint conference proceedings in the prestigious Lecture Notes in Computer
Science (LNCS) series. We hope to maintain this collaboration for the future
editions of these joint events.

November 2008 Reiner R. Dumke
René Braungarten

Günter Büren
Alain Abran

Juan J. Cuadrado-Gallego
1 http://www.lrgl.uqam.ca/
2 http://ivs.cs.uni-magdeburg.de/sw-eng/us/
3 http://www.dasma.org/
4 http://www.metrikon.org/
5 http://www.cc.uah.es/jjcg/
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René Braungarten Bosch Rexroth AG, Lohr am Main, Germany

Program Committee Chair

Reiner R. Dumke Otto von Guericke University, Magdeburg,
Germany

Program Committee

Luigi Buglione Engineering.IT S.p.A., Italy
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Project Sizing and Estimating: A Case Study Using PSU, 
IFPUG and COSMIC 

Luigi Buglione1, Juan J. Cuadrado-Gallego2, and J. Antonio Gutiérrez de Mesa2 

1 École de Technologie Supérieure (ÉTS) / Engineering.it 
luigi.buglione@eng.it 

2 Universidad de Alcalá. Edificio Politécnico. Autovía A2, Km. 31, 
7. 28805 - Alcalá de Henares, Madrid, Spain 

{jjcg,jagutierrez}@uah.es 

Abstract. From the late ‘70s on, Albrecht’s Function Point Analysis provided 
an insightful way to size a software system moving from the elicitation of 
Functional User Requirement (FUR), making an evaluation more objective than 
done before using Lines of Code (LOC). This technique has currently a plenty 
of variants, some of them become international de jure standards (e.g. 
COSMIC, NESMA, Mark-II and FISMA) - called FSM (Functional Size 
Measurement) methods - and they are widely adopted worldwide. A common 
problem when using a FSM for estimation purposes is that the software size 
(that is a product measure, referring only to its functional side) is used as the 
solely independent variable to estimate the overall project effort, that includes 
the effort of both the functional and non-functional activities within the 
project’s boundary, as currently stressed more and more in the Scope Manage-
ment field, also in the Software Engineering domain (see NorthernScope and 
SouthernScope approaches), not knowing neither the approximated distribution 
between the two parts. This missing information, usually not gathered in 
projects’ repositories, can be one of the reasons leading to a lower capability in 
estimating project effort.  

In 2003, a new technique called PSU (Project Size Unit) come out with the 
aim to size the ‘project’ entity from a Project Management viewpoint. It can be 
used alone or jointly with a FSM unit. In the second case, the joint usage of the 
two values can improve what a FSM cannot measure and therefore estimate, that 
is the non-functional side of a software project. This paper presents a case study 
with 33 projects measured both with IFPUG FPA and COSMIC methods as well 
as with PSU, showing the obtained results using the different sizes for estimating 
the overall effort, and providing a rationale for the better results with PSU. 

Keywords: Estimation, Function Points, Project Size Unit (PSU), Case Study, 
Non-Functional Requirements, Scope Management. 

1   Introduction 

When dealing with every activity in the real world, a common strategy is firstly to 
apply a top-down view on the entity of interest and then to refine and integrate 
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information with a bottom-up view. Shifting this concept to the estimation process, 
we need before to shape the logical boundary for the activity to perform, in order to 
properly understand – approximately - the amount of resources needed and 
consequently the time and costs such activity will require. 

But when a software project must be analyzed in the feasibility phased and then 
planned, the above described approach often seems to be difficult to be applied. 
Observing the experiences in ICT companies as well as reading them in technical 
papers, it seems there is a large distance between the experiential estimations and a 
statistical usage of its own project data. And there is a tendency to use very few 
numbers – typically product measures - in order to estimate time and costs for the 
overall project.  

During last years the “scope management” approach from the Project Management 
domain [1] come in also in the Software Engineering one: some examples are the 
SouthernScope [2] and the NorthernScope [3] approaches, integrating the usage of 
functional size measurement methods with other values and thoughts able to properly 
represent the whole project’ scope. Again, another technique called Project Size Unit 
(PSU) was created in 2003 for trying to catch the overall project size and some 
experiences have been done with it [4]. 

The objective of this paper is to describe the PSU technique and discussing the way it 
can be used with or without a FSMM for refining project’s estimations, taking always in 
mind that the final goal is to achieve improvements in estimating projects, and that size 
units – whatever they are – are the way to reach that goal, not the goal itself. 

Section 2 discusses the estimation issue using a FSM method, delimiting the scope 
and boundary for such methods. Section 3 presents the basics for PSU and the way it 
can be also used jointly with a FSMM. Section 4 presents a case study with the 
analysis of 33 sample projects sized with IFPUG v4.2 [5], COSMIC v2.2 [6] and PSU 
v1.01 [7], proposing first results and thoughts for improving project estimations. 
Section 5 will conclude with a summary of what discussed and next work planned on 
this issue. 

2   FSM and Estimation  

2.1   What a FSM Method Size (And What Not) 

According to the ISO/IEC 14143-1 standard [8][9], a functional size measurement 
method (FSMM) takes into account only the so-called FUR (Functional User 
Requirements), discarding the other ones – explicit and implicit ones – called in the 
latest version simply “non-functional requirements”1. Figure 1 shows the 1998 
(software) product requirement classification into F/Q/T types and the relationships 
between Effort and Size against the project requirement types. 

The direct consequences from this ISO clarification was the exclusion of the 
adjustment factors in the FSMM methods standardized from the final value (i.e. the 
ISO/IEC 20926:2003 for IFPUG CPM v4.1 considers only the first five steps in  
the calculation process, calculating the solely UFP value). The rationale is that the  
 

                                                           
1 The 1998 version [8] split the non-functional part into Quality and Technical Requirements. 

This requirement classification for a software product (F/Q/T) was also received by IFPUG [5]. 
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(a) (b) 

Fig. 1. (a) Requirement types according to ISO 14143-1:1998; (b) Relationship between Effort 
and Size against project requirements (F vs NF) 

non-functional side – as initially stated also in first’s Albrecht’s 1979 paper on FPA 
[10] – has to be treated separately but in a parallel manner with the functional one. 
From a mathematical viewpoint, using the non-functional factors as adjustments 
produces effort under-estimation for such kind of tasks. A simple example can be in 
IFPUG FPA a TDI value lower than 35 points (therefore a VAF lower than 1): the 
result would be a negative contribution on the unadjusted functional size, with a lower 
estimated number of man-days, even if a certain amount of man-days for non-
functional activities would be anyway yet spent/planned. Again, from an economical 
viewpoint, it means that the cost/day of a role typically playing a non-functional job 
would be lower than those ones playing functional tasks. And it seems to do not 
properly shape what happens [11]. 

2.2   Estimation by a Functional Size Unit (fsu) with Some Open Questions 

When dealing with whatever functional size unit (fsu), the typical way to estimate the 
project effort can be derived from: 

• a regression equation (i.e. a linear one) based on its own data;  
• productivity figures typical from a certain system (i.e. filtering by application 

type, development type, size range and technology used), according to its own 
data or from external sources (i.e. ISBSG repository); 

• The crossing between the two above information. 
 

Thus, there are some basic and open questions to be answered: 

• Productivity, as currently defined and applied, is given by the ratio between the 
number of fsu and the overall project effort. It can be defined a ‘nominal’ 
productivity. Being the upper value referable to a product (and only for its 
functional portion), while the lower value refers to the overall project (including 
therefore the effort for all the types of requirements: F/Q/T/O), is it a valuable 
number to consider for deriving projects estimates? 

• Since a fsu is a valid measure only for the functional part of a software product, 
what about its non-functional part? 
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3   PSU: Project Size Unit 

3.1   Background  

In 2003, during the path towards a Sw-CMM [12] ML3 certification process in an 
organizational unit (OU) of c.a. 80 people from a large ICT multinational company, 
one of the first questions to solve was to accomplish requirements from the Software 
Project Planning key process area, requesting to estimate efforts and costs (PP, Ac10), 
taking care of the overall project scope (PP, Ac2)2.  

Since the projects managed by such OU were typically TLC and Energy/Utility 
projects with an average 55-65% functional effort, with no enough time to properly 
train people with a FSMM, the point was to find out another solution for achieving 
the final goal taking into account also those constraints, but not too revolutionary to 
require too much extra time to be learned and used. 

3.2   Rationale 

The idea was to move from the boundary of the activities planned and run within a 
project, using the same approach Albrecht adopted for FPA, but extending the scope 
to all the user requirements (UR) a project has, not only FUR (Functional User 
Requirements), but also the Non-Functional (NFR) ones. From a Project Management 
viewpoint it means to consider the whole amount of activities included in a WBS, 
trying to estimate such amount of effort from requirements in an early stage, referring 
to the ISO 9000 quality definition [13], that includes both explicit and implicit 
requirements, where both ones generate activities and therefore effort to be estimated 
and planned within the project boundary. 

Looking at Figure 2, our goal was to find out a new measure at the project level for 
approximating in early stages the overall “project size” and obtain acceptable 
estimates overcoming the inner scope of a FSMM, that’s a functional product size 
measure. ‘Project Size’ is a term not yet defined in the ISO/IEEE/PMI glossaries. Our  
 

 

Fig. 2. STAR Taxonomy: measurable entities [14] 

                                                           
2 The same happens also with the newer CMMI-DEV v1.2 [15] model, where the old SPP key 

process area was simply renamed Project Planning (PP). 
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proposal [11], according to the above premise, is to define it as “the size of a software 
project, derived by quantifying the (implicit/explicit) user requirements referable to 
the scope of the project itself”. This term (and our own definition) was proposed to 
ISBSG for inclusion in a next revision of its Glossary of Terms [16]. 

Another objective to accomplish was to derive a mechanism valid for internal 
improvement first, and for external benchmarking in a second moment. The name for 
this new technique was Project Size Unit (PSU), definable as project management 
‘virtual’ size technique. 

3.3   Calculation Rules  

Moving from the above premises, the FPA calculation rule was adapted to a project 
management logic. UFP are given by the sum of the 5 BFC (Base Functional 
Components) weighted by complexity.  

In PSU the BFC corresponds to the WBS project tasks, firstly classified by nature: 
Management (M), Quality (Q) and Technical (T). The T-tasks refer to the primary 
processes, while the M/Q-tasks to the organizational and support processes. Other 
possible classifications of tasks are by requirement type (functional vs non-functional) 
and by SLC phase. All these classifications allow to easily gathering from early stages 
its own project historical data, which represent a foundation for PSU but for any 
process improvement initiative in general.  

As in any good project management guideline, an activity should be always under 
control. The complexity of tasks is due by the effort of a task. The larger the effort for 
a task without any control/milestone in the middle, the more complex it is, therefore 
more risky and with higher probability to request a re-plan during the project lifetime. 
The PSU formula can be summarized as: 

∑ ∑
= =

=
TQMi

ji
LMHj

weighttaskPSU
,, ,,

*  (1)

where the weights ranges can vary according to the organizational style and definition 
for creating projects’ WBS and can be easily derived applying on a regular basis 
Pareto Analysis on the project historical database (PHD). Please refer to the PSU 
Measurement Manual (MM) for detailed procedures and tips [4]. 

Another PSU characteristic is to be general-purpose: because the BFC are tasks 
from a project, it has no limitation about application domain, as FSMM. Therefore it 
can be used for a whatever kind of project (i.e. service, building, performing arts, ..). 

3.4   Automating PSU  

Since the calculation rule simply counts tasks weighted by effort ranges, differently 
from a FSMM, PSU can be easily automated from a project WBS within a 
spreadsheet or – with a macro – directly in any PM tool, needing the time for a ‘click’ 
just when creating/modifying your project plan. Requirements for automation are 
available and an implementation under open source software (GanttProject3) was yet 
done [17]. The added value of an integration of PSU calculation within a PM tool is 
the possibility to export project’s data (i.e. in xml) for an easier creation/update of the 
                                                           
3 URL: www.ganttproject.org 
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organizational PHD, allowing several views on project’s data as a base for next 
estimations [18][19]. 

3.5   PSU: When Calculate Them?  

As suggested for FSMM, there are three typical moments in time for calculating it and 
gather values in the PHD: Feasibility study, Design phase and at the Closure phase.  

3.6   PSU and FSM Methods 

PSU is definable as a ‘virtual’ size measure because, differently from a FSMM, it 
needs an experiential/analogous estimate to produce a more refined estimate, 
compared with the ‘organizational memory’ (the PHD). Since the reduced time to 
calculate PSU, it can be used easily by SMEs what could not have time or resources 
for learning and applying a FSMM.  

But it is possible also to use jointly PSU and FSMM: the advantage could be in 
early estimating the whole project effort with PSU with a better approximation than 
an early FSM method and after to fully calculate (also for contractual quests) fsu at 
the end of the Design and Closure phases. 

3.7   PSU: Internal vs. External Comparability 

IFPUG FPA allows an external comparability among projects worldwide because the 
system of weights and BFC ranges is the same from 1984 and never more modified. 
PSU born firstly as a technique for internal improvement, therefore changing 
periodically weights and effort ranges according to the closed projects entering into 
the PHD and reshaping the regression equations based on the updated database. In 
order to use PSU for external comparability, it is sufficient to make stable weights and 
effort ranges during time and/or among interested stakeholders [20].  

3.8   PSU: Available Assets 

All the PSU assets are freely available on the SEMQ website4 in several languages5. 
Nowadays the downloadable assets are: 

• Measurement Manual [4]; 
• MS-Excel calculation sheet (traditional / agile projects); 
• Requirements for automating PSU [19]. 

4   A Case Study 

4.1   Background and Objectives 

During a B.Sc. 2006-07 Software Engineering course at the University of Alcalà de 
Henares (UAH, Spain), some students worked on learning and applying FSM 
methods such as IFPUG and COSMIC methodologies. Moving from a previous B.Sc. 
                                                           
4 PSU webpage: www.geocities.com/lbu_measure/psu/psu.htm  
5 English, Spanish, Italian. 
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study about the conversion between IFPUG v4.2 and COSMIC v2.2 fsu, where 33 
medium-sized projects were measured using both FSM methods [21] with a 
verification of the FSM count by an experienced senior measurer, the same projects 
were also sized with PSU v1.01 counting rules [22] [23] and some of the research 
questions above posed was investigated, in particular:  

a) the relationship between PSU and IFPUG/COSMIC (if any);  
b) which size unit among the three seems to be the better one for such dataset;  
c) and of course, why. 

4.2   Presentation of Data Sample 

The basic data from the 33 sample projects are listed with details in the Annexes at 
the end of the paper. Some highlights (see Annexes B and C with full details): 

• Application type: Management (16 projects), Management & Communica-
tion (6 projects), Management & Control (7), Management, Communication 
& Control (2), Application (2); 

• Estimated effort ranges: From 493 up to 2589 man/days, with an average 
and median distribution by requirement type closely to 44-56% (F vs. NF). 
The classification of effort by SLC phase was done using the Spanish 
Government standard METRICA3 [24].  

 

Fig. 3. Effort distribution by SLC phase according to METRICA3 [24] 

Some highlights about the sizing measures (see Annexes B and C with full details): 

• Functional Size ranges: From 109 up to 534 IFPUG UFP; from 41 up to 396 
cfsu;  

• PSU weighting system: The following values where assumed for the PSU 
calculation on the projects’ sample: 
o Effort: three levels of complexity  High (26+ m/d), Medium (11-25 

m/d), Low (0-10m/d); 
o Weights: H(1.8), M(1.4), L(1.0), that’s an initial set of weights we 

experimented on such sample.  
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4.3   First Results 

Linear regression analysis was performed using the three size units (taking care of 
their inner differences) in different combinations for building a size unit vs effort 
(using both the whole dataset and then by application type) estimation model. Since 
PSU values are the sum of two partial ones, derived from functional (PSUf) and non-
functional (PSUnf) tasks elaboration, also PSUf size was considered for being 
compared with IFPUG and COSMIC methods. About the first issue (effort estimation 
models), Table 1 summarizes the main results obtained (we discarded, obviously, 
those categories with too less projects):   

Table 1. Some Estimation Models derived from the data sample 

Id. Relationship Formula R2 Interpret.
Application Type: All; n=33

1 PSU vs Effort Y=4.4988x+183.23 0.5944
2 PSUf vs Effort Y=5.1825x+669.97 0.2489
3 UFP vs Effort Y=-0.2767+1284.3 0.0019
4 Cfsu vs Effort Y=0.9057x+984 0.030

Application Type: MIS; n=16
5 PSU vs Effort Y=5.2508x+145.3 0.7174
6 PSUf vs Effort Y=5.5899x+781.62 0.2419
7 UFP vs Effort Y=-4.4025x+2738.1 0.1317
8 Cfsu vs Effort Y=0.6503x+1168+5 0.0072

Application Type: MIS & Control; n=7
9 PSU vs Effort Y=3.6924x+208.04 0.6114

10 PSUf vs Effort Y=5.3581x+500.7 0.4203
11 UFP vs Effort Y=7.2912x+1274.4 0.4068
12 Cfsu vs Effort Y=2.2822x+477.99 0.1912

Application Type: MIS & Communication; n=6
13 PSU vs Effort Y=6.2849x+197.7 0.7552
14 PSUf vs Effort Y=9.3033x+196.07 0.4332
15 UFP vs Effort Y=1.1943x+686.12 0.1351
16 Cfsu vs Effort Y=0.594x+917.38 0.0393  

From the observation of Table 1 results, it can be noted that in all cases PSU has a 
higher correlation with estimated effort than the other fsu, both IFPUG and COSMIC. 
This can be interpreted as a clear sign that there are some issues in projects that 
during the estimation phase having an influence on correlation; in particular:  

• The non-functional effort (see the higher R2 values for “PSU vs. effort” cases 
against the “PSUf  vs. effort” ones); 

• A typical fsu is a product-level measure, therefore not covering such 
requirements, tasks and effort related to the project-level. 

4.4   Applying PSU v1.21: A What-If Analysis 

From the time of the comparative analysis, PSU calculation rules were modified. 
Instead taking into account M/Q tasks as an adjustment for T tasks (as well as VAF 
did referring to UFP), now all tasks – whatever their nature – are weighted by effort 
range. The difference comparing the same 33 sample projects sized with PSU v1.01  
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Table 2. Some Estimation Models derived from the data sample (PSU v1.21) 

Id. Relationship Formula R2 Diff. % Trend
Application Type: All; n=33

1 PSU vs Effort Y=4.2854x+32.067 0.6665 7.21
2 PSUf vs Effort Y=5.2603x+222.13 0.6194 37.05
3 UFP vs Effort Y=-0.2767x+1284.3 0.0019 -- --
4 Cfsu vs Effort Y=0.9057x+984 0.03 -- --

Application Type: MIS; n=16
5 PSU vs Effort Y=5.0612x-65.312 0.7844 0.70
6 PSUf vs Effort Y=6.1357x+184.12 0.7129 47.10
7 UFP vs Effort Y=-4.4025x+2738.1 0.1317 -- --
8 Cfsu vs Effort Y=0.6503x+1168.5 0.0072 -- --

Application Type: MIS & Control; n=7
9 PSU vs Effort Y=3.3145x+139.5 0.6800 6.86

10 PSUf vs Effort Y=-1.0351x+1140.1 0.0802 -34.01
11 UFP vs Effort Y=7.2912x-1274.4 0.4068 -- --
12 Cfsu vs Effort Y=2.2822x+477.99 0.1912 -- --

Application Type: MIS & Communication; n=6
13 PSU vs Effort Y=5.5681x-303.86 0.7094 -4.58
14 PSUf vs Effort Y=7.3699x-157.85 0.7499 31.67
15 UFP vs Effort Y=1.1943x+686.12 0.1351 -- --
16 Cfsu vs Effort Y=0.594x+917.38 0.0393 -- --  

and v1.21 results is an increase close to 17% (see in detail Annex E). The 
consequence on the results previously presented is in Table 2, updates previous results 
(UFP and Cfsu results are repeated for making easier the reading of results). 

As evincible from the last columns, the new definition introduced in new PSU 
version returned improved results. In particular, it was noted an improvement using 
the solely PSUf part both on MIS projects (+47.10%) as well as for MIS & 
Communication ones (+31.67%). But also looking at the overall dataset the 
improvement was notable (+7.21%). On the opposite side, two lower results were 
noted for MIS & Control projects (-34.01%) and MIS & Communication projects      
(-4.58%). In order to confirm such first-level results, further validations on new 
datasets must be done in the near future. 

5   Conclusions and Prospects 

One of the first and more important activities in any project is the estimation phase. In 
the Software Engineering domain from the end of ‘70s on the usage of estimations 
based on a functional size unit is more and more applied. But the increasing amount 
of non-functional effort in software projects can reduce the probability to successfully 
use a fsu as the solely independent variable in a regression analysis. The evidence of 
such problems and limitation of FSMM is when dealing with new technologies (i.e. 
DWH, R/T, Web applications), where there is a proliferation of interpretation for the 
original counting rules.  

Looking at Scope Management practices from other application fields, the usage of 
a ‘project-level’ size unit can be a possible solution to complement and/or overcome 
the value brought out from FSMM.  

Project Size Unit (PSU) is a proposal emerged in 2003 and freely available, 
created firstly for internal improvements in estimation practices, intimately based on 
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your own organization historical data, but also available for external usage with an 
agreement between customer and provider on the weighting system to be adopted.  

The paper has presented main outlines for such technique and relationships with 
two of the most used FSM methods, namely IFPUG and COSMIC FSM. A case study 
with 33 sample projects was presented, sizing them against IFPUG v4.2, COSMIC-
FFP v2.2 and PSU v1.01 methods. The comparison of regression analysis among the 
three techniques revealed that the proposed size unit (PSU) allows to obtain better 
effort estimates at the higher SLC phases more than FSM units as IFPUG and 
COSMIC. The update of PSU counting rules with the newer PSU version v1.21 
shown that such changes (counting all tasks as peer types) was right both looking 
from a conceptual project management viewpoint and at the obtained numerical 
evidences. In any case, further attention will be paid in analyzing the reasons why for 
‘MIS & Control’ or ‘MIS & Communication’ projects results are worst.  

Next steps will be a further experiment with new projects, using an automated PM 
tool including PSU algorithm for verifying also the pros & cons in adopting PSU as a 
project size measure, observing also the effort needed for using it as well as the level 
of acceptance and feedbacks from estimators in project teams. 
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Annex A: List of Acronyms 

Acronym Term / Definition
Ac Activity

B.Sc. Bachelor diploma
BFC Base Functional Components

CMM Capability Maturity Model
CMMI-DEV CMM Integration for Development

COSMIC Common Software Measurement International Consortium
CPM Counting Practice Manual
DWH Data WareHouse
F/Q/T Functional / Quality / Technical

F/Q/T/O Functional / Quality / Technical / Organizational
FISMA Finnish Software Metrics Association

FP Function Point
FPA Function Point Analysis
FSM Functional Size Measurement

FSMM FSM Method
fsu Functional Size Unit

FUR Functional User Requirement
ICT Information & Communication Technology
IEC International Electrotechnical Commission

IEEE Institute of Electrical and Electronics Engineers
IFPUG International Function Point Users Group
ISBSG International Software Benchmarking Standards Group

ISO International Organization for Standardization
KPA Key Process Area
LOC Line Of Code
ML Maturity Level

NESMA Netherlands Software Metrics Users Association
NF Non-Functional

NFR Non-Functional Requirement
OU Organizational Unit
PA Process Area

PHD Project Historical Database
PM Project Management
PMI Project Management Institute
PP Project Planning

PSU Project Size Unit
R/T Real/Time

SME Small-Medium Enterprise
SPP Software Project Planning

STAR Software Taxonomy Revised
Sw-CMM Software Capability Maturity Model

TDI Technical Degree of Influence
TLC Telecommunication
UAH Universidad de Alcalá de Henares
UFP Unadjusted Function Point
UR User Requirements

VAF Value Adjustment Factor
WBS Work Breakdown Structure  
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Abstract. With the release of the COSMIC (Common Software Measurement  
International Consortium) measurement method version 3.0 in September 2007, 
the COSMIC Functional Size Measurement (FSM) method [1] has reached a 
stable and mature status. Almost 10 years after its inception, COSMIC has 
proven itself to be a valuable functional sizing method for a broad range of 
different software types and domains, including business applications, 
telecommunication software, real-time systems, and hybrids of these, with any 
kind of logical architectural structure. Even though many organizations 
worldwide have already adopted the method (now known briefly as COSMIC 
Function Points) in their operations, still a significant lack of external 
benchmarking data is perceived in the industry. For instance, organizations that 
are measuring in COSMIC have less projects to benchmark themselves to, 
within the well-known ISBGS (International Software Benchmarking Standard 
Group) benchmarking database [2] (currently at version 10), with respect to 
older generation measurement methods and measures, as IFPUG or NESMA 
Function Points. 

In this paper the COSMIC Benchmarking Committee, led by the authors, 
will be introduced to the public and its goals and intents will be outlined. Topics 
covered in the paper are, among others, suggestions to improve the current 
ISBSG data collection questionnaire(s) for better usage, possibly higher data 
collection accuracy, and/or for compliance to the recently-issued topics of 
levels of decomposition and levels of granularity, and the possibilities to 
convert old generation measures (as IFPUG and COSMIC) to COSMIC 
measures for practical project benchmarking and estimation purposes. 

Keywords: COSMIC, Functional Size Measurement, Benchmarking, ISBSG, 
size conversion. 

1   Introduction 

After about ten years since the first publication of the COSMIC Functional Size 
Measurement method, a major upgrade of the method has been released in September 
2007. COSMIC claims that with this upgrade, the method will reach a mature and 
stable status and new major changes are unlikely to follow.  
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In this paper, one of the major challenges of the COSMIC method is discussed. 
Next to the marketing issue (There are still a lot of people/organizations worldwide 
that could benefit from the method, but are unaware of its existence), there is still not 
enough data in the main project data repositories to be able to benchmark projects 
sized in COSMIC effectively with the industry standards. COSMIC recognizes this 
challenge and has formed a Benchmarking committee in order to address this issue. In 
this paper, the Benchmarking committee (the authors) will explain the issues and 
propose different actions to overcome these. First, the main changes of the COSMIC 
method from version 2.2 to 3.0 are discussed, as it is necessary to understand these in 
order to understand the proposed changes to the ISBSG data collection questionnaire. 

2   Important Changes in COSMIC Version 3.0 

Experienced COSMIC users may wonder which are the differences in the method 
between version 2.2 and 3.0. Truth is, there are not many major differences, but there are 
some changed and new concepts. In this paragraph, the important changes are highlighted. 

First of all, the documentation structure of the method has been changed. Version 
2.2 consisted mainly of the COSMIC measurement manual [3], containing the core 
rules and concepts of the method, and the Business Application Guideline [4] which 
provides practical counting rules to apply the method in day-to-day counting practices. 

The structure of COSMIC version 3.0 is as follows [5]: 

 

Fig. 1. Documentation structure of COSMIC version 3.0 
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In Version 3.0, the overview of the method’s documentation and the glossary of 
terms is put into one document, the Documentation Overview & Glossary of Terms 
[5]. There are three documents that describe the Principles and Rules of the method. 
The Method Overview [6] gives an introduction to COSMIC and is relevant for 
beginners in functional sizing, as well as for practitioners in another FSM method. 
The Measurement Manual [7] is still the body of the method, containing all the 
detailed rules and principles of the method. In addition, there is a new document: 
Advanced & related topics [8]. In this document a number of relevant issues are 
addressed, like for instance early/approximate COSMIC sizing methods and 
convertibility possibilities between IFPUG and COSMIC size. The Business 
Application Guideline [4] still exists as a domain specific support document and also 
a number of helpful Case Studies have been published, which make it easier to 
understand the method as it is applied to real cases. 

In addition to the documentation restructuring, also a number of changes have been 
made in the method itself. The size unit Cfsu (COSMIC Functional Size Unit) has 
been replaced by CFP (COSMIC Function Point). The name of the method itself 
has been simplified from COSMIC Full Function Points to just plain COSMIC.  

Next to these cosmetic changes, also a number of more rigorous changes have been 
made, which lead to three new concepts: functional users, level of granularity and 
level of decomposition. 

2.1   Functional Users 

In version 2.2 of the COSMIC method, one out of two viewpoints had to be chosen: 
the developer viewpoint or the end user viewpoint. The main difference was that in 
the developer viewpoint the software could be segmented into multiple layers (like 
operating system, drivers, DBMS, etc), which made it possible to measure the 
software in the different layers seperately. In the end user viewpoint, the software to 
be measured was all considered to be present in one layer: the application layer. These 
two concepts have been removed from the method. They are replaced by the concept 
of the functional user.  

The definition of a functional user is given as [7]:  
 

‘A (type of) user that is a sender and/or an intended recipient of data in the 
Functional User Requirements of a piece of software’.  
 

A functional user can be therefore a human (end) user, but also other software or 
hardware systems. In COSMIC, the identification of the various functional users is 
derived from the purpose of the measurement. It is an important activity, as it helps 
defining the scope of the analysis. 

2.2   Level of Granularity 

The concept of Level of Granularity is introduced to make it visible that requirements 
can be specified on different levels of detail. The definition of the concept of ‘level of 
granularity’ is the following [7]: 
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‘Any level of expansion of the description of a single piece of software (e.g. a 
statement of its requirements, or a description of the structure of the piece of 
software) such that at each increased level of expansion, the description of the 
functionality of the piece of software is at an increased and uniform level of detail.’ 
 

Early in the project lifecycle, requirements are usually specified with a low level of 
detail. During the project, the requirements will be refined and detailed to a level  on 
which they show all the functional user requirements that the software must fulfill. 
The COSMIC Measurement manual [7]  gives the following example:  

‘To illustrate the problems further, consider another analogy. A set of road maps 
reveals the details of a national road network at three levels of granularity. 

1 Map A shows only motorways and main highways 
2 Map B shows all motorways, main and secondary roads (as in an atlas for 

motorists), 
3 Map C shows all roads with their names (as in a set of local district maps), 

If we did not recognize the phenomenon of different levels of granularity, it would 
appear that these three maps revealed different sizes of the nation’s road network.  Of 
course, with road maps, everyone understands the different levels of detail shown and 
there are standard scales to interpret the size of the network revealed at any level.  The 
abstract concept of ‘level of granularity’ lies behind the scales of these different maps.’ 

The COSMIC method recommends that one standard level of granularity should be 
used: the level at which all the functional processes and its associated data movements 
are visible and identifiable.  

2.3   Level of Decomposition 

The definition of ‘Level of decomposition’ in the COSMIC method is the 
following[7]: 
 
‘Any level of division of a piece of software showing its components, sub-components, 
etc.’.  
 
This should not be confused with the Level of granularity concept described above. 
An example of different levels of decomposition, would be that an ‘application 
portfolio’ consists of multiple ‘applications’, each of which may consist of ‘major 
(peer) components’, each of which may consist of ‘re-usable object classes’. The 
various artifacts that have to be measured can be described on  different levels of 
decomposition. Depending on the measurement purpose, a decision should be made at 
which level of decomposition the measurement should be made.   

These important changes have to be taken into account when collection project 
data for benchmarking purposes. 

3   COSMIC Benchmarking Committee, Goals and Initiatives 

COSMIC has a traditional ‘chicken-and-egg’ problem.  Most potential and new users 
of the method appear to want benchmark data, but few existing users seem willing to 
make the effort to submit data so that the existing benchmarks can be improved. 
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The COSMIC Benchmarking Committee is formed by both the authors of this 
paper and is appointed by the COSMIC organization in order to address the 
benchmarking issue described above. The goal of the Benchmarking Committee is : 

To initiate initiatives to increase the number, and the data quality, of projects  
measured using the COSMIC Functional Size Measurement Method, available for 
benchmarking purposes. 

The COSMIC Benchmarking committee has formulated a number of initiatives to 
support this goal. These are: 

1. Update ISBSG data collection questionnaire to support COSMIC version 3.0 
(addresses data quality) 

2. Encourage COSMIC users data submission to ISBSG database (addresses 
data quantity) 

3. Study size conversion methods in order to propose a method to convert the 
size unit of (part) of the ISBSG database from function points (FP) to 
COSMIC function points (CFP). 

These initiatives are explained in the next paragraphs. 

4   Update ISBSG Data Collection Questionnaire and Database 
Structure 

The first initiative addresses the fact that the new version of the method also has its 
implications for the way the ISBSG collects data and the way the benchmark reports 
are produced. The ISBSG is a not-for-profit organization, based in Australia. Their 
claim is to be the global and independent source of data and analysis for the IT 
industry. Any project manager in the world can download a data collection 
questionnaire from the ISBSG website [1], fill in the data of a completed project, send 
it back to ISBSG and, in return, receive a free benchmark report for the project 
submitted. This way, the ISBSG database grows gradually and the people submitting 
data receive a reward in return. There are questionnaires for ‘Software developments 
& Enhancement projects ’, ‘Software maintenance & support projects’ and ‘Software 
package acquisition & implementation projects’. 

The current ISBSG data collection questionnaire (DCQ) for Software developments & 
Enhancement projects measured in COSMIC [9] counts no less than 138 questions. One 
of the issues that was already addressed in the ISBSG workshop (2007, Madrid) is the 
length of the questionnaires and initiatives have been undertaken since to lower the 
hurdle to submit projects to ISBSG. The COSMIC Benchmarking Committee has 
proposed shorter DCQ to ISBSG, in which the questions will be subdivided into three 
categories (essential/ important/ nice-to-have). This new questionnaire will probably be 
introduced in 2009. Another initiative to lower this hurdle is to develop a web-based data 
submission application. ISBSG is currently building this application. The online 
Maintenance & Support data entry tool is available since August 2008. 

COSMIC version 3.0 requires a number of changes in the ISBSG data collection 
questionnaire in order to be able to benchmark projects in a sensible way against the 
data. The proposed changes are the following: 
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First of all, the name conventions have to be updated, so COSMIC-FFP has to be 
changed to COSMIC and COSMIC Functional Size Unit (Cfsu) to COSMIC Function 
Point (CFP).   

Furthermore, the measurement strategy has to be explained explicitly per project. 
The description of the measurement strategy is now a formal part of any COSMIC 
measurement. In theory (and also in practice) it is sometimes impossible to benchmark 
projects to each other that are measured with different measurement strategies. 

The measurement strategy [7] consists of four parameters: purpose, scope, 
functional users and level of granularity. The purpose of the measurement is the most 
important parameter and the other three parameters are derived from the purpose.   

The ISBSG Benchmark committee proposes to standardize classes of the four  
parameters. When Benchmarking is only possible to projects that have the same (or at 
least a similar) measurement strategy, it is important to make it as easy as possible to 
identify these projects in the database. An example of standardization could be a 
question/answer combination like: 
 
 
 
 
 

 
 
 

 
Another example could be: 

 
 
 
 
 
 
 
 
 

The exact standardization of the four parameters is still being discussed in the 
various bodies that are involved. Possibly some decisions are made at the 2008 
ISBSG workshop in Nanjing, China. The ISBSG questionnaire has to be updated with 
questions and answers to identify the different parameters of the measurement 
strategy of the submitted project. Ideally, also the associated tools, like the ISBSG 
Comparative Estimation tool, would have to be updated in order to select only 
COSMIC projects measured with the same (or similar) strategy. 

For users of COSMIC version 2.2, it should still be possible to state the viewpoint 
from which the measurement has been carried out (end-user or developer). These 
viewpoints have been removed from version 3.0 and substituted by the concept of 
‘functional users’.  

These proposals will lead to an increased data quality of projects measured in 
COSMIC in the ISBSG repositories. 

Q:  What was the purpose of the measurement? 
(multiple answers possible) 

A1. Software estimation before project start-up 
A2. Performance measurement after project completion 
A3. Size input to issue Request for Proposal 
A4. Sizing an application portfolio 
A5. Other ……………………………………………. 

Q:  Which functional users were identified for the measurement? (multiple 
answers possible) 

A1. Human end-users only 
A2. Human end-users and interacting applications 
A3. Peer components in the application layer 
A4. Software in other layers 
A5. Other ……………………………………………. 
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5   Encourage Data Submission 

There are a number of initiatives to encourage COSMIC usage and data submission. 
One of the initiatives is an invitation letter that is composed by the COSMIC 
Benchmarking Committee in joint effort with the COSMIC MPC and the ISBSG. In 
this letter, contacts are invited to submit data of projects sized in COSMIC to the 
ISBSG. In return, an analysis will be given of the performance of the submitted 
projects against the relevant peer groups in the ISBSG repositories. The idea is to 
send this letter to the intensive network of the members of the MPC. Hopefully, this 
letter can be send out to all known COSMIC contacts in the fourth quarter of 2008.  

In order to increase the awareness of the COSMIC method, and also to lower the 
hurdle of using it, the COSMIC documentation has been (or is being) translated in a 
number of languages. In 2008, COSMIC Measurement manuals in Dutch, French, 
Italian, Japanese and Turkish are expected to be published. In these translated 
measurement manuals, a request will be published to the users of the method to 
submit data to the ISBSG. 

The paper that you are now reading  (together with the presentation), submitted to 
the IWSM/Metrikon conference, should also lead to the same goal. Dear reader(s), if 
you have project data of projects measured in COSMIC, please help us out and submit 
them to ISBSG. We would be very obliged! 

6   Functional Size Conversion, the Latest Insights  

A third initiative to increase the project data available for benchmarking is to convert 
size from IFPUG/NESMA size to COSMIC size. A number of studies have already 
been conducted in this field, the last of which is the van Heeringen study [15]. In this 
study 26 projects were double sized with NESMA FPA and COSMIC after which a 
conversion formula was calculated. The main differences between this study and the 
previous publications are the larger number of projects (26) and the fact that the 
sample contained a heterogeneous set of projects, from various companies, operating 
in various branches. Although this study involved the use of NESMA function points, 
there is no reason to suspect another result for IFPUG function points, as there are 
only some minor differences left nowadays between these two methods. The various 
studies are summarizes in the next table. 

Table 1. A number of published size conversion studies summarized 

Author / year Formula Correlation N 
Fetcke (1999)  [10] Y(CFP) = 1.1 (IFPUG) – 7.6 R2 = 0.97 4 
Vogelezang & Lesterhuis 
(2003) 
[11] [12] [13] 

Y(CFP) = 1.2 (NESMA) – 87 
Y(CFP) = 0.75 (NESMA) – 2.6 (<200 FP) 
Y(CFP) = 1.2 (NESMA) – 108 (>200 FP) 

R2 = 0.99 11 

Desharnais & Abran (2006) 
[14] 

Y(CFP) = 1.0 (IFPUG) –3 
Y(CFP) = 1.36 (IFPUG-TX) +0 (Transactions 
only) 

R2 = 0.93 
R2 = 0.98 

14 

Van Heeringen [15] Y(CFP)  = 1.22 (NESMA FP) - 64 R2 = 0.97 26 
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It is possible to use one of the formula’s above to convert a certain subset of the 
ISBSG repository from IFPUG/NESMA size to COSMIC size. However, this  can 
only be done with extreme care. As the size in first generation functional size methods 
(NESMA/IFPUG) is measured purely from the view of the (end)user of the software, 
the result of the conversion will be the size of the software residing in COSMIC terms 
in the ‘application layer’. When the measurement strategy for a specific COSMIC 
measurement for instance contains the purpose to benchmark a particular 
development team’s performance against the ISBSG database, with the software 
residing in different layers, then benchmarking the project result against a converted 
repository subset doesn’t make too much sense. The same is true for benchmarking 
real-time projects against converted project data, as first generation functional size 
methods could not have been used to size these kind of projects.  For every 
benchmarking activity it is therefore mandatory to first analyze whether the project 
results are comparable, and if so, whether benchmarking against converted project 
data makes sense. 

Because of the distinct differences between first generations of functional sizing 
methods (IFPUG/NESMA) and COSMIC, it would be advisable for ISBSG to market 
the COSMIC repository as a separate product. A number of projects from the current 
repository can be converted, in order to make sure that the repository is filled to some 
extent. A separate field should however be introduced to indicate whether it was an 
original measurement or a converted measurement. The Project Delivery rates should 
of course also be recalculated accordingly. 

This way, COSMIC users don’t have to pay for large amounts of data measured in 
IFPUG or NESMA that is not really usable for them (unless they do the conversion 
themselves). For ISBSG, COSMIC and the COSMIC users there is the advantage that 
the repository can be tailored specifically to the COSMIC method and therefore 
increase data quality. 

7   Final Remarks  

COSMIC is a non-profit organization and was developed by a group of volunteers, 
with no commercial involvement, for the general benefit of software engineering.  
The COSMIC method has been made available free-of-charge to every organization 
in the world and everyone could have benefited from the method’s use. COSMIC now 
hopes to get something in return from the industry. 

Carrying out the initiatives described above, the COSMIC Benchmarking 
committee hopes to be able to increase the number of COSMIC projects in the ISBSG 
repository from 110 (ISBSG R10) to at least 250 in the next release. 
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Abstract. The importance of providing integration architectures in every field of 
application is beyond controversy these days. Unfortunately existing solutions 
are focusing mainly on functionality. But for the success of Systems Integration 
in the long run, the quality of developed architectures is of substantial interest. 
Therefore a framework for quality-driven creation of architectures is proposed in 
this paper. Besides these quality-oriented characteristic the usage of semantic 
knowledge and structured process descriptions enable an automatic procedure. 
Especially the combination of both is a promising approach. 

Keywords: software quality, quality driven design, service orchestration. 

1   Introduction 

Due to manifold advantages of high-flexible infrastructures compared to monolithic 
products a lot of initiatives propose approaches for the integration of single 
components (e.g. services). Semantic metadata provides the basis for the automation 
of this process. But those approaches lack from a throughout consideration of 
empirical data. Either only functional requirements or single quality attributes are 
taken into consideration.  

In contrast to existing approaches the presented framework reveals a holistic 
orientation on quality aspects. It combines semantic web technologies for the fast and 
correct assembly of system elements and quality attribute evaluations for making the 
best assembly decisions possible. Therefore complex quality models are considered as 
well as empirical evaluations. Furthermore different types of quality evaluation like 
simulation and static and dynamic software measurement are used. Combining them 
delivers a holistic quality view on components and the flexibility enables a quality 
improvement of the targeted system by the exchange of single components if the 
evaluation of their quality attributes decreases. 
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The presented general QuaD2-Framework (Quality Driven Design) can easily be 
adapted to a lot of different fields of application, e.g. service-oriented architectures or 
enterprise application integration. 

2   Related Work 

The introduction of dynamic (loosely coupled) distributed systems, where for each 
subtask a set of semantically equivalent candidates can exist, leads to the problem of 
the choice of the most appropriate one. The corresponding algorithms and procedures 
base on some kind of description of the components functional and non-functional 
properties. These descriptions are commonly referred to as metadata, are formally 
expressed in form of ontologies and stored in databases or repositories. 

In the field of Web Services, the following ontologies can be used to describe non-
functional properties: Ontology Web Language for Services (OWL-S) [1], Web 
Service Modeling Ontology (WSMO) [2], Web Service Quality of Service (WS-QoS) 
Ontology [3] or WSDL-S [4] (not a standalone ontology, but a semantic annotation 
technique for WSDL 2.0 [5]). 

Web services which are enriched with such semantic metadata are called Semantic 
Web Services [6].  There are many approaches to using semantic information for the 
composition of web service-based business processes and workflows. 

Berbner [7] proposes an infrastructure for the execution of service-oriented 
workflows, where a proxy service uses corresponding heuristics to select the most 
appropriate candidate for each workflow step on the basis of the workflow plan. 
These heuristics relate to QoS (Quality of Service) parameters such as throughput, 
response time and availability. Similar approaches are introduced by Menascé and 
Dubey [8], Tian [3] or Sirin, Parsia and Hendler [9]. But these QoS parameters 
describe only single aspects out of many as e.g. defined in ISO/IEC 9126 [10]. In 
contrast to the QuaD2-Framework one can’t identify these approaches as being 
holistic. Furthermore they lack from a consequent update, reuse and provision of 
empirical information – quality assurance during the whole lifecycle is not supported. 

The METEOR-S project (Managing End-To-End OpeRations for Semantic web 
services) [11] uses four types of Web Service semantics (data, functional, non-
functional and behavior semantics) to determine the optimal set of services for a given 
abstract WS-BPEL process and to generate an executable process.  

Maximilien and Singh [12] describe a formal model and an implementation of an 
ontology-driven multi-agent environment for service selection. 

As shown, existing approaches mainly focus on the functional aspects or single 
QoS aspects – a throughout quality-driven methodology is still missing. Furthermore, 
a general framework, not only focusing to special technologies or special domains as 
the chosen one above, is also missing. 

3   QuaD2 Framework 

In general the sub-processes of this empirical-based assembly process are the 
initialization, the feasibility check (checking the functional coverage), the selection 
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process based on empirical data, and the operation of the established application. 
Quality assurance is achieved by certain sub-processes that allow optimizations at 
initialization time as well as during runtime. Furthermore measurement sub-processes 
are performed to update evaluation data.  

The major goal of the described core process is an architecture consisting of single 
services. Such a service contains metadata-annotated functionality. 

In order to achieve the sketched goals a special process is developed below. Its 
major use cases are introduced in figure 1.  
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Fig. 1. Use Case Diagram: Empirical-Based Service Orchestration Process 

The basis of the presented approach is a collection of semantically-annotated 
sources: the process model repository, the service repository, a quality model 
repository and furthermore an experience factory.  

The process model repository is the source for process models that serve as 
descriptions for the functionality of the aspired distributed system. Example for such  
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processes can be ISO/IEC 15939 [13] for the software measurement process or 
didactical approaches [14]. Technological realization may vary, too. That can result 
for example in UML [15], BPMN [16], and ontologies [17]. 

An important source for empirical quality evaluations are quality models being 
provided by a quality model repository. The basis of a quality model’s definition is an 
extensible list of quality attributes. The specification of a certain quality model is 
realized by selecting and weighting appropriate attributes. The evaluation and 
selection of appropriate services bases on evaluation criteria for each included 
attribute. Such attributes can be e.g. cost, performance, availability, security and 
usability. The attributes and corresponding evaluation formulas are standardized for 
example in ISO/IEC 9126 [10]. 

The service repository contains services, their semantic description and their 
evaluation data regarding all defined quality attributes. 

The selection and adoption of process models and quality models are difficult tasks 
which constitutes the need for guidance and support. Because of this, the presented 
framework proposes the usage of existing experiences and knowledge about 
previously defined and used process models and quality models to support both 
process steps. Based on the Quality Improvement Paradigm, Basili and Rombach 
proposed the usage of an Experience Factory which contains among others an 
Experience Base and Lessons Learned [18], [19].  

In the presented framework, the Experience Factory is fed from the process 
evaluation process and is the major building block to save empirical data and the 
user’s experiences with specific process procedures or with distinct quality attributes. 

Figure 2 defines the used diagram elements for the diagrams below. Optional 
elements have a grey border. 

 

Fig. 2. Definition of used diagram elements 

The focus on quality is a throughout property of the developed process and results 
in certain measurement and evaluation sub-processes that are introduced in the 
following general process description and are described more detailed in subsequent 
sections. The derived results are directly used for optimization purposes. 
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3.1   Initialization Steps 

The selection of an appropriate process model that defines the functional requirements 
for the parts of the emerged distributed system is the first step. Due to the fact, that 
such a choice can be a manual process, it should be supported by an experience 
factory providing knowledge and experiences – lesson learned – for the decision for 
or against a specific process model for the current need. The process model 
essentially base on semantic metadata to allow the later automatic mapping of 
semantically described service functionalities to the functional requirements specified 
by the process model. With the chosen process model a set of concrete distributed 
systems is possible.  

After the experience-supported selection of an appropriate process model the 
second step of the presented approach is a selection of a quality model from a quality 
model repository. This is intended to be done automatically. For certain domains 
manual adaptations can be more efficient. A manual individualization of this 
predefined set of quality attributes as well as of their importance weighting is also 
possible. For these purposes an experience factory can be helpful again. As a result of 
this step a process model and importance-ranked quality attributes are defined. 

3.2   Feasibility Check Steps 

With this information process step three is able to determine whether enough 
available services exist to provide an acceptable amount of functionality demanded by 
the process model. If there is no acceptable coverage after the negotiation sub-
processes, then an abort probability based on already collected data can be computed. 
The user needs to decide whether he accepts the probability or not. If not the 
distributed system provision process will be aborted.  

In the case of an acceptable coverage the runtime sub-processes of step 4 can start. 
The first of them determines the next process step to be executed following the 
process model. Therefore information about the last process steps can be taken into 
consideration to optimize the next process step execution. Exception handling in case 
of aborted pre-sub-processes is a functional requirement and thereby should be 
covered by the process model itself. 

Due to the fact that new services can be added to the service repository, another 
coverage check for the next process step is performed next. Now, up-to-date service 
information, their evaluation values as well as the data of the quality model are 
available to identify the best service possible. 

3.3   Selection Steps 

The weighting of the quality attributes during the initialization delivered weighted 
attributes. This procedure is not intended to be performed during runtime, because the 
executed distributed system should not be interrupted (abort, costs …).  

The result is a best possible distributed system based on the existing services as 
well as the specified quality model. 
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3.4   Operation and Evaluation Steps 

Once the most optimal service is identified it can be executed and measured in 
parallel. These data are used to evaluate the last process step. The runtime sub-
processes are repeated until either all process steps of the process model are 
successfully executed or an abort due to missing services took place. The last step five 
of the presented approach covers the evaluation of the entire process being an input 
for the experience factory. It compares the achieved results with the desired ones. 

4   Quality-Based Service Selection Core Process 

In general the service selection has several steps. The first identifies all possible 
services according to the required functionality defined within the process model 
(during initialization phase). An additional step selects the identified quality model 
that specifies what quality aspects are useful for the intended usage and how 
important they are for the initiator of the application to be assembled. Manual 
adjustments are possible, but not necessary and are performed during initialization, 
too. Only in exceptional cases a manual adjustment during runtime is reasonable.  

Step three is the most important one and identifies the most appropriate service for 
the next process step to be performed during the selection process. It takes into 
account the weighted quality attributes as well the candidate service set whose 
elements fit the functional requirements of the current process step. Figure 4 shows a 
diagram presenting the underlying application flow of this special Service Selection 
Process. 

The weighted quality requirements matrix is manually created by selection needed 
quality attributes from a predefined set during initialization. The user has to weight 
the attributes in a normalized scale. For example he can decide that the cost of a 
service has a weight of 70% (0.7), the performance is considered to be less important 
(20% = 0.2) and size is weighted with 10% (0.1). All weights must sum up to 1. 

Amongst others the calculation formula and normalization directive are stored for 
all quality attributes to be able to determine the qualitatively best service for the 
current need. 

Following the defined necessities and given data the service selection is formally 
described below. For the following formulas let PM  be the chosen process model. 
Formula )(PMf funct  specified in Formula 1 is used to determine the set of services E 

from the service repository. Each of them can deliver the functionalities specified 
within the chosen process model within formula 2. 

...} {Service, model Process: afunctf  (1) 

)(PMfE funct=  (2) 

Using the classic normalization approach presented in Formula 3, the evaluation 

values jiv ,  of quality requirements j defined in the quality model must be normalized  
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Fig. 4. Service Selection Process 
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With the help of the weighted requirements matrix from the (maybe adjusted) quality 
model the last step – the identification of the optimal service according to the 
empirical data and the quality model – can be performed (see Formulas 4 to 8). 
Formula 4 adjusts the normalized evaluation values to ensure proper calculation. If 
v=1 describes the best quality level then no adjustments are necessary, otherwise a 
minimum extremum is desired and 1-v must be calculated. 
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To determine the best evaluated service, Formulas 5 to 8 are repeated until 
E ′ contains only 1 element. It provides the needed functionality and is the most 
appropriate one according to the specified quality model.  

After the service’s selection it can be executed and measurement about runtime 
behavior will be captured to get additional quality evaluations for this service. 

5   Conclusion and Further Work 

The presented framework provides a holistic quality driven procedure to aim high 
quality based design of distributed systems. The presented quality-driven approach 
uses semantic descriptions for processes automation and supports different quality 
models and quality attribute evaluations. The usage of standardized process models 
and standards for software quality and software measurement allows an objective 
evaluation of different service with comparable functionality but different quality 
attributes. The usage of the framework results in systems which are designed 
according to distinct quality requirements without affect the needed functionality.  

The QuaD2-Framework can be implemented using various technologies for 
example ontologies, web services and agents. The easy extensibility of process 
models, services, interfaces and quality models makes the presented framework 
deployable for many fields of application.  

For the areas of software measurement infrastructures [20] first components are 
realized. Especially the ontologies and the empirical databases have to be filled. 
Therefore the main target is to integrate existing measurement databases or using 
existing metrics ontologies [21], [22]. The completion and usage of this task may 
reveal opportunities for future steps. 
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Abstract. Process improvement in software engineering typically means intro-
ducing best practices. However, with increasing maturity of software engineer-
ing organizations the focus shifts from introducing industry best practices to  
optimizing the already implemented procedures and tools. But while in the field 
of software engineering a lot of best practice material exists, there is no proven 
and concise methodology for effective optimization.  

The situation is similar to the one in the field of manufacturing some dec-
ades ago. They created Six Sigma, which is a problem solving and optimization 
methodology that is widely used today. But there are crucial differences be-
tween the disciplines manufacturing and software engineering. Whereas soft-
ware artifacts are never developed twice and software processes are executed by 
humans, manufacturing is mostly machinery driven and usually deals with high 
quantities of identical output.  

We applied Six Sigma in the field of software engineering and obtained 
promising results.  

Keywords: Six Sigma, process, improvement, problem solving, optimization. 

1   Introduction 

At Siemens we have a 16 year history of using the SW-CMM®1 and now CMMI®1 to 
improve processes in systems, software and hardware engineering. During that period 
most of Siemens’ operational units have implemented the CMMI® practices on Ma-
turity Level 2 and 3, and also support these practices with integrated tools. By estab-
lishing effective engineering methods and processes, Siemens has gained significant 
business benefit from implementing CMMI®.  

However, still not everything is as it should be. From time to time in special cases 
or environments implemented practices cause problems, although they were installed 
following the improvement guidance by CMMI®.  

Even organizational units that are quite savvy with process maintenance and have 
quantitative process management and techniques such as root cause analysis in place, 

                                                           
1  Software Capability Maturity Model (SW-CMM), Capability Maturity Model Integration 

(CMMI); SW-CMM and CMMI are registered in the U.S. Patent and Trademark Office by 
Carnegie Mellon University. 
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often fail to effectively address those isolated problems. The reason is that the high 
maturity levels of CMMI® are typically implemented with a long term orientation. 
Their goal is to monitor overall process objectives as well as business relevant micro 
processes and to manage them. Moreover CMMI® does not provide any methodical or 
tool support; CMMI® is a process model and not a ‘rapid reaction force’.  

These kind of problems are exactly what Six Sigma addresses. Six Sigma is a meth-
odology and toolbox for problem solving and improvement. It has been developed by 
Motorola in the 1980s with focus on application in manufacturing environments. This 
is also the area where a lot of Six Sigma experience exists in our company.  

We have now introduced Six Sigma in the field of software engineering. So far we 
applied it to process problems in the area of peer reviews, code inspections, require-
ments engineering, latent defect management, sales and knowledge management, but 
also to product problems regarding performance and customer attractiveness. 

2   Challenges of Applying Six Sigma in Software Engineering 

Six Sigma encircles the problem thoroughly and builds up an As-Is model of the re-
lated system which is then analyzed qualitatively and quantitatively. The initial phase 
in a Six Sigma project always takes its time and makes people growing impatient. 
This is because of the best practice history we have in this field where we are used to 
directly jump on solutions.  

A thorough investigation also encompasses quantitative analysis. Whilst manufac-
turing processes are highly automated, software processes intensively involve humans. 
Automated processes are fully defined and therefore observed variance is simply due 
to dispersion. Human based processes are never described exactly. This ambiguity 
contributes a considerable part to the observed variance. Moreover, in the software 
field, you will never develop the same module twice. Repetition is only achieved by 
mapping the work-results on some (few) attributes which also increases the dispersion 
part of variance.  

Another difficulty in the field of software engineering is that one often has to deal 
with soft measures (e.g. estimation, rating, appraisal) instead of hard measures (e.g. 
time, length, weight). Data from soft measures is typically not continuous in its nature 
and thus less rich regarding the information one can draw from it.  Therefore quantita-
tive analysis is challenging in the field of software engineering and requires careful 
application of measurement and statistics.  

One major lesson learned was that existing data often has not the required quality 
to be able to prove any conclusions. By applying the Six Sigma tools for measuring, 
the required data quality is determined upfront and the measurement procedure is 
designed to deliver data in the specified quality. 

3   Examples 

We present three examples which give a good overview on the experience we made. 
Two examples are concerning processes, one example is on improving a software 
product.  
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3.1   Knowledge Management 

Within a software development consulting department of Siemens AG there was seri-
ous pain concerning knowledge management. The retrieval of acquired knowledge 
was felt to be bad, regarding effectiveness and efficiency, which led to double work, 
unprofessional appearance towards customers, or other undesired effects. 

It was not the first time this department worked on its knowledge management 
process, but all attempts so far had no long term success. This time they joined the 
evaluation program and launched a Six Sigma project. 

In the DEFINE phase the goals were acknowledged to be: 

(1) Increase retrieval effectiveness (reduce retrieval defects) by 50% 
(2) Increase retrieval efficiency (reduce time for information retrieval) by 30% 
(3) Retrieval effectiveness must not depend on seniority. 

Virtually no data exist in this area. It was decided to conduct a knowledge retrieval 
experiment.  

The Y’s (measure of effects) could be directly related to the goals. In the MEAS-
UREMENT phase the X’s (measure of controllable values) where derived by Ishi-
kawa method. The measurement system was defined applying GQIM and CTQ-flow 
down. A measurement system analysis was done to verify the measurement opera-
tional definition.  

The initial baseline was drawn by participating 17 persons from each section of the 
department and giving an appropriate representation regarding seniority. Each partici-
pant had to retrieve 10 knowledge items, which let to 170 data points. When a knowl-
edge item had not been retrieved correctly, or could not have been retrieved within 4 
times the expected mean retrieval time, it was declared as a defect of the process. 

The quality of the data was really good. Retrieval time was lognormal distributed 
as expected from model considerations. Furthermore the retrieval process was stable, 
however with a lot of noise (s. Fig. 1). 
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Fig. 1. The retrieval time shows a log-normal distribution. All data points have been included. 
However, the values of the data points have been normalized regarding the mean value of the 
knowledge item they belong to (left). The retrieval process is stable, but prediction quality is 
bad. The process shows a spread with factor 7. The logarithm of the retrieval time is plotted, as 
it is log-normal distributed (right). 
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Fig. 2. The Pareto chart shows that more than 80% of all defects were due to three of the five 
knowledge types 
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Fig. 3. The process yield of experiment runs increased significantly. Accounting only the proc-
ess conform stored elements the process yield increased from 57% to 95%. 

All knowledge items can be assigned to 5 different knowledge types. It turned out, 
that more than 80% of all defects occurred within three knowledge types (s. Fig. 2). 
Further analysis showed indeed that these knowledge types where differently stored 
and follow different retrieval processes. This picture was also supported when regard-
ing the retrieval time. This was a really important learning from quantitative analysis 
and gave significant hint where to focus on and where to learn from. 

As a result from ANALYSIS phase we could show that 14% (± 6%) of total work 
time was spent for information research and that furthermore retrieval effectiveness  
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Fig. 4. Personal work time spent for information research has been reduced from 14% to 9% on 
average (left). The influence of the seniority of participants on their process yield has been 
eliminated by the improvement (right). 

and efficiency depend significantly on the knowledge type and on the seniority of the 
people (s. Fig. 4).  

Applying 5-Why analysis we identified 36 root causes for low effectiveness and ef-
ficiency of the knowledge management process. In the IMPROVEMENT phase these 
root causes and suitable 27 solution elements were assessed regarding damage and 
costs. The values came partly from the experiment and were partly estimated by the 
team. We brought this together in a QFD table which we called business model. It 
enabled us to determine the ROI for each solution element and gave us the prognosis 
for the total costs and fulfillment of our goals regarding the whole solution concept. 
This was an ideal basis for management decision. 

The main changes concerned the structure of the knowledge base, the retrieval ca-
pabilities and the knowledge elicitation and qualification process. The accompanying 
change management and the management support were decisive for the successful 
implementation.  

After training and roll-out of the new knowledge management procedure we spent 
half a year for practicing and adaptations. Then in the CONTROL phase we run a 
second knowledge retrieval experiment with 18 participants and 10 knowledge items. 
8 out of 10 items where identical with the one from the first baseline. The participants 
were of cause different, but again representative for the department. It was charming, 
that 4 out of the 10 knowledge items were still not stored conform to the new knowl-
edge management procedure. 

Taking only the 8 identical knowledge elements into account, the average retrieval 
effectiveness (i.e. process yield) of the 17 respectively 18 experiment runs was in-
creased by 42%. Accounting only the process conform stored elements the increase is 
87% to an average process yield of 94% from 57% in initial baseline (s. Fig. 3). 

The provable difference of the retrieval effectiveness concerning the seniority of 
the participants found in the initial baseline has been eliminated (s. Fig. 4).  

The retrieval efficiency has been increased by 37% which means the amount of 
personal work time spent for information research has been reduced to 9%.  

As this department is a Siemens-internal software engineering consulting group 
with about 50 persons, the business case was remarkable. 
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3.2   Peer Review Process 

In a software business unit of Siemens people from both, management and project, 
complained about the performance of their review process. They worried that this 
obstructs the workflow of the projects and endangers the milestone dates. Reviews 
took their time and cost a lot of effort. Although several measurements on reviews 
existed nobody knew the real performance of the review process. 

That was a real pain and they joined the Six Sigma evaluation program. In the DE-
FINE phase several six sigma tools were applied to investigate the problem in detail 
and to come up with a SMART project goal defined as: 

Increase review process efficiency (reduce review effort by 15%) by keeping defect 
detection rate (review effectiveness) and fulfil safety relevant requirements. 

Review process efficiency and effectiveness were the two big Y´s. Performing inter-
views with project members of 4 different projects using 5-Why method provided input 
for creating the initial process maps for the two major applied review processes - com-
mentary and walkthrough reviews. These process maps described the processes as they 
are and were the basis to identify problem areas and corresponding X´s (see Fig. 5). 

In the organization a measurement system existed containing historical data from 
the reviews of several projects. In the beginning we thought these are best conditions 
to go straight through MEASURE phase. But a first verification of the data discov-
ered huge variation within data samples of 3 projects and unstable processes espe-
cially for commentary reviews. Assuming problems in the measurement system  
definition a Gage R&R study was done to evaluate current defect classification sys-
tem. The result of this analysis made clear that the existing 5 defect classes were poly  
 

 

Fig. 5. Process map of walkthrough review 



42 R. Russ et al. 

interpretable and far from being clearly distinguished. The data quality of X´s (espe-
cially number of defects per defect class and changed size of review document) was 
also very critical and the calculated baselines for review efficiency and effectiveness 
were questionable. Only the data sample of the walkthrough review process of one 
project had acceptable quality and the process was stable; for simplicity we assumed 
normal distribution, which could not be rejected (see Fig. 6). 
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Fig. 6. The walkthrough review data shows a normal distribution. The process is stable. 

At this stage of the project it became clear that we had to redefine the project goal. 
As the first step we had to improve the review process measurement system and to 
stabilize the review process. 

In the ANALYSIS and IMPROVE phase of this redefined project we defined and 
prioritized appropriate improvement solutions based on the identified problem areas 
and influencing factors. For example we installed a new apparent defect classification 
system and we defined counting rules to ensure consistent filling-in of review records. 
We have also simplified this review record template to reduce effort for documenta-
tion. We redefined review planning process, adapt several methods and provide a 
checklist for review planning.  

The altered review procedure was rolled-out and all users of the business unit have 
been trained. 

Now we are in the CONTROL phase and the first new review data is available. 
This data shows a stable process and we could reduce variation by 45% (see Fig. 7). 
All new projects since July 2007 apply the changed review process and the new re-
view measurement system. The new review metrics have high acceptance and are 
daily used to identify problems immediately. 

3.3   Product Performance 

As mentioned above Six Sigma is a problem solving and optimization methodology. 
Example 1 and 2 showed the application of Six Sigma to processes which enable 
developing complex software products. But can it also be applied to improve the 
product? During the execution of a software program, every little step follows dedi-
cated rules defined by the code itself. The consecutive execution of these rules fol-
lows the same statistics as parameterized manufacturing lines. Therefore Six Sigma 
should also be applicable for software products. This project example of a business  
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Fig. 7. The upper chart shows the improvement of review efficiency by 45% between the initial 
and the final baseline. The lower chart shows that the new review process is stable. 

unit from the healthcare sector of Siemens describes such an application of the Six 
Sigma DMAIC methodology to a product to improve its performance.  

The product itself is a so called picture archiving and communication system – 
called PACS. Whenever a physician puts a patient into imaging devices like x-ray 
machines or magnetic resonance tomographs, these devices produce a bunch of  im-
ages from the inside of the patient’s body. In the past all these medical images where 
stored as analog print out on so called films, you have to take with you when moving 
through the hospital. Nowadays these images can be electronically stored into PACS. 
These systems are not only used as archive, but do also coordinate and structure the 
workflow between several physicians normally needed to get a patient examined. 
Hereby the images can be accessed from everywhere and every time they need to. 

A Six Sigma project begins with the perception of a problem. We heard from sev-
eral different field trials, that the performance of our product, especially for one dedi-
cated workflow, was not good enough. As several developers in the past did already 
work on that problem without achieving a long term solution, we decided to start a 
Six Sigma project to solve this problem. 

The problem statement was more or less already defined by the customers. So we 
used the DEFINE phase to find CTQs influencing the criticized performance of the 
use case which is storing images into the archive and making them available for other 
physicians. And these two parts of this use case we could directly use as our Y’s.  
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And what about the business case? As a result of the cost pressure in the healthcare 
sector, there is a trend to connect several hospitals to joint data clouds. To be able to 
share images across hospitals a high synchronization speed between connected sites is 
required. And therefore we wanted to use the same interfaces, customers already 
criticized in single-site installations. So the improvement was mandatory. Putting the 
ROI in numbers, an estimated project effort of 10 person-months stood against a busi-
ness volume of over 80 million Euros of sales.  

During define phase we also set our goal for this project, which we estimated to be 
an improvement factor of about 5 to reach the required performance for the mentioned 
use case and a dedicated, often used image type. A risk for reaching the goal was that 
this Six Sigma project needed to be time boxed as the achieved improvements should 
be part of the next planned product version, where the release date was already known 
by our customers. 

After passing the first toll gate review, we started with the MEASURE phase. Us-
ing the two Y´s characterizing the two separated process steps, we discussed with 
domain experts what are the main influencing factors (the X´s). First we developed 
the overview as a Fishbone Diagram. In a second step we put the X´s into a list, added 
information about how likely it is, that they have significant influence on the process. 
Afterwards we grouped them according their feasibility to change their values or 
settings for different measurements. This list made it easy to derive out of it a Data 
Collection Plan, where we varied all easy-to-change parameters inside one measure-
set automatically, whereas we did new test set-ups for the parameters where we e.g. 
need a reboot to change them. 

So now we did know what to parameters to vary, but for the system under investi-
gation we also defined some fixed parameters. For our system for example was the fill 
level of the contained database also seen as a important parameter which has surely 
impact on the performance. So before starting the measurements, we set up the system 
exactly in that configuration and amount of data in databases and on disks as defined 
upfront. For better repeatability and reproducibility we wrote some scripts for reset-
ting the environment set-up. The measurement itself was done by an existing per-
formance and load test suite, called PELOS. This test suite allowed us to do on the 
one hand the simultaneous testing with several clients against the archive, on the other 
hand it did all measurements from outside of the system. On the system we divided 
the process of storing images into the archive into 43 sub-steps, where for each of 
them developers added the measured process step time in milliseconds to existing 
Logfiles. Via a perl script these logfiles have been transformed to .csv lists so that we 
have been able to better use the data in statistic tools for further analysis. 

Applying measurement system analysis we found out, that we need to increase the 
accuracy of the measurement system from milliseconds to microseconds. After the 
adaption of the measurement system to that finding, we took the first baseline from 
our system. But the measured values disappointed all team members, as they have 
been much worse then originally expected during define phase. Even if some test sets 
did meet the goals, some of them were so bad, that we need to improve the systems 
performance by a factor of 20! The reason for that was simply, that all measurements 
before the Six Sigma project did obviously not consider all important influencing 
factors good enough. But the structured definition of the measurement system, where 
you first think about what is necessary before you cut to what is feasible, helped a lot. 
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Fig. 8. Pareto chart of measured durations of all process steps 

In the ANALYSIS phase we wanted to know, which of the process steps did con-
sume all the process time. A Pareto analysis of all 43 process steps showed, that only 
one of it caused over 90% of the necessary process time (see Fig. 8).  

Now it was clear, that before we analyze the system in all details, we first need to 
optimize this single step before, where our system fetches existing dataset objects and 
afterwards find and also Fuzzy-matches already existing attributes to the data set, 
which the system is currently about to store into the database. The experts discussed 
two possible solutions. First was to use the build in functionality of our database soft-
ware, to self optimize the query performance by using statistics. The second solution 
was to optimize the data structure and queries manually, which brought better results 
and improved the system performance for some scenarios already by a factor of 10. 

But as different datasets and load levels did still influence the performance signifi-
cantly, we analyzed the system in detail. Interaction plots were particularly helpful to 
analyze afterwards the interaction of all relevant X’s. In figure 9 one can see, that 
image size and number of parallel associations are still the most influencing factors. 
The smaller the image size, the lower the performance for the same data volume. And 
several concurrent associations also result in reduced performance. This effect is 
intensified when having small images. 

In the IMPROVE phase another possibility to improve the performance even more 
was seen in varying one of the configuration parameter of the system. Therefore we 
did a Design of Experiment (DoE) to proof this. Compared to manufacturing proc-
esses or software engineering processes, where sampling is very often manual work, 
we had an almost fully automated measurement system in place. So measuring was 
not a very time consuming and expensive task and we opted for a DoE with full facto-
rial design, where we measured the necessary transfer time when varying 3 parame-
ters over 3 different values. Each test run had 10 replicates, so the sample size was in 
total 270.  

As the results were non-normal distributed, we tried to transform these data of the 
measured transfer time to normal data, as for normal distributed data more analysis  
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Fig. 9. Interaction plot of influencing factors 
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Fig. 10. Main-Effects plot and Multi-Vari-chart for analyzing the DoE 

tools are available. But as the transformation via Box-Cox and Johnson transforma-
tion failed, this was a hint that we had in fact a multi-mode response behind, which 
got further analyzed by Multi-Vari-charts and Main-Effects-Plots.  

In figure 10 on the left, the impact of our configuration parameter was not as big as 
expected by the experts. But as the two other parameters were still the most influenc-
ing factors, we decided to group the measured values based on these. In the used 
Multi-Vari chart (fig. 10 on the right) now the significant impact on some test scenar-
ios got more clear, where the performance improvement was now up to factor 15,4.  

The verification in the CONTROL phase showed in average an improvement of 
factor 15. The achieved goals were close to the target from define phase and the for-
merly worst performance inside our product portfolio turned into the best one. To 
sustain the achieved performance over the next software releases, regression tests 
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from the System test team have been extended to include the knowledge gained from 
this project. 

As mentioned above, this Six Sigma project was time boxed and here we slowly 
ran out of time. But to give valuable advice for further improvement projects we used 
again Pareto charts to show, that 73% of the measured transfer time is caused by only 
3 process steps out of 43. 

In this project we spent most efforts in the definition and implementation of the 
measurement system (~30%) and the data collection itself (~30%). The reason is 
clearly not a presumable overhead through the Six Sigma approach itself, it rather 
shows how costly it is to produce good data – good enough to base decisions on it!  

4   Summary 

4.1   Benefits of Six Sigma Compared to Conventional Improvement 

Applying the Six Sigma methodology is a means to systematic problem solving in the 
field of software engineering and leads to very high quality results.  

Six Sigma enables decision-making based on facts instead of assumptions, and it 
gives strong confidence on the significance of conclusions. It forces to keep focus on 
the problem, it helps to identify the root causes, and to work out an effective solution. 
Six Sigma provides a powerful combination of both, qualitative and quantitative ap-
proaches, which complement each other.  

Six Sigma is strongly focusing on the bottom line and enables improvement of 
processes and products with proven benefits. 

4.2   Recommendations and Application Areas for Six Sigma 

The results of our evaluation projects demonstrate that the Six Sigma methodology is 
applicable also in the field of software engineering. Its application area is the optimi-
zation of products or processes or solving of non trivial specific problems. One should 
keep in mind that working out effective individual solutions takes more effort than 
simply implementing industrial best practices addressing common problems.  

We recommend to drive process improvements using the Six Sigma methodology 
if they are of high business impact or if no suitable best practices are available. 

The CMMI® Maturity Level is neither restricting nor requiring the application of 
Six Sigma. However, organizations below Maturity Level 3 typically address com-
mon problems for which proven industrial best practices exist. Following the roadmap 
laid down by CMMI® is then the most efficient way of improving processes. While 
organizations on or above CMMI® Maturity Level 3 typically address specific prob-
lems without precedence, which then is the home ground of Six Sigma.  
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Abstract. Software project managers’ decisions on reviews and tests
are difficult. This paper describes a cost-benefit model for specific de-
cisions on quality assurance. The quantitative model is based on single
relationships and is quantified with historical data. Its results are shown
and are compared with cost estimations. The model is able to reflect re-
ported results of process improvement. Data collected in student projects
is used to evaluate the model. Project averages and single projects are
considered. Furthermore, results of a cross-validation are shown.

1 Introduction and Approach

Project managers have to decide on reviews and tests while planning and running
a software project. But they do not have the necessary information. In particular,
quality-related information is hard to get. Therefore, we developed a cost-benefit
model which represents the decisions on quality assurance a project manager has
to take. Costs and benefits are calculated for effort, time, and staff of individual
activities. Long-term effects of quality affect corrective maintenance efforts and
customer failure costs. For the purpose of comparing, the model results are
summed up on a single scale in terms of money. The model reflects one project
and its product and fits to a phase-based process with specification, design, and
code. It is built on relationships [7, 12] and uses easily collectable metrics, in
particular detected and corrected defects. The model enables one to run what-if
analyses by varying quality assurance inputs. It complements cost estimations
while planning and allows to analyse quality assurance afterwards.

This paper is structured as follows: Section 2 discusses related work. In Section
3, the model is described. Section 4 contains the model evaluation by data from
student projects. Section 5 summarizes our conclusions and provides an outlook.

2 Related Work

Cost-benefit models for reviews consider saved effort for correcting defects [18,
28, 35]. Test models [8, 22, 32, 34] express benefit in terms of defects or relia-
bility. The complete life cycle is considered in [37] based on the V-Modell XT.
A generic simulation approach is used for modeling the IEEE-Standard12207
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in [31]. Similarly, in [33], product-line development is simulated. In [13], costs
and benefits of specific improvements in specific projects are assessed by a model.
Our approach differs from these models regarding the considered benefit, and,
in particular, the precise and detailed decisions on quality assurance. iDave [6]
is built on COQUALMO and COCOMO II [5]. In order to calculate costs and
benefits of quality assurance, the project’s level of peer reviews, execution testing
and tools, and automated analysis tools is rated. Our model uses COCOMO II
to describe project and process attributes and uses the same relationships as
COQUALMO. We focus on specific and detailed decisions and compute results
bottom-up for single activities.

3 Model Description

The model computes costs and benefits of the specification review, the design
review, the code review, and the system test. Figure 1 illustrates the model.

Each review and the system test are described by detailed inputs (Table 1).
Inputs for overall quality assurance describe the combination of reviews, module
test, integration test, system test, and field test, and whether they cover reused
software. Tests during development and in maintenance can be repeated either
not-at-all, or selectively, or completely. Additionally, process and product at-
tributes are used, in particular the size of added, changed and reused software,
as well as COCOMO II parameters.

The model considers costs for organising, preparing and executing reviews and
the system test, as well as for rework and retest of detected defects. Defect de-
tection is described by defect detection effectiveness (DDE) [26], distinguished

Fig. 1. Model overview and structure

Table 1. Detailed inputs for specification review and for system testing

Review System test

Number of reviewers Black-box test criteria: Coverage of functions,
equivalence partitions, exceptional cases

Preparation rate Glass-box test criteria: Coverage of statements,
branches, conditions, loops

Reviewers’ competence Testers’ competence
Document coverage Retest strategy: not-at-all, selective, complete

Preparation strategy: early stage, test phase
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Fig. 2. Defect detection and saved defects for a design review

Fig. 3. Defect detection in system testing

by defect type (specification, design, code) and severity (minor, major, critical).
Benefits are calculated as costs saved later on, i.e. in subsequent reviews, tests,
and in maintenance, including customer failure cost. Figure 2 illustrates this
for design reviews. Schedule and personnel are calculated from effort with CO-
COMO II. For comparing, effort, time and staff are weighted in monetary terms.

3.1 Model Details

Reviews. The inputs in Table 1 determine the model results: Defects can only
be found in the covered part of a document. Each reviewer detects a fraction
of the undetected defects. Defects are collected in a meeting, and duplicates are
discarded [15, 17]. The preparation rate is used to describe that an intensive
preparation is necessary [1,17] but excess preparation will not reveal additional
defects [1]. Additionally, defect detection is affected by reviewers’ competence:
A lack of knowledge leads to low defect detection [2]. Effort is calculated by the
size of the covered document, preparation rate, and meeting rate, and is affected
by low reviewers’ competence. In addition to the reviewers, a moderator, the
author and a recorder participate. Since large documents must be split [17], a
gross period is calculated with three days between meetings.

System Testing. The number of test cases is essential for the model (Figure 3):
Each test case detects an undetected defect with a certain probability [10, 14].
Each of the black-box criteria lead to a certain amount of test cases, and, after
executing them, to covered code (Figure 3). To satisfy the glass-box test crite-
ria, additional test cases are needed. Testers’ competence is important because
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defining test cases is creative work [29]. For each test case, effort is needed de-
pending on the testers’ competence. In black-box testing, effort for preparation,
test harness construction and test case execution is distinguished because the
test cases and the test harness can be prepared at an early stage [23]. Effort
for preparing and executing a glass-box test can not be split up. But additional
effort is needed for harness construction, in particular for instrumenting.

Costs and Benefits. Rework effort for a single defect depends on its severity
[26], defect type and the defect’s detection activity [4]. If the model input for
retesting is set to “selective”, a fraction of the test has to be repeated for every
defect. Repeating a test requires a fraction of the effort for test execution [36].
Blocking defects are expensive [26] because they require retesting in any case.

Customer failure costs are calculated depending on the damage caused by
one defect, its probability to cause this damage, and the usage frequency. These
inputs are described by classifications. All defects are divided into these classes.

Organising efforts are considered by additional fractions. All efforts are af-
fected by COCOMO II effort multipliers. Product size affects all efforts similarly
to total project effort. COCOMO II is used to determine staff for each activity.

3.2 Realization and Quantification

Equations describe the model. E.g., with a given preparation rate rp, the com-
petence multiplier mr and the number of reviewers nr, a review’s detection ef-
fectiveness is calculated with the parameters ar and qr by

DDEreview = f(rp) · mr · (1 − ar(1 − qr)nr) . (1)

Similarly, the system test’s effectiveness is calculated for a given competence
multiplier mt and the number of test cases nt by

DDEtest = mt · (1 − at(1 − qt)nt) . (2)

The achieved coverage c for different criteria is calculated for nt test cases by
c = x · (nt/nn)y . The nominal number of test cases nn standardises the test
case number and is calculated from product size.

The model is quantified according to [5,24,25]. In particular, injected defects
and their types are quantified as indicated by [24] for outsource projects. The
equations above are quantified by in-depth studies for various defect types, tests
and reviews (Table 2). The model is implemented as a spreadsheet.

3.3 Model Results

Comparing with COCOMOII. We compared the model results calculated
bottom-up with results from COCOMO II. Model inputs were set for a nom-
inal approach, including specification and design reviews with three reviewers
each, module test, integration test and a typical black-box system test, covering
functions and equivalence partitions.
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Table 2. Parameter quantification for defect detection effectiveness

Parameter Quantification

ar, qr [1, 24] e.g. 4 reviewers achieve a DDE of 55 % in specification review.
f(rp) Preparing intensively increases DDE up to 118 % [3].
mr Low-competence reviewers decrease DDE to 62% [2].
nt 0.6 test cases per function point are usual for black-box testing [25].
x, y Black-box testing covers 50 % up to 60 % statements [19,34].
at, qt DDE varies from 35% to 76% depending on coverage [24,34,19].
mt DDE varies from 76% up to 132 % [5].

Table 3. Comparing with COCOMO II results

COCOMO II effort Model costs Model benefit
(person-months) (incl. correction) in project after delivery

Plans & requ. 2.6 Spec. review 1.1 1.0 11.8
Product design 6.6 Design review 1.7 1.4 14.8
Programming 24.3
Integration & test 8.6 System test 4.4 0.0 11.0

Table 4. Reported benefit by process improvement

Reported benefit Model results (person-months)
Total Benefit Remaining Percentage

Rework dropped in integration to 20 % [20] 1.5 1.0 40 %
Retesting decreased to 40% [20] 3.0 1.9 37 %
Rework decreased from 23 % to 14 % [11] 12.0 6.6 28 % to 15 %

The results for a small, 200-function-point project in Table 3 fit well. Effort for
specification reviews seemed to be overrated by the model. Reviews nearly pay
off during the project, but the main benefit is achieved after delivery. Schedule
results are reasonable as well: Resulting in about 1 month for system testing
and correcting, the model is in line with COCOMO II (3.1 months integration
and test). Without reviewing the specification and the design, system testing
stretches out to 1.5 months.

For comparing customer failure costs with review costs, we use a maximum
damage per failure of 1000 e, e.g. one wasted working day. We assume that a
defect causes a failure up to 10 times. A person-hour is rated with 100 e. The
specification review costs roughly 16.000 e, but saves 76.000 e for the customer.

Comparing with Industry Experience. Haley et al. [20] report improve-
ments due to CMM. In particular, reviewing design and code proved beneficial.
We use the same model as above and consider design and code reviews. The ben-
efit in integration testing is calculated too low (Table 4). Benefits in retesting
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are calculated for the system test and fit well. Decreasing overall rework due to
reviews [11] is estimated slightly too high by the model when all documents and
code are reviewed. Since CMM contains other improvements and as model in-
puts are exemplary, we conclude that the results are reasonable. They are useful
to demonstrate benefits.

4 Model Evaluation

We used data from student projects because we wanted to verify the model, e.g.
identify missing relationships or unsound quantifications. We wanted to gain
experience in calibrating and validating the model before using industry data.
We aimed at assessing the model accuracy for describing actual data afterwards
and for predicting data beforehand. A three-step approach is used:

1. Average values are used to verify the model.
2. Each project is compared with its individual model results.
3. Each project is compared with model results in a cross validation.

4.1 Student Projects

Second-year students majoring in computer science with a special focus on soft-
ware engineering have to carry out projects in the Software-Praktikum [30]. In
2007, it went on from February to August. It was organised by tutors. One of
them served as the project customer. He required a tool to define, document
and manage test cases. 23 teams of 3 students each analysed these same re-
quirements. Each team developed independently, following given milestones for
specification, design, code, and associated quality assurance. The students had
to review each others’ specification and design. The teams had to do a module
test and a system test. Each document was checked by the tutors. Finally, an
acceptance test had to be passed.

Data Collection. First, required metrics were defined. Subjective ratings were
subjected to counting rules. We collected the following metrics:

– Specification size and design size were measured in pages.
– Code size was measured in statements using CodeCount1.
– COCOMO II cost drivers were subjectively rated for the projects altogether.
– The number and preparation effort of specification reviewers were docu-

mented by the review moderator.
– The number of test cases, the testing effort and the line coverage were doc-

umented in the system test protocol. Line coverage was measured using
EMMA2. Black-box coverage for functions, equivalence partitions and ex-
ceptional cases were rated subjectively.

1 http://sunset.usc.edu/research/CODECOUNT/
2 http://emma.sourceforge.net/. We assume that line coverage approximates state-

ment coverage.
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– Effort for correcting defects, the detection activity, severity, and type (speci-
fication, design, code) of defects had to be documented by the students [21].

– Customer failure costs were rated subjectively by frequency, probability and
cost per single defect.

Internal and External Validity. The lack of total-effort data and total-defect
data is a threat to internal validity. Furthermore, the motivation and experience
of the teams vary widely. We are not sure whether all defects were documented.
Classifying defects is not always easy, although we prepared counting rules. These
threats could lead to large errors and high dispersion. The same process with the
same reviews and tests was required for all projects. Thus, model inputs for the
projects differ only within a small range. This could make it difficult to validate
the model’s relationships because their effect could be hidden by uncontrolled
variables.

External validity is threatened by the detailed and stable requirements, spec-
ification reviewers who analysed the same requirements, and students as partici-
pants, supported by tutors. Compared to industry projects, the product is small
and simple. This could lead to systematic errors.

4.2 Model Results for Project Averages

The model parameters are set to the median code size (7104 statements), CO-
COMO II cost drivers and customer failure costs. Additionally, quality assurance
inputs are set in accordance to the Software-Praktikum:

– The number of reviewers for the specification review and the design review
is set to four. The preparation rate is set to 10 pages per hour.

– The module test is set to be carried out.
– The integration test is set to be carried out because the teams continuously

integrate and test their code.
– System testing is set to complete functions and equivalence partitions. State-

ment coverage is set to 86%.
– Reviewers’ and testers’ competence is set to nominal.
– The field test is set to be carried out, replacing the acceptance test.

First Results. Total effort, time and personnel are overestimated by CO-
COMO II (Table 5). The same goes for total defects. The distribution on defect
types differ. But the test case number is reasonable. Further analysis showed
that the model underrates defect detection in specification and design reviews.
Results for design defects in testing were slightly too low. For all defect types,
the detection in the acceptance test was overrated. The rate for correcting de-
fects late did not rise by 10 : 1 but by 4 : 1 [21]. Specifications and designs were
relatively small. The model’s preparation rate for specification reviews is slower
than the students’ average rate (17.9 pages per hour).
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Table 5. Project totals and uncalibrated model results

Metric Model results Actual average values

Total effort (person-hours) 2639 720
Total time (working days) 227 105
Total staff (persons) 1.9 3.0
Total defects 270 74 (median: 51)
Type distribution (spec./design/code) 26%/28 %/45 % 51%/19 %/30 %
System test cases 80 91 (median: 68)

Model Changes and Results. We aimed at restricting necessary changes to
empirically confirmed experiences. But for calibrating such a model, experience is
lacking. Therefore, we hypothesise that calibrating effort, schedule, defect count
and defect distribution is necessary. A productivity factor is common [5, 27]
and was added to adjust effort for single activities and total effort. Similarly, a
schedule factor was added. We assume that the low defect level is due to product
simplicity and size. Because adjustments could not be traced back to experience,
factors for total defects and for defect type distribution were added and adjusted.
The same was done for specification and design size.

An assumed cause for the high defect detection in specification reviews is
that teams review each other. Because all reviewers analysed and specified the
same requirements, they have become experts. The model did not include a
positive effect of reviewers’ competence. Hence, the calibration was reworked.
Some reviewers are more capable than others [2], affecting their productivity and
defect detection. This difference is used to readjust the model, and reviewers’
competence is set to ”very high”. Alternatively, this input could be split up [9].
We stick to a single parameter since not enough data could be found.

Regarding the design defects, our experience is that designing is a hard, defect-
prone task for the teams. We assume that during coding and continuous integra-
tion, many design defects were detected, but not documented. Nevertheless, the
model was not changed. Regarding the defect detection, the formal integration
test of the model seems to be in line with a continous integration. The acceptance

Table 6. Detected defects per type after model calibration

Defects Model results Actual values
Spec. Design Code Spec. Design Code

Specification review 34.6 34.8
Design review 1.8 9.5 0.1 11.6
Module test 0.0 0.4 6.0 0.0 0.3 7.6
Integration test 1.1 1.2 7.2 - - -
System test 1.2 1.3 7.2 0.7 0.2 9.2
Acceptance test 1.6 1.0 2.2 0.0 0.0 0.4
Others - - - 1.9 1.9 4.8
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Table 7. Effort for correcting defects after reviews and tests

Correction effort
(person-hours)

Model
results

Actual
median

Actual
average

after specification review 7.5 6.9 9.6
after design review 3.4 2.5 4.5
after module test 2.0 1.6 4.9
after system test 11.9 9.9 9.2

test of the Software-Praktikum is not comparable to the field test in the model.
In hindsight, one would exclude the field test, achieving better results.

In small projects, effort rises less heavily for correcting defects late [4]. A
straight proportional function was added to the model, using an increase of 4 : 1
for projects with 100 function points and 10 : 1 with 10,000 function points.

Relationships for the system test remained unchanged as well as the basic
relationships for defect detection, reviews, costs and benefits. The changes are
leading to reasonable results (Tables 6 and 7).

4.3 Model Results for Single Projects

To explore the model accuracy, we concentrate on rework effort and defects,
setting the following inputs for each project:

– the code size and factors for specification size and design size,
– the productivity factor and the schedule factor,
– the defect type distribution,
– the number of specification reviewers and the preparation rate,
– black-box system testing criteria and statement coverage.

We assess model accuracy by the relative error MRE =
∣∣actual−estimated

actual

∣∣
and its average MRE [16,27]. An acceptable level is 25%, but this error margin
is achieved even with COCOMO II in at most 80% of the estimations [5]. In
addition, the Pearson correlation r is used.

Results. Table 8 shows a fair model accuracy. Whereas defect results differ
from actuals by roughly 70%, error for effort exceeds 100%. The error is largest
for correction effort in system testing, illustrated in Fig. 4. Results for test cases
are better (MRE = 0.45, r = 0.6).

We assessed the benefit using the specification review intensity. The 7 teams
with the highest preparation effort per page form one group. The second group
contains the 7 teams with the lowest effort for preparing. We expected that in-
tensive specification reviews detects more defects, leading to fewer defects and
decreasing effort for correcting in system test. We only use projects for which
both actual values and model results are available. Hence, effort for correcting
defects after system test is based on 3 superficially reviewed teams and 4 inten-
sively reviewed teams. Nevertheless, the results indicate a visible benefit in real
projects as well as in model results (Table 9).
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Table 8. Relative error and correlation for single project results

Spec.
defects

Design
defects

Code
defects

Total
defects

Correction
effort

Specification MRE 0.61 1.13
review r 0.47 0.30
Design review MRE 0.52 0.77 1.88

r 0.51 0.39 0.58
Module test MRE 0.74 0.83 1.27

r 0.69 0.74 0.47
System test MRE 0.54 0.69 2.10

r 0.69 0.67 0.46

Fig. 4. Actual values and model results for system test

Table 9. Correction cost and benefit with specification reviews

Spec. defects in Spec. defects in Correction effort
spec. review system testing after system testing

Averages for Actual Model Actual Model Actual Model

Intensive reviews 39.2 39.0 0.4 0.6 4.3 9.1
Superficial reviews 26.3 25.6 1.0 1.5 12.3 14.0

The model calculates that an intensive specification review leads to a benefit
of 9.4 person-hours. Reviewing superficially, the benefit is 4.3 person-hours, re-
sulting in 5.1 person-hours difference. Compared to the model’s difference (4.9
person-hours) and the actual difference (8 person-hours) for correcting all types
of defects, the results are reasonable.

4.4 Cross-Validation Results

We could not predict real projects beforehand. Instead, we use a cross-validation.
All projects were split up in 10 groups. Results for each project were computed
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Table 10. Relative error and correlation for cross-validation results

Spec.
defects

Design
defects

Code
defects

Total
defects

Correction
effort

Specification MRE 0.60 1.39
review r 0.34 0.09
Design review MRE 0.76 1.01 2.98

r 0.07 0.03 -0.05
Module test MRE 1.12 1.22 2.16

r 0.54 0.58 0.71
System test MRE 0.65 0.79 3.05

r 0.37 0.46 0.22

Fig. 5. Actual values and model results for system test

Table 11. Correction cost and benefit with specification reviews

Defects in Spec. defects in Correction effort
spec. review system testing after system testing

Averages for Actual Model Actual Model Actual Model

Intensive reviews 39.2 34.7 0.4 0.6 4.3 10.5
Superficial reviews 26.3 27.3 1.0 1.9 12.3 12.0

using the other groups’ average values for the productivity factor, the schedule
factor, and the defect type distribution. Inputs for reviews and tests were set in
accordance to project actuals. The results (Table 10, Fig. 5 for system testing)
show increasing relative errors. The correlation is getting weaker. E.g., the av-
erage error for correcting after specification reviews is growing from 1.13 (Table
8) to 1.39 (Table 10), whereas the correlation is dwindling away (0.30 to 0.09).

In line with results for single projects, relative errors for effort are higher than
those for defects. The relative error is largest for correction effort after system
testing. However, the results for benefits of intensive reviews are roughly as
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accurate as before (Table 11). On average, the model calculates a benefit of 8.9
person-hours for intensive reviews and 5.4 person-hours for superficial reviews,
similar to the differences in correcting after system test.

5 Conclusions and Outlook

We conclude that the model reflects real projects in a qualitative, and, after
calibrating, even in a quantitative way. Model flaws became apparent that led
to model enhancements. We could hypothesise calibration parameters. We have
calibrated and validated the model. Strictly speaking, validating the changed
model using the same data is not possible. But one could argue that changes
were restricted to independent, empirical experience.

The calibrated model accurately reflects average values. Model results for
benefit reflect measured data. Results for single projects scatter widely, leading
to a considerable relative error margin, but still reasonable results. Regarding
the results of the cross-validation, we conclude that the more parameters are
unknown, the less accurate the results become.

For us, this shows that projects are complex and affected by unknown vari-
ables. Hence, we have to expect an error margin on this fine-grained level of up
to 100% or even more. In light of this wide range, and as we are aware that com-
plete data is seldom available, we address this uncertainty by varying parameter
values. Then, the model is calculating result ranges.

The results indicate that the model is capable of demonstrating costs and
benefits. It can be used to prove them afterwards. In project planning, the results
should be complemented by other estimations, and we would suggest calibrating
with historical data.

We are validating the model in two industrial settings. Additional tests are
being incorporated in the model in more detail. We are going to complement the
validation with a sensitivity analysis.

Acknowledgements. We would like to thank the participants of the Software-
Praktikum and Sebastian Schumm for collecting the data.
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Abstract. The Use Case Point method (UCP method) allows early, easy 
estimation of the anticipated effort during a software development project. The 
basis for such estimation in real industrial projects is commonly a number of 
rough specifications in different formats and of differing granularity. The 
success of the UCP method and comparability of the results depend above all 
on whether and how good use cases can be identified and weighted from the 
specifications. Within a field study, a total number of more than 200 UCP 
estimations based on eight different specification formats have been performed. 
The estimations have been compared quantitatively and qualitatively with 
regard to the reproducibility of effort estimation and with regard to expert 
valuations. With the help of statistical methods a mean variance (variation 
coefficient) between 13 % and 48 % was found depending on the specification 
format. Thus, a valuation of specification formats for improving estimation 
accuracy could be derived with the help of variance analysis. 

Keywords: project effort estimation, top-down estimation, use case points, 
UCP, specification, estimation reproducibility, field study. 

1   Introduction 

The Use Case Point method (UCP method) has already been described in detail in [1]. 
It is a top-down estimation method that classifies the functional requirements of the 
specification into countable units (use cases), to which points are assigned (use case 
points) according to their estimated complexity. The estimated project effort is then 
proportional to these use case points.  

An important point of criticism about this method is that use cases can be described 
in different granularity, which could directly influence the UCP estimation result  
[2, 3, 4]. To reduce the influence of different formats a user guide to handle the 
different formats has been developed in the past [5]. 

To obtain an empirical evaluation of the reproducibility using the UCP method, a 
field study has been set up and executed [6]. The goal was to find out how big the 
intrinsic error of the UCP method is and how much the UCP method depends on the 
format of the specification the estimation is based on. Students at eight universities in 
Germany applied the UCP method on specifications provided in different formats. 
Thus, it was possible to analyze more than 200 UCP estimations with statistical 
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methods. In addition, the results have been compared with estimations performed by 
experienced software engineers. 

The context for this article and the field study are software development projects 
for business information systems delivered by the software house Capgemini sd&m as 
service provider for clients from different industries. The effort estimations are based 
on different rough specifications provided by clients or developed with clients and 
they follow no uniform format. The formats of the specifications vary from UML-like 
descriptions to purely text specifications. 

2   Use Case Point Method 

The UCP method has been described in detail in [1]. The original UCP method [7] 
reveals an insufficient standard deviation for industrial usage and an enhanced version 
has been developed [8]. The following analysis is based on this enhanced version 
called UCP 2.0 [6] which is described in the following. Figure 1 provides a schematic 
summary. The total effort of a software development project is defined by the effort 
caused by the functional requirements (A-Factor) times the technological factor 
(T-Factor), the management factor (M-Factor) and the productivity factor (PF). 

total effort :=

system requirements

A-FactorA-Factor

project influence

x

non functional 
requirements

T-Factor

functional 
requirements

M-Factor x PFx

buyer supplier  

Fig. 1. Project effort estimation in the enhanced UCP method 

Furthermore, figure 1 visualizes the separation of functional requirements, non 
functional requirements and project influence. As a consequence, this helps to 
distinguish between influences on project effort caused by the requirements definition 
and those caused by the way of project delivery. The interpretation of the UCP terms 
characterizing the different types of efforts is defined as follows. 

2.1   A-Factor 

Use cases define the functional requirements related to the scope of the project. In 
business information systems these requirements are implemented in form of 
application software (A-Software) [9]. The effort for implementation is proportional 
to the use case points; it is called A-Factor. To ensure standardized levels of 
complexity, each use case is rated by the number of its main scenarios, steps and 
dialogs within the course of a use case. 

A scenario is defined by its faultless courses achieving the main business goal or 
alternative goals of the use case. Fault scenarios are only counted if they contain 
business logic. 
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A step is defined by a self-contained business part of the use case being clearly 
separated by the adjacent steps, e.g. by change of the actor, by intermediate results or 
by splitting into scenarios.  

A dialog is understood as any kind of interface of human interaction and includes 
e.g. print output. In addition, we also count the usage of interfaces to external systems 
as dialogs. 

A detailed description is provided in the extensive and detailed user guide [5]. We 
define the following levels of complexity: 

• Simple:  at most 3 main scenarios, steps and dialogs => 5 points 
• Medium:  at most 7 main scenarios, steps and dialogs => 10 points 
• Complex:  8 or more main scenarios, steps and dialogs => 15 points 

The point values {5, 10, 15} are chosen according to the original UCP method [7]. 
The metric for steps and dialogs is based on large (unpublished) statistical data of the 
Capgemini group in the field of use cases. We count actors with an increased weight 
Aj = {5, 10, 15} in analogy to the use cases and in contrast to the original UCP 
method. If n is the number of use cases, m the number of actors and Ui the point 
values of the use cases, we define the A-Factor in the following way:  
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2.2   T-Factor 

It corresponds to the Technical Complexity Factor (TCF) in the original UCP method 
and covers the non-functional requirements which have influence on effort. In UCP 2.0 
 

Table 1. T-Factor of UCP 2.0 

T-Factor ("Technical Factor")   
Ti influencing factor weight gi 
T1 Distributed System      2.0    

T2 Performance and load requirements      1.0    

T3 Efficiency of the user interface      1.0    

T4 Complexity of business rules and calculations      1.0    

T5 Reusability      1.0    

T6 Easy to install      0.5    

T7 Easy to use      0.5    

T8 Portability      2.0    

T9 Easy to change      1.0    

T10 System availability      1.0    

T11 Special security features      1.0    

T12 Direct access for third parties      1.0    

T13 Special user training facilities      1.0    
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the influencing variables of the T-Factor from the original UCP method are still used 
but the values of complexity of these variables (0 to 5 points) have been standardized 
by the definition of examples and analogies. The influencing variables of the T-Factor 
are presented in table 1. 

The standardized descriptions of the T-Factors are not presented in this paper (cf. 
[6, 8]). Column 3 defines the corresponding weights gi according to the original 
method [7]. The T-Factor ranges from 0.58 to 1.28 and is calculated by multiplying 
the influencing variables Ti with the weights gi and by summarizing all weighted 
values:  
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2.3   M-Factor 

The management (M-) factor defines the complexity caused by project organization 
and has been derived from the „Environmental Factor“ (EF) of the original UCP 
method. The EF has been enhanced to a new advanced M-Factor.  

In analogy to the T-Factor, each influencing variable of the M-Factor has been 
standardized with regard to the level of complexity by definition of examples and 
analogies. The values again range from 0 to 5 points and the standardizing examples 
and analogies are not presented in this paper (cf. [6, 8]). Table 2 shows the 
influencing variables Mi of the M-Factor and their corresponding weights gi. 

Table 2. M-Factor of UCP 2.0 

M-Factor ("Environmental Factor")   

Mi influencing factor weight gi 

M1 lead analyst capability 1.4  

M2 collaboration (team player) 0.0  
M3 personal continuity 0.3  

M4 
quality of rough specification and 
T-architecture (architecture/risk resolution)

0.5  

M5 process model (process maturity) 1.5  

M6 required development schedule 0.0  

M7 stable requirements 1.8  

M8 number of decision makers 0.0  

M9 integration dependency 0.7  

The M-Factor ranges from 0.23 to 4.81 and has been standardized to 1.0 (i.e. all 
factors rated with 3 points). The following formula is used to calculate the M-Factor: 
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2.4   Productivity Factor (PF) 

The productivity factor (PF) is constant and provides the delivery efficiency rate of 
the software house. In literature values between 20 and 40 are stated. Due to the 
higher actor weights, we computed a slightly lower PF of 17.3 h/UCP for our 
company by calibration with the help of an estimation database containing completed 
projects.  

Both, the M-Factor and the PF are mainly determined by the supplier. The product 
of all these terms gives the total project effort.  

3   Field Study 

As described in the introduction the goal of the case study was to find out how big the 
intrinsic error of the UCP method is and how much the UCP method depends on the 
format of the specification the estimation is based on. In the following a brief 
introduction to experiments in the area of software engineering is given followed by 
the description of the setup of the field study. 

3.1   Experimental Setup 

The experimental setup in general has to ensure that in a given situation the change X 
to variable x results in a change Y to variable y [10]. This requires that a change Y 
being observed is causal determined by X which is the case, if during the experimental 
setup only X changes.  

In the case of effort estimation on different specification formats, it is difficult to 
ensure that only the specification format changes without changes in the estimation 
process since the estimator is a human being with learning curves and other 
influencing factors. This has to be minimized with the means of a controlled 
experiment setup. 

Field study versus laboratory study: In a laboratory study each of the n examined 
specification formats has to address the same business requirements. In estimation 
praxis, this is unavailable. Therefore, we focus on a field study with a different project 
context for each specification format. The most important variables to control for this 
experiment are: 

1. Instrumentation: Repetition of effort estimations by the same estimator may result 
in learning curves and therefore interference of the experiment. Therefore, each 
person creates estimations for (only) two different projects. Furthermore, the same 
detailed slides and handouts are used for the lectures and exercises at each 
university. 

2. Individual differences of estimators have been managed by a large scale of 
estimators and carefully analysis of the experience and the background of these. 
Each participant (student) attends to a lecture about effort estimation in general and 
UCP to prepare the exercise (UCP-estimation); mainly information technology 
students of different universities participated who have the necessary background 
knowledge on specification of use cases. 
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3. Maturation: Effects caused by learning effects during the exercise of this 
experiment have little to no influence on the results because the participants can 
easily adjust their results. 

4. Mortality: This means that participants cancel their participation during the field 
study. For this field study no significant mortality occurred since the estimation 
was performed in a short period of time (less than 60 minutes) and the participants 
were highly motivated because of being eager to learn. 

5. Expectancy and Requirements characteristics: Different motivation or attitude to 
work of the estimators may interfere the field study. To ensure equal task settings 
for the estimators all instructions were provided literally in the same way. 

6. Sequence effects were controlled by changing the estimation order randomly. 
7. Sophistication: The estimator (reagent) might be influenced by getting a notion of 

what results are expected by the field study. Therefore, intermediate results have 
been kept secret during the field study. Further information can be found in [6].  

The first step to set up the field study was to find out which types/formats of specifi-
cations are used in real industrial projects. Several projects delivered by Capgemini 
sd&m have been analyzed. Eight formats have been identified (cf. table 3) to be the 
most common and therefore the most important ones: three of them consist of UML 
diagrams, four represent textual formats and one uses dialogs/screenshots to describe 
the functional requirements of the specified system. 

Table 3. Identified specification formats (most common for Capgemini sd&m projects) 

no. specification formats description of format 
1 activity diagrams Unified Modeling Language (UML) 

2 sequence diagram Unified Modeling Language (UML) 

3 state charts Unified Modeling Language (UML) 

4 rough textual description textual description 

5 tabular description textual description 

6 functional description textual description 

7 business process description textual description 

8 dialog description 
uses dialogs/screenshots comple-
mented with textual description 

The specifications used in the field study were taken from these real projects and 
have only been shortened to fit into students exercises time slots and anonymised to 
satisfy nondisclosure agreements. It was attempted to use each specification format 
isolated in exactly one specification. In real projects different specification formats 
are usually mixed up to specify the system functionality. This had to be avoided for 
the field study to be able to compare the influence of the different formats. 

The next step was planning and organizing the field study which was executed as a 
semi controlled experiment. An experiment design was developed: eight specification 
formats were chosen (cf. table 3); greater 20 results per format have to be gathered; 
students from eight universities in Germany participated. In [6] it is shown that a 
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minimum of 20 results per format is a valid and practical sample size to be able to 
perform a variance analysis using the statistical methods described in chapter 4.1. 

3.2   Raw Results of the Field Study Conducted 

The following table 4 provides raw results of the field study performed with 
additional values for mean, median, standard deviation and coefficient of variation for 
each format. 

Table 4. Characteristics of the UCP-distributions, sorted by increasing coefficient of variation 
(3. column: „N“ = sample size without outliners; 4. column: #UC = number of Use Cases) 

 
no. 

specification 
format N mean 

#UC 
mean 
[UCP] 

median 
[UCP] 

standard-
deviation 

[UCP] 

coefficient 
of variation 

4 
rough textual 
description 

21 12,9 108,4 106,5 14,9 0,14 

3 state charts 24 5,3 42,6 43,0 9,4 0,22 

7 
business 
process 
description 

23 11,5 47,1 45,0 11,3 0,24 

2 
sequence 
diagram 

21 5,3 51,7 50,0 13,2 0,25 

5 
tabular 
description 

29 6,5 70,1 65,0 18,8 0,27 

8 
dialog 
description 

25 8,7 45,7 45,0 12,9 0,28 

1 
activity 
diagrams 

29 13,0 54,7 50,0 15,9 0,29 

6 
functional 
description 

10 6,7 74,6 75,3 23,8 0,32 

Due to the different mean UCP values the standard deviation cannot be used to 
compare the different samples (cf. chapter 4.1). Therefore, the coefficient of variation 
is provided and will later be used to compare these formats. The average dispersion of 
the UCP values for the different formats (samples) is between 14 % and 32 %. The 
distributions of the samples and their corresponding formats are visualized using box 
plots in the following figure 2. 

As an additional characteristic to analyze how much the UCP method depends on 
the format of the specification the number of use cases identified could be used. 
During the analysis of this field study it was decided that the validity of this 
characteristic is weak because the variability of the number of use cases is even much 
higher for most formats than the variability of the UCP results. This is due to the fact 
that the estimator can e.g. split a medium sized use case in two simple uses cases 
which does not make a difference for the UCP result but for the number of use cases. 
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Fig. 2. UCP results visualized using box plots (results by students, without outliners) 

4   Evaluation of the Field Study 

In a next step the statistical evaluation of the experiment outcome has been prepared. 
We performed a variance analysis to compare the variances of the estimation results 
corresponding to the different specification formats. Levene´s Test (cf. chapter 4.1.2) 
was chosen to compare these variances and to cluster formats with similar variance. 
In the following subchapters the statistical evaluation of the field study is described 
followed by a comparison of these student results with additionally collected expert 
results for the same specifications. 

4.1   Statistical Methods Used 

In the following short paragraphs the statistical methods used to analyse and interpret 
the data of the field study are described briefly. This should give the reader, who is 
not familiar with statistics, the required statistical background. Subsequently the 
transformation of the UCP values and the variance analysis performed are explained. 

4.1.1   Coefficient of Variation 
Pearson introduced the coefficient of variation V which is a normalized measure of 
dispersion of a probability distribution [11]. It is defined as the ratio of the standard 
deviation σ to the mean µ: 

µ
σ=V  (4) 

The coefficient of variation can therefore be used to compare the variability of 
samples with different mean values. V is a relative, dimensionless measure of 
dispersion with the mean of the corresponding sample as its unit. To simplify 
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interpretation of V conversion to a percent-value (multiply by 100) is often used. This 
describes the variation from the mean value in percent.  

4.1.2   Levene´s Test 
In statistics, Levene´s test [11] is an inferential statistic used to assess the equality of 
variance in different samples. It can be used to compare two or more samples at once and 
is more robust against deviation from normal distribution then the widespread F-Test [11]. 

Graphically homogeneity of variance can be deduced from the box plots. The 
boxes and whisker of the samples need to have the same length. Levene´s test is 
therefore an additional tool to analyze and confirm homogeneity of variances. For two 
sided problems the pair of hypotheses is as follows: 

nH σσσ ==== ...210  

jiH σσ ≠=1   for at least one i, j with i ≠ j 
(5) 

Assuming the 5% level of significance the null hypotheses can be rejected for a p-
value < 0.05. In that case the alternative hypothesis, which means heterogeneity of 
variance, has to be accepted. The other way around this procedure cannot be applied 
because homogeneity of variance does not follow automatically if the p-value is 
greater than 0.05. For a p-value close to the value 1.0 together with the observation of 
the box plots homogeneity of variance can be deduced. 

4.1.3   Transformation of UCP Values in Relation to Number of Use Cases 
As explained above the coefficient of variation is used to compare the different 
samples due to the different mean values. Still there is another problem when trying to 
compare these coefficients of variation. For specifications containing only very few 
use cases (about less than six), a misjudgment of a single (or a few) use cases will 
already lead to a quite high deviation from its original total UCP value. From this it 
follows that the UCP values of the different specifications have to be transformed 
relative to their mean number of use cases. 

For this experiment this means that dispersions of specifications with very few use 
cases need to be compressed and dispersions of specifications with many use cases 
need to be stretched out according to the overall mean number of use cases. 

Transformation is done by multiplying the UCP value with a constant factor b for 
each sample. The transformation factor b is calculated to: 

nucCountMea

ucCount
b =  (6) 

where ucCount  is the mean number of use cases for a specific format and 

nucCountMea  is the overall mean number of use cases. The values of the 
transformation factor b for the samples of this experiment are in-between 0.6 (state 
diagram) and 1.5 (functional specification). These transformed UCP values [tUCP] 
allow the comparison of their coefficients of variation V and therefore allow 
comparing the variation of the UCP results for the different specification formats. 

Figure 3 shows the box plots of the tUCP values ordered by ascending coefficient 
of variation. 
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Fig. 3. Deviation from mean for tUCP values in percent (The explanation of the colors and the 
group names follows in chapter 4.1.4. The coefficient of variation value for each format is 
plotted in the middle of each box plot). 

The order of the coefficient of variance values [tUCP] and their corresponding 
formats do not match with the order of the coefficient of variation values [UCP] (cf. 
table 4). For example the rough textual description now is only the fourth best format, 
whereas before the transformation it was the best format. The average number of use 
cases for this specification is higher than that for most other specifications and therefore 
the transformation constant b is greater than 1. Through normalizing to a comparable 
number of use cases by the transformation described above the variance of this format 
was thereby increased. 

4.1.4   Variance Analysis Performed 
To derive a valuation of the specification formats based on its variability a variance 
analysis has been performed. For all tests performed the following assumptions are 
fulfilled: 

• Independence of cases - this is a requirement of the design 
• The distributions in each of the groups are roughly normally distributed 

As shown in table 5 Levene´s test has been applied to several groups of formats. The 
goal was to identify groups of formats which have approximately the same variability, 
if UCP estimations are performed by more than one estimator based on the same 
specification. 
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Table 5. Groups of specification formats by coefficient of variation (Groups have been 
gathered by variation coefficient and proven by Levene´s test: Within one group no variance 
homogeneity is given whereas between the groups variance homogeneity is given.) 

variability of 
estimation 

results 
specification format coefficient 

of variation 
Levene´s test

 (p-value) 

Levene´s 
test 

 (p-value) 

state charts 0,13 low 
(13 – 14 %) business process descript. 0,14 

0,5004 

sequence diagram 0,19 

rough textual description 0,20 
medium 

(19 – 22 %) 
dialog description 0,22 

0,6592 

activity diagrams 0,29 high 
(29 – 35 %) tabular description 0,35 

0,3628 

very high 
(48 %) 

functional description 0,48 

6.536e-06 

- 

The result of Levene´s test applied to all formats (p = 6.536e-06) is highly 
significant and proofs that variances cannot be equal. Additional intra- and inter-
group tests have been performed to find a grouping of the formats. The test results for 
the intra-group tests are not significant (p > 0.05) and therefore the assumption of 
homogeneity of variances cannot be rejected for the formats of these groups. 

The test results for the inter-group tests which are not shown in the table are all 
significant (p < 0.05). Therefore, the assumption of homogeneity of variances 
between these groups has to be rejected. The variances of these groups differ. 

4.2   Comparison with Expert Results 

In addition to the field study with students, four experts at Capgemini sd&m were 
instructed to perform UCP estimations for each specification format based on the 
same specifications used by the students. The reason was to compare these expert 
results with the student results of this field study. By this, a rating of the influence of 
experience could be derived. A comparison with efforts of real projects was not 
possible due to shortening of the specifications and because of additional project 
information was withheld. In figure 4 the box plots showing the deviation between 
expert and student results in percent are visualized. 

The formats are sorted by increasing mean deviation. To support the understanding 
of the diagram the box plot for the format dialog description is chosen to be 
explained: The box plot shows that 50% of the students achieved UCP results which 
differ from the experts´ mean UCP value only between -25% and +30%. The median 
of the students´ results is very close to the experts´ mean value. Therefore, the 
influence of experience is very low for this format. Even inexperienced estimators can 
achieve reliable UCP results if estimation is based on that format. 
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Fig. 4. Deviation of students´ and experts´ UCP results (mean values) in percent 

5   Conclusion and Outlook 

Within the field study at least 20 estimations by students per format were collected 
and therefore a valuable statistical evaluation was possible. The mean variance 
(variation coefficient) of the formats was between 13 and 48% which could be 
approximately approved by UCP estimations by experts mentioned above. 

This field study has proven that the estimation accuracy significantly depends on 
the underlying specification format. As result, we derived four clusters of the 
specification formats by variability of the estimation results and we derived a rating of 
the influence of experience (cf. table 6). A low variability indicates high 
reproducibility of the UCP estimates. For example, state charts and business process 
description are very well suited for the UCP method whereas activity diagrams and 
tabular description result in much less reproducibility. 

The clustering by variability of the estimation results was proved with help of 
Levene´s Test [11]. With the clustering, expert valuation as published in a previous 
study [5] could now be empirically evaluated and partly confirmed. The rating of the 
influence of experience was measured by comparing the average use case points from 
student with results of the four experts. The bigger the distance between average 
student and expert results, the more influence experience seems to have for the 
underlying format.  

For example, state charts, dialog and tabular descriptions require only low 
experience by the estimator. On the other hand, the specification with activity 
diagrams reached a high variability with medium influence of estimators´ experience. 
This does not correspond to the previous study [5] by experts, who intuitively rated 
the suitability of the activity diagrams for UCP very good. The reason for this is that 
steps to be counted for UCP can not always easily be mapped to activities in activity 
diagrams. 
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Table 6. Results of field study [6] compared to expert ratings of formats [5] 

  
expert rating on how good 

specification format is suitable 
for UCP-estimates 

result field study  
on suitability of format 

specification format expert 
rating 

explanatory note 
to expert rating 

variability of 
estimation results 

influence of 
experience 

state charts average - low 

business process 
description average 

depends on degree 
of detailing 

low 
(13 – 14 %) 

medium 

sequence diagram good 
if all use-cases are 

described 
high 

rough textual 
description good - medium 

dialog description good - 

medium 
(19 – 22 %) 

low 

activity diagrams very good - medium 

tabular description very good - 

high 
(29 – 35 %) low 

functional 
description good 

depends on 
comprehension 

very high 
(48 %) 

high 

Another finding is that the intrinsic error of the UCP method decreases with 
increasing number of use cases. The method should therefore not be used for small 
projects with less than 50 use cases. Moreover we found, that for some specification 
formats the UCP method is suited to be applied without extended knowledge. 
Furthermore, the execution time for performing the UCP estimate does not reveal an 
impact on the estimation results.  

For further investigations it would be necessary to compare the occurred project 
efforts with the UCP estimations by taking the different specification formats into 
account. The UCP database at Capgemini sd&m has been extended with the 
declaration of the specification format to provide more insights in future. 

Within this field study eight different projects, based on disparate types of 
specifications, have been estimated. Thus, only one specification document per 
specification format type has been analyzed. This might be the source of a 
systematical error even if much care has been spent on avoiding interfering 
experimental effects. In further investigations it might be worth while to have 
different specification formats for identical business requirements (i.e. laboratory 
study) to approve the presented results.  
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Abstract. The Siemens Measurement System for Software-based Systems 
(SMS) was set up in 2004 (see Keynote of F. Paulisch at the Metrikon 2006) 
and until now information of more than 440 projects has been collected. The ac-
tive contribution of almost all software developing organizations within Sie-
mens to the company-wide Measurement System provides a good data base to 
compare and analyze performance data such as “Budget Deviation” and the 
various success-critical influencing factors such as review practices, “Team 
Size” or “Unplanned Team Changes” between various organizations. This way, 
areas of interest can be objectively identified, where organizations could benefit 
from Best Practice Sharing.  

Keywords: Measurement System, Benefits, Success Factors, Statistical Analy-
ses, Organization-wide Best Practice Sharing. 

1   Motivation 

Increasing the performance of software development projects is an area that is of great 
interest for organizations in the software business as well as the academia. In practice, 
information on this is drawn either from literature or from benchmarking with other 
organizations [1]. When comparing performance data such as “Budget Deviation” and 
“Schedule Deviation” which is set in relation to success-critical influencing factors 
like review practices, “Team Size” or “Unplanned Team Changes” across different 
organizations, the analyses often lack trustworthiness due to different underlying 
definitions. Another major challenge with benchmarking activities between compa-
nies is to create mutual trust and openness to share information honestly. Since this 
key prerequisite is not given in many cases, often the resulting problem is missing 
comparability of measurement definitions.  

Only very few organizations have the possibilities or the willingness to do analyses 
of their own project development data and draw conclusions about the actual impact 
of projects’ set-ups by internal benchmarking activities. 

However, this is beneficial due to various aspects: 

• Benchmarking of project performance 
• Identification of Best Practice Sharing partners 
• Analysis of influencing factors supporting Best Practice Sharing. 
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Experiences with the Siemens Measurement System show that the latter aspect is 
especially valuable in order to maintain the interest and the involvement of the par-
ticipating organizations. Prior to the detailed explanations of the three aspects, infor-
mation about the SMS will be given.  

2   The Set-Up of the Siemens Measurement System 

One of the reasons the Siemens Measurement System for Software-Based Systems 
(SMS) [2] was set up in October 2004 is to synchronize the measurement activities of 
the various organizations and to enable them to compare their data on a reliable basis 
by using the same definitions, etc. The definition of the SMS was based on the inter-
national standard ISO/IEC 15939 [3], which is also the basis for the Measurement and 
Analysis Process Area of the Capability Maturity Model Integration [4]. In addition to 
the information available within Siemens, external information sources were also 
considered, including e.g. [5-12].  

The SMS encompasses the quantification for several base measures on a metric scale, 
e.g. “Project duration” or “Project budget”, as well as ordinal scaled base measures and 
nominal characteristics like categories of “Team Changes” or the development model. 

The actual data basis is a set of 449 completed software development projects 
(budget total: EUR 858 mio.) that was collected in a central data repository between 
March 2006 and May 2008. The projects started between Oct 2004 and Jan 2008 and 
have at least EUR 100,000 budget with an average of ca. EUR 2 mio. Due to the fact 
that almost all of the involved organizations contributed actively since March 2006, 
various analyses on performance and related influencing factors are possible.  

 

Fig. 1. Budget Deviation of various Organizations 
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Fig. 2. Feature Changes due to customer requests of various Organizations 

 

Fig. 3. Cost of Defect Correction of various Organizations 
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3   Benchmarking of Project Performance 

In this paper we present insights of how a measurement system can systematically 
support Best Practice Sharing-activities across a large organization by offering 
benchmarking information. To date, one of the major benefits from the SMS is that 
organizations can use it as source of project performance information. By comparing 
the projects in terms of e.g. “Budget Deviation” or “Schedule Deviation”, the identifi-
cation of differences between organizations is possible. This can be seen as an indicator 
for the actual capability of an organization and provide a basis for process improvement 
activities.  

The weakness of this perspective is that it does not show causes and effects of the 
variety of influencing factors. This is addressed in section 4.  

Between organizations there are significant differences, both regarding the average 
performance in terms of Budget Deviation and its variance.  

There are significant differences between organizations regarding Feature Changes that 
derive from the customer. Organizations with a constantly low number of Feature 
Changes might serve as a role model for those which processes do not show stable results.  

Costs that arise within 12 month after delivery can be seen as a quality metric. 
Both the values and the variance differ significantly between organizations.  

 

Fig. 4. Type of business of various Organizations 
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4   Identification of Best Practice Sharing Partners 

To be better able to understand causes and effects of the variation of project perform-
ance, influencing factors need to be analysed systematically. The SMS allows the 
identification of organizations where a benchmark is reasonable and Best Practice 
Sharing is beneficial. Examples for possible categories are “Type of development” 
(New / Extension / Maintenance), distribution over multiple sites, “Project duration”, 
or development model. Each of the following analyses could be a basis for further 
Best Practice Sharing.  

We will concentrate on two organizations, that show similarities in all of the cate-
gories “Type of business”, “Type of product” or “Project budget”: Organizations “2” 
and “11” report projects with similar characteristics. This matching pair will be the 
basis for further analysis presented in section 5. 

The most obvious similarity is between organizations “1” and “10”, since these or-
ganizations only develop software in the “system business”. The organizations “2”, 
“3”, and “11” are potential benchmarking partners. They show a similar distribution 
over “product business” and “system business”. 

 

Fig. 5. Type of product of various Organizations 
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Fig. 6. Project budget of various Organizations 

Organizations “2”, “11” and “17” are potential benchmark partners as they are the 
only organizations that develop Type of product “E”. 

Organizations “1”, “10” and “18” develop only projects in the category “large”. 
The organizations “2”, “3”, “4”, “6”, “11”, “13” and “15”, have a similar share of 
projects in the category “large”. 

5   Analysis of Influencing Factors Supporting Best Practice 
Sharing 

The major benefit of the SMS is that it provides an organization- and characteristic-
specific perspective on the data set which can help improve the steering of both 
internal processes and projects in practice. In addition to available knowledge that is 
derived from literature, causes and effects of influencing factors can be observed.  

The interest in the analyses and willingness to share information emerges from the 
organizational setting, especially the same underlying definitions and well-structured 
reporting and analysis schedule. The analyses can be performed on the basis of all reported 
projects, single organizations, single aspects like deployed practices and combinations. 
These insights and, on request, organization specific contact information can be shared,  
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Fig. 7. Unplanned Team Changes vs. Schedule Deviation of selected Organizations 

 

Fig. 8. Unplanned Team Changes vs. Share of defects detected until start of implementation of 
selected Organizations 
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enabling e.g. process experts to enter a dialog to exchange experiences on relevant 
background information of development processes and effort estimation activities. In 
this paper we focus on the influencing factors. The content and proceedings of further 
Best Practice Sharing is not in the scope. 

The following figures illustrate statistical findings that serve as a basis for Best 
Practice Sharing of organizations “2” and “11”: 

In contrast to organization “11”, organization “2” is able to complete projects with 
lower Schedule Deviation even with higher unplanned Team Changes. “11” could 
benefit from the knowledge and practices of “2”. 

Analyzing the median of the values, higher values of unplanned Team Changes are 
strongly related to finding less defects until start of implementation. Both organiza-
tions should take this into account.  

Analyzing the mean values, the organizations show oppositional trends. The more 
late defects are found, the more projects exceed schedule at “11”. It could benefit 
from “2” w.r.t. the defect detection. 

There is a strong link between the budget and the schedule deviation in organiza-
tion “11”: To improve the Schedule Deviation of large projects, organization “2” 
could provide helpful information.  

 
Fig. 9. Share of defects detected between start of system test and delivery vs. Schedule Devia-
tion of selected Organizations 
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Fig. 10. Actual Budget vs. Schedule Deviation of selected Organizations 

6   Lessons Learned 

We showed in this paper how a measurement system can support systematic Best 
Practice Sharing through benchmarking approaches. The background information 
enables organization representatives or e.g. process experts to compare organizational 
settings and enter a dialog to exchange experiences and, finally, improve processes. 

However, the key precondition to gain valid conclusion from project data is the 
right amount of transparency and the creation of a common understanding across 
organizations. This could be reached by involving all organizations in the process of 
defining the system right from the beginning of the SMS. Making sure that all in-
volved persons of all organizations have the same correct understanding of the defini-
tions, workshops with representatives of all organizations are organized on a regular 
basis. Non-anonymous benchmarking data is only shared between organizations that 
agreed on a mutual experience exchange. 

Under these circumstances, conclusions based on literature combined with own live 
data is very convincing. Project leaders or process responsibles can have a higher degree 
of confidence in the data because they get more background information and also make 
use of the opportunity to get in direct contact with colleagues of other projects. 
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Abstract. Many companies work with suppliers to either increase flexibility, 
focus on their own core competencies or reduce cost. Often, after a while into 
such externalized engineering or supply activities they realize that savings are 
much smaller and problems are more difficult to cure than before. Others 
realize that suppliers do not deliver according to initial commitments. This 
article provides experiences and empirical evidence from global software 
engineering and supplier management over several years in different context 
and companies.  

Keywords: Supplier management, global software engineering, risk management, 
process improvement. 

1   Introduction 

Many companies work with suppliers to either increase flexibility, focus on their own 
core competencies or reduce cost [2]. An increasing share also takes advantage of 
skill availability in different parts of the world or quality awareness and process focus 
in some specialized industries and suppliers. Most of these latter companies engage 
globally active outsourcing companies to achieve fastest ramp-up of their sourcing 
and globalization targets.  

After a while into that business they realize that savings are much smaller and 
problems are more difficult to cure than before. Others realize that suppliers do not 
deliver according to initial commitments. 

What went wrong? Why do so many companies struggle to achieve the targets they 
initially set for their supplier projects? What can we do better to make distributed or 
multi-party software engineering a success? These questions have stimulated this 
article where we integrated experiences and empirical evidence from global software 
engineering and supplier management over several years in different context and 
companies. 

With an increasing amount of software components, services, outsourcing and 
resources acquired from various external suppliers, professional supplier management 
is a core activity of any project manager and controller. Such distributed software 
                                                           
* Some parts of this article appeared first in Ebert, C., and R.Dumke: Software Measurement. 

Copyrights, Springer, Heidelberg, New York, 2007 [1]. Used with permission. We recommend 
reading that book as an extension to the concepts and benchmarks mentioned in this article. 
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development poses substantial risks to project and product management. Not all 
eventualities can however be buffered, because in the global economy, developing 
and implementing products must be fast, cost effective and adaptive to changing 
needs. Therefore, there is a need to utilize different techniques to effectively and 
efficiently mitigate risks.  

This article introduces supplier management from the perspective of measurement 
and controlling activities that ensure visibility throughout a project. We highlight the 
top-ten supplier related risks as we have identified them over the past decade in a 
multitude of projects and situations covering four continents. They are not specific to 
an industry or company size, but rather to the underlying life-cycle processes and 
management practices. Based on concrete industry experiences and enhanced with 
consulting work in several other globally acting companies, we show impacts of these 
risks and also how they can be effectively mitigated by proper supplier management. 
Our focus is on measurement techniques to improve supplier management.  

We will look to sourcing management from a generic perspective. We have worked 
in different industries on a variety of different sourcing models, be it specific 
component development and evolution, COTS acquisition, outsourced services or 
global software engineering. 

For this paper we have studied the project results over years and analyzed the 
correlation between risk mitigation actions and project deliveries. This paper is a 
result of empirical study of historical project data together. We have verified the 
validity of risk mitigation actions by establishing a strong correlation with expected 
end results of projects. Our experience clearly demonstrated that applying the 
discussed risk mitigation methods, has resulted in improved delivery schedules [1,2]. 

2   Risks with Sourcing of Software and Services 

To systematically identify software and service sourcing related risks and evaluate 
appropriate risk mitigation, we will look to the major drivers for sourcing and 
externalization and then elaborate how they are impacted by respective risks. 
Throughout our research over the past 10 years on global software engineering, we 
see four major drivers fueling the need for external sourcing and acquisition, namely 
efficiency, presence, talent and flexibility. Fig. 1 provides an overview on these 
drivers and how they relate to specific sourcing risks. Let us look to these four 
sourcing drivers and related risks. Risk management will then be illustrated with 
concrete benchmarks in the following chapter.  

1. Efficiency. Software and IT companies need to deliver fast and reliably while at 
the same time the competition is literally a mouse click away. Hardly any other 
business has so low entry barriers as IT and therefore stimulates an endless fight for 
efficiency along the dimensions of improved cost, quality and time to profit. GSE 
(global software engineering) and software sourcing clearly helps in improving 
efficiency due to labor cost differences across the world, better quality with many 
well-trained and process-minded engineers especially in Asia and shorter time to 
profit with following the sun and developing and maintaining software in two to three 
shifts in different time zones. Directly related risks to the efficiency target are project 
delivery failures and insufficient quality. 
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Fig. 1. GSE drivers and related risks 

2. Presence. Distributed and externalized R&D and software engineering has become 
part of companies’ growth strategies, because they are closer to their markets and they 
better understand how to cope with regional needs, be it software development or 
services. Such global growth is a self-sustaining force, as it demands increasing 
capacities in captive or outsourced software engineering centers. Directly related risks 
to the ambition of presence in distributed markets are instability with overly high 
change rates (requirement changes) and inadequate IPR management. Risk of 
requirement changes is specifically included here, as we observed higher rate of 
change in distributed teams when compared to co-located teams. 

3. Talent. Computer science and engineering skills are scarce. Many countries do not 
have enough resources locally available to cope with the demand for IT and software 
products and services. Fueling this trend, many younger people got nervous with 
media-driven misperceptions about the danger of sourcing for the entire field of 
software, that they decided to rather engage in fully different fields. The consequence 
is a global race for excellent software engineers. Sourcing is the instrument to provide 
such skills and handle the related supplier-processes. Directly related risks to the drive 
for global talent allocation are staff turnover rates, insufficient competences and wage 
and cost inflation. 

4. Flexibility. Software organizations are driven by fast changing demands on skills 
and sheer numbers of engineers. With the development of a new and innovative 
product many people are needed with broad experiences, while when arriving in 
maintenance, these skill needs look different and manpower distributions are also 
changing. Such flexible demand can not anymore be handled inside the enterprise. 
Sourcing is the answer to provide skilled engineers just in time and thus allows 
building flexible eco systems combining suppliers, customers with engineering and 
service providers. Directly related risks to the flexibility goal are poor supplier 
services, lock-in, and distance & culture clashes. 

Obviously not all companies that engage in software and service sourcing look to 
all four drivers with the same motivation. As a matter of fact, we even see a kind of 
trajectory where a vast majority of companies starts with efficiency needs (i.e., cost 
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savings), and then moves on to presence in local markets, and only after these two 
forces are understood moves further to talent and flexibility. Also, it is clear that these 
four factors feed themselves. The more energy a company spends on for instance 
building a regional pool of skilled software engineers, the more it also considers how 
to best utilize these competencies to, for instance, build a regional market or develop 
new products for such markets. In consequence not all companies will face mentioned 
risks in same depth and at the same time. 

Depending on the specific sourcing-layout (e.g., with or without external supplier), 
the ranking list of these top-ten risks is as follows: 

1. Project delivery failures 
2. Insufficient quality 
3. Distance and culture clashes 
4. Staff turnover (mostly for captive centers) 
5. Poor supplier services 
6. Instability with overly high change rate 
7. Insufficient competences 
8. Wage and cost inflation 
9. Lock-in 

10.  Inadequate IPR management 
 

In order to validate this risk list, we performed two types of analysis. First we did a 
profound analysis of sourcing projects during the timeframe of 1996 to 2007. Looking 
to over hundred projects performed either by sourcing suppliers for componenhts and 
COTS-software or in software centers in India, China, Brazil and Eastern Europe, we 
found a consistent pattern of the top ten risks. We then validated this initial list by 
looking to companies we are consulting with and also to published field studies 
[2,3,5]. Depending on the specific sourcing-layout (e.g., with or without external 
supplier), the ranking list of these top-ten risks is as follows: 

3   Mitigating the Risks: Effective Supplier Management 

Increasingly software and related services are sourced from a multitude of suppliers.  
The entire supply chain has changed, and only few companies still try to master all 
different layers of their product (or service) architectures [3]. It is hard to find 
software that is genuinely developed by a single company at one place, except start-
up situations but even then, they typically source components from partners or use 
open source software. Mostly it is components that are sourced from external 
suppliers. But often it is engineers that are sourced into the development, such as 
outsourcing or global engineering teams. Basic concepts of global software 
engineering and lessons learned are detailed and discussed in [2]. 

Working with an external supplier that provides the engineering services in an 
offshore (or nearshore) scenario is shown in Fig. 2. The supplier of the (global) 
engineering services will from day one build strong interfaces to the major functions 
in the product life-cycle of its client. Again, these interfaces are shown with arrows. 
Interface management is the clear professional need of the supplier; while for the 
client it looks certainly like overhead. And frankly it is overhead, but born out of risk  
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Fig. 2. Global software engineering with external supplier 

mitigation of the supplier who otherwise would fear that changes would continuously 
ripple from the client to his organization making it impossible to keep service level 
agreements (SLA) and delivery commitments. Such interfaces cost an additional 10-
20 % (depending on the maturity of both client and supplier) on top of regular project 
cost without any value-add as seen from the client [1,3]. With several other suppliers 
involved for component deliveries such overheads can grow into the 30 % range. 
Needless to say, people management and competence management are handled inside 
the supplier (not shown for the external component supplier which is even more 
separated) on the basis of forecasts delivered by means of the contract and regular 
client stakeholder reviews. 

Sourcing projects fail if tasks are broken down too much, such as asking a remote 
engineer doing the verification for software develop concurrently in another site. Here 
distance effects and lack of direct communication slow down development rather than 
helping it. The single biggest source of difficulties in any acquisition project is related 
to communication across sites, bad communication hindering both coordination and 
insufficient management processes. For instance, continuous integration of 
insufficiently verified and encapsulated software components fails if done remote to 
the parallel ongoing software development. Distributed teams working on exactly the 
same topic (e.g., the famous follow-the-sun pattern of developing a piece of software 
in different time zones) pose highest challenges for coordination and often resulted in 
severe overheads that would be measurable or tangible only later (e.g., features 
misinterpreted, insufficient quality, lack of ownership and responsibility, and so on). 

Fig. 3 shows the relevant phases along the product life-cycle and the respective 
activities related to supplier management. Four major phases are distinguished, 
namely supplier strategy, supplier selection, contract management, and relationship 
management. The figure shows typical work products that must be available at these 
phases.  

Initially an individual client or customer organization must provide a realistic and 
precise expectation of functional and nonfunctional requirements (e.g., reliability). 
They should clearly state that payment will be provided only for systems that meet the 
agreed upon functionality (e.g., requirements, acceptance tests, SLA conditions). They 
should demand require milestone presentations of progress for continued funding.  
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Fig. 3. Supplier agreement management across the entire sourcing cycle 

Some simple checks for supplier selection should be applied throughout the 
different processes of supplier selection and agreement management: 

− Did you ever work with this supplier and would you do it again? What were the 
lessons learned from that previous contract? Alternatively demand this check from 
a reference client who you know and trust. 

− What expertise and references are available from the supplier in your own domain? 
− What is the turnover rate at the supplier site? Is it acceptable or rather high? How 

are skills managed in light of this turnover rate? What turnover rates will be 
assured by the contract? 

− How stable is the supplier and its management or shareholders? Did it recently 
change, reorganize or merge with another company? Avoid any supplier that is 
currently hampered by big acquisitions. 

− What business processes are in place at the supplier to elicit requirements and to 
cope with change? Does this fit your needs? 

− Is the supplier able and experienced in handling global development teams? Can it 
manage teams with members from different companies?  

− Does the supplier and its employees have the necessary formal qualifications your 
customers and markets demand (e.g., ISO 9001, CMMI maturity levels, etc.)? Is 
the supplier periodically audited? Check some recent audit results. 

− Are the legal constraints acceptable for you and your company? Often suppliers 
demand that the site for legal disputes be in a part of the world where you are not 
so experienced. Check which site makes sense for you and your lawyers. Check if 
there are some sample legal cases that show typical behaviors.  Specifically focus 
on anything related to protecting your intellectual property. Manage upfront the 
risk of any impact on your intellectual properties; such as if a key engineer would 
defect. 

− Is the infrastructure sufficient for your own purposes? Does it scale up to the high 
interaction needs during shared development or testing? Is it protected and 
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auditable? Are the tools interfaces to your own tools sufficient? Have they been 
tested in real-world scenarios before? 

− What prices are demanded for the services? Are they competitive? How will you 
avoid a lock-in position once the supplier has understood your technology, 
products and business?  
 

Generally speaking there are many checks which should be performed prior to the 
contract signature and determine a first “go / no-go” for the selection. Most can be 
done offline as part of a request for quotation. You might still want to visit the 
suppliers’ sites to directly see offices and talk with engineers or management. In that 
case assure you speak with those engineers and team leads working later on your 
project. Trust your feeling when looking into offices or cafeterias. They provide lots 
of messages about culture and behaviors. 

Supplier organizations on the other hand must insist on a signed contract with 
requirements. They must agree before contract execution on clear and reasonable 
acceptance criteria. The contract must be explicit that the supplier owns the software 
until final payment. They must clearly agree on liabilities and support after handover. 
They have to express disagreement and unrealistic conditions openly and not continue 
with diverging assumptions. They should always strive for win-win results and 
therefore offer compromise approaches, once needs are understood. In case of 
component delivery they should include a software key that will operate after the date 
of contracted software acceptance.  

Supplier monitoring is done similarly to what we described in the chapter on global 
software engineering and sourcing, namely on project and on contract levels. 
Responsibilities might be split in your company so that the project manager observes the 
contract execution in his own project and scope (e.g., deliverables, cost control, quality 
levels, schedule), while a procurement and sourcing manager holds responsible for the 
overall contract execution and observing that conditions from the frame contract are 
fulfilled. 

As a contractor (for a supplier, independent whether it is services or specific 
component delivery) you should always consider the golden rule of supplier 
management: You pay for what you get. Do not get trapped into contracts that look 
“cheap” and later bring tons of extra cost due to lousy processes and insufficient 
delivery quality. Preconditions of any successful supplier management are good 
processes on both sides, i.e., for the client and the supplier. Insufficient client 
processes cannot be externalized. They will not scale up from a single site to several 
sites. Often those low-maturity processes can be handled in localized development 
without many overheads due to collocated teams, but will fail with globalization.  

In fact, process maturity – on both sides, namely client and supplier – matters when 
it comes to successful supplier management [1,2,3]. The SEI has build upon these 
experiences and developed not only the CMMI for development [4] (useful from a 
perspective of engineering systems) but also the CMMI for acquisition [5] which is 
highly useful to set up and improve the supplier management related processes, such 
as supplier selection or supplier evaluation.  

If your own processes (as a client) are on a CMMI maturity level 1 or 2 you better 
ask for a consultant who can help you in installing effective engineering and 
management processes. Most suppliers offer such support, but this is not necessarily a 
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sustainable solution, as they have different interest and business models. Independent 
how your processes look like, it is relevant to review them carefully with your 
suppliers and agree interfaces on work product, engineering and tools level. The 
exchange of information must be carefully planned. A change management tool is not 
enough. It needs rules for documentation, design reviews, change management 
boards, and so on. Install workflow management and online accessible project, work 
product and process information to ensure proper knowledge management. Interactive 
process models, such as RUP and others have proven very helpful to communicate 
and install processes. 

As a supplier you should strive for high maturity, for several reasons. The market 
attractiveness in software-driven industries is extremely high, due to low entry 
barriers and continuous push for innovative products. You are in strong global 
competition for excellence. Suppliers have recognized that better process maturity 
ensures better schedule and SLA performance, productivity and quality. Why should 
not they demand it along their supply chain. High market attractiveness continues to 
push to cost reduction and efficiency improvement. Many new entries start each day 
with similar business ideas that drive your own company. If you do not continuously 
improve both products and processes, they will do it. The best example is the move of 
high-technology products to Asia, as there is a much higher competitive pressure for 
high process maturity than in North America or Europe. 

Fig. 4 summarizes the dependencies between supplier and client process maturity. 
The win-win situation within a supply chain is driven by moving to high maturity in 
both dimensions. A low maturity supplier will eventually be replaced for the reasons 
given before. A low maturity client working with a high-maturity supplier will face 
extra cost and overheads and thus try to move upwards at fast pace. This move is fueled 
by the client’s own market pressure from competitors that are already optimizing their 
product development processes. The upper left and lower right quadrants therefore are 
no stable plateau but will always create forces and momentum towards the upper right 
quadrant – thus sustaining a win-win relationship between supplier and client. 
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Fig. 4. The supplier-client relationship benefits from high maturity on both sides 
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4   Measurements for Supplier Management 

Monitoring cost, progress and performance of global software projects is a control 
activity concerned with identifying, measuring, accumulating, analyzing and 
interpreting project information for planning and tracking activities, decision-making, 
and cost accounting. Project (or supplier) monitoring and control is the basic tool for 
gaining insight into project performance and is more than only ensuring the overall 
technical correctness of a project. Global projects or supplier sourcing is typically 
done with two different methods for the project level and for the contract level. 

Project level: Project monitoring and tracking is done with techniques such as earned 
value, budget adherence, schedule adherence, project reviews, and so on. Traditional 
project tracking looked to actual results against plans, where the plans would be 
adjusted after the facts indicate that they are not reachable. This method creates too 
many delays and is not sufficiently precise to drive concrete corrective actions on the 
spot. For global development projects, such monitoring often means that difficulties 
accumulate too long. Therefore, continuous predictions should be used to relate actual 
constraints and performance to historical performance results. Good forecasts allow 
adjusting plans and mitigating risks long before the actual performance tracking 
measurements would visualize such results. For instance, knowing about average 
mean time to defect allows planning for maintenance staff, help desk and support 
centers, or service level agreements.  

Contract level: Contracts are absolutely crucial for managing external suppliers. The 
must include Service Level Agreements (SLA) with defined targets, threshold values, 
and so on for deliverables, schedules, reaction time of services, quality levels and 
expenses. Quality criteria are defined by outages, downtime, number of service 
requests, residual defects in the subsequent phase or by phase-end or hand-over 
criteria. These targets must be measurable. Independently of the global collaboration 
model or contract model is established with suppliers, it is key to set the right targets 
and set them as performance indicators for R&D the management in each location. 
SLAs are set up at the beginning of a contract (or even for a long-term frame contract) 
and controlled continuously on the supplier side and periodically on the buyer side. For 
internally hosted GSE it might be wise (depending on organization structure) to govern 
by means of internal contracts and SLAs. They have the big advantage that targets and 
measurements are agreed upfront and would not need continuous debates with senior 
management if some delivery is late. Certainly such internal contracts and SLAs 
together with a culture of accountability and clearly assigned responsibility also avoid 
the political game of finger pointing to “the others” that did not do their job well.  

A word on work allocation and ownership. Shifting coherent activities (e.g., design 
and verification of related work products) to low-cost countries is highly inefficient. 
Often tasks are overly fragmented and the quality control activities are handled with 
poor results due to lack of knowledge. In the end each delivery has to be checked 
twice, at the time it is shipped to a low-cost country and then again backwards. All 
this costs time and money – and it demotivates engineers on both sides, as it always 
ends up in ping-pong. As said before, we strongly recommend building teams 
preferably in one place and assigning them ownership for a work product including 
functionality and quality. Such teams should operate globally according to needs and 
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skills availability, but not be internally split into first and second-class engineering 
tasks. 

Global software engineering and sourcing need the traditional project monitoring 
activities combined with contract level supervision. Measurements include the 
following dimensions: 

− Project launch: feasibility analysis, requirements quality, process capability (own 
and that of external or offshore organizations). 

− Results against plan: earned value, budget adherence, schedule adherence, global 
development teams performance, site productivity.  

− Quality: detected defects per activity, residual defects, reliability forecasts. 
− Forecasts: cost to complete, time to complete. 
− Supplier contracts: service level agreements, cost evolution, productivity and 

quality of suppliers, performance evolution, supplier rating. 
 
These different dimensions should be considered when setting up contracts and SLAs 
(be it internally with distributed development or externally with suppliers). 

5   Conclusions 

Effective supplier management is very much depending on the measurement 
capabilities of an organization. Too often suppliers are believed to deliver according 
to specifications and SLA, and suddenly the client realizes that this was mere wishful 
thinking. Let us therefore conclude with concrete supplier measurement-oriented 
hints:  

− Set up clear and measurable service level agreements. Ensure that this SLA 
contains all that matters for you in the contract. 

− Insist on periodic reporting according to the SLA. 
− From the beginning define thresholds that establish when and how insufficient 

performance will be escalated. 
− Measure supplier capability or demand such measurement based on industry 

standards, such as CMMI for development and for acquisition. 
− As a supplier or customer move towards high maturity product development by 

using the CMMI and its maturity level 3-5 concepts of process excellence and 
quantitative management. Do not stagnate on maturity levels 1-3 as you will be 
eventually replaced. 

− Relate value you receive from suppliers to the risk and cost of the delivered 
services or components. Manage the risk of lock-in and dependencies that could 
create extra risk and cost. 

− Implement contract evaluation after each single project. Go beyond the qualitative 
checklist and report into measurements and fact-based lessons-learned. 

 
The projected benefits of software and service sourcing must be carefully balanced 
with additional cost that might occur only at a later point. This includes loosing 
ownership; cost overheads related to traveling, relocation, communication or middle 
management or redundant development and test equipment; unavailability of 
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dedicated tools for distributed work environments; impacts of the learning curve that 
slows down with more locations involved; cultural differences which can impact work 
climate; insufficient language skills; different legal constraints related to work-time, 
organization, or participation of unions; building up redundant skills and resource 
buffers to be prepared for co-located teams and for unforeseen maintenance activities; 
and not the least morale erosion of own staff when the supplier network is getting 
bigger, while the own vision might fade. We therefore strongly recommend to first 
build and agree a clear sourcing strategy, then engage into specific supplier selection 
and management processes, and along the various sourcing activities closely 
monitoring value, risks and problems versus initial expectations. 
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Abstract. Nowadays, measurement and assessment of artifacts within
the area of software development are of high concern for scientific in-
stitutions. With the increasing usage of the Web 2.0, together with
service-oriented applications, the importance of Web-based systems is
still growing. Ontologies as a fundamental concept of the Semantic Web
as envisioned by Tim Berners-Lee, play an important role for current
and future applications.

To promote the high flexibility of this technology for international
dynamics, additional concepts for the Semantic Web are necessary. On-
tology metrics are used to measure certain aspects of ontologies. In this
paper, a set of novel distance metrics is introduced and their applicabil-
ity is proven by the presentation of an example.

Keywords: Semantic Web, Ontology, Metric.

1 Introduction

Semantics (from the Greek word semantikos = significant) in general is the
meaning of something or more specifically the study of meaning [1]. Often, addi-
tional information is needed to shift from information processing to knowledge
processing. Those semantic annotations provide the technological basis for many
advanced applications.

Ontologies are one key technology of the Semantic Web, as envisioned by
Berners-Lee [2]. Together with explicit representations of the semantics of data
for machine-accessibility, such domain theories are the basis for intelligent next
generation applications for the Web and other areas of interest [3] with a special
focus on knowledge sharing and reuse. Ontologies are defined as a specification
of a conceptualization [4]. Or in other words: they are the formal representation
of an abstract view of the world. They define for example: a vocabulary for
the unambiguous meaning [5], a taxonomy for classification of entities [3] and a
content theory, (due to the definition of classes of objects, relations and concept
hierarchies) [5]. Furthermore, they enable consistency checking [3].
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Top-level application areas identified by [6] are collaboration, interoperability,
education and modelling. Application domains are not limited, too. Ontologies
are useful, wherever semantic information can enhance certain tools, products
or processes (e.g. e-Learning ([3], [7]), Virtual Engineering [8]).

2 Distance-Based Semantic Windows

For certain use cases the concept of a ’Semantic Window’ was defined in [9] and
[10]. This term describes a set of elements of a given ontology within a certain
multi-dimensional distance around a focus element. Dimensions for its definition
are related to the concepts of an ontology as well as to the datatype properties.
Furthermore, instances and taxonomic as well as non-taxonomic relations can
be taken into consideration.

For the further detailing, the description starts with a specialized redefini-
tion of an ontology O = (C, R, D, I), where C is the set of ontological con-
cepts following a taxonomic structure, R = Rtax ∪ Rntax is the set of object
properties/relations taxonomically and non-taxonomically relating two concepts
Rij(Ci, Cj) and D is the set of datatype properties/attributes of the ontology. I
is the set of instances. An ontological component of each of these types can be
the enrichment point for the Semantic Window. From this, four different aspects,
the dimensions of the Semantic Window, can be derived.

◦ Concept view
◦ Datatype property view
◦ Object property view
◦ Instance view

For each of the four views, distance measures are defined for the existing
dimensions. A help function is fniv(Ci) describing the level of the concept
according to its taxonomic level with fniv(Croot) = 0 (Formula 1). Function
fparent(Ci, Cj) delivers back the first more abstract concept shared by Ci and Cj ,
if it exists and is connected to them only via R ∈ Rtax(Formula 2). f tax(Ci, Cj)
(Formula 3) and fntax(Ci, Cj) (Formula 4) determine the length of the taxo-
nomic or non-taxonomic path of object properties from Ci to Cj (the result is
-1, if there does not exist such a path).

fniv : Concept �→ Integer. (1)

fparent : 〈Concept, Concept〉 �→ Concept. (2)

f tax : 〈Concept, Concept〉 �→ Integer. (3)

fntax : 〈Concept, Concept〉 �→ Integer. (4)
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f tax and fntax can be realised as described in the equations 5 and 6.

f tax(Ci, Cj) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if Ci ≡ Cj ,
1 if |fniv(Ci) − fniv(Cj)| = 1

∧Rij(Ci, Cj) ∈ Rtax,
f tax(Ci, Ck) + 1 if f tax(Ci, Ck) = n ∧ f tax(Ck, Cj) = 1,
−1 otherwise.

(5)

fntax(Ci, Cj) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0 if Cj ≡ Cj ,
1 if Rij(Ci, Cj) ∈ Rntax,
fntax(Ci, Ck) + 1 if fntax(Ci, Ck) = n ∧ fntax(Ck, Cj) = 1,

−1 otherwise.
(6)

In the following, the dimensions of the concept view are described. The rest
of the formulas are described in [9].

2.1 Concept Dimensions from the Concept View

The dimensions of the distance related to the ontology’s concepts having a con-
cept as the focusing point are defined in equations 7 to 10. The single distance
measures relate to the abstraction dimension distance cabs, to the specialization
dimension distance cspec, to the sibling dimension distance csib and to the non-
taxonomic dimension distance cntax. They measure the distance between the
focusing point concept CF and another concept Cj of the ontology.

cabs(CF , Cj) = fniv(CF ) − fniv(Cj). (7)

cspec(CF , Cj) = fniv(Cj) − fniv(CF ). (8)

csib(CF , Cj) = fniv(CF ) − fniv(fparent(CF , Cj)). (9)

cntax(CF , Cj) = fntax(CF , Cj). (10)

The equations above are restricted by: CF , Ci, Cj ∈ C. Equation 7 is re-
stricted by: fniv(CF ) > fniv(Cj) and f tax(CF , Cj) 
= −1. Equation 8 is re-
stricted by: fniv(CF ) < fniv(Cj) and f tax(CF , Cj) 
= −1. Equation 9 is re-
stricted by: fniv(CF ) = fniv(Cj) and fniv(fparent(CF , Cj)) < fniv(CF ).

2.2 Datatype Property Dimensions from the Concept View

The dimensions of the distance related to the ontology’s datatype properties
having a concept as the focusing point are defined in equations 11 to 14. The
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single distance measures relate to the abstraction dimension distance dabs, to
the specialization dimension distance dspec, to the sibling dimension distance
dsib and to the non-taxonomic dimension distance dntax. They measure the dis-
tance between the focusing point concept CF and a datatype property Dj of the
ontology. C(Dj) is the concept that a datatype property Dj belongs to.

dabs(CF , Dj) = fniv(CF ) − fniv(C(Dj)). (11)

dspec(CF , Dj) = fniv(C(Dj)) − fniv(CF ). (12)

dsib(CF , Dj) = fniv(CF ) − fniv(fparent(CF , C(Dj))). (13)

dntax(CF , Dj) = fntax(CF , C(Dj)). (14)

The equations above are restricted by: CF , Ci, Cj , C(Dj) ∈ C and Dj ∈ D.
Equation 11 is restricted by: fniv(CF ) > fniv(C(Dj)) and f tax(CF , C(Dj)) 
=
−1. Equation 12 is restricted by: fniv(CF )<fniv(C(Dj)) and f tax(CF , C(Dj)) 
=
−1. Equation 13 is restricted by: fniv(CF ) = fniv(C(Dj)) and
fniv(fparent(CF , C(Dj))) < fniv(CF ).

2.3 Object Property Dimensions from the Concept View

The dimensions of the distance related to the ontology’s object properties hav-
ing a concept as the focusing point are defined in equations 15 to 19. The sin-
gle distance measures relate to the abstraction dimension distance rabs, to the
specialization dimension distance rspec as well as to the (abstraction and spe-
cialization) sibling dimension distance rsibabs

and rsibspec

. The non-taxonomic
dimension distance is measured by rntax. They measure the distance between
the focusing point concept CF and an object property Rj of the ontology.

rabs(CF , Rj) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if 
 ∃Rj(CF , Cj),
1 if ∃Rj = RFj(CF , Cj)

∧fniv(CF ) > fniv(Cj),
rabs(CF , Ri) + 1 if rabs(CF , Ri) = n

∧cabs(Ci, Cj) = 1
∧Rj = Rij(Ci, Cj)
∧Ri = Rhi(Ch, Ci)
∧fniv(Ch) > fniv(Ci)
> fniv(Cj).

(15)
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rspec(CF , Rj) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if 
 ∃Rj(CF , Cj),
1 ∃Rj = RFj(CF , Cj)

∧fniv(CF ) < fniv(Cj),
rspec(CF , Ri) + 1 if rspec(CF , Ri) = n

∧cspec(Ci, Cj) = 1
∧Rj = Rij(Ci, Cj)
∧Ri = Rhi(Ch, Ci)
∧fniv(Ch) < fniv(Ci)
< fniv(Cj).

(16)

rsibabs

(CF , Rj) = csib(CF , Ch)|cabs(Ch, Ci) = 1
∧ Rj = Rij(Ci, Cj)

∧ f tax(Ch, Ci) 
= −1

∧ fniv(Ch) > fniv(Ci) > fniv(Cj).

(17)

rsibspec

(CF , Rj) = csib(CF , Ch)|cspec(Ch, Ci) = 1
∧ Rj = Rij(Ci, Cj)

∧ f tax(Ch, Ci) 
= −1

∧ fniv(Ch) < fniv(Ci) < fniv(Cj).

(18)

rntax(CF , Rj) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if 
 ∃Rj(CF , Cj),
1 if cntax(CF , Cj) = 1

∧∃Rj(CF , Cj),
rntax(CF , Ri) + 1 if ∃rntax(CF , Ri) =

fntax(CF , Ci) = n

∧Ri = Rhi(Ch, Ci)
∧Rj = Rij(Ci, Cj).

(19)

The equations above are restricted by Rj , RFj , Rij ∈ R and CF , Ch, Ci, Cj ∈
C. Equations 15 to 18 are further restricted by RFj , Ri, Rj ∈ Rtax. For equation
19 the following restrictions apply: Ri, Rj ∈ Rntax.

2.4 Instance Dimensions from the Concept View

The dimensions of the distance related to the ontology’s instances having a con-
cept as the focusing point are defined in equations 20 to 23. The single distance
measures relate to the abstraction dimension distance iabs, to the specialization
dimension distance ispec and to the sibling dimension distance isib as well as the
non-taxonomic dimension distance is measured by intax. They measure the dis-
tance between the focusing point concept CF and an instance Ij of the ontology.
C(Ij) is the concept that an instance Ij is instantiated of.
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iabs(CF , Ij) = fniv(CF ) − fniv(C(Ij)). (20)

ispec(CF , Ij) = fniv(C(Ij)) − fniv(CF ). (21)

isib(CF , Ij) = fniv(CF ) − fniv(fparent(CF , C(Ij))). (22)

intax(CF , Ij) = fntax(CF , C(Ij)). (23)

The equations above are restricted by: CF , Ci, Cj , C(Ij) ∈ C and Ij ∈ I.
Equation 20 is restricted by: fniv(CF ) > fniv(C(Ij)) and f tax(CF , C(Ij)) 
= −1.
Equation 21 is restricted by: fniv(CF ) < fniv(C(Ij)) and f tax(CF , C(Ij)) 
= −1.
Equation 22 is restricted by: fniv(CF ) = fniv(C(Ij)) and
fniv(fparent(CF , C(Ij))) < fniv(CF ).

Every distance measure described above delivers back −1, if the function’s
arguments are not appropriate according to the nature of the distance to be
measured.

2.5 Size of the Semantic Window

Within a Semantic Window, from any ontological element’s point of view, all
distances as well as the ontological element being the focusing point are given
and used to determine a set of ontological elements W containing all ontologi-
cal elements those distance are smaller than the given ones. The distances are
summarized in vectors as demonstrated below.

In the following, an example is sketched to show the usage of distances to
determine a Semantic Window. A graphical representation of the result is shown
in Figure 1. Filled circles represent concepts, filled squares represent instances
and filled diamonds represent datatype properties, all being located within the
Semantic Window.

The focusing point is a concept and the concept distances are given in vector
24, datatype property distances in vector 25, object property distances in vector
26 and the instance distances are given in vector 27.

distC(C6) =

⎛
⎜⎜⎝

cabs

cspec

csib

cntax

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

1
0
1
0

⎞
⎟⎟⎠ (24)

distD(C6) =

⎛
⎜⎜⎝

dabs

dspec

dsib

dntax

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0
0
0
0

⎞
⎟⎟⎠ (25)
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C9
C10
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E3
E4 E5 E6

E8 E9

E10

Fig. 1. Example for a Distance-Based Semantic Window with C6 as Focusing Point
and the Defined Distances in Vectors 24 to 27

distR(C6) =

⎛
⎜⎜⎜⎜⎝

rabs

rspec

rsibabs

rsibspec

rntax

⎞
⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎝

0
0
0
0
1

⎞
⎟⎟⎟⎟⎠

(26)

distI(C6) =

⎛
⎜⎜⎝

iabs

ispec

isib

intax

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

0
0
0
0

⎞
⎟⎟⎠ (27)

3 Ontology-Based Content Enrichment in e-Learning
Systems

E-Learning-related content is any portion of data that can be displayed to a user
by the runtime part of an e-Learning system. According to this, content enrich-
ment describes the process of searching and displaying additional information,
being semantically related to the information of the e-Learning content. The
work is also valuably usable for other users of e-Learning systems, for example
content creators, learning unit authors or didactical experts.
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Fig. 2. Distance-Based Semantic Windows for Content Enrichment

A tool was implemented based on the presented distance metrics for ontolo-
gies. It follows the algorithms introduced in [10]. Figure 2 presents a screenshot
of this tool. Following a given domain ontology it identifies appropriate focus el-
ements and highlights them. They are the starting point for content enrichment.
Predefined distance measures are used to determine the size of the Semantic
Window – to identify the subset of the ontology that includes additional valu-
able information. A user-based adaption of the dimensions as well as the sizes
of the Semantic Window is possible.

With this tool, the improvement of enrichment is possible, too (see Figure 3).
Users can add new enrichment content in order to complete the available data
sources and thereby to collaborate on quality improvement.

By the definition of distances between ontology components other improve-
ments become possible, too.

A possible example is presented in [9]. There, those metrics are used to de-
termine the distance between didactical approaches make assumptions about
their similarity. The lower distance between two concepts in a hierarchical rep-
resentation of existing approaches is, the more similar the didactical approaches
are.

The balance of ontologies is another usage area for ontology distance metrics.
In [11] certain starting points are presented. It is suggested, that all distances
from a center of the ontology to the boundary should be similar – then an
ontology can be balanced.

The algorithms presented in [12] also can use distance metrics for ontologies.
Specific, semantically based learning types can be identified by checking the
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Fig. 3. Enriched Web Page Based on Semantic Windows

type of ontological distances between learning steps from one learning object to
another one. After that, new learning objects can be suggested to the learner.
By this, a more adapted course presentation is possible.

4 Conclusion and Further Work

In this paper, distance-based metrics for ontology were presented. Furthermore,
their advantages were proved by the presentation of selected use cases from the
e-Learning domain. Especially the enrichment of given resources with additional
content was targeted – a prototype was presented and explained.

Although implementation examples show their usefulness, ontology distance
metrics can be further improved. Possible approaches are definition of transitive
Semantic Windows or the introduction of additional weights.
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Abstract. Service-oriented architecture enables creation of enterprise-
wide and cross-enterprise flexible, dynamic business processes and agile
applications. The performance, reliability and other quality aspects of
such systems, thus, become very important for the success of businesses.
Testing is a way to evaluate these quality attributes. However, the new
unique architecture style of SOA-based systems calls for reorienting test-
ing procedures, methods, techniques, and tools etc. In this paper we dis-
cuss how we can evaluate efficiency and effectiveness of SOA test process.
Considering an existing generic test process evaluation framework, we at-
tempt to highlight areas where necessary adjustments to this framework
are needed to care for the specialized testing perspectives of SOA-based
systems.

Keywords: Service-oriented architecture, software test process, test pro-
cess evaluation, test process improvement, software measurement.

1 Introduction

Service-oriented computing represents a new generation distributed computing
platform [1]. A service is a primary building block of systems built this way
and the resulting software programs as services can be discovered, composed,
instantiated, and executed at runtime. This new service-oriented architecture
(SOA) style of software system structure is aimed at improving efficiency, agility,
and productivity of the enterprises. An SOA is believed to allow flexibility, better
alignment with business goals, and cost-effectiveness of the developed systems.

The rigor and flexibility of SOA-based systems comes with a price and con-
fronts us with unique challenges [2][3]. Some example research issues in this
context are business related (SOA strategy selection etc.), engineering (process
and lifecycle, development, quality assurance, testing, and maintenance etc.),
operations (service monitoring and support etc.), and cross-cutting issues (gov-
ernance and stakeholder management etc.) [4].

One issue within the above mentioned engineering related research areas is
quality assurance and testing. Software testing itself is a complex task and its
scope and objectives vary with the applicable software engineering dimensions
such as technology (object-oriented, component-based, services-based etc.), de-
velopment methodology (waterfall, agile, etc.), and application systems (informa-
tion systems, embedded systems etc.). The widespread adoption of SOA-based
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Fig. 1. SOA Research Directions

solutions introduces rising concern for efficient and effective testing methods but
unfortunately testing SOA has not yet received adequate attention [5][6].

Like traditional software testing, a significant portion of an SOA-based de-
velopment project resources is consumed by testing phases. Since optimization
of development effort, time, and cost has always been prime concern of soft-
ware companies, the choice eventually falls on analyzing testing processes for
their efficiency and effectiveness. Figure 1 summarizes various research issues
within SOA world. A meta-measurement framework has recently been proposed
to evaluate such and few other quality dimensions of the testing processes [7].
Our paper investigates challenges and issues in adopting this generic evaluation
framework in the context of SOA testing processes.

In the remaining part of this paper, section 2 summarizes various testing
aspects of SOA systems. Section 3 introduces the generic test process evaluation
framework and its major components. Challenges to implementing this approach
for SOA are discussed in section 4. The paper concludes in section 5 identifying
future research work in this direction.

2 Testing of SOA Systems

The new architecture style of SOA-based systems brings about its own testing
challenges [8][9]. Furthermore, many of the existing testing methods, techniques,
and tools cannot directly work with SOA. For example, lack of a user interface
and unavailability of access to service code will affect the unit testing techniques.
Specific testing concerns relevant to service-oriented systems vary with service
quality attributes (performance, security, reliability, inter-operability, vulnera-
bility etc.), testing levels (unit, integration, functional, non-functional, regres-
sion etc.), and testing perspectives (developer, provider, integrator, certifier,
user etc.). Consequently, in comparison with conventional software development
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projects, SOA demands even a larger fraction of the development effort to be
dedicated to testing and quality assurance.

Within the context of testing and quality assurance of SOA-based systems, we
have found that focus of research has primarily been on developing new testing
techniques, maturity models, measures, and establishing a testing process. We
have surveyed several articles, conference proceedings, and books and found 127
references relating to SOA testing. Results of our preliminary analysis indicate
that 103 of them presented new testing techniques, 11 were about overview of
SOA testing issues and new challenges, 4 were literature surveys, 7 discussed
new SOA related measures, while only 2 references discussed process dimension
of SOA testing. This lack of research on the process aspect motivated us to
focus our attention on analyzing this critical component of a SOA development
process.

In continuation of this research, establishment of a specialized and effective
testing process covering these SOA testing methods, tools, and other concerns
for SOA-based systems, therefore, has become a strong necessity. The assessment
as to the effectiveness and efficiency of this testing process is equally important.
In the next sections we show how we can evaluate quality of such kind of test
processes.

3 Generic Test Process Evaluation

Considering the deficiencies of existing test process assessment and improvement
models, a generic meta-measurement framework for test processes has been re-
cently proposed [7]. This framework intends to cope with implicity and partial-
ity of current approaches and serves as a complementary contribution in this
research direction. It is based around the idea of product quality evaluation as
specified in the ISO 9126 standard. The six elements of this framework, target,
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(Test Processes)

Reference 
Standard
(Process 

Measurement 
Profiles)

Assessment 
Techniques
(Process 

Measurement)

Evaluation Criteria
(Quality 

Attributes)

Synthesis
Techniques

(Quality Matrix)
(Quality Indexes)

Evaluation
Process

Fig. 2. Evaluation Framework
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evaluation criteria, reference standard, assessment techniques, synthesis tech-
niques, and evaluation process have been shown in figure 2.

Skipping the discussion on any other component of this framework, here we
review only its evaluation process element which is relevant in understanding
the needed SOA testing perspectives for implementing this proposed approach.
The evaluation process consists of four main steps as seen in figure 3 and shortly
described below;

– Establish evaluation requirements
This step involves initial planning for the evaluation. It concerns with deter-
mining the evaluation requirements based on business and strategic goals,
test specifications, and stakeholder preferences. The requirements have to
be organized in the form of a quality model consisting of appropriate qual-
ity attributes and sub-attributes. As a starting point, the framework defines
some typical set of test process quality attributes and sub-attributes.

– Specify evaluation
This step mentions defining evaluation scope. Entities of the test processes
to be measured are to be identified. This entity list should be connected with
required quality attributes in a quality matrix which captures relevance of
each attribute/sub-attribute against an entity using weights. In this step
metrics relating to each of the sub-attributes should be defined. Again, the
framework provides an example set of test process metrics to be comple-
mented by scenario specific test metrics.

– Design evaluation
Procedures for the evaluation activities with required resource utilization
are detailed in this step. This phase concerns with what, when and how
dimensions of the evaluation process.

– Execute evaluation
It consists of taking process measurements and using them to determine quan-
titative process quality scores using a predefined quality indexing scheme. The
framework also specifies presentation of quality evaluation reports so as to de-
rive improvement suggestions and locate weak process areas.
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4 Challenges to Framework Customization

Since the framework described above is quite an abstract representation of test
process evaluations, it must be implemented in an appropriate way for spe-
cific implementations of test processes. One challenge to the framework itself
is its formulation as a concrete evaluation process to be embedded into an ex-
isting testing/development process. A suitable measurement tool will certainly
be needed to support the measurement capturing and execution & analysis of
measurement data. Considering the impact of SOA on development lifecycle ac-
tivities [10] and hence on testing activities, below we discuss some situations
which need special considerations while using the evaluation framework for SOA
test processes.

– Establishment of SOA Test Processes
The first step of the proposed framework requires identification of test pro-
cess artifacts which are to be evaluated. For this purpose, a clearly defined
test process should exist detailing the procedures, products, and resources
involved. SOA testing may be performed for a certain objective (functional,
non-functional testing), at some level (unit, integration, system), or as re-
gression testing [6][8]. Each of these test phases can be considered as a test
process itself subject to evaluation. A helpful starting point for defining a
SOA test process is a description of testing strategies for SOA based systems
given by Linthicum and Murphy [11]. However, they focus mainly on set-
ting testing goals and presenting an overall structure of the testing process
excluding the list of possible test procedures and activities etc.

– Setting Evaluation Goals
The next step in the evaluation framework is determination of measurement
goals, i.e. what should the test process achieve. Although a pre-provided set
of generic evaluation goals is provided in the framework, it suggests a cus-
tomization of these goals to specific situations. Service-level agreements and
typical quality attributes of SOA systems [12] such as interoperability, per-
formance, reliability, availability etc should provide inspirations for setting
test process goals.

– SOA Test Metrics
Another crucial element of the proposed evaluation scheme is the test process
measures. A collection of test process measures is already presented by the
framework as an example set of candidate process measures. Although the
list is quite exhaustive, yet many additional SOA related measures will be
needed corresponding to the chosen evaluation criteria. One issue within
this context is that research on SOA metrics is still in its infancy with few
proposed metrics sets such as [13] [14][15] whose validation is still pending.

5 Conclusion and Future Work

We have shortly described an existing meta level measurement framework for
evaluating software test processes. The framework is designed to be a generic
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approach for concrete implementation in particular environments. Considering
the specialized needs and constraints of SOA testing, we have discussed various
issues in applying this framework for evaluating SOA testing processes. Based
on the mentioned framework, we are working on deriving a meta-model of evalu-
ation process using SPEM 1 process modeling language to be embedded into any
existing SOA test/development process. Development of a compliant measure-
ment and evaluation support tool is also planned for validation of the proposed
approach.
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Abstract. After Google published their first paper on their software infrastruc-
ture in October 2003, the open-source community quickly began working on 
similar free solutions. Yahoo! is now able to process terabytes of data daily 
using Hadoop, which is a scalable distributed file system and an open-source 
implementation of Google’s MapReduce. HBase, a distributed database that 
uses Hadoop, enables the reliable storage of structured data, just like Google’s 
Bigtable which powers applications like Google Maps and Google Analytics, to 
name only two. Many companies are tempted to use these technologies, but it is 
currently difficult to compare today’s systems with systems built on top of 
HBase. This paper presents this new technology and, a list of proposed 
comparison elements to existing database technology as well as proposed 
comparison assessment criteria. 

Keywords: Cloud Computing, Bigtable, HBase, Hadoop. 

1   Introduction  

After Google published their first paper on their proprietary software infrastructure in 
October 2003 [1], the open-source community quickly began working on similar 
open-source solutions. Today, Yahoo! and many other companies are able to process 
terabytes of data daily using the open-source solution called the Hadoop [2] 
framework. HBase [3], a sub project of Hadoop, is a distributed database built on the 
same specifications as Google's Bigtable [4] which powers applications like Google 
Maps and Google Analytics, to name only two. Reasons to try to learn and understand 
this technology include eliminating licensing costs, achieving scalability and better 
control over the performance characteristics of the applications. When it takes a few 
months for a typical organization to choose, order, install, and set up a few servers, it 
is already too late when your Web site is growing by 30 million pages per day. This 
situation was faced by YouTube during 2006 [5], and they turned to the Bigtable 
technology to solve their issues when they were bought by Google. 

Installing and using HBase is not something we learn to do in school; in other 
words, these tasks are not, at first glance, intuitive. At the bottom of the infrastructure 
illustrated in Fig. 1, there is a distributed file system designed to scale to thousands of  
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Fig. 1. HBase infrastructure (master and region servers) 

machines. This is the Google File System [6] at Google and the Hadoop Distributed 
File System in the open-source community. They are both tolerant to machine failure 
and replicate data which can be counted in petabytes. To query such huge datasets, 
Google invented a new programming model called MapReduce [7], the idea behind it 
being that processing data in a distributed environment always involves the same two 
basic steps: 1) mapping the data needed; and 2) aggregating those data. Now, trying to 
move such datasets on a network would easily saturate its capacity. So, unlike 
supercomputing, processing is performed where the data are located -- that is, on each 
node -- and must be managed by a master scheduler and a number of scheduler slaves. 
However, a file system alone is inefficient at handling structured data, which is why 
Google created Bigtable, a distributed database that leverages the distributed file 
system. Bigtable, and its open-source equivalent, HBase, offer a simple and dynamic 
data model that is not relational.  

Using this infrastructure implies better availability, as well as scalability and new 
tools to process huge amounts of data, making it is useful for large corporations, but 
also for startups, whose aim is to develop a large amount of traffic. Those who wish 
to migrate from a typical open-source relational database management system 
(RDBMS) to HBase currently have no tools or methodologies with which to compare 
the available systems. Our paper is aimed at helping these companies by presenting a 
list of comparison elements and demonstrating how they translate into assessment 
criteria. This research was carried out in parallel with a project in which our lab was 
working on migrating a system based on PostgreSQL for a Canadian telephone 
company. In section 2, we describe the Hadoop distributed file system, MapReduce, 
and HBase function on the conceptual level, and provide examples. In section 3, the 
comparison elements are defined. In section 4, we describe how the technique is used 
to transform comparison elements into assessment criteria. Finally, we conclude the 
paper with a summary and a description of future work. 
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2   An overview of HBase and Its Underlying Infrastructure 

2.1   Hadoop Distributed File System 

The Hadoop Distributed File System (HDFS) is a distributed file system for large 
data-intensive applications, and is designed to run on commodity hardware. It is 
similar in many ways to existing distributed file systems, most notably the Google 
File System (GFS), and shares the same goals, such as performance, reliability, and 
availability. The HDFS initially served as the infrastructure for the Apache Nutch [10] 
Web search engine project, and is now part of the Apache Hadoop Core project. Its 
core developers come from Yahoo!'s Grid Team, which currently has the largest 
HDFS cluster (a group of computers working on a common computation) in 
production; it runs on more than 10,000 processors and stores over 5 petabytes of 
information [11]. 

Assumptions and Goals 
• The clusters are built from commodity machines, the components of which 

often fail. The file system must detect faults from which it should 
automatically and quickly recover. 

• The applications that need to access the data stored in the HDFS need 
streaming access. They are not general-purpose applications that connect to 
POSIX-compliant file systems. They rely on the HDFS for batch processing 
and not for interactive use by users. 

• The applications that run on the HDFS have medium to large datasets. The 
typical file stored is gigabytes to terabytes in size. The HDFS supports small 
files, but is not optimized for them. 

• Moving computations is cheaper than moving data; thus, running 
computations is much more efficient if executed near the data on which the 
computation operates. This is especially true with gigabytes of data. It 
prevents saturation of the network and increases the aggregated throughput 
of the system. 

• The applications that run on the HDFS come from different platforms, so it is 
designed to be portable from one platform to another. This facilitates 
widespread adoption of the HDFS as the distributed file system of choice for 
a large set of applications. 

Architecture 
The HDFS is based on master/slave replication. As illustrated in Fig. 2, the master 
server is called a Namenode, and it both manages the file system namespace and 
regulates client access. The other nodes are called Datanodes, and they manage 
storage attached to the nodes on which they run. That storage is composed of files 
which are split into blocks, and it is the duty of the Namenodes to determine the 
mapping of the blocks to the Datanodes. Although the HDFS is not POSIX-
compliant, its file system still supports the usual operations of creating, deleting, 
opening closing, reading, and writing files. 

The typical HDFS cluster is built on commodity machines which run a GNU/Linux 
operating system. But since the HDFS is written in the Java language, any machine 
supporting Java can run a Namenode or a Datanode. It is recommended that the  
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Fig. 2. The HDFS architecture. The file blocks are distributed among the Datanodes and 
monitored by the Namenode. The clients read and write directly from the Datanodes [12]. 

machine that hosts the Namenode be dedicated to that Namenode, and does not host a 
Datanode for main memory considerations. The other machines host only one 
Datanode, as running multiple instances greatly reduces the reliability of the system. 

Moreover, having only one Namenode greatly simplifies the architecture of the 
system. In order to ensure that a bottleneck is not created, clients never read or write 
files through the Namenode. Instead, they ask the Namenode which Datanodes are 
hosting the blocks associated with the files they need. 

2.2   MapReduce 

The MapReduce programming model was invented by Google for processing large 
datasets across hundreds or thousands of machines. The software framework hides the 
details of computation parallelization, data distribution, and failure handling, and lets 
users specify a map function which transforms a set of key/value pairs into a set of 
intermediate key/value pairs and a reduce function that merges all intermediate values 
associated with the same intermediate key. The Apache Hadoop Core project contains 
a Java implementation of the MapReduce specification. 

Programming Model 
The Map function is written by the user and takes as input a key/value pair and outputs 
an intermediate key/value pair set. The Reduce function is also written by the user and 
accepts an intermediate key and a set of values for that key. The values are merged in 
such a way that only an output value of zero or one is produced per reducer. 

The Map function will output each word in a document with an associated count of 
occurrences which, in this function, will always be '1'. The Reduce function will then, 
for each word outputted, sum its occurrences and output that figure. 
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Fig. 3. The MapReduce execution flow in Google’s implementation [7] 

Implementation 
The Hadoop MapReduce implementation [22] greatly resembles that of Google, since 
both are designed to handle petabytes of data daily. The typical cluster consists of the 
same types of machine used for the HDFS, and uses it as its distributed file system. 
The jobs, a set of Map and Reduce functions, are submitted to a scheduling system to 
the available machines. 

In summary, the execution flow proceeds in the following sequence (numbering 
refers to the numbers in Fig. 3): 

1. The Map functions are started for each input file split on its hosting machines.  
2. A special node, the JobTracker (or Google's Master), assigns a Map or a 

Reduce task to each idle TaskTracker (or Google's Worker). 
3. The TaskTracker then reads the block it was assigned, and parses each 

key/value pair out of the input data and passes it on to the Map function. 
4. The Map outputs are then sorted and partitioned per Reduce function. A 

Combine function is an optional which can be used to aggregate the outputs 
of each Map of each machine, thereby limiting data transfer over the network. 

5. When a TaskTracker responsible for a Reduce is notified that mapped data 
are available, it reads its content via HTTP. As the data are retrieved, they 
are sorted by the intermediate key. 

6. Once the intermediate keys are sorted, the Reduce TaskTracker iterates over 
each unique key and passes it along with its set of intermediate values to the 
Reduce function. The output is appended to a final output file for this Reduce 
partition. 

Usage 
Google uses MapReduce in a variety of internal applications, and states that, in 
September 2007, 11,081 machines were used in MapReduce jobs [13]. 
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Yahoo! uses Hadoop in their Web search, and the output of their MapReduce tasks 
is over 300 terabytes, compressed [11]. 

Rackspace uses Hadoop to parse its logs generated from the machines of their 
datacenters to collect statistics (such as spam counts) from their mail system [14].  

Facebook uses Hadoop in a 320-machine cluster to store internal log and 
dimension data sources, as well as for reporting, analytics, and machine learning [15]. 

2.3   HBase 

HBase is an open-source, distributed, column-oriented, multi-dimensional, high-
availability, high-performance storage technology written in Java and inspired by 
Google's Bigtable.  Just as Bigtable leverages the distributed data storage provided by 
the Google File System (GFS), HBase is aimed at providing Bigtable-like capabilities 
on top of the HDFS. HBase has been a part of the Apache Hadoop project since 
February 2008, and is used in production environments. 

Motivations 
Scaling out a typical relational database often begins with replication. For example, 
YouTube [5] first used MySQL master-slave replication, but eventually arrived at a 
point where the writes used all the capacity of the slaves. Like many organizations, 
they tried partitioning their tables into shards, so that sets of machines hosting the 
various databases were optimized for their tasks. Flicker [19] did the same thing with 
their shards, and even duplicated some data since the comments table was linked to 
their user shard and to their images shard. Soon, after going through many difficult 
steps to scale the architecture, they found that the first relational solution became 
denormalized and harder to maintain. Tools like Pyshards [17], aimed at easing shard 
management, were developed, but they do not obviate the need for partitioning a 
shard if it becomes too big. 

Goals 
To quote the authors of HBase, "The HBase project is for those whose yearly Oracle 
license fees approach the GNP of a small country or whose MySQL install is starting 
to buckle because tables have a few BLOB columns and the row count is heading 
north of a couple of million rows." [18] HBase is designed to leverage the HDFS to 
reliably store terabytes of sparse structured data. It should be as usable in real-time 
applications, where low latency is the priority, as in batch jobs, where higher 
throughput is important. HBase should not provide a relational model, but instead 
consist of a simple data model which supports dynamic modifications of data layout. 

Data Model 
HBase, like Bigtable, is a sparse, distributed, and persistent multi-dimensional sorted 
map which is indexed by a row key, a column key, and a timestamp, and the value is 
an uninterpreted array of bytes, as illustrated in Fig. 4. The column keys reside in 
column families, which are the same for each row and have the syntax 
"family:qualifier". 

(row:string,column:string,time:int64) → string 

Fig. 4. Representation of HBase indexation of the values [4] 
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This map is persistent because it is stored in HDFS, which also makes it 
distributed. It is sorted because the row keys, not their values, are maintained in a 
lexicographical order in the cluster. It is multi-dimensional because the value of each 
row’s key/column key pair has a timestamp; it is sparse because the column keys in 
column families are not necessarily the same across rows; and it is distributed because 
its components reside on many machines. 

The database schema in HBase and Bigtable is very different from the relational 
schema. First, there are no joins between tables. For example, a blog would have three 
tables: blogs have many comments and many users. A solution for the blog/comment 
relation would be to have column families for each comment property, and the 
column key would be the comment ID. If the comments have properties that do not 
need to be accessed with their blog entries (such as the Web browser that was used), a 
second table can be created containing all the information. Since the system runs on 
commodity hardware, the disks are cheap and space is abundant. 

The schema also has only one index, the row key. Unlike the RDBMS, the 
developers cannot use the equivalent of the WHERE clause. By design, all access 
methods in HBase are either gets or scans over the row key, so that a query cannot 
slow the whole system down. Since HBase sits on the Hadoop framework, 
MapReduce can be used instead to generate index tables. 

HBase column families can be configured to support different types of access 
patterns. A maximum number of cell timestamps can be specified, as well as a time to 
live (TTL). By default, HBase returns the latest cell version available, keeps only one 
version, and has no TTL. A family can also be set to stay in-memory, yielding better 
performance at the expense of consuming the main memory. Also, since the data in a 
family are typically of the same nature, a compression level can be configured. For 
example, compressing a family that stores many versions of big strings which are not 
read often will leave more space on the disk for other, more important information. 

Architecture 
An HBase cluster is composed of individual Master and Region Servers which can be 
counted in the hundreds. The Master's job is to monitor the load and to coordinate the 
Region Servers. Each Region Server hosts a number of Regions, which it stores in the 
HDFS. A Region is composed of sorted rows from a table, so that all table rows are 
contained in a set of Regions. HBase relies on Zookeeper [16], which, like Bigtable, 
relies on Chuggy[8], to ensure that there is always one Master at any time, to store the 
bootstrap location of HBase data and to discover the Region servers. 

The way the architecture works is based on the fact that the rows are ordered by 
row key. A three-level hierarchy, similar to a B+ tree, is used to store the Region 
locations. The first level is a file stored in Zookeeper that contains the location of the 
ROOT Region that the Master reads during its startup. That Region then gives the 
location of all the other META table's Regions, which in turn give the location of all 
the user Regions. So, when an application requests a particular row, it first reads the 
META table to figure out in which Region the row is located and then directly 
contacts the server hosting the Region to retrieve the row. There are many caching 
levels, but these are not discussed in this paper. The writes are processed in a similar 
fashion. Instead of figuring out which Region hosts the row, it will figure out which 
Region should host it, once it is sorted. If a Region becomes too big according to a 
configured threshold, it will be split into two. 
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Accessibility 
HBase is accessible from its Java Application Programming Interface (API) which 
offers Create, Read, Update, and Delete (CRUD) operations as well as cluster 
management tools. The following program code demonstrates its use. The first 
operation shows how to open an access to an HBase table and fetch a value using a 
row and a column key. The second operation shows how to open a transaction on a 
row, insert a new value under a column key, and delete another value. 

(1)HTable table = new HTable("myTable"); 
   byte[] valueBytes = table.get("myRow",  
      new Text("myColumnFamily:columnQualifier1")); 
   String valueStr = new String(valueBytes); 
 
(2)long lockId = table.startUpdate("myRow"); 
   table.put(lockId, "myColumnFamily:columnQualifier1",  
      "columnQualifier1 value!"); 
   table.delete(lockId,           
"myColumnFamily:cellIWantDeleted"); 
   table.commit(lockId); 
 

HBase can also be accessed via a REST gateway, which supports the statements GET 
and PUT which, when executed, return data in XML format. Another way to 
communicate with HBase is via a Thrift [20] gateway. Thrift is a framework enabling 
cross-language Remote Procedure Calls (RPCs) and was developed by Facebook. 
This means that most of the APIs can be accessed by the following programming 
languages: C++, Ruby, Python, and PHP. 

3   Comparison Elements 

We investigate a case study where an existing system, using RDBMS technology, has 
been migrated to the HBASE technology. In our lab, both systems are operating in a 
controlled environment. Our goal here is to compare the two systems and draw some 
conclusions on the usefulness of this new technology. In comparing the systems, 
many factors need to be taken into account. Initially, it appeared that the comparison 
would be difficult, as some elements do not vary, while others are very different. 
Below is a discussion on the first set of comparative elements we would like to assess: 
 

• Software architecture: The software architecture could remain the same for 
each implementation. Typically, modern applications will have a 
presentation layer which communicates with a business logic layer, which in 
turn communicates with a database layer. In migrating to HBASE, only the 
database layer should need adaptation. 

• Hardware: The hardware in the two implementations was definitively 
different. Using an RDBMS, the typical machines for a website with a 
sizeable traffic volume will be composed of as many processors and as much 
memory as can be fitted onto a motherboard. These components will also be 
server-class, since the consequences of a machine failure on availability are 
dire. This equipment is also expensive. The disks are organized in the RAID  
(redundant array of independent disk) technology that maximizes writing and 
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reading speed, along with replication. That equipment is installed in a 
master-slave scheme recommended by the manufacturer of the RDBMS. If 
the cost of replicating the write operations becomes too great, the database 
will be partitioned into shards. 

In contrast, the equipment typically used for HBase is PC-class, so they 
are not very expensive. The recommended components are a dual or a quad 
processor with as many gigabytes of memory as possible and two hard drives 
of at least 250 gigabytes. All these machines will work together in a cluster 
which can consist of from 1 to 500 machines. 

• Operating system: The majority of RDBMSs can be deployed on many 
operating systems, but HBase is currently only supported on the Linux 
distributions. This has to be taken into account if the RDBMS is not hosted 
on Linux. 

• Data structure: The two data structures are very different. It is assumed that 
the reader is familiar with the relational schema, so it will not be described 
here. The Bigtable/HBase schema is described in section 2. The main 
differences are that all the relational primitives have been relaxed to allow a 
more dynamic table schema, and that there is no full scan available in HBase. 
This may seem restrictive from the point of view of a developer of small 
systems, but the data-intensive expert will recognize that this is also not doable 
in a relational system because the joins cannot all be performed in memory 
(unless the database was denormalized, which requires much more disk space).  

• Data manipulation: Data manipulation is very rich and mature for online 
operations in an RDBMS and very restricted in HBase. It is assumed that the 
reader is familiar with SQL, so it will not be described here. The data 
manipulation for HBase is described in section 2. The biggest advantage of 
using HBase is that it is enabled to work with MapReduce as a source or as a 
sink, or both. Instead of performing the equivalent of a JOIN at runtime, it is 
more convenient in HBase to build an index table. For example, Bigtable’s 
paper describes the way to generate the many reports in Google Analytics, 
which is to run a nightly MapReduce job which takes a table of clicks from 
each website as a source and an aggregate table as a sink. 

• Means to scale: Scaling an RDBMS first means upgrading each machine, 
and, since these machines are expensive, the whole process is even more so. 
This method has a physical limit, which is the current state of the technology, 
and, unless there are redundant databases with custom load balancing, a 
downtime has to be scheduled. Scaling can also be performed with 
replication, so that each slave can handle the read operations while the 
master receives the writes. It is a method which works until the replication of 
each write on each server generates a bottleneck. This problem is solved by 
sharding the database, but an additional layer of software is needed to handle 
the shards. In any case, all these operations are very expensive. 

Scaling HBase is simply done by adding more machines. For each new 
machine, this is a matter of installing the operating system and the software, and 
then starting the Hadoop and HBase processes. The Datanode/Region servers 
will contact their respective master node, and, in return, will begin redistributing 
the load. The software that runs in the cloud will not be impacted. 
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• Where hardware reliability is handled: Hardware reliability is a big issue 
with any RDBMS, since these systems are designed to work on only one 
machine initially. This is why expensive solutions have to be designed to 
ensure that a machine failure will not take the whole system down. Having 
server-class components provides lower mean time between failure (MBTF), 
but it does not shield the system from a defaulting motherboard, which is 
why failover mechanisms are designed. These mechanisms can, for example, 
hold off the writes in case the master machine in a replication scheme dies to 
give system administrators time to modify the DNS to point to a new master. 
If a slave dies, a big part of the throughput goes down because of the small 
number of machines. 

In HBase, reliability is handled at the file system and database levels. If any 
slave machine dies, only a small part of it goes down, and this is considered 
“normal”, given the number of machines. For example, bigger clusters like the 
ones they have at Yahoo! are able to sustain losing a whole rack.  

• How many systems are using the system: A very important feature of cloud 
computing is that a single cloud can hold many systems, even if they have 
different quality requirements. It is economically wise to aggregate systems in 
a single cluster, because then every system will benefit from a newly added 
machine. In contrast, with the RDBMS, there are different databases for 
different applications, since scaling is difficult and expensive. When taking 
measures, one has to make sure to clearly define what in the cloud can be 
“given” to the software that is being compared to an RDBMS implementation. 

 

This research was carried out in parallel with a project in which an existing system 
based on PostgreSQL had to be migrated to a system based on HBase. While 
choosing the hardware, the setup followed was the one that Google uses, as described 
in the Bigtable paper [4], and it was very different from that already in use. For 
example, the typical machine for HBase had dual processors, while those used in the 
source system were dual quad processors. To minimize the differences, the same 
operating system was kept, the system’s architecture was not changed, and the cluster  
 

Table 1. Comparison of elements proposed in the case study 

Comparison element PostgreSQL implementation HBase 
implementation 

Software 
Architecture 

Three-tier Three-tier 

Hardware Few, expensive Scores, commodity 
Operating System Cent OS Cent OS 
Data structure Relational tables Bigtable-like 

structures 
Data manipulation ORM HBase client API,  

MapReduce 
Means to scale Expensive Inexpensive 
Where hardware 
reliability is handled 

Custom solution HBase and Hadoop 

How many systems 
are using it 

One One 
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was only used by the target system. By using Hadoop and HBase, the scalability and 
back end reliability requirements were easily met, so there was no need to keep the 
custom solution to handle them. Since the source system was in Java, the HBase 
client API was used directly. Table 1 summarizes the differences identified in each 
element during the research. 

4   Transforming Comparison Elements into Comparison Criteria 

To transform the comparison elements into criteria for a comparison assessment, a 
two-step technique was used. The process is presented below: 

1. Identify impact: The impact that a comparison element has when it is not the 
same in the two implementations will lead to different measurement results. 

2. Identify the direct effects on quality: Each comparison element has different 
effects on internal and external quality, as defined in the ISO/IEC 9126 
models of software product quality [23]. 

 

Table 2 illustrates an application of this technique to derive assessment criteria for 
comparison. 

Table 2. Assessment criteria mapping 

Comparison 
element 

Impact Related ISO 9126 
quality sub-
characteristics 

Software 
Architecture 

Changing the architecture implies completely 
different quality attributes that need to be 
evaluated. 

All criteria 

Hardware Commodity hardware is less reliable and, on its 
own, performs poorly. 

Fault tolerance 
Time behavior 
Scalability 

Operating System 

If the source operating system is not Linux, its 
efficiency and maturity are different. 
Restricting to Linux makes the system less 
adaptable. 

Fault tolerance 
Time behavior 
Resource behavior 
Adaptability 

Data structure 

The target data structure is easy to change and 
provides constant performance. 
This data structure is not relational and not 
taught in classes. 

Time behavior 
Changeability 
Replaceability 
Adaptability 

Data manipulation The target data manipulation provides limited 
functionalities for online processing, but is 
excellent for offline processing. 
MapReduce is unknown to most developers. 

Time behavior 
Analyzability 
Changeability 
Replaceability 

Means to scale Scalability is built into Hbase, provides for 
easier reactions to new specifications, and does 
not require the system to be shut down. 

Scalability 
Stability 
Adaptability 

Where hardware 
reliability is 
handled 

Reliability is also built in, so there is no need 
for a custom layer to provide it. The system is 
simplified. 

Reliability 
Analyzability 
Changeability 

How many systems 
are using it 

The target system may perform badly if other 
systems are heavy users of the resources. 

Time behavior 
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In Table 2, each row constitutes an assessment criterion which helps in comparing 
the quality of two systems. As described, HBase use may negatively affect the 
maintainability of the system, since its current and future developers may not be 
experts in Hadoop and HBase. At the same time, it provides a system that does not 
need to handle database failures. Moreover, it enables faster processing of large 
datasets and can scale according to changing requirements. 

5   Future Work and Summary 

While new technologies have been developed in the last few years to address the 
scalability and reliability problems inherent in data-intensive systems, little has been 
done to validate the quality of the new systems relative to the older ones. Based on 
our work in migrating a system that used PostgreSQL to one that used HBase, a list of 
comparison elements was identified and translated into assessment criteria. We do not 
claim that the list is exhaustive, and more research should be done to verify and 
validate the criteria it contains. 

Future work is aimed at developing a process to measure the scalability and 
performance criteria. The only measures published for Bigtable-like databases to date 
are presented in Google’s original paper [4]. Google used N machines and took 
measures as N varied while N clients were generating a load. The following measures 
were reported: random reads, random reads in memory, random writes, sequential reads, 
sequential writes, and scans for 1, 20, 250, and 500 machines. Results were impacted by 
the fact that the machines were also used by other processes during the experiments.  
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Abstract. The evaluation of metrics on data available in change request 
management (CRM) systems offers valuable information for the assessment of 
process quality characteristics.  The definition of appropriate metrics that 
consider the underlying change request workflow and address the information 
needs of an organization is an intricate task.  

Furthermore CRM systems usually provide only a number of predefined 
metrics with limited adaptability. The tool BugzillaMetrics offers a more 
flexible approach that simplifies defining and adjusting new metrics. However a 
systematic approach for deriving an appropriate metric in a target-oriented way 
is needed. This paper describes a corresponding procedure on how to develop 
and validate metrics on CRM data applicable for the comparison of process 
quality characteristics.  

Keywords: Process Metrics, Change Request Management, Metric Specification, 
Software Measurement Design, Measurement Tool. 

1   Introduction 

The management of a large software project portfolio raises several managerial 
challenges, like balancing resource allocation between different projects, and aligning 
development processes to the standards of the organization. Hence the project statuses 
and process quality characteristics, like planning precision or problem resolution 
speed, must be monitored continuously in order to identify development process 
weaknesses, and assess process improvements. Collecting the required data by 
regularly project status reporting can be expensive and intrusive, and furthermore 
ignores the past history of the process [1]. This motivates mining data from routinely 
collected repositories like change request management (CRM) systems. 

The usage of this data for evaluating process quality characteristics imposes certain 
difficulties. Appropriate metrics will depend on the designated process and the 
improvement goals, as well as on the data available. It must be validated that the 
metrics are proper numerical characterizations of the qualities of interest, and that the 
measurements can be compared between different projects. 

However existing CRM tools provide only a number of fixed metric evaluations 
and are limited in their adaptability [2]. Hence extraction and integration of the data 
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typically require the development of custom scripts. Validation of the metrics most 
often necessitates adjusting the metrics definition and corresponding scripts, which is 
time-consuming and costly. 

The open source tool BugzillaMetrics implements a more flexible approach for the 
evaluation of metrics on CRM data, based on declarative metric specifications [2]. 
The tool allows concentrating the main effort on the model of the metric, not on its 
implementation. Thus experimenting with metrics and adjusting them is faster and 
easier.  

But, first experience with using the tool has revealed certain pitfalls in developing 
appropriate metric definitions [2]. This motivates the need for a structured approach 
for developing metrics on CRM data. 

This paper presents a procedure to systematically develop metrics on CRM data 
used to compare process quality characteristics. This procedure includes validation 
steps as well as guidance for the interpretation of the metric results. First an overview 
of related work is given. Section 3 briefly describes the BugzillaMetrics tool.  

2   Related Work 

There exist numerous approaches to analyse CRM data as well as data from version 
control systems for several purposes (e.g. visualization of software evolution [4], or 
change impact analysis [5]). A survey is given by Kagdi et al [6].  Some of these 
approaches do also analyze specific aspects of the process. For example Sliwerski et 
al. present an approach to reconstruct links between the version-control system and 
resolved defect reports in the CRM database in order to analyse the frequency of fix-
inducing changes [7]. Koponen presents a tool to analyse several aspects of 
maintenance processes of open source software, like typical defect-lifecycles, and 
origin of change analysis [8]. Gasser and Ripoche analyse CRM data of open source 
projects in order to extract their process models [9]. 

However none of these approaches is targeted at a general procedure for the 
assessment of process quality characteristics based on CRM data. 

3   BugzillaMetrics 

BugzillaMetrics is based on user defined metric specifications that abstract from the 
way the information is stored in the CRM database [3]. The basic building blocks for 
these specifications are filters for properties of a change request (e.g. its severity, 
status, or target milestone), and events that occur in the history of a change request 
(e.g. its creation, a change of the assignee, or the reopening of a resolved request). 
Filters and events can be combined with Boolean operators. 

Each metric specification contains a base filter that defines which change requests 
are considered during the calculation (e.g. only change requests that belong to a 
certain product). Further on the evaluation time period and the time granularity 
(e.g. month or year) are defined. 

Then one of several predefined value calculators can be applied to calculate a 
value for individual change requests in each time interval according to the given time 
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granularity. Examples of value calculators are the calculation of the length of a time 
interval between two specified events in the lifecycle of a change request, the 
calculation of the time a change request resides in a certain state, or the calculation of 
the number of occurrences of certain events during a time period. In the latter case an 
optional weight can be applied (e.g. a weighting by the severity of the change request, 
or by its estimated remaining workload). In terms of the ISO/IEC 15939 standard [10] 
the outcome of a value calculator can be denoted as base measure while a change 
request is the entity to be characterized by measuring. 

The outcome of these value calculators can be combined with operations like sum, 
maximum, or mean value to calculate a result for a certain time interval. This outcome 
represents a derived measure related to the process in a certain time interval.  

Thereby the tool offers a large flexibility for the specification of metrics. Furthermore 
the metric specification is separated from the way the required information is retrieved 
from the CRM database.  

4   Developing Metrics on Change Request Data 

This section describes a procedure on how to develop and validate metrics that target 
at the comparison of process quality characteristics. The approach is exemplified by 
developing metrics applicable to the CRM database of the Eclipse open source 
community. 

4.1   Bidirectional Quality Models 

In order to derive a metric we rely on the approach of bidirectional quality models 
[11]. This subsection briefly describes the related concepts (see Figure 1) and maps 
them to the terms of the ISO measurement information model contained in the 
ISO/IEC 15939 standard [10].  

 

Quality

Q-Characteristic

Q-Characteristic

Q-Characteristic

Q-Characteristic

Q-Characteristic
Q-Property

Q-Property

Q-Property

Q-PropertyQ-Indicator

Q-Indicator

 

Fig. 1. Concepts of the bidirectional quality model 

On the one side the quality characteristics reflect high-level requirements on the 
quality.  In terms of the ISO/IEC 15939 standard these quality characteristics 
correspond with information needs derived from the business, organizational, 
regulatory, product or project objectives. An example of a quality characteristic is 
planning precision which can be subdivided into the quality characteristics: adherence 
to schedule, adherence to planned effort, and process transparency. 
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On the other side the quality properties denote objective characteristics of an 
entity (i.e. product, process, or system), that can be used to distinct between the 
considered entities. In terms of the ISO/IEC 15939 standard a quality property is an 
attribute of an entity that can be objectively and quantitatively distinguished by 
automated means. Examples for such quality properties are the total number of 
defects, the number of reopened change requests, or the frequency of assignee 
changes of a change request. 

The quality properties will be used in a bottom-up fashion to form quality 
indicators. A quality indicator describes how a number of quality properties can be 
interpreted with respect to a quality characteristic. Hence the quality indicators bridge 
the gap between the technical view of quality properties and the abstract view of the 
quality characteristics. The notion of quality indicator complies with ISO/IEC 15939. 

4.2   Identification of Quality Characteristics 

The process quality characteristics of interest correspond to information needs that are 
in general derived from the objectives of the organization [12]. These characteristics 
can be refined stepwise. 

For example the Eclipse community applies an agile development process based on 
several practices [13]. This process implicitly contains certain objectives, e.g. the 
planning precision of the scheduled milestones. 

Related to the practice called “community involvement”, one can derive the 
process quality characteristic “responsiveness to incoming defect reports”, since the 
establishment of an active community requires timely reactions on observed 
problems. Note that this characteristic does not consider the resolution time of 
defects, but the duration to the first reaction on an incoming defect report. As most of 
the Eclipse projects are related to offering a general tools and integration platform the 
responsiveness on defect reports will have an impact on dependent projects based 
upon the Eclipse technology. In the following we will use this process quality 
characteristic as an example.  

4.3   Identification of Quality Properties 

In order to identify measurable quality properties it is necessary to analyze the way 
the CRM system is used, e.g. it must be examined what is the typical workflow of a 
change request, and which information is collected on a change request. Then quality 
properties need to be defined where some relation to the quality characteristics is 
conjectured.  

Since each quality characteristic is related to some improvement goal, potential 
quality properties can be identified based on the Goal Question Metric approach [14]. 
However since the analysis is based on CRM data, it must be possible to determine a 
quantitative value for each quality property based on the data collected during the 
lifecycle of a change request. Naturally there will be some process quality 
characteristics where it is not possible to determine related quality properties, since 
not all quality characteristics can be evaluated based on the available CRM data. 

For our ongoing example we need to find out which reaction can be considered as 
an appropriate acknowledgement for an incoming defect report. At first sight this will 



 Comparison of Process Quality Characteristics Based on Change Request Data 131 

be either adding an additional comment, changing the status of the defect report, or 
assigning the defect report to a specific assignee. These events can be specified in a 
metric of the BugzillaMetrics tool. The plausibility of the metric can then be validated 
by inspecting the results calculated for individual change requests and examining 
whether the history of a request conforms to the envisaged interpretation.  

In our case it needs to be checked whether the metric considers all relevant 
reactions on defect reports. A detailed consideration shows that there are some more 
reactions, like changing the severity, priority, or the target milestone of the defect 
report, since this gives feedback about how the defect is rated by the project team.  
Hence the metric definition will be refined stepwise.  

Until now the metric does only specify how the numbers for individual change 
requests are calculated. The next subsection will describe how these numbers will be 
aggregated in order to compare the process quality characteristics of different 
projects. 

4.4   Definition of Quality Indicators 

At first it needs to be defined how the values for individual change requests of a project 
can be aggregated. An appropriate metric must fulfil the following requirements: 

• Elimination of interfering factors: It must be avoided that the aggregated value 
can be predominantly influenced by other factors, like size and age of the project. 
If other factors interfere with the original intention of the measurement the result 
will be difficult to interpret and to compare between projects. 

This would be the case in our example if we take the arithmetic mean of the 
individual first reaction values for each defect report. The result would 
potentially be distorted if a number of old but untreated defect reports is 
processed in a long-lived project. Hence the aggregation of the individual values 
will require using some kind of normalization or mean value that is stable against 
these kinds of outliers. 

• Timely relatedness to perceived problems in the process: Each value calculated 
for a change request belongs to a specific time interval (e.g. month or year). It 
must be carefully considered that the assignment of the measurement values to 
time intervals stands in a temporal connection to potential causes in the process in 
order to prevent misleading interpretations. 

In our example this may happen if the values would be assigned to the time 
interval in which the first reaction occurred. Processing a number of old but 
untreated defect reports might then erroneously be interpreted as bad 
responsiveness in that time interval. Though the cause why these defect reports 
remained untouched dates back to the past. 

• Appropriate granularity of time intervals: The granularity of the time intervals 
for which the change request values are aggregated must be similar to the release 
cycle of the project. Otherwise the resulting values will possibly be diverging due 
to the current phase in the release cycle (e.g. the endgame phase in the Eclipse 
development process [13]).  
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In order to derive an aggregated value that fulfils these requirements it is often 
better not to use the absolute values (in our case the time until first reaction on a 
change request), but to count the change requests where this value exceeds a certain 
threshold.  

Hitting the threshold should be related to having a negative or positive impact on 
some quality characteristic. In our example it is reasonable to assume that defect 
reports with a severity equal or higher than normal that do not get any response within 
three days will probably retard or hamper dependent projects. 
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Fig. 2. Definition of PercentageOfLateReactions 

Counting the change requests at the time when the threshold was hit ensures that 
there is a timely relation to perceived unresponsiveness. Additionally it enables to 
consider those defect reports in the calculation that did not yet get a response. 
Normalization of the results can be achieved by calculating the percentage of defect 
reports whose first response hits the threshold. The metric definition is sketched in 
Figure 2.  

The calculation can again be specified with BugzillaMetrics (see Figure 3, numbers 
refer to the corresponding part of the metric definition). In order to use the aggregated 
result as quality indicator it requires defining some guidance how to interpret the 
results. This will be discussed in the following section. 
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<metric>
  <baseFilter> 
     <or> 
       <value field="severity">normal</value> 
                           … 
       <value field="severity">blocker</value> 
     </or> 
  </baseFilter> 

  <valueCalculators> 
      <intervalLengthCalculator id="firstReaction">

          <from> 
         <creation /> 
          </from> 

          <to> 
             <or> 
                <commentAdded /> 
                <transition field="status" /> 
                <transition field="assignee" /> 
                <transition field="severity" /> 
                <transition field="priority" /> 
                <transition field="component" /> 
                <transition field="targetMilestone" />
                              … 
                <transition field="version" />
            </or> 
         </to> 

         <thresholdWeight  thresholdInDays="3" /> 
    </intervalLengthCalculator> 

  </valueCalculators> 

  <groupEvaluations> 
     <calculation name="PercentageReactionLaterThan3days">
          <divide> 
             <sum valueCalculator="firstReaction"/>
             <count valueCalculator="firstReaction"/>
          </divide> 
     </calculation> 
  </groupEvaluations> 
    … 
</metric>

Determines which change requests are 
considered during the calculation (5)

Aggregates individual values. (6)

Assigns 1 if the threshold was hit, otherwise 0.  (3)(5)

Specification based on events (1)

Calculates values for individual 
change requests (2)(4)

 

Fig. 3. Metric Specification of “Percentage of Reaction later than 3 days”. Numbers refer to the 
related formulas in Figure 2. 
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4.5   Interpretation Based on Empirical Data 

The comparison within a peer group of projects offers a practical approach for the 
interpretation of the measurement values in order to decide whether a project is doing 
good or bad with respect to a certain quality characteristic.  

The CRM system of the Eclipse project provides in our example the necessary 
empirical data. The resulting measurement values for a number of large projects are 
shown in Figure 4.  Since the release dates of the major Eclipse projects are aligned in 
simultaneous release at the end of June, the measurement values have been calculated 
for the time periods between these releases. 
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Fig. 4. Percentage of defect reports with the first reaction later than 3 days and a severity of 
"normal" or higher 

It can be observed that the values for most of the projects tend to change only 
gradually between the years. This matches with the experience that discontinuous 
improvements of the process can rather seldom be achieved in large projects.  If the 
values for most of the projects are volatile the underlying metric definition should be 
examined whether it really fulfils the requirements stated in the previous section. 

A value for a project can now be interpreted in comparison to the value distribution 
in the time period related to the release. Naturally there can be slight differences of 
the interpretation dependent on the base for the comparison. The boxplot denotes the 
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second and third quartile of the data set. Projects within this range can be interpreted 
as having an around average responsiveness to incoming defect reports.  So it can for 
example be stated that the EMF project had a good responsiveness for several release 
periods. The responsiveness of the GEF project is rather poor and declined in the last 
years. These results match with the experience gained during the development of a 
toolset at our research group that is called ViPER and is based on EMF and GEF [15]. 

4.6   Additional Example 

In order to illustrate the procedure for metrics development an additional example 
will briefly be discussed in this section. At first we have to identify a quality 
characteristic of interest. A general objective in the development process is the 
efficient processing of the change requests. A related sub-goal is that the change 
requests should be resolved initially in an adequate way, since later rework often 
requires additional effort, and may be caused by insufficient coordination or 
misunderstandings related to the initial change request. Hence we can derive the 
quality characteristic “frequency of rework”. 

In order to identify related measurable quality properties we have to analyse how 
rework is reflected in the available information about the lifecycle of a change 
request. Bugzilla has two related fields: status and resolution. If some action has been 
taken to resolve a change request, it is switched to the “Resolved” status. Some 
Eclipse projects also use the subsequent status values “Verified” and “Closed”.  

The resolution field indicates how the change request was resolved. Possible values 
are for example “Fixed” (some change to the software had been implemented), 
“Duplicate” (change request is already described in another existing change request), 
“WorksForMe” (described problem could not be reproduced), or “Not_Eclipse” 
(problem is related to a third-party package).  

If the resolution is deemed to be incorrect the change request can be switched to 
the status “Reopened”. A state transition to the status “Reopened” of a change request 
with resolution “Fixed” would indicate that a bug fix or new feature had not been 
implemented correctly. If the change request had a different resolution (e.g. 
“Duplicate” or “Not_Eclipse”) this indicates that the decision to resolve the change 
request was based on some wrong assumptions. 

Basically one can define the quality property “number of transitions to Reopened 
during the lifecycle of a change request”. However we have to clarify whether we are 
only interested in transitions where some rework of previous changes in the software 
is required, or we are interested in all transitions where a change request is 
reexamined for some reason. The first interpretation would require taking the 
resolution field into account when identifying the respective state transitions. While 
both interpretations are reasonable, we choose the latter one here, since we are more 
interested in rework related to the overall change request process, instead of rework 
related to the quality of the implemented changes in the software.  

Again, the plausibility of the previous assumptions can be validated by inspecting 
the lifecycle of individual change requests. By doing this we notice that the Eclipse 
CRM database allowed setting the resolution “Later” or “Remind” when a change 
request was switched to the status “Resolved”. These resolution values are now 
deprecated since they do not indicate that the change request had really been resolved  
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__

<metric>

   … 
  <valueCalculators> 
     <countEvents id="TransitionsToReopened">
        <event> 
           <and> 
              <transition field="resolution"> 
                 <from>FIXED</from> 
                 <from>INVALID</from> 
                 <from>WONTFIX</from> 
                 <from>DUPLICATE</from> 
                 <from>WORKSFORME</from> 
                 <from>MOVED</from> 
                 <from>NOT_ECLIPSE</from> 
              </transition> 
              <stateFilter> 
                 <value field="status">REOPENED</value>
              </stateFilter> 
           </and> 
        </event> 
     </countEvents> 

     <countEvents id="TransitionsToResolved">
        <event> 
           <and> 
              <transition field="resolution"> 
                 <to>FIXED</to> 

…
                 <to>NOT_ECLIPSE</to> 
              </transition> 
              <stateFilter> 
                 <value field="status">RESOLVED</value>
              </stateFilter> 
           </and> 
        </event> 
     </countEvents> 

  </valueCalculators> 

  <groupEvaluations> 
    <calculation name="ProportionOfRework">
      <divide> 
        <count valueCalculator="TransitionsToReopened"/>
        <count valueCalculator="TransitionsToResolved"/>
      </divide> 
    </calculation> 
  </groupEvaluations> 

…
</metric>

All possible 
resolutions, 
except „Later“ 
and „Remind“. 

All possible 
resolutions, 
except „Later“ 
and „Remind“. 

 

Fig. 5. Metric Specification of “Number of transitions to ‘Reopened’ divided by the number of 
transitions to ‘Resolved’ in a time period” 
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[16]. Instead such change requests should be marked either by setting a target 
milestone named “Future”, by adding the “needinfo” keyword (which means asking 
more information from the reporter), or by decreasing their priority.  

When counting  status transitions to “Reopened” it must therefore be distinguished 
between change requests that had the resolution “Later” or “Remind”, and those that 
had a proper resolution. Only transitions that had a proper resolution can be counted 
as reopened change requests. Otherwise the resulting values would be distorted for 
projects that once had used the “Later” and “Remind” resolution.  

The quality indicator has to be defined in a way that the resulting values can be 
compared between different projects. The total number of transitions to the 
“Reopened” status in a certain time period will depend on the size of the project. In 
order to normalize the result we can divide by the total number of change requests 
resolved in that time period.  
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Fig. 6. Percentage of transitions to “Reopened” relative to the number of transitions to “Resolved” 
in a time period 

More precisely we have to decide whether to count resolved change requests in that 
time period only once, or to count each state transition to “Resolved” of the same 
change request. Since the numerator (total number of transitions to the “Reopened” 
status) refers to all incorrect resolutions of a change request, we choose the second 
option for the denominator, since this corresponds to all resolutions of a change 
request. Again, state transitions to the “Resolved” status with the resolution “Later” or 
“Remind” should not be considered, since these change requests have not really been 
resolved. The corresponding metric specification is shown in figure 5. 
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Figure 6 shows the resulting measurement values of a number of large projects. 
Again it can be stated that the EMF project performs better than the average project, 
while GMF had a high proportion of reopened change requests. Additionally it can be 
stated from our experience that the GMF project has provided few major new features 
in the Europe and Ganymede release, and concentrated more on fixing defects. 

5   Conclusion and Outlook 

In this paper we presented a procedure for developing and validating metric 
definitions based on CRM data that can be used to evaluate quality characteristics of 
the development process. It is based on bidirectional quality models which provide an 
approach how to relate high-level quality characteristics to the technical view of 
measurable quality properties.  

Summarizing, the following steps are performed for the development of a metric: 

1. Deriving of process quality characteristics from the objectives of the 
organization. 

2. Improvement goal based identification of corresponding quality properties 
and initial validation based on the inspection of individual change request 
lifecycles. 

3. Definition of quality indicators that enable comparability between projects.  
4. Interpretation based on empirical data.  

The usage of metric specifications provided by the BugzillaMetrics tool facilitates 
an iterative refinement of the related metric definitions in steps 2 to 4. Further on the 
presented procedure guides the validation of underlying assumptions on different 
levels: by inspecting the lifecycle of individual change requests and by checking 
whether the results on the project and the project portfolio level match with 
experience. This enables to uncover wrong assumptions early during development of 
the metric. 

In the presented examples is a one-to-one relation between the quality characteristic 
and the quality indicator. In general there can be several quality indicators that need to 
be weighted according to their influence on a quality characteristic. 

It depends on the available CRM data which process characteristics can be 
evaluated.  The Eclipse CRM database enables e.g. to consider characteristics like 
stability of the prospected target milestones, resolution speed of problem reports and 
enhancement requests, frequency of high-severity bugs, or the stability of the 
prioritization of change requests. 

CRM systems with a more fine-grained workflow definition and more data 
collected like estimated and actual work time enable the evaluation of a wider range 
of quality characteristics.  

Since BugzillaMetrics can automatically adapt to custom information collected for 
the change requests in the Bugzilla database, it can straightforwardly be used for related 
analyses. As an example the orthogonal defect classification (ODC) requires to classify 
each reported defect according to a defect type and a defect trigger in order to compare 
their distribution to an expected distribution in a certain phase of the process [17]. Given 
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that these classifications are collected in Bugzilla, the corresponding distributions and 
their change over time can directly be evaluated using BugzillaMetrics. 

Furthermore it can be of interest to associate some kind of size metric to the 
change requests. By end of 2008 an extension of BugzillaMetrics will be released that 
enables collecting metrics from version control systems by considering the code 
changes related to a change request. This enables to consider size metrics like the size 
of a code change in the evaluations. A prerequisite for these evaluations will be the 
integration of Bugzilla with version control systems, such as CVS and Subversion, as 
provided by the Scmbug project [18]. 
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Abstract. The selection of a business process modeling tool is not new, but 
nowadays much more complicated than in the past. The reasons for this lie in 
the necessary consideration of a whole business process management (BPM) 
approach. After a short introduction, this paper gives an overview about the di-
verse aspects of BPM-activities and provides an analysis of available evaluation 
approaches for business process modeling tools. Furthermore, we want to con-
centrate on an empirical analysis of available modeling tools. This evaluation 
was executed under consideration of the requirements for a BPM-approach. The 
kind of investigated tools consider open source tools as well as commercial tool 
approaches. 

Keywords: Business process, management, modeling, evaluation, notations, 
tools, empirical analysis. 

1   Introduction and Motivation 

The fulfilment of services as well as the sales of products for an internal or external 
customer takes place on the basis of business processes. Therefore, business processes 
define necessary activities to fulfil corresponding tasks. Such activities can be exe-
cuted with the help of technical systems or with personnel resources (business roles), 
too. The design of business processes must consider the quantitative and qualitative 
behavior of activities. Classical business process modeling approaches consider the 
identification, the documentation and the optimization of selected activities. Beside, 
there was a strong consideration of organizational aspects.  

The business process modeling can be described as image of the reality. By a sim-
plifying view, statements about the qualitative, resource-referential and temporal 
behavior of a concrete business process should be won. Business process models are 
required as basis for the implementation of software solutions, too. Especially in the 
case of modern integration architectures, the consideration of business process models 
is a must. In the case of service oriented architectures, the interactions of business 
services should be derived from process models. In this context, it is also spoken of 
service orchestration as well as service choreography. 

This paper investigates the selection procedure of tools for business process model-
ing. The selection of such kind of tools was mostly discussed under consideration of 
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analysis activities. However, this concerns only one part of the various aspects of the 
business process management. In many cases an exclusively analytic look at the busi-
ness processes is only able to comprehend the realities for a short time period and 
therefore, do not suffice to the complex tasks of the information management any 
longer. 

Nowadays process models are used as fundament for the identification, optimiza-
tion, implementation, monitoring and management of the whole added value chain 
inside an enterprise; hence, a selection approach should consider the whole lifecycle 
of process- and information modeling activities.  

The following statement emphasizes the importance of the selection of a business 
process modeling tool (Source [Blechar 2007]): 

“Business process analysis tools are key components of business process im-
provement and business process management initiatives. Process modeling is a 
key capability of a business process management suite.” 

Another motivation for the use of a business process modeling tool can be found in 
[Erl 2005]: 

“The advent of business process management has resulted in an industry-wide 
flurry of process modeling and remodeling activity. Process models have 
therefore become a central form of business analysis documentation in many 
organizations.” 

2   Aspects of Business Process Management 

The successful management of business processes (GP) is considered as key to the 
management of lining up challenges. The causes lie particular in the increasing cost-
ing and innovative pressure, the continual consideration of new requirements and the 
business-process-conformal adjustment of assigned information systems.  

The business process management considers much more activities than the well 
known process analysis. Nowadays we can observe a closer relationship between the 
different IT-related aspects. The vision is to drive the integration of services from the 
business perspective by the use of process and object models. The focus is on the so 
called “IT Business Alignment”. A model driven approach should bridge the typical 
gap between the analysis and the implementation of business processes. 

In detail, the following tasks can be identified within modern Business Process 
Management approaches: 

• Business process analysis – Deals with the identification of existing business proc-
esses and the definition of core process areas. These goals can be attained with the 
evaluation of available process documentation, examinations within interviews or 
with the use of specific analysis workshops. Success depends thereby considerably 
on a pragmatic approach. 

• Business process modeling - This task takes place with the help of graphic notations. 
In the industrial area we can observe the use of event driven process chains (EPC), 
the application of activity diagrams from the Unified Modeling Language (UML) or 
nowadays the consideration of the Business Process Modeling Notation (BPMN). 
The used notation should be as comprehensible as possible for all involved. 
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• Business process optimization – Business process models allow the identification 
of redundancy process activities, an improved synchronization behavior or the 
identification of process gaps. Based on these findings, it is possible to propose 
necessary organizational changes as well as the definition of new requirements for 
existing or new information systems. 

• Simulation of business processes – Under the use of the established process mod-
els, instances of business processes are examined within a dynamic analysis. This 
involves the so called "what-if analysis" and/or the investigation of synchroniza-
tion problems, too. The application of actuality-near model variables is important 
to a successful simulation. 

• Automation and integration – The direct derivation of implementation assets (e.g. 
XML) is part of this task. According to this, graphical representations of business 
processes are transferred into corresponding process description languages. By the 
use of business services it is therefore possible to establish assembled (orchestrated 
or choreographed) software applications.  

• Business process monitoring - The monitoring and control of business processes 
implies the collection of measurements from executed real process instances. As a 
result, a large covering is required between target and actual process. The descrip-
tion of this activity is very often described as Business Activity Monitoring (in 
short BAM). 

Under consideration of these tasks the business process analysis or the business proc-
ess modeling can not be evaluated in particular; thus, they rather have to be integrated 
in the context of this comprehensive setting of tasks for the business process man-
agement. Therefore, the selection of a suitable tool for the process modeling is a sig-
nificant basis for the entire business process management. 

3   Evaluation Approaches for BPM-Tools 

This section investigates selected evaluation approaches for business process model-
ing tools. First, we start with an ISO-standard procedure, usable for any kind of soft-
ware product evaluation. After this we analyze academic research works, as well as 
typical procedures used within the industries. Furthermore, the current evaluation 
approaches will be analyzed from the software measurement point of view. 

3.1   The ISO/IEC 14598-Standard 

The ISO/IEC 14598 series of international standards (currently replaced by ISO/IEC 
2504n - Quality Evaluation Division of the ISO/IEC SQuaRE standards) is concerned 
with the process of software product evaluation, seen from different viewpoints. [ISO 
14598] 

Part 5 of this standard describes the evaluator’s view of the evaluation process and 
the activities needed to perform an independent software evaluation in terms of qual-
ity characteristic as defined in ISO/IEC 9126. ISO/IEC 14598-5 standard does not 
prescribe any specific quality model; nevertheless, its strong relationship to the 
ISO/IEC 9126 quality model provides the possibility to use this standard as orienta-
tion for an evaluation approach of business process modeling tools. 
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Fig. 1. The Evaluation Process of ISO 14598 (according to BPMN) 

3.2   Related Works – Academic Background 

[Nüttgens 2002] proposes an evaluation framework with five main categories. The 
main categories contain further sub categories with approximately 350 separate 
evaluation characteristics in total. This product independent approach is usable for 
vendors and buyers and supports the selection of modeling tools for BPM activities. 
The following overview shows the main categories and selected examples of sub 
aspects: 

• Product & price model 
- License models 
- Service and support 

• Manufacturers and customer basis 
- Market and financial strengths 
- Customer references 

• Technology & interfaces 
- Language support 
- Provides interfaces 

• Methodology & Modeling 
- Provided model notations 
- Management of developed models 

• Applications & integration 
- Animation and simulation possibilities 
- Support of measurements 
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The application of the evaluation approach is supported by tools. Furthermore, it is 
possible to concentrate on selected evaluation perspectives. 

Other approaches use important questions to derive the requirements for the choice 
of a tool. The following questions are typical examples (under consideration of 
[Wimmer 2006]): 

• Which goal positions are pursued with a modeling approach? (e.g. identification of 
the current situation including process gaps, simulation possibilities, process costs) 

• Which contents should be modeled? (e.g. data/information, activities, organiza-
tions, process flows, technical and human resources) 

• Who are the users of the tool? (e.g. business analyst, system engineer, reengineers, 
process designers, application developers) 

• Who should be able to read the produced models? (e.g. customers, users, process 
designers, application developers) 

• Where is modeling incorporated within the project cycle? (e.g. strategy develop-
ment, system analysis, requirements definition, process performance measurement) 

• Which scope is modeled? (e.g. selected aspects of a whole organization, core busi-
ness models for large enterprises) 

• Are interfaces available to other systems or applications? (Differentiation of pure 
indication tools or support in several phases and several levels) 

• Which costs are necessary? (e.g. license models, required software and hardware, 
maintenance costs) 

• Which are the required skills in order to use the tool? (e.g. available skills inside 
the enterprise, offered learning systems) 

With the help of questions it should be possible to reflect the specific requirements for 
a tool selection. The answers of a question can be used to derive measurements, typi-
cal with an ordinal scale behavior. Besides, the measured values can be weighted, or 
be marked as compelling requirement. 

3.3   Related Works – Industrial Background 

Gartner use the so called Magic Quadrant as graphical representation of a specific 
marketplace within a defined timeframe. This research tool allows the classification 
of vendor’s product offerings. The four quadrant fields contain the following classifi-
cation for the analyzed vendors (Source: [Blechar 2007]): 

• Challengers are well established vendors who have less completeness of vision 
than the leaders. But they are able to drive a development on basis of their eco-
nomic strength. 

• Leaders provide products with a high degree of functionality and have a strong 
market penetration. They are also well-positioned for the future (vision and in-
vestment). 

• Visionaries are differentiated by innovation. Such innovation can be derived from 
technological areas or sales and marketing aspects. 

• Niche Players offer usually products with special characteristics. Therefore, these 
kinds of vendors concentrate mostly on corresponding market gaps. 



146 A. Schmietendorf 

 

The evaluation of the vendors and their products occurs by using the following crite-
ria definitions (Source: [Blechar 2007]): 

Ability to Execute 
• Products & Services (e.g. product/service capabilities, quality, feature sets and 

skills) 
• Overall Viability (e.g. financial health, practical success of the business unit) 
• Sales Execution and Pricing (e.g. capabilities to support pre-sales activities) 
• Market Responsiveness and Track Record (e.g. agility to consider customer needs) 
• Marketing Execution (e.g. influence the market  mind share) 
• Customer Experiences (e.g. customer support programs) 
• Operations (e.g. maturity of the organizational structure) 

Completeness of Vision 
• Market Understanding (e.g. understanding of buyers requirements) 
• Marketing Strategy (e.g. consistent set of messages within Web sites, advertising) 
• Sales Strategy (e.g. kind of sales channels) 
• Offering Strategy (e.g. kind of product development) 
• Business Model (e.g. logic of underlying business propositions) 
• Vertical/Industry Strategy (e.g. strategy to direct resources, skills and offerings) 
• Innovation (e.g. consolidation activities) 
• Geographic Strategy (e.g. work with partners, channels and subsidiaries) 

The presented criteria are applied with different weightings.  
Figure 2 shows an example of a Magic Quadrant for Business Process Analysis 

tools. It shows IDS Scheer as leading vendor with the highest ability to execute, as 
well as the provider with the matured vision. Gartner emphasizes that the evaluation 
result is not a purchase recommendation! (see also [Blechar 2007]). 

Further commercial evaluation approaches are provided by Forrester Research. A 
specific evaluation for Business Process Modeling tools can be found in [Peyret 
2006]. The evaluation takes place through the analysis of the current product, the 
strategic orientation and the market presence of the supplier. He assessed 16 tools of 
different suppliers and used 121 criterions for it. Analyzed tools are classified by the 
use of "Risky Bets", "Contenders", "Strong Performers" and "Leaders". 

3.4   Related Works – Public Background 

A relatively simple approach from the German government can be found in 
[CCVBPO 2005]. Only 21 criteria were considered for the evaluation. The guideline 
deals with the following main characteristics: 

• Functionality (e.g. architectural aspects, modeling and reporting possibilities) 
• Costs (e.g. software licenses, hardware requirements) 
• Efforts for staff trainings (e.g. skill requirements, offered trainings) 
• Expanded functionalities (e.g. supported interfaces, modeling methodology) 

Beside the prepared criteria catalog, the guideline explains further BPM-related as-
pects. There is a description of possible tasks during the business process analysis/ 
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Fig. 2. Magic Quadrant for business process analysis tools (Source: [Blechar 2007]) 

optimization. Furthermore, the guideline contains a list of reachable benefits within 
BPM-projects and the peculiarities of a BPM project within the public sector. 

3.5   Evaluation of the Current Situation 

Figure 3 compares the explained evaluation approaches under consideration of 5 as-
pects. These aspects are the following ones: 

• BPM covering deals with the consideration of the different aspects within a whole 
business process management approach, like mentioned in section 2. 
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• Evaluation scope considers the width of the used evaluation criterions from a func-
tional point of view. (product-, process- and resource-related aspects) 

• Process orientation means the consideration of necessary steps to carry out a prod-
uct evaluation. (e.g. under consideration of the ISO 14598 standard) 

• Strategy Strength deals with evaluation aspects to characterize the strategical orien-
tation of product approaches, for instance an available roadmap. 

• Business Strength means such aspects like financial health of a possible vendor or 
the transparency of provided license models. 

0
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3

4

5
BPM covering

Business strength

Strategy strengthProcess orientation

Evalution scope

Research 1 Research 2 Commercial 1 Commercial 2 Goverment
 

Fig. 3. Comparison of evaluation approaches 

For each aspect we used an ordinal scale to characterize the fulfillment degree. 

0 – No consideration 
1 – Weak mentioned 
2 – Selected aspects 
3 – Mentioned 
4 – Mentioned with explanations 
5 – Complete complaint 

3.6   Summarizing Remarks  

The investigated evaluation approaches support a product decision, but an adoption is 
necessary in any case. Such an adaptation has to take the specific use conditions and 
goals into account. Examples for such aspects are explained in the following: 

• Functional conditions like the required modeling and analyzing functionalities. 
Another aspect could be the functional restrictions from the used IT-infrastructure 
(e.g. operating and network systems or required interface technologies) 

• Resource-referential conditions, like available skills from the employees, perform-
ance-related restrictions or economic restrictions. In addition, appropriate resources 
are required to fulfill management- and maintenance-related aspects. 
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• Process-referential conditions, like the enterprise wide application. For this kind of 
use an appropriate standard should be defined. A modeling guideline might/shall 
be helpful for naming conditions, abstraction possibilities or process interfaces. 

Furthermore, an evaluation process with a description of necessary steps is required. 
The investigated evaluation approaches have shown weaknesses here, as displayed in 
figure 3. The ISO 14598 can help to identify the needed steps.  

The multiplicity of a matured evaluation approach is demonstrated in figure 4. An 
evaluation approach has to consider: 

• Customer specific requirements - should be derived by the aims of an enterprise 
specific BPM-approach. Therefore, the application of the GQM-method can be 
recommended (see [Solingen 1999]). 

• State of the art requirements – can be evaluated by the use of external evaluation, 
like the mentioned Gartner-Reports. Furthermore, these requirements can be sup-
ported by guidelines (e.g. enterprise related). 

A catalog of evaluation criteria can help to find out important requirements. In addi-
tion, we recommend the use of measurements as formal result descriptions.  

 

Fig. 4. Multiplicity aspects of an evaluation approach 

4   Empirical Analysis of BPM-Tools 

The following excerpt shows selected aspects of an empirical investigation. The 
analysis considered 41 tools, applicable for business process management related 
aspects. A first analysis was executed in June 2007 under consideration of 36 tools. 
Both analyses were produced with the help of [BPM 2008]. For the analysis, the fol-
lowing aspects were taken into account: 

• Degree of the market relevance 
• Supported tasks of BPM-aspects 
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• Supported modeling notations 
• Supported interface formats 
• Supported report functionalities 

The shown results concentrate on the analysis from September 2008. A comparison of 
the results with those of the last year occurs only for selected aspects. 

Number of installation
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Fig. 5. Number of installations (date of the analysis: September 2008) 

Figure 5 shows the number of installations for the most significant tools. It must be 
considered that the y-axis has a logarithmic scale. This information was available for 
61% of all listed tools under [BPM 2008]. The vendor with the most installations 
provides products and services since 1987. Please pay attention to the fact that this 
information was not available for the ARIS-framework. 

As shown in figure 6 the primary usage of the analyzed tools deals with modeling 
aspects. The support of simulation possibilities and enabling model driven approaches 
for software development aspects is not sufficient. But business process management 
goals, as mentioned in section 2, require the consideration of the whole lifecycle of 
the information function. This result corresponds to the experiences from [Molle 
2007]. As he pointed out, currently available BPM-systems separate the process-logic 
from the running applications. With other words, an integrated view on business 
processes and information systems is still missing. 

The supported modeling notations can be seen in figure 7 (for a short description of 
these notations sees Appendix A). During the last year the BPMN-support was im-
proved from 44% to 51% (first analysis from June 2007). The application of the EPC-
notation is especially promoted within the German speaking community. The UML 
support is currently very specific. Typical is that the tools only support selected 
UML-diagrams and not the whole standard. 

Furthermore, the possibilities to generate source code assets or XML-based process 
descriptions are insufficient, as shown in figure 8. A native XML-support can be 
identified as state of the art, even though the support of a business process description 
language is required to close the gap between the modeling and implementation point  
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Fig. 6. Usage areas of the tools (date of the analysis: September 2008) 
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Fig. 7. Supported notations (date of the analysis: September 2008) 

of view. For example, the support of BPEL (Business Process Execution Language) 
allows the controlling of implemented business services under consideration of mod-
eled business processes. Only this way fulfills the requirements in the context of the 
so called “IT business alignment”. 

A web based report is an important feature for business process modeling tools. 
90% of all analyzed tools support this kind of report. Until now, there are only few 
tools with an animated representation support. This functionality would be helpful for 
the visualization of process simulations. Mostly, such functions are only available 
within the modeling tool itself. 

The shown results consider only selected criteria; therefore, a complete evaluation 
is impossible. With the help of these results it is possible to see trends in BPM-
products and currently not covered functionalities. In every case, the effort of the  
 
 



152 A. Schmietendorf 

 

71%

49%

22%

5% 5%

88%

24%

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

API-based BPEL BPML CSV XMI XML XPDL

 

Fig. 8. Supported interface formats (date of the analysis: September 2008) 
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Fig. 9. Supported formats for reports (date of the analysis: September 2008) 

manufacturers can be observed regarding an integral support of the whole BPM-
activities. The support of the BPMN- and UML-notation can be identified as an 
important trend, so that every business process modeling tool must support these stan-
dard approaches. 

5   Conclusions 

Within this paper we investigated evaluation approaches for business process model-
ing tools. The evaluation perspective was driven from a business process management 
standpoint. As shown there it is not a holistic evaluation approach. Therefore, we can 
assume that a specific evaluation must be adopted under the use of identified require-
ments. The in the framework discussed influence criteria can help to establish such an 
evaluation approach. An aspect which was not investigated within this paper is the 
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use of prototypical tests. Such a test can help to validate product statements, to check 
integration possibilities or to evaluate the necessary effort to solve real problem situa-
tions. In order to keep the costs low for such tests, a pre-selection should be executed 
on the basis of the here introduced evaluation aspects. 
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Appendix A – Modeling Notation 

Under consideration of [Gadatsch 2007] we can classify notations for the business 
process modeling as script based- and graphic-oriented approaches. Script-based 
approaches allow a very exact process description. Currently we find mostly XML-
based languages like BPML (Business Process Modeling Language) or BPEL (Busi-
ness Process Execution Language) for these one. The following description provides 
an overview about graphic-oriented modeling approaches (only industrial important 
approaches were taken into account). 

• Activity diagram of the UML-notation 
The Unified Modeling Language (short UML) is primarily used during the object 
oriented development of a software system. The UML 2.0 provides 13 different 
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kinds of diagrams to model the structural and dynamical behavior of a software 
system. Nowadays we can observe the use of specific UML-diagrams for modeling 
business process aspects, too. The modeling of these aspects can be supported 
through the Use Case-, Sequence- and Activity-Diagram. 
Further information can be found in [Oestereich 2003]. 

• Business process modeling notation 
BPMN provides a standardized approach for the modeling of business processes. 
Originally, this notation was developed by the Business Process Management Ini-
tiative (BPMI). Since 2005 the Object Management Group is responsible for the 
further development of BPMN. The approach provides a large set of notation ele-
ments to model a business flow. 

The BPMN approach is constrained to support only such modeling concepts that 
are applicable to business processes. Other modeling aspects like organizational 
structures, data and information models or business rules are out of scope. Further 
information can be found in [BPMN 2006]. 

• Event driven process chain 
The application of event driven process chains (short EPC) was introduced through 
the ARIS-framework. ARIS stands for “architecture of integrated information sys-
tems” and provides a large modeling framework. EPC offers a semiformal ap-
proach for the graphical modeling of business process. The basic elements are 
events, functions and links. The extended form allows the consideration of organ-
izational aspects, used information objects or the structured representation of large 
business models. Further information can be found in [Scheer 2004]. 
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Abstract. Having been improved, evolved and standardized by the Organiza-
tion for Standardization (ISO), Functional Size Measurement (FSM) methods 
have become widely used. However, the measurers still face difficulties in 
measuring the software products which include unconventional components.  
We faced the challenge to observe if different interpretations or assumptions of 
the measurers cause significant differences in the measurement results. In this 
study, we present the results of a multiple case study we conducted in order to 
observe the impact of individual assumptions for well known FSM methods.   

Keywords: Functional Size Measurement, COSMIC FSM, IFPUG FPA, MkII 
FPA. 

1   Introduction 

Function Point measure has gained considerable interest since it has been first 
introduced by Allan Albrecht in 1979 [1]. Many variations of this original measure 
and the method have been developed since then [7], [34]. 

During the last decade the measurement rules of well known Functional Size 
Measurement methods have been redefined as a series of ISO standards [15]-[20] and 
a number of examples have been made available [36] to cover diverse fields of 
applications. Although Functional Size Measurement (FSM) methods have well 
written measurement manuals and guidelines were established about the fundamental 
concepts of the measurement methods; the measurers still face challenges during the 
implementation of FSM methods for unconventional applications. A manifestation of 
this challenge would be the amount of required subjective judgment of individuals for 
measurement.   

To observe the impact of assumptions of individuals on the measurement results, 
we conducted a series of case studies. We applied three well known FSM methods; 
the International Function Point Users’ Group (IFPUG) Function Point Analysis 
(FPA) [13], Mark II (MkII) FPA [21] and the Common Software Measurement 
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International Consortium (COSMIC) FSM [35] to an unconventional software 
product with different expert groups. The three separate teams, composed of two 
experts each, have utilized the same Software Requirements Specification (SRS) 
document to measure the functional size of the software with a different FSM method. 
IFPUG FPA, COSMIC FSM and Mk II FPA methods are chosen since they are the 
most frequently utilized methodologies by the industry, they have well written 
measurement guidelines and they all are approved by ISO as international standards. 

The case product –KAMA- is a graphical modeling tool. We have chosen KAMA 
as the case product for its potential to highlight the problems that may arise during the 
measurement process. It can be described as a challenging application from the 
measurement perspective, due to the challenges it provides for the identification of the 
boundaries of its transactions and of data entities.  

In this paper, we present the multiple case study results by focusing on the 
difficulties of applying specific methods and the magnitude of the subjective 
judgment required by each method. We also discuss the impact of the results and 
provide our suggestions for minimizing the divergence.   

The paper is organized in four sections. The related research is summarized in the 
second section. The case study is presented in the third section. Finally, the results 
and the comparison of the cases are given in the fourth section.  

2   Related Research  

The first FSM method “Function Point Analysis” (FPA) which measures the size by 
means of “the amount of functionality” was introduced by Allan Albrecht in 1979 [1].  

Over the years several methods have been developed to measure the size of the 
software from the same approach; with the aim of improving the original FPA method 
and extending the previous methods’ applicability in different domains [7], [34]. 

In 1986, the International Function Point Users’ Group (IFPUG) was set up as the 
design authority of Albrecht’s FPA method. Since then, IFPUG has been clarifying 
FP counting rules and expanded the original description of Albrecht [1]. A number of 
official IFPUG Counting Practices Manual versions are published [8]-[13].  

Mk II FPA method was developed by Charles Symons in 1988 to solve the 
shortcomings of the regular FPA method [32]. Currently, the Metrics Practices 
Committee (MPC) of the UK Software Metrics Association is the design authority of 
the method.  

The Netherlands Software Metrics Users Association (NESMA) published the first 
version of Definitions and Counting Guidelines for the Application of Function Point 
Analysis in 1990 [27]. This method is also based on the principles of the IFPUG FPA 
method. The difference is that this guideline gives more concrete guidelines, hints and 
examples.  

COSMIC FSM method was published by Common Software Measurement 
International Consortium (COSMIC) in November 1999 [2]. This group has been 
established to develop this new method as the one which would measure the 
functional size of software for not only business information systems, but real-time 
systems and hybrids of both.  
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Due to the proliferation of the methods, a workgroup was initiated by International 
Organization for Standardization (ISO) in 1996, with the purposes of identifying the 
fundamental concepts of a measurement process, clarifying the conceptual basis and 
establishing an international standard for functional size measurement. ISO/IEC joint 
committee first published ISO/IEC 14143/1:1998 International Standard which 
defines the fundamental concepts of FSM methods [15]. In the following years, other 
ISO/IEC standards covering issues of “conformity evaluation of software size 
measurement methods to ISO/IEC 14143-1:1998”, “Verification of Functional Size 
Measurement Methods”, “Reference model”, and “Determination of functional 
domains for use with functional size measurement” have been released [16]-[20]. 

Currently, IFPUG FPA [22], MkII FPA [21], COSMIC FSM [23], NESMA FSM 
[24] and FISMA FSM [25] are accepted as international standards for functional size 
measurement. All these FSM methods measure the functional size of a software 
product; however, they use different metrics and rules during the measurement 
process [7]. 

There exist a number of studies on the evaluation and comparison of the FSM 
methods. Lother and Dumke [26] evaluated FSM methods with respect to a number of 
criteria and discussed the issues of FSM such as the suitability of the methods for 
functional domains and the impact of new technologies. Fetcke et al. [4] proposed a 
model as a generalized representation of different FSM methods based on the 
similarities and differences. Rule [30] discussed the similarities and differences 
between IFPUG FPA and MkII FPA in his study to assist practitioners understand the 
common principles and objectives of these methods. Rollo [29] evaluated IFPUG 
FPA, MkII FPA and COSMIC FSM by applying them to a sample e-commerce 
application and discussed the problems associated with sizing web applications. 
Gencel et al. [5] presented the results obtained by applying MkII FPA and COSMIC 
FSM to a real-time software system. In this study, the similarities and the differences 
between the measurement processes of these methods and the difficulties faced during 
the measurement are discussed.  

Nevertheless, none of the above studies were made on the identification of the 
individual impacts on functional size measurement. However, further research is 
needed to observe the impact of individual assumptions on functional sizes for well 
known FSM methods when applied to non-conventional cases. Our prior work [37] 
focuses on the effect of different interpretations of a specific concept –entity 
generalizations- on measuring the functional size with IFPUG and COSMIC methods. 
This study provides a broader view to the implications of individual assumptions on 
the concept, also by extending the case study to include the application of the MkII 
method.  

3   Case Study  

We conducted a multiple case study in order to identify the cases when measurers 
should make subjective judgments during functional size measurement and to 
evaluate the measurement processes of different methods in specific cases. 

The case study involved the measurement of the functional size of a graphical 
modeling tool by applying IFPUG FPA [13], MkII FPA [21] and COSMIC FSM [35] 
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methods. Description of the case project and the case study conduct are discussed in 
the following sub-sections. 

3.1   The Case  

KAMA is a modeling tool developed to provide a unified conceptual modeling 
approach to respond to the needs of the Turkish Armed Forces for modeling and 
simulation projects. The tool establishes a common modeling approach by supporting 
a specific notation based on the Unified Modeling Language (UML) [28] and 
provides a repository to be shared among developers of the system.  

The project was started in June 2005 and completed in July 2007. The project staff 
consisted of 1 project manager, 1 assistant project manager, 2 steering committee 
members, 1 project coordinator, 8 researchers, 1 software development team leader, 1 
quality assurance team leader, 4 software engineers (1 part-time), 1 part-time test 
engineer and 2 quality engineers (1 part-time). In total, 21 project staff participated in 
the project. The total effort utilized for the project is 1,832 person-days. The details of 
the efforts utilized related with the life cycle phases of the project are given in Table 1. 

In the project, Rational Software Architect was used to depict software analysis 
and design; Requisite Pro was used as the requirements management tool; and C# was 
used as the programming language.  Related IEEE standards were utilized for the 
project work products, which were kept under configuration control by the 
Subversion tool. 

Table 1. The development effort for the case project 

Software Development  
Life Cycle Phase 

Effort 
(person-days) 

Development Processes    1,287 
   Software Requirements Analysis 227    
   Software Design 185 
   Software Coding & Unit Testing 670 
   Testing 205 
Management       135 
Supporting Processes       410 
Total    1,832 

 
With respect to CHAR Method defined in [19], the functional domain of the 

KAMA is determined as ‘Information System’. 
KAMA supports the development of conceptual models with a set of diagrams, 

model elements and their relationships. Each diagram consists of a specific set of 
model elements and relationships between them. Briefly, the notation comprises 8 
diagram types, 10 model element types and 15 relationship types. The diagram entity 
has a common set of attributes maintained for all types. For the model elements and 
relationship entities, on the other hand, together with the common attributes that are 
maintained by all, there exist attributes specific to types. A partial data model 
showing the model element, relationship and diagram entities are given in Fig. 1. 
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Fig. 1. Entity generalizations for diagrams, model elements and relationships 

In KAMA, the user is able to create a new conceptual model of a project, and then 
create diagrams as a part of that conceptual model. The user can also create model 
elements such as ‘actor’, ‘role’, ‘mission’ and the relationships between these elements 
(see Fig 1). Examples for the functional user requirements of KAMA are as follows: 

- Create a new Conceptual Model 
- Create a Diagram 
- Create a Model Element 
- Create a new Mission Space Diagram 
- Create a new Actor Model Element  
- Create a new Task Model Element  
- Create a new Actor Model Element on a Mission Space Diagram 
- Create a new Task Model Element on a Mission Space Diagram 
- Associate a specific Actor Model Element with Mission Space Diagram 

3.2   Case Study Conduct 

We established three separate teams of experts to measure the functional size of the 
same software product independently. Each team consisted of two measurers and 
applied MkII FPA, IFPUG FPA and COSMIC FSM, independently.  
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Each measurer utilized the same SRS document to measure the functional size of 
the software. SRS document included requirements statements, UML use case 
diagrams, activity diagrams as detailed description of the use cases and simple class 
diagrams as the data model. 

Then, the measurers cross-checked the measurement catalogues to bring into light 
the measurement variances caused by the assumptions and interpretations of different 
measurers. Each group’s measurement result was reviewed and verified with respect 
to the rules of each method by a member of the other team, who himself was not 
involved in that measurement process. For example, the measurer who applied MkII 
FPA reviewed the IFPUG FPA measurement results performed by another expert.  

As for the experience of the measurers, two of them holds PhD degree in the 
related subjects and have considerable practical experience in functional size 
measurement. Three PhD. students and one MSc. student are doing their thesis work 
on functional size measurement. All of them received training for at least two of the 
FSM methods mentioned above and they have previously measured at least one 
project. However, none of them is certified measurers for any of the methods.   

Measurement by IFPUG FPA. The Base Functional Components (BFC)1 of IFPUG 
FPA is ‘Elementary Processes’. In IFPUG FPA, the functional size comprises two 
aspects: Data and Transactional functions [13]. These involve different BFC Types2. 
A Data function can be an Internal Logical File (ILF) or External Interface File (EIF). 
A file is a user identifiable group of logically related data or control information. ILFs 
are maintained within the boundary of the application whereas EIFs are maintained 
within the boundary of another application.  The functional complexity of each file is 
based on the number of record element types (RETs) (subgroup within a file) and the 
number of data element types (DETs) within a file. A DET is a unique user 
recognizable, non-repeated field (entity attribute). The complexity of a file can be 
low, average or high, each corresponding to an IFPUG function point value.     

The functional size measurement with IFPUG v4.2.1 was performed by two 
measurers; one performed and the other cross-checked. The total effort utilized is 102 
person-hours. The measurement results are given in Table 2. 

Table 2. Case Project - IFPUG FPA Size Measurement Details 

No. of 
Elementary 
Processes 

No.of 
ILFs 

No.of 
EIFs 

No.of
EIs 

No.of
EOs 

No.of
EQs 

Functional 
Size (IFPUG FP) 

 

45 11 0 26 1 18 306  

 
Discussion of the Results. IFPUG FPA measurement process does not give any 
precedence rule for identifying the data and transactional functions. However, in our 
case study we started with the data functions since determining the logical files is 
helpful in identifying the transactional functions and valuing their functional 
                                                           
1 BFC: “an elementary unit of FUR defined by and used by an FSM Method for measurement 

purposes” 15.  
2 BFC Type: “A defined category of BFCs. A BFC is classified as one and only one BFC Type” 

15. 
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complexity. In IFPUG FPA the complexity of a transactional function is dependent on 
the number of ILFs/EIFs maintained during the transactions as well as the total 
number of input and output DETs.    

The IFPUG FPA takes the complete inheritance hierarchy as a single file, with a 
record element type (RET) for each subclass [13]. RETs are optional or mandatory 
subgroup of data elements within an ILF or EIF. They influence the degree of 
complexity (low, average, high) for files. For example, in our case, the complete 
inheritance hierarchy of ‘model elements’ is considered as one ILF with a number of 
RETs for each special type (Fig 2). Thus, with respect to the counting rules, the 
functional complexity of the “model element” ILF is high and so the contribution on 
the total functional size is 15 IFPUG function points (FP). The affect of number of 
RETs on functional size were limited in the sense that, with 10 RETs for each of the 
special “model element type” having attributes of their own, the contribution of the 
ILF is increased from 7 to 15 function points (complexity level from low to high). 

ILF: Model Element
RETs:

Entity
Actor, 
Role, 
Mission,
Task,
I/O,
State, 
Goal,
Criteria,
Note

Actor

Entity

Role

Mission

Task

I/O State Goal Criteria

Model 
Element

Note

 

Fig. 2. A mapping from entities to an ILF in IFPUG FPA 

Unifying all special entities of an inheritance hierarchy into an ILF also combined 
many of the transactions performed on each of the special entity. For example, a 
transaction of creating an ‘actor’ model element was combined with creating a ‘state’ 
model element, even though system may need to behave in a different way for each of 
them. It can be argued that those two entities (actor & state model elements) are 
separate in the user domain and whether the application handles both entities in the 
same way or not can be a design choice rather than a decision to be given in the 
requirements phase. For applications similar to KAMA, where entity abstractions 
(aggregation, generalization, etc) are applied extensively, the difference for those two 
cases can be significant. For example, the functional size of the elementary process of 
creating a “model element” is 6 FP (functional complexity level being high). 
Alternatively, having separate model element creation process for each special type 
would result significantly larger values in total. For 10 specific types, the result would 
be 60 FP (each having 6 FP with functional complexity level high). If the same 
practice for other generalized entities (relationship and diagram types) and related 
elementary processes (update, deletion, read, etc.) are applied, the difference would be 
more substantial.  

Based on these assumptions, where we consider each special type as a separate ILF 
in the user domain, we re-measured the size and the resulting value turned out to be 
1789 FP, as opposed to 306 FP in the first measurement performed in the case study. 
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The number of elementary processes increased from 45 to 260 and the number of 
ILFs increased from 11 to 41. 485% difference in the functional size is significant. 

Another notable difficulty about IFPUG FPA is related to the counting rules for 
transactional functions. In IFPUG, one of the following rules is applied in order for an 
elementary process to be counted as a unique occurrence of an elementary process 
(external input-EI, external output-EO or external inquiry-EQ) [13]: 

“The set of data elements identified is different from the sets identified for other 
external inputs/outputs/inquiries for the application.” 

This rule can raise concerns in the context of entity generalization/specialization. 
Because the rule can be interpreted in a way which is different than the practices 
applied in the counting manual and other guiding sources [6]. For example, with 
respect to the practices applied regarding the rules in the counting manual, creating an 
‘actor’ and ‘state’ model elements is considered as a unique external input 
maintaining the ‘model element’ ILF. However, with respect to the rule given above, 
we can argue that, if the ‘actor’ and ‘state’ model elements have different attributes 
other than the ones they have in common, creating each of them can be considered as 
different elementary processes. Because, creating an ‘actor’ model element will 
maintain a different set of DETs than creating the ‘state’ model element. This 
interpretation yet again may result considerable differences in the result. In order to 
observe the affect of such an interpretation on our case project, we recalculated the 
functional size. The resulting size value was 512 FP, which is 67% more than the 
original 306 FP value. The number of ILFs remained the same but the number of 
elementary processes increased from 45 to 82. Hence, different interpretations and 
assumptions regarding the counting rules and the structure of the data leaded to 
differences in functional size, which was significant for our case. 

Measurement by MKII FPA. Mk II FPA aims to measure the information 
processing amount and uses the functional user requirements (FURs) to measure the 
functional size. The BFCs of this method are the Logical Transactions (LTs). There 
are no categories of BFCs, i.e. there is only one type of BFC; the LT. The LTs are 
identified by decomposing each FUR into its elementary components. Each LT has 
three constituents; input, process and output components. 

The base counts are derived by counting Input Data Element Types (DETs) for the 
input component, by counting the Data Entity Types Referenced for the process 
component, and by counting the Output DETs for the output component. The 
functionality involved in providing each of these three distinct kinds of information 
processing is different. Therefore, the functional size of each LT is computed by 
multiplying the size of each component by a weight factor which are calibrated to 
industry-average relative effort to analyze, design, program, test and implement these 
components in order to enable these three kinds of functionality to be combined into a 
single value for a Functional Size. Then, the functional size of each LT is summed up 
to compute the functional size of the whole system.  

The functional size measurement by MkII FPA was performed by two measurers; 
and another measurer checked the results. The total effort utilized is 125.6 person-
hours. The measurement results are given in Table 3. 
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Table 3. Case Project – MkII FPA Size Measurement Details 

No.of Logical 
Transactions 

No.of 
Input 
DETs 

No.of 
Output 
DETs 

No.of References 
to Data Entity 
Types 

Functional 
Size (MkII 
FP) 

 

283 2.423 3.151 986 3.861,36  

 
Discussion of the Results. When measuring the product by MkII FPA, we had 
difficulty particularly in identifying Functional Processes and Data Entity Types.  

The LT in MkII FPA is defined as “the lowest level of self-consistent process. It is 
triggered by a unique event that is of interest to the user, which, when completed, 
leaves the application in a self-consistent state in relation to the unique event” [21]. 

In our case, the nested and chained nature of the FURs made it difficult to identify 
the LTs. For example, as a part of a specific diagram, a new model element might be 
created. A model element might also be created independently, i.e. not associated to a 
diagram (see some example FURs in Section 3.1). Therefore, we had to decide which 
ones are the triggering events and hence the LTs;  

- the need to create a specific diagram which triggers creating that diagram and 
all the model elements as part of it (1 LT) or, 

- the need to create a diagram, which triggers creation of a diagram; and the 
need to create a model element on a diagram, which triggers creation of a model 
element on a diagram (2 LTs). 

Moreover, different kinds of diagrams start with the need to create a new type of 
diagram. They all have a common processing until a point is reached and then the 
types of processing differentiate. This issue is strongly related to the identification of 
Data Entity Types which are read or maintained within a LT. The Data Entities 
involve sub-groups of data entities, called ‘Sub-Entity’ in MkII FPA. Two 
assumptions might result in very different functional size measurement results:  

- defining LTs which read or maintain the highest level Data Entities in the 
inheritance tree; or  

- considering separate LTs for reading or maintaining sub-entities.  

In our case, we have 8 diagram types and 10 model element types. Therefore, we 
might have 18 LTs or 2 LTs depending on our assumption. Both are true with respect 
to the rules for identifying LTs in MkII FPA.  

Therefore, although finding the triggering event and looking for a consistent state 
in relation to that event works good in identifying the LTs for most of the time, MkII 
FPA requires additional rules for deciding what to take as a LT in such cases 
discussed above. 

Measurement by COSMIC FSM. In COSMIC FSM [18], the BFCs are the 
‘Functional Processes’ (FP) and each of these FPs is assumed to comprise a set of sub-
processes, called Data Movement Types. Data movement types are the BFCs of this 
method. There are four kinds of Data Movement Types: Entry (E), Exit (X), Read (R), 
and Write (W). Each of these is defined as a BFC Type. A data movement moves one 
or more data attribute belonging to a single ‘data group’, where each included data 
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attribute describes a complementary aspect of the same ‘object of interest’. An object 
of interest is any ‘thing’ or a conceptual object that is identified from the point of view 
of the functional user requirements. It is equivalent to ‘entity-type’ in entity 
relationship (ER) analysis or ‘class’ in UML [28]. The functional size value in 
COSMIC FP is the total number of data movements performed in the software system. 

The functional size measurement of KAMA with COSMIC FSM v3.0 method was 
performed by three measurers. Two measurers performed the measurement and one 
cross-checked the results. Totally, 105 person-hours of effort were utilized. The 
measurement results are given in Table 4. 

Table 4. Case Project - COSMIC FSM Size Measurement Details 

No. of 
Functional 
Processes 

No.of 
Entries 

No.of 
Exits 

No.of 
Reads 

No.of 
Writes 

Functional 
Size  
(COSMIC 
FP) 

 

55 61 154 314 160 697  

 
Discussion of the Results. During the measurement process, one of the difficulties was 
the determination of Object of Interests (OOI) and related data groups. The data 
model given in the SRS document of the case product was in the form of simple 
Entity/Relationship diagrams, which were insufficient in clarifying the OOIs.  OOIs 
were determined only after the domain knowledge is gained and the software 
requirements are well-understood. The resulting OOIs and their relations looked much 
alike the OOIs after following data normalization steps up to 3rd Normal Form. 
Accordingly, we identified three OOIs; diagram, model element and the model-
diagram relationship. Sticking to COSMIC measurement manual [35] and business 
application guideline [36], OOIs were determined in a consistent way, hence it was 
observed that COSMIC FSM requires a well-defined specification of requirements. 

The major difficulty we faced during measurement was the identification of the 
functional processes that maintain a set of OOIs that can be abstracted to a general 
entity. One of the main reasons for that was the lack of clear assistance in the 
measurement manual for distinguishing such processes. For applications similar to 
KAMA, where entity abstraction (generalization/specialization, aggregation, etc.) can 
be widely applied, the decision to select the general entity or the specific one for a 
functional process can result significant differences on the total functional size.  

As an initial tendency, the group considered all special entities as separate OOIs 
and specified each transaction performed on them as separate functional processes. 
For example, creating a ‘command hierarchy’ diagram and ‘work flow’ diagram are 
considered as separate functional processes. Because, they maintain entities that can 
be considered as separate in the user domain; the requirements related to those two 
diagrams are specified explicitly and discretely in the requirements specification 
document and they are triggered by events that can be perceived as independent by 
the functional users (triggering event 1 - the user wants to create an ‘command 
hierarchy’ diagram; triggering event 2 - the user wants to create ‘work flow’ 
diagram). With these assumptions, the measurers identified 270 functional processes. 
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However, later, knowing that the processing logic of the functional processes which 
maintain sub-entities is almost identical, the group considered those functional 
processes in one functional process, which reads or maintains the OOI at a higher 
level of abstraction in the inheritance tree. Based on this practice, the group obtained 
55 functional processes in total, which was only 20% of the value obtained in the first 
measurement. 

The practice mentioned above was a consequence of the interpretation of specific 
rules given in COSMIC FSM guideline (for sizing business applications software) 
[36]. These rules are related to sizing functional processes that maintain sub-entities 
(given that functional processes are identified). The COSMIC FSM measurement 
manual [35] also recommends the reader to refer to this guideline for the details on 
determining object of interests and separate data groups. The guideline introduces a 
new term -‘sub-type object of interest’- to better handle generalizations between 
entities. The general practice is to treat each sub-type as a separate object of interest, 
if there is a need to distinguish more than one sub-type in the same functional process. 
Hence, according to the rules in the guideline, instead of having separate functional 
processes for each special entity, their contribution on the functional size was taken 
into account by including additional data movements for each of the special entity 
(sub-type object of interest) in the functional processes. However, if the functional 
process did not need to distinguish special entities, only the general entity is referred. 
For example, creating a model element is a functional process that requires 
distinguishing each type of model element. For 10 model elements, there were 10 
Entry and 10 Write data movements in the functional process. 

Another difficulty is related to the identification of the functional processes that are 
performed within another functional process; a form of a series of functional 
processes which we termed as ‘nested transactions’. As in many standalone 
applications, in KAMA data is kept in the memory until a ‘save’ operation is 
performed. Save operation transfers data from the volatile memory to a persistent 
storage (in the form of database records, files, etc.). Only then the data truly becomes 
persistent and continues to exist beyond the life of the application. Otherwise, it is 
lost. Having a ‘save’ feature generally implies giving an opportunity for the user to 
quit the application without saving changes (discarding changes). Nested transactions 
may occur during the period between a number of entities are created in the memory 
and then ‘saved’ into a persistent storage. For example, during the construction of a 
diagram, we create the diagram, and then we put model elements on the diagram or 
associate existing ones with the diagram. We also establish relationships between 
model elements on the diagram. Each of these activities can be considered as separate 
functional processes (create diagram, associate model element, create relationship, 
etc). The user can also perform several other functional processes before he issues a 
‘save diagram’ command and saves the diagram and all other related entities into a 
persistent storage and ends the functional process. In other words, creation (or update) 
of a diagram entity is spanned through several other functional processes 
(creation/update of model elements, associating model elements with diagrams, 
creating relationships between model elements, etc.). That is, the diagram creation is 
considered as a nested functional process.  

However, an alternative view was raised in the measurement group to treat save 
operations as separate functional processes. Because, considering the save operation 
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as a part of the creation; functional process ignores the specific requirements of the 
user, explicitly stating the need for saving data or quitting the application without 
saving. This practice also ignores the features for ‘save as’ and undo-redo, which are 
closely related. Ignoring this feature implies considering two applications -one having 
undo-redo, ‘quitting without saving data’ functionalities and the other one lacking 
those- as equivalent in terms of COSMIC functional size. With these concerns, the 
group’s initial tendency was to treat save operation as a separate functional process 
that transfers data from the memory to the database. Hence, creating a diagram and 
saving it to the database considered distinct functional processes, where save 
operation was considered to be triggered by a unique event of ‘saving the diagram 
data into the database’. But later on team has gave up treating the “save operation” as 
a separate functional process. 

Assuming reuse among functional processes in the counting process, disregarding 
the opportunities in the solution domain such as design or code reuse, had a large 
effect on total functional size of the application. 

4   Conclusions 

In this paper we reported the case results evaluating the impact of individuals on 
measurement. Three of the widely used FSM methods have been evaluated from this 
perspective and the challenges concerning the measurement process are identified.  

The functional sizes of the case project were measured to be 306 with IFPUG FPA, 
3,861.36 with MkII FPA and 697 with COSMIC FSM. Although the unit of 
measurement for each FSM method is not the same, the variance of the results is far 
beyond any conversion formula suggested. When we utilize conversion formula stated by 
Symons in [33], the size of the case project was measured as 743.58 for MkII FPA. This 
shows that there is a 419.7 % error between the measured result and the expected one.  

MkII_FP = 0,9 x IFPUG_FP + 0,005 x IFPUG_FP (1) 

Desharnais et.al in [3] discusses previous studies on the conversion between 
IFPUG and COSMIC sizes and proposes a conversion formula that is comparable to 
the findings of prior works and stay within the same range with few outliers.  

Y(CFP)= 1,0*(IFPUG_UFP) – 3 (2) 

When the proposed formula was applied to the findings of this case study, the size 
of the product with COSMIC was expected to be 303 CFP, with respect to 697 CFP 
value actually measured. The error ratio is 130%. 

Although; each team has utilized the same SRS document, the number of BFCs for 
the IFPUG FPA, MkII FPA and COSMIC FSM were determined as 45, 283 and 55 
respectively. The definitions of the FSM methods for the BFCs are not the same, so 
these numbers are not supposed to be the same. However, the concepts beyond these 
definitions are similar to each other. That is, although it is not unusual to have a minor 
difference in results, the realized amount of divergence cannot be justified solely by 
the difference of the measurement rules.      

The case study results reveal that unconventional cases might subject to different 
interpretations and assumptions of the measurers during functional size measurement. 
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We observed that the teams involved in the measurement process made different 
assumptions for the determination of BFCs and BFC Types, which resulted in 
significant variance among functional sizes measured by different individuals. The 
variances are largely due to different assumptions of measurers when measuring the 
specific cases where ‘entity abstractions’ (generalization & aggregation) are 
commonly used and there is considerable “functional similarity” among the functional 
processes and when the rules to identify the BFCs do not give guidelines for specific 
cases such as in nested and chained transactions. 

The definitions given by IFPUG FPA method allows practitioners to combine the 
entities which are inherited from a high level entity into an ILF and thus combine 
their functional processes into one functional process. The selection of a general 
entity can result in significant differences on the total functional size (see Section 
3.2.1). The effects of such interpretations for IFPUG FPA and COSMIC FSM 
methods are also discussed in [37] in detail. 

Although the COSMIC FSM manual and the COSMIC Business Application 
Guideline give guidelines for a wide range of situations, there is no clear assistance 
for the entity generalization concept. Measurers have difficulty in identifying the 
functional processes maintaining a set of OOIs that can be abstracted to a general 
entity. When the measurers considered each special entity as a separate OOI and 
specified each transaction performed on them as separate functional processes; the 
numbers of the functional processes were determined as 270. Later on, the 
measurement team based their interpretations on the “sub-type OOI” concept given in 
the COSMIC FSM Guideline. Assuming that the processing logic of the functional 
processes which maintain sub-entities is almost identical; the measurers combined 
those functional processes in one functional process and counted 55 functional 
processes which is only 20% of the previous one.  

Although The MkII Measurement Manual does not include an explicit guidance 
leading the practitioners measure the software product from entity abstraction 
perspective; measurers are able to make assumptions by the help of the “sub-entity” 
concept during the measurement of the cases that use entity abstraction. The guideline 
emphasize that sub-entities should be counted separately for the ones using different 
processing logic and should be considered as a general entity and counted as one for 
the ones using the same processing logic.  

The ‘entity generalization’ concept is closely related to the ‘functional similarity’ 
concept defined as “similarity between the software functions” by Santillo and Abran 
[31]. Because, as each sub-entity type is considered as another entity to be read or 
maintained, then the number of transactions increase, and hence the functional size. In 
our case study, although their processing logics are similar and their functionality can 
considerably be reused, we arrived at separate transactions (LTs or Functional 
Processes) each triggered by different events each maintaining different sub-entities. 
For example, we might have 18 or 2 transactions depending on whether defining the 
transactions which read or maintain the highest level Data Entities in the inheritance 
tree or considering separate transactions for reading or maintaining sub-entities.  

Moreover, the nested and chained nature of the functional user requirements made 
it difficult to identify the triggering events and hence the transactions (see Section 
3.2.2).  Different assumptions of the measurers resulted in different sizes. 



168 O. Turetken et al. 

Therefore, the measurement manuals for the FSM methods can be extended to set 
or clarify rules not only how to handle ‘entity generalization’ and ‘functional 
similarity’ as well as for the identification of transactions when they are in a nested or 
chained form. 
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Abstract. Many functional size measurement procedures have been developed 
for applying the COSMIC measurement method to particular methods of 
software production. A subset of these measurement procedures is centered on 
the measurement of the functional size of the applications from their conceptual 
models, allowing the generation of indicators in early stages of the development 
cycle of a software product. This paper presents a survey of these functional 
size measurement procedures in order to provide a guide for practitioners and 
researchers. Finally, a general analysis focused on the results obtained in the 
survey is performed to obtain important lessons that must be considered in the 
development of correct measurement procedures.  

Keywords: Functional Size Measurement, Functional Size Procedures, COSMIC, 
Conceptual Models. 

1   Introduction 

Nowadays, it is widely accepted that it is essential to know the functional size of 
applications in order to successfully apply estimation models, effort models, and 
budget models [33]. This knowledge will allow the project leader to generate 
indicators to facilitate project management. To measure the functional size of 
software applications, four measurement methods have been recognized as standards: 
IFPUG FPA [22], MK II FPA [23], NESMA FPA [24], and Cosmic FFP [21]. The 
first three methods are based on the Function Point Analysis proposal [1], which takes 
into account only the functionality of the system that the human user observes. These 
FPA-based methods have several limitations for the correct measurement of systems: 
for instance, they only allow the measurement of Management Information Systems, 
which excludes the measurement of other types of software (such as real time 
software); they have units that are hard to understand; they do not consider the 
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functionality that allows communication between layers in systems with a layer-based 
architecture, etc. To overcome the limitations of FPA-based measurement methods, 
the COSMIC measurement method was defined.  

In addition, software production processes have evolved from focusing essentially 
on the solution space (software product) to focusing on the problem space (conceptual 
models). The new software production processes are based on MDA (Model Driven 
Architecture) approaches [35], which allow the generation of the applications by 
means of model transformations. In these technologies, the conceptual models are a 
key resource that allows the partial or complete generation of the final software 
product. Consequently, the measurement of the functional size in the conceptual 
models allows the project leader to generate indicators in early stages of the 
development cycle of a software product. 

Taking into account this situation, many proposals have been defined to measure the 
functional size of software applications from conceptual models. The aim of this work 
is to present a broad survey of the existing literature related to functional size 
measurement procedures based on COSMIC that can be applied to conceptual models. 
This survey includes the following proposals: Bévo et al. [7], Jenner [25], Diab et al. 
[15], Poels [39], Nagano et al. [36], Azzouz et al. [5],  Condori-Fernández et al. [12], 
Habela et al. [19], Grau et al. [18], Levesque et al. [29], and Marín et al. [31].  

In this paper, we summarize the proposals based on the COSMIC measurement 
method according to the following criteria [30]: the version of the measurement 
method, the context of the proposal, the functional domain (i.e., real time systems, 
management information systems), the input artifact (i.e., a requirements model, an 
analysis model, and a design model), the rules to apply the procedure, the instrument 
to apply the procedure, and the verification of the procedure. 

The objectives of this paper are (1) to provide researchers with an overview of the 
current state of the functional size measurement procedures based on COSMIC and 
(2) to provide practitioners with information about the functional size measurement 
procedures that are available. 

The rest of the paper is organized as follows: section 2 presents the existing 
proposals of measurement procedures based on COSMIC that allow the measurement 
of the functional size from conceptual models. Section 3 presents an overall analysis 
of the proposals. Finally, section 4 presents some conclusions, highlighting the 
features that must be considered by the functional size measurement procedures. 

2   Functional Size Measurement Procedures 

In this section, we present eleven proposals of functional size measurement 
procedures based on COSMIC. It is important to note that the proposals by Nagano et 
al. [36], Condori-Fernádez et al. [12], and Marín et al. [31] were correctly defined as 
measurement procedures. Even though the rest of the proposals presented in this 
survey were not originally defined as measurement procedures, they do correspond to 
measurement procedures according to the definition of the International Vocabulary 
of Basic and General Terms of Metrology [20], which defines a measurement 
procedure as: a detailed description of a measurement according to one or more 
measurement principles and to a given measurement method. 
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2.1   Proposal of Bévo et al. (1999)  

Bévo et al. [7] perform a mapping between concepts of UML diagrams (use cases, 
scenarios, and classes) and concepts of COSMIC. A general description of this 
proposal is presented below: 

• Version of the Measurement Method. Cosmic-FFP version 2.0 [2] 
• Context of the Proposal. Unified Modelling Language (UML) version 1.0 
• Functional Domain. Management information systems. 
• Input Artifact. Diagrams of use cases, scenarios, and classes. 
• Rules to Apply the Procedure. The boundary of the system to measure is 

included in the use case diagram. Each use case corresponds to a functional 
process. The data movements are represented in the scenarios, which are 
sequences of interactions that occur within a use case. Each class of the class 
diagram corresponds to a data group, and the attributes of those classes 
correspond to the data attributes. Each actor corresponds to a functional user. 
The triggering events and the layers are not represented with concepts of 
UML diagrams. 

• Instrument to Apply the Procedure. A tool named Metric Xpert [6]. 
• Verification of the Procedure. The accuracy of the proposal was verified 

[6]. To perform this verification, five case studies were measured with the 
Metric Xpert tool. Then, the results were compared with the measures 
obtained by experts, obtaining differences that fluctuated between 11% and 
33%.  

2.2   Proposal of Jenner (2001) 

Jenner [25] discusses the granularity aspect of the use cases in the proposal by Bévo 
et al. presented above. For this reason, the general characteristics of the Jenner 
proposal are very similar to the characteristics of the Bévo et al. proposal. 

• Version of the Measurement Method. Cosmic-FFP version 2.0 [2] 
• Context of the Proposal. UML version 1.0 
• Functional Domain. Management information systems. 
• Input Artifact. Diagrams of use cases, sequences, and classes. 
• Rules to Apply the Procedure. Each functional process is represented by a 

sequence diagram because Jenner considers that sequence diagrams represent 
an adequate abstraction level of the use cases. The data movements are 
represented by the interaction messages of the sequence diagrams. This 
proposal also uses swimlanes to represent the layers of a system. 

• Instrument to Apply the Procedure. This procedure has a tool [26]. 
• Verification of the Procedure. The proposal has been verified using case 

studies.  

2.3   Proposal of Diab et al. (2001) 

Diab et al. [15] present a set of formal rules that allow the measurement of the 
functional size of real time applications that are specified with Real-Time Object 
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Oriented Modelling (ROOM) [42]. The ROOM specifications are used by the 
Rational Rose Real Time (RRRT) tool for the design and specification of real time 
systems. The general characteristics of this proposal are the following: 

• Version of the Measurement Method. Cosmic-FFP version 2.0 [2] 
• Context of the Proposal. The design of an RRRT model might be observed 

through two different view points: structure and behavior. The structure of an 
RRRT model is based on three kinds of entities: actors, protocols, and data 
objects. An actor is an active object that has restricted visibility of and by 
other actors. A protocol represents a set of messages that can be exchanged 
among the actors. A data object is the basic unit of the system data. On the 
other hand, the dynamic part of an RRRT model is specified with a finite 
state machine for each actor. Each state machine can be defined with states, 
sub-states, actions, and transitions between the states. 

• Functional Domain. Real time systems. 
• Input Artifact. RRRT model (static and dynamic part). 
• Rules to Apply the Procedure. The boundary of the system to be measured 

is represented by a set of actors. The layers correspond to a set of actors with 
the same level of abstraction, which must be selected by the practitioners 
using their human judgment. Each transition corresponds to a functional 
process. The data movements are represented by actions and messages. 
Actors and protocol classes correspond to data groups, and the attributes and 
variables of these classes correspond to the data attributes. 

• Instrument to Apply the Procedure. A tool named µcRose[16]. This tool 
implements the measurement procedure that is updated to version 2.2 of 
Cosmic-FFP [21]. 

• Verification of the Procedure. The rules of the proposal have been verified 
by experts of COSMIC. In addition, this proposal has been applied to case 
studies, and the results have been compared with the measures obtained by 
experts. Finally, the tool assures the repeatability and consistency of the 
proposal. 

2.4   Proposal of Poels (2002) 

Poels [39] presents a mapping between concepts of COSMIC and the concepts of the 
business model and the services model of MERODE [14]. Later, this proposal was 
extended to allow the measurement of multilayer applications [41], specifying that the 
business model corresponds to a layer, and the services model corresponds to another 
layer. The general characteristics of this proposal are the following: 

• Version of the Measurement Method. Cosmic-FFP version 2.1 [4] 
• Context of the Proposal. The MERODE development method. This method 

is based on the MERODE conceptual model, which is comprised of a 
business model and a services model. The business model is composed by a 
class diagram, an object-event table, and a state transition diagram. The 
services model specifies the generation of events by the user and their 
transmission to the business model. 

• Functional Domain. Management information systems. 
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• Input Artifact. MERODE model (business and services models). 
• Rules to Apply the Procedure. Poels defines the rules separately for each 

model of MERODE. The users of the business model correspond to the 
services model. The boundary of the business model corresponds to the 
boundary between the business model and the users. Each functional process 
of the business model corresponds to a set of class methods over all of the 
enterprise objects, which are invoked by the occurrence of a type of business 
event. Each data movement corresponds to each class method that composes 
a functional process. In the business model, the exit data movements are not 
represented. The data groups correspond to the classes of the business model. 
On the other hand, the users of the services model correspond to the user 
interface model (this model is not specified in the MERODE model). The 
boundary of the services model corresponds to the boundary between the 
services model and the users. Each functional process of the services model 
corresponds to a non-persistent service object that is invoked by an input, 
output or control service request message or by a business event occurrence 
(for output object only). Again, each data movement corresponds to each 
class method that composes a functional process, and all the types of data 
movements are represented in the services model. 

• Instrument to Apply the Procedure. Manual application of the procedure. 
• Verification of the Procedure. This proposal has been validated theoretically 

[40]. 

2.5   Proposal of Nagano et al. (2003) 

Nagano et al. [36] present a measurement procedure to measure the functional size of 
real time applications specified using xUML [34]. The general characteristics of this 
proposal are: 

• Version of the Measurement Method. Cosmic-FFP version 2.0 [2] 
• Context of the Proposal. The Shlaer-Mellor development method [43]. This 

method is an object-oriented method that uses xUML to specify systems. 
• Functional Domain. Real time systems. 
• Input Artifact. Classes, state transition, and collaboration diagrams. 
• Rules to Apply the Procedure. The candidate data groups are attributes and 

relationships between objects of the class diagram. Also, the parameters of 
messages and control signals are candidate data groups. The triggering 
events are identified in the collaboration diagrams, which include the 
relationship between the external entity and the objects of the system. The 
functional processes correspond to a sequence of data movements. Finally, 
the data movements correspond to the actions that an object performs to 
move it from one state to the next state according to the collaboration 
diagram. 

• Instrument to Apply the Procedure. Manual application of the procedure. 
• Verification of the Procedure. This proposal has been applied to the Rice 

Cooker case study [13], and the results were compared with the results 
obtained by experts, obtaining a difference of 53%. 
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2.6   Proposal of Azzouz et al. (2004) 

Azzouz et al. [5] present a tool that automates the measurement of the functional size 
of applications developed with the Rational Unified Process (RUP) [28]. The general 
characteristics of this proposal are: 

• Version of the Measurement Method. Cosmic-FFP version 2.2 [21] 
• Context of the Proposal. Rational Unified Process. This method uses UML 

to specify the systems. 
• Functional Domain. Management information systems. 
• Input Artifact. Use case diagrams, scenarios, and detailed scenarios. 
• Rules to Apply the Procedure. Azzouz et al. base their proposal on the 

rules described by Bévo [7] and Jenner [25]. However, Azzouz considers that 
the layer cannot be represented in the UML diagrams. Therefore, the user of 
the tool must manually identify the layers of the system. Also, this proposal 
adds a stereotype to identify the triggering events in the use case diagrams. 
The measurement is performed in three phases of RUP: in the business 
modeling and requirement analysis phase, the artifact used is the use case 
diagram; in the analysis phase, the artifact used is the scenario; and in the 
analysis and design phase, the artifact used is the detailed scenario. 

• Instrument to Apply the Procedure. A tool integrated in the Rational Rose 
tool. 

• Verification of the Procedure. The tool was verified using the Rice Cooker 
case study [13]. 

2.7   Proposal of Condori-Fernández et al. (2004) 

Condori-Fernández et al. [12] present a measurement procedure to estimate the 
functional size of object-oriented systems from the requirements specifications that 
are defined using the OO-Method approach [37]. The general characteristics of this 
proposal are: 

• Version of the Measurement Method. Cosmic-FFP version 2.2 [21] 
• Context of the Proposal. The development method OO-Method. This 

method is based on a formal language. It is an object-oriented method that 
allows the automatic generation of final applications by means of model 
transformations [38]. The software production process in OO-Method is 
represented by three models: the requirements model, the conceptual model, 
and the execution model. The requirement model specifies the system 
requirements using a set of techniques such as the mission statement, the 
functions refinement tree, and the use case diagram. To establish the 
traceability between the requirements model and the conceptual model, the 
requirements model uses sequence diagrams. The conceptual model captures 
the static and dynamic properties of the functional requirements of the 
system (object, dynamic, and functional models). The conceptual model also 
allows the specification of the user interfaces in an abstract way through the 
presentation model. The execution model allows the transition from the 
problem space to the solution space. The software product can be generated 
in a systematic and automatic way for different platforms. 
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• Functional Domain. Management information systems. 
• Input Artifact. OO-Method requirements model (functions refinement tree, 

use case diagrams, and sequence diagrams). 
• Rules to Apply the Procedure. The boundary of the system to be measured 

corresponds to the border between the set of use cases and the actors of the 
use case diagram. Each functional process corresponds to each elementary 
function of the functions refinement tree (primary use case). Also, each 
secondary use case corresponds to a functional process. The data groups are 
identified in the sequence diagram. Each different actor, control class or 
entity class of the sequence diagram corresponds to a data group. The data 
movements correspond to the messages of the sequence diagrams. In this 
proposal a single layer is identified because there is not a functional partition 
at the requirements level. The triggering events are not represented. 

• Instrument to Apply the Procedure. Manual application of the procedure. 
• Verification of the Procedure. This proposal has been rigorously verified in 

several ways: according to measurement theory [9]; in conformity with 
COSMIC [9]; using the formal framework DISTANCE [9]; performing 
empirical studies of its repeatability and reproducibility [11], and evaluating 
its adoption in practice [10]. 

2.8   Proposal of Habela et al. (2005) 

Habela et al. [19] present an extension of the use case model that allows the 
measurement of the functional size using COSMIC. The general characteristics of this 
proposal are: 

• Version of the Measurement Method. Cosmic-FFP version 2.2 [21] 
• Context of the Proposal. UML version 1.5 
• Functional Domain. Management information systems. 
• Input Artifact. Use case diagrams, and detailed use cases using a template 

that includes references to business rules, pre-conditions, post-conditions, 
and a description in steps of the main and alternatives scenarios. 

• Rules to Apply the Procedure. Each use case corresponds to one or more 
functional processes. The data movements are identified in each step 
described in the scenarios. Each step specifies the movement of a set of data 
attributes. The uses, extends, and generalizations between use cases are taken 
into account to avoid redundancies in the measurement. 

• Instrument to apply the Procedure. Manual application of the procedure. 
• Verification of the Procedure. We did not find studies of validation, 

verification, or application of this proposal. 

2.9   Proposal of Grau et al. (2007) 

Grau et al. [18] present a set of mapping rules to measure the functional size of i* 
models generated by means of reengineering of systems using PRiM [17]. The 
general characteristics of the Grau et al. proposal are the following: 
 



 Measurement of Functional Size in Conceptual Models 177 

• Version of the Measurement Method. Cosmic-FFP version 2.2 [21] 
• Context of the Proposal. The PRiM method, which is a process 

reengineering i* method that addresses the specification, analysis and design 
of information systems from a reengineering point of view. In  PRiM, the i* 
model is comprised of two models: an operational i* model (that contains the 
functionality of the system), and an intentional i* model (that contains the 
non-functional requirements). To generate the operational i* model, 
scenario-based templates named Detailed Interaction Scripts are used. These 
templates describe the information of each activity of the current process by 
means of pre-conditions, post-conditions, triggering events, and a list of 
actions undertaken in the activity.  

• Functional Domain. Management information systems. 
• Input Artifact. Detailed interaction scripts, and an operational i* model. 
• Rules to Apply the Procedure. The boundary of the system to be measured 

corresponds to the actor of the operational i* model that represents the 
different pieces of the system. The users are actors of the operational i* 
model that represent one or more human roles. The data movements are 
identified in the operational i* model and correspond to any dependency 
where the dependum is a resource. Each functional process corresponds to an 
activity of the detailed interaction scripts. The triggering events are part of 
the conditions associated to the activity. Finally, the data groups correspond 
to the resources of the detailed interaction script. 

• Instrument to Apply the Procedure. A tool named J-PRiM. 
• Verification of the Procedure. This proposal has been applied to the C-

Registration case study [27], and the results have been compared with the 
results obtained by experts, obtaining a difference of 53%.  

2.10   Proposal of Levesque et al. (2008) 

Levesque et al. [29] apply COSMIC to measure the functional size of systems from 
use case diagrams and sequence diagrams. This proposal classifies the functional 
processes in two groups: data movement types and data manipulation types. The 
general characteristics of the Levesque et al. proposal are the following: 

• Version of the Measurement Method. Cosmic-FFP version 2.1 [3] 
• Context of the Proposal. UML version 1.4,  and UML version 2.0  
• Functional Domain. Management information systems. 
• Input Artifact. Use cases and sequence diagrams. 
• Rules to Apply the Procedure. For the functional processes corresponding 

to the data movement type, each use case is a functional process. The actors 
of the use case are the users. The entities of the sequence diagram are the 
data groups. The data movements correspond to the messages among the 
entities of the sequence diagram. On the other hand, the data manipulations 
correspond to the conditions associated to the error messages of the sequence 
diagrams. Finally, this proposal obtains the functional size aggregating the 
messages between the actors and objects of the sequence diagrams. 

• Instrument to Apply the Procedure. Manual application of the procedure. 
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• Verification of the Procedure. This proposal has been applied to the Rice 
Cooker case study [13], and the results have been compared with the results 
obtained by experts, obtaining a difference of 8%.  

2.11   Proposal of Marín et al. (2008) 

Marín et al. [31] present a measurement procedure to measure the functional size of 
object-oriented systems generated in MDA environments from their conceptual 
models. This proposal uses the OO-Method development method [38] as the reference 
MDA approach. The general characteristics of the Marín et al proposal are the 
following: 

• Version of the Measurement Method. Cosmic-FFP version 3.0 [4] 
• Context of the Proposal. The development method OO-Method version 3.8. 

This method is composed by three models: the requirements model, the 
conceptual model and the execution model. The last two models of the OO-
Method approach has been implemented in a tool named Olivanova [8]. This 
tool allows the specification of systems with a graphical notation in a 
conceptual model and allows the automatic generation of software products 
from this conceptual model. The OO-Method conceptual model is comprised 
of four models: the object model, the functional model, the dynamic model, 
and the presentation model. The specification of the systems with these four 
models allows the automatic generation of fully working applications. The 
OO-Method applications are generated with a three tier architecture: 
presentation, logic, and database. Each tier of the architecture is associated 
with the other tiers in a superior/subordinate hierarchical dependency. 
Therefore, the presentation tier can use the services of the logic tier because 
the logic tier is beneath the presentation tier in the hierarchy. In the same 
way, the logic tier can use the services of the database tier because the 
database tier is beneath the logic tier in the hierarchy. In addition, the OO-
Method applications have at least one software component in each tier of the 
architecture: the client component, the server component, and the database 
component. The client component has the graphical user interface of the 
applications. The server component has the business logic of the application. 
And finally, the database component has the persistence of the application. 

• Functional Domain. Management information systems. 
• Input Artifact. OO-Method conceptual model (object, functional, dynamic 

and presentation). 
• Rules to Apply the Procedure. This proposal is structured in the three 

phases of the COSMIC method: the strategy phase, the mapping phase and 
the measuring phase. With respect to the strategy phase, the scope of the 
measurement can be determined by the functional processes, the layers, or 
the whole application. The layers correspond to the hierarchical tiers of the 
OO-Method applications: the presentation tier, the logic tier, and the 
database tier. The pieces of software correspond to the software components: 
the client component, the server component, and the database component. 
The users are the human users, the client component, and the server 
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component of the applications. The users are separated from the pieces of 
software by a boundary. With respect to the mapping phase, the functional 
processes are groups of functionality that can be directly accessed by the 
users. These groups of functionality correspond to the interaction units 
specified in the menu of the presentation model. The data groups correspond 
to the classes of the object model that participate in the functional processes. 
The data attributes correspond to the attributes of the classes identified as 
data groups. With respect to the measuring phase, the data movements 
correspond to the movements of data groups between the users and the 
functional processes. This proposal has 69 rules to identify the data 
movements that can occur in the OO-Method applications. Finally, this 
proposal has a set of rules to obtain the functional size of each functional 
process of the application, of each piece of software of the application, and 
of the whole application. 

• Instrument to Apply the Procedure. This procedure has a tool [32]. 
• Verification of the Procedure. This proposal has been verified respect its 

conformity with COSMIC. Also, the tool has been verified using OO-
Method case studies, and the results have been compared with the measures 
obtained by experts. Finally, the tool assures the repeatability and the 
consistency of the proposal. 

3   General Analysis 

In this section, we present an overall analysis of the criteria used in the survey 
presented above. 

With respect to the version of the COSMIC measurement method, we observed 
that four proposals (Bévo, Jenner, Diab, and Nagano) use the 2.0 version, two 
proposals (Poels and Levesque) use the 2.1 version, four proposals (Azzouz, Condori-
Fernández, Habela, and Grau) use the 2.2 version, and one proposal (Marín) uses the 
3.0 version.  It is important to note that the proposal oby Nagano (which was defined 
in 2003) uses the 2.0 version in spite of the fact that newer versions of COSMIC 
already exited in 2003. It is also important to note that the proposal by Levesque 
(which was defined in 2008) uses the 2.1 version in spite of the fact that the version 
3.0 of COSMIC already existed in 2008. Our opinion is that newer versions of 
COSMIC provide improvements and clarifications that help to better understand the 
measurement method and to obtain accurate measures. Therefore, we consider that the 
use of the last version of the method is very important for the correct development of 
measurement procedures. 

With regard to the context of the procedure, five proposals (Bévo, Jenner, Azzouz, 
Habela, and Levesque) measure UML models, one proposal (Diab) measures RRRT 
models, one proposal (Poels) measures MERODE models, one proposal (Nagano) 
measures xUML specifications, two proposals (Condori-Fernández and Marín) 
measure OO-Method models, and one proposal (Grau) measures i* models. The 
UML, MERODE, and i* models do not have enough expressivity to specify all the 
functional requirements of the applications (for instance, these models do not allow 
the specification of the values assigned to the attributes of the classes, the interaction 
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units, etc.). The same situation occurs with the OO-Method requirement models. 
Therefore, the proposals based on these models only estimate the functional size of 
the applications.  On the other hand, the proposals based on the RRRT model, the 
xUML specification, and the OO-Method conceptual model have enough semantic 
formalization to specify all the functional requirements, allowing the measurement of 
the functional size of the applications. 

With respect to the functional domain, we observed that only two proposals (Diab, 
Nagano) have been developed for the domain of real time systems. The remaining 
nine proposals have been developed for the domain of management information 
systems. We did not find any measurement procedure proposal for other domains 
(such as algorithmic systems, geographical systems, ubiquitous systems, etc.), in spite 
of the fact that the COSMIC measurement method can be applied to any software 
system domain. 

With regard to the input artifact, all the proposals use more than one input artifact. 
Seven proposals (Bévo, Jenner, Azzouz, Condori-Fernández, Habela, Grau, and 
Levesque) use input artifacts obtained in the requirements phase, three proposals 
(Diab, Poels, Nagano) use input artifacts obtained in the analysis phase, and only one 
proposal (Marín) uses input artifacts obtained in the analysis and design phase. 

With respect to the rules to apply the procedure, only two proposals (Condori-
Fernández and Marín) perform the design of the measurement procedure, defining the 
objectives of the procedure, the characterization of the concept to be measured, the 
mapping with the concepts of COSMIC, and the measurement rules. The remaining 
nine proposals only define some mappings between the concepts of COSMIC and the 
concepts of the conceptual models to be measured. The design of a measurement 
procedure is a key stage in the development of a measurement procedure (correctly 
abstracting the elements that will be measured), since, otherwise, the procedure may 
not measure what should be measured according to the specifications of the base 
measurement method selected. It is also important to keep in mind the direct influence 
that the design of a measurement procedure has on the application and possible 
automations of the procedure. 

With regard to the instrument to apply the procedure, six proposals (Bévo, Jenner, 
Diab, Azzouz, Grau, and Marín) have been automated, and five proposals (Poels, 
Nagano, Condori-Fernández, Habela, and Levesque) must be applied manually. The 
manual measurement of functional size is generally very time-consuming and could 
have many precision errors. Therefore, it is very important to automate the 
measurement procedures to obtain a solution that can be efficiently applied in 
academic and industrial environments. In addition, a tool that automates the 
measurement procedures reduces the measurement costs and measurement training, 
and ensures perfect repeatability of the measures. 

Finally, with respect to the verification of the procedure, we observed that only one 
proposal (Habela) has not been verified in some way. The remaining proposals have 
been verified using different techniques: using case studies, performing theoretical 
validations, performing conformity validations, using empirical studies, etc. Thus, it is 
important to keep in mind that a high quality design of a functional size measurement 
procedure is not enough to assure the quality of the measures obtained by this 
procedure. To ensure the quality of the results obtained, it is also essential to verify 
the developed procedure. 
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4   Conclusions 

This paper provides an extensive summary of the existing proposals of functional size 
measurement procedures that are based on the COSMIC measurement method and 
that use the conceptual models as input artifacts to perform the measurement. The 
main contribution of this work is the presented survey, which provides researchers 
with an updated overview of the current state of the functional size measurement 
procedures that are based on COSMIC. This survey also provides practitioners with 
valuable information about the functional size measurement procedures that are 
available. 

It is important to remark that the measurement procedures presented in this paper 
have been developed to apply the COSMIC measurement method to the conceptual 
models in order to obtain the functional size of final applications in early stages of the 
software development process. Therefore, some of the important lessons taken from 
this work are: 1) the measurement procedure must be based on the last version of the 
measurement method; 2) the input artifact used must have enough semantic 
formalization to allow the specification of all the functional requirements; 3) the 
design of the measurement procedure must be carried out, clearly defining rules to 
specify the strategy of the measurement, rules to perform the mapping between the 
concepts of COSMIC and the concepts of the conceptual models, and rules to identify 
the data movements and perform the measurement; 4) the automation of the 
procedure must be carried out to reduce the cost of performing the measurement and 
to increase the efficiency of the measurement process; and finally, 5) the verification 
of the procedure must be carried out to assure the quality of the results obtained. 
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Abstract. The implementation of Blended Learning events is a complex task 
which has to be well considered and well planned in approach and execution. 
The following paper presents a field report with not only detailed planning as-
pects but also analysed realization and evaluated success of the further process. 
The described course was an event in the range of Software Engineering. There-
fore the potential benefits are discussed for industrial software development too. 
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1   Introduction 

Blended Learning is an innovative teaching concept. It describes the combination of 
online learning aspects and facets of teaching and learning from face to face 
[ASTD08]. The development of such concepts is a complex process where different 
variables have to be considered. 

For the realization of the following Blended Learning concept, the course‚ SOA-
Data-Management’ was chosen. This course is part of the bachelor or master degree 
programme in Business Informatics at the Hochschule Harz (University of Applied 
Science). Content of the course is the service-oriented integration of distributed in-
formation systems where so called Web Service technologies are in the center of 
attention. The focus is on the theoretical foundations and on the methodical handling 
of classical integration problems respectively. 

The scope of this course amounted to 60 hours in total within winter semester 2008 
(equates to 4 contact hours per week). In addition to this course a supporting web site 
was available at the university and the communication beside the courses was realized 
on the base of e-mails until now. The web site was used for 3 years and within its 
framework lecture notes, exercises and instructions or descriptions of basic conditions 
of project works were provided. 
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By the choice of this course, both the possibilities of a learning platform and the ex-
tensively accomplished exercises as well as occurred problems in this context should be 
tested and documented in a centralized way. The storage of the generated documents 
should be carried out by the students themselves within a protected member’s area. Fur-
thermore, the choice of this particular course was focused because of the low number of 
attending students. As a result, a manageable communication effort was supposed. 

In the next chapter 2, the development of the used Blended Learning concept will 
be demonstrated. Later on, the implementation of this strategy will be described in 
chapter 3 and the real execution of the Blended Learning course will be discussed in 
chapter 4. The evaluation is carried out in chapter 5. Finally, a summary and outlook 
will complete the paper. 

2   The Development of a Blended Learning Concept 

In-class lectures should be reserved for mediation or developing technical and me-
thodical skills respectively. A further intention of the course was the establishment of 
project teams within time of attendance. Moreover, a temporal capacity to deal with 
the exercises was given. Especially presenting and if necessary discussing the 
achieved results should be realized during this time. The proving of the deployed 
online tools in the framework of in-class lectures was an emphasis, too. The aspired 
advantages for the students were: 

• Providing support in knowledge compilation within private study by offering con-
tinuative sources of information. 

• Supply of a communication platform for cooperative handling of excercices to be 
undertaken or final project reports respectively. 

• Assistance with realtime communication and dicussion of problems as well as the 
possibility to hand in feeback anonymously. 

• Saving the acquired results of exercises and projects by depositing previously cre-
ated documents on the appendant group sites. 

• Simulation of selected elements in distributed software development or service 
integration respectively (in this case: specifically communication platform). 

• Animation of process driven service integration where the BPMN-notation and the 
process discription language BPEL should explained. 

• Reduction of communication barriers between students and academics by offering 
different communication methods. 

A concept of phases was designed to enrich the course with selected online offers even 
though the focus of the knowledge transfer continued on the phases of attendance. As 
early as in the conception period both limited available human resources and enormous 
pressure of time when implementing the course had to be assumed. To accommodate this 
aspect, an iterative proceeding was intended for the implementation of the online presence. 

This proceeding is known from the software engineering. First, it implicates the 
advantages of a fast allocation of a first executable solution. Secondly, it provides 
potential to include student ideas (feedback) and step-by-step completion of the total 
solution. And thirdly, it gives a collection of practical knowledge in dealing with used 
tools. Beside these advantages, disadvantages of iterative proceedings also exist. 
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Particularly, these ones are diffuse technical specifications concerning the way con-
tents of teaching can be conveyed with the help of an online platform. At any rate, the 
contents of the course and the required evidence of academic achievement should be 
exactly specified at the beginning of the lecture. In addition, the basic navigation 
within the teaching platform has to be set already at the beginning, too. 

Requirement analysis

Conception of the 
whole course

Implementation of 
BlackBoard

Requirement analysis

Conception of 
interactive tools

Implementation of 
interactive tools

Requirement analysis

Conception of 
multimedia elements

Implementation of 
multimedial elements

Test within teaching Test within teaching Test within teaching

Phase 1 Phase 2 Phase 3

1. Iteration

2. Iteration

3. Iteration

 

Fig. 1. Concept of phases within the course 

According to the presented concept of phases (see figure 1), the course was divided 
into 3 phases which have to be passed through in an iterative way. During phase 1, 
only basic options of the used learning platform BlackBoard [BB08] were considered, 
whereas in phase 2 the utilization of the provided interactive tools of BlackBoard 
(chat and virtual classroom) occurred. In fact, the use of animated contents of teach-
ing based on the usage of the Mediator-Tool was aimed for phase 3. 

Right from the planning stage of the course, didactical, semantically supported 
planning mechanism like discribed in [SM07a] would have been helpful and would 
have contributed to a more efficient compilation. 

3   Implementation 

The implementation of the course reverted to already existing documents. An adjust-
ment in form and content of the used materials to the opportunities of a Blended 
Learning course was especially carried out within the tutorial. The adjustment was 
especially necessary for the following aspects: 

• Consideration of web-based possibilities 
• Provision of prototypical implementations 
• Hints for tools and techniques 
• Hints for the project management 
• Application of online questionnaires. 

The implementation of the course within the BlackBoard platform proceeded exten-
sively trouble-free. Only the formatting of some passages of the text was reverted to 
the possibility of direct editing within HTML-source code mode. The approach to the 
implementation was geared to the already depicted phases. According to this, the 
focus was on the particular functional demands. In no case, a randomly employment 
of as much as possible elements of the online platform should be effected. 
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Several technical problems were identified. Most relevant among them being the 
inadequately performance of the BlackBoard system, issues with handling of calendar 
functions (e.g. recurrent dates), an absent subscription mechanism (e.g. in case of 
modifications) as well as interoperability problems with the applied browser systems. 

The conception assumed a more autonomous development of multimedia-based 
contents of teaching; whereas an already online available teaching platform was used 
in the context of the lecture. This platform was embedded into the BlackBoard pres-
ence. Reasons for this divergence of the concept can be primary seen in insufficient 
human resources and conceptual appendage of such a system. Furthermore, an analysis 
of already available solutions should be accomplished before the beginning of each 
implementation. It must be pointed out that an own implementation is not always a 
reasonable alternative solution. Automatic adaptation processes constitute an expedient 
improvement. They were exemplarily described amongst others within [SM08a]. 

4   Execution 

4.1   Phase 1 

One important aspect within the execution of a Blended Learning course refers to 
matters of initiation. Within the framework of the implementation required pre-
conditions to an effective usage of online offers should be clarified. In detail, they 
deal with the following aspects: 

• Allocation of required accounts and in case of Skype allocation of information 
about employed names. In the underlying course, accounts related to BlackBoard, 
Skype and the BPM platform. 

• Review of technical requirements, such as efficiency of used computers, allocated 
network accesses and handling of inadequate resources. 

• A joint discussion concerning each implicit goal of a Blended Learning course. In 
this process, not only expectations but also possibly existing anxieties of students 
should be detected. 

• Another aspect of the implementation refers to a joint test of the provided online 
tools. In this context, the handling of optionally occuring problems (hotline) has to 
be clarified, too. 

The employed educational material (lecture notes, tutorial documentation, exercises 
for project reports, further information) was allocated step-by-step in the progress of 
the course. This was carried out each 1 to 2 weeks before the actual lecture or tutorial. 
In addition, a document was provided on BlackBoard to specify the project report in 
form and content. Moreover, operational functions of polls, announcements and avail-
able mailing lists were used. 

4.2   Phase 2 

As already defined in the concept of the course, within phase 2 the usage of available 
interactive tools inside of BlackBoard (especially chat, virtual classroom and Skype) 
should be tested. In the framework of the first online session presentations of the 
achieved results from exercise 1 should be performed. Beyond, this online session 
should compensate for a temporal hesitation within the lecture. The preparation of this 
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session took place in line with two testing events at which all participants attended in 
one room. However, only feasibilities of the virtual classroom were tested, but not the 
utilization of Skype-accounts. It was not possible to avoid this restriction due to the 
students’ usage of private computers during the online session. (see also appendix B1) 

The virtual classroom was practised in connection with Skype. Genutzt wurde das 
virtuelle Klassenzimmer in Verbindung mit Skype. Even though the preparative inter-
exchange of Skype names ran mostly without any difficulty (both participants have to 
be signed on indeed for a primary contact), Skype was not able to support meetings 
with more than 4 attendants within the actual session. While providing all functions of 
the virtual classroom without restrictions, the voice communication broke down. 
Furthermore, a bad voice quality was detected for the remaining participants (distor-
tions, hall effects, durations). 

According to the authors the virtual classroom which is currently available on Black-
Board is not suitable for cooperative conditioning of complex circumstances. In particular, 
the costs to invest for preparation of such a session are out of all proportion to the reach-
able result. In addition, the missing voice communication constricts a real interaction. 

In the framework of further online sessions, only the Skype system was used due to the 
possibilities of an immediate message exchange as well as the chance to record contents of 
a session. Moreover, a frequent usage of Skype occured without a direct background of an 
intended online session. If Skype is not usable, an appropriate e-mail communication will 
adopt this task where necessary. However, deficiencies were diagnosed within Skype, too. 
But these deficiencies are not only caused by missing functionalities regarding e-Learning 
systems (amongst others to suggest a permanent availability). 

In this context presented problems can be naturally avoided by dedicated commu-
nication platforms (e.g. already enabled through M-Bone at the beginning of the 
1990s) or proactive adaptable systems (vgl. [SM07b]). 

4.3   Phase 3 

As mentioned before within the framework of implementation specification, phase 3 
includes the integration of an online available teaching portal for animated illustration of 
the BPMN notation instead of the use of the mediator tool. With the assistance of such a 
system, at least one part of the intended content of teaching could be provided for the 
interactive private study within the BlackBoard-course. (see also Appendix B2) 

Furthermore, interesting experiences could be gained on the base of this system. 
These experiences can influence the implementation of an own solution as well. In the 
following some aspects can be pointed out: 

• An anglophone range of course offerings can settle claims in german academia 
only in a limited way. In this context, students mostly wish for contents presented 
in german-language. 

• The used system only refers to the modelling of business processes. The change-
over to the implementation (in a particular case the mapping on the XML-based 
languages BPEL and WSDL) is not regarded. 

• The used system does not feature any options concerning an assessment of the 
training success. At this point, the integration of suitable queries or the attribution 
of imparted model elements respectively is desirable. 

• The usage of an already available system does not hold the possibility to influence the 
didactical concept. In other words, the manner to procure contents can not be affected. 
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• In the same way, the availability and the performance of such a range of course 
offerings can not be ensured. At this point, it may be possible that it amounts to un-
satisfying effects which have a direct impact on the reachable learning progress. 

Appendix A presents the time schedule of the developed Blended Learning lecture 
with all 3 phases. It shows the lectures at the university in combination with online 
supported learning aspects. 

5   Evaluation 

The course was subject to an evaluation for several times within the semester. The 
evaluation consisted of a combination of immediate feedback during the lecture and 
polls which were implemented via BlackBoard system. In the following sections, 
selected results of the accomplished polls will be presented related to the attitude of 
expectation and the execution of the Blended Learning course. Furthermore, the cost 
and effort for the realized course will be compared to a classical approach. A com-
plete demonstration was forgone for reasons of complexity. Further information can 
be gathered from the author. 

5.1   Attitude of Expectation and Previous Knowledge 

First, selected requested attitudes of expectation and as the case may be available 
previous knowledge of the students with handling of online platforms shall be elaborated. 
For acquisition of these data a poll with 10 questions in total was designed and provided 
within BlackBoard. Selected examples of questions and corresponding answers: 

Questions A - Do you already have experiences with using online communities 
like the BlackBoard system which is employed in this case? 

20%

0%0%

20%60%

more than 5 years more than 2 years since 1 year since 6 month first time with blackboard
 

Fig. 2. Measuring of previous knowledge (Questions A) 

Questions B - What do you think how long contents of the lecture and thereby 
worked out results shall be held out after the end of the course? Please give your an-
swer in the unit of month! 
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In case of this short response, the wishes varied from “always” to pragmatical an-
swers like “at least by the end of this semester”. 

Questions C - How do you attach the importance of the usage of an online plat-
form (as BlackBoard) to the execution of a course in academia? 

17%

0%

17%

49%

17% 0%

very important important useful conditionally useful less useful not useful
 

Fig. 3. Importance of an online platform in education (Questions C) 

Questions D - How many in-class lectures should be replaced by corresponding 
online courses? 

When answering this question at least 50 % of the respondents think that the sub-
stitution by corresponding online courses is not expedient. Nevertheless, 50 % de-
cided in favour of a replacement of 10% by according online offers. 

Note from the authors: Such a conservative attitude towards the usage of online offers 
as replacement of in-class lectures was not expected. The response astonishes, because 
the respondents were all students of the business informatics. It has to be checked if this 
attitude also applies to appending administrative systems (vgl. u.a. [SK07], [SM08b]). 

Questions E - How fast should be reacted in the case of new contributions inside 
the discussion forum? 

0%0% 17%

50%

33%

0%

immediately within 2 hours within 6 hours

within 24 hours within 2 days within 4 days
 

Fig. 4. Required reaction times (Questions E) 
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5.2   Feedback Concerning the Online Session 

The received feedback on the online session refers to the use of the virtual class-
room in combination to Skype within the second phase. A combination of discus-
sions during in-class times and continued discussions using a forum was chosen for 
the feedback. Direct discussions regarding potential causes and the development of 
an approach to future meetings were essential after these obviously emerging prob-
lems. In addition, a pale disillusionment concerning the possibilities of a virtual 
session could be recognized for all participants. Therefore, it was necessary to con-
tinue active motivations. 

The following statements of students (lightly modified in expression) give a good 
impression of constructive criticism. The structure of possible answers was given by 
the lecturer: 

What I did like very well: The possibility to finish exercises and to present the re-
sults even though lectures were cancelled. To gain experiences with the handling of a 
new platform. 

What I did not like: The shortcomings of the platform fully affected. Was already 
know and therefore possible to prepare for. 

Are there any ideas for the improvement of the preparation: It might be reason-
able to give a presentation without showing on the transparency, but only in a ver-
bal way. 

Reasonability of used tools: Skype: reduction on essential connections; Skype 
Messenger: was function used?; Chat: expedient to exchange short messages or links; 
Whiteboard: handling was not that easy. 

Further additions to the tools: one microphone and camera per each group, marks 
on the transparencies for process stepping, Skype features a whiteboard, too, inte-
grated function of conference call. 

5.3   Comparison of Blended Learning and In-Class Lectures 

Finally, surplus and deficit within the execution of this course have to be considered. 
Inside of the in-class lectures approximately 6 hours were spent on the explanation 
and the test respectively of the used BlackBoard tools. The following costs appeared 
on both sides student and lecturer: 

• Introduction and test of basic BlackBoard tools: 1 hour 
• Repeated test of the possibilities of the virtual classroom: 3 hours 
• Adjustment of an approach to virtual meetings: 1 hour 
• Discussion about occurred problems: 1 hour 

The in-class times were not reduced for the execution of the virtual sessions. As a 
result, additional expenses arised out of it not only for the students but also for the 
lecturers: 

• Preparation of the virtual meeting by e-mail or Skype-names: 1 hour 
• Execution of a virtual session with all participants: 2 hours 
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• Execution of Skype-sessions with selected attendees: 2 hours 
• Response of the conducted polls: 0,5 hour (only students) 

To support students, an online presence already existed within prior semesters. Ac-
cording to this aspect, only certain operating expenses for administration of the 
BlackBoard presence can be accounted for additional investment concerning the 
lecturer. These include: 

• Implementation of the structure of the BlackBoard course: 2 hours 
• Implementation und administration of the placed fora: 1 hour 
• Implementation and evaluation of polls: 6 hours 
• To synchronize the course with the online possibilities: 10 hours 

To sum up, the extra work load for the execution of the course accounted for 24 
hours (at 60 semester hours) for the lecturer. These hours can exclusively be 
associated with the use of the possibilities of the online course. The reduction of the 
in-class time by 6 hours has to be considered as well since it is not available for the 
work on the lecture topics any longer. Not included are the times which were spent 
on editing the courseware in form and context (inclusively animated presentations) 
because these ones emerge independent from the used online platform. However, 
the allocation of materials as well as the communication with all students could be 
simplified. 

6   Conclusions for Software Engineering 

Based on experience from the described course we are able to derive many possibili-
ties to support Software Engineering activities. An e-teaching course during the early 
phase of a software development project can help to improve the learning curve. Over 
it out project members are able to use online possibilities step by step. Also an estab-
lished project can reach benefits from a blended-learning approach. In the following 
one, selected examples are shown: 

• Experience collection under use of online functionalities 
• Support of a distributed software development 
• Support during problem situations (online-consultant) 
• Support of the agile software development paradigm 

- Pair programming through the use of online-tools (e.g. e-whiteboard) 
- Feedback possibilities (e.g. forum based or questionnaires) 
- Refactoring (e.g. online source code reviews) 
- “Online”-site customer (e.g. use of messaging components) 

• Support of quality assurance activities (e.g. web-based prototypes) 
• Use of animation and simulation possibilities of a new solution or process. 

In any case the implementation of a blended learning course requires resources. 
The introduction of tools is not enough. Important is the concept behind the tools. The 
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experiences from "blended learning" courses at the universities could drive the im-
plementation of "blended consulting" approaches. 

7   Summary and Outlook 

Within this paper, the conception, the compilation and the implementation of a 
Blended Learning course was described in detail. In addition, used potentials and 
advantages in the field of modern teaching concepts were specified as well as occured 
imponderabilities. In conclusion, the concept justifies its existence even though it has 
to be supported with appropriate methods and tools. The manual course compilation 
requires high costs. 

Especially in the framework of the general development of Mediator-tools the 
need for further research is given. For instance, questions regarding the software-
technical design and the approach to the documentation of such a system developed 
just as the efforts for the implementation which have to be taken into account. 
Within the scope of a current accomplishing research project the following facts 
have to be clarified amongst others: Which contents should be imparted with the aid 
of a multimedia-based teaching unit? How does reasonable module segmentation 
can be carried out? How do adequate use cases look like? How do assessments of 
training success can be represented in an effective way? Which aspects might a 
Style Guide have to consider? The Implementation of a simple prototype already 
required approximately 6 hours. Therefore, it is necessary to conduct realistic effort 
estimations for an appropriate allocation of human resources concerning the imple-
mentation of such a project. 
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Appendix B –Time Schedule of the Lecture 

 

Fig. B1. Use of the virtual classroom 

 

Fig. B2. Multimedia-supported teaching unit 
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Abstract. Although Functional Size Measurement (FSM) methods have be-
come widely used by the software organizations, the functional size based effort 
estimation still needs further investigation. Most of the studies on effort estima-
tion consider total functional size of the software as the primary input to estima-
tion models and they mostly focus on identifying the project parameters which 
might have a significant effect on the size-effort relationship. This study brings 
suggestions on how to use COSMIC functional size as an input for effort esti-
mation models and explores whether the productivity values for developing dif-
ferent functionality types deviate significantly from a total average productivity 
value computed from total functional size and effort figures. The results ob-
tained after conducting a multiple case study in which COSMIC method was 
used for size measurement are discussed as well. 

Keywords: Functional Size Measurement, Effort Estimation, Functionality, 
COSMIC, Base Functional Component. 

1   Introduction 

Since the first introduction of Function Point Analysis (FPA) method by Albrecht in 
1979 [5], Functional Size Measurement (FSM) methods have not only been improved, 
but also new variations and extensions have been developed to be able to measure the 
new types of applications [18][43].  

Among these methods, the ones which conform to ISO/IEC 14143-1 standard 
[22][23] are accepted as international standards for FSM. Common Software Meas-
urement International Consortium Full Function Points (COSMIC-FFP) [26][14], 
International Function Point Users Group (IFPUG) FPA [27][20], MarkII FPA 
[28][45], Netherlands Software Metrics Association (NESMA) FSM [29][41] and 
Finnish Software Metrics Association (FiSMA) FSM methods are the ones accepted 
as FSM standards up to now [30]. 

Besides the usage of software size for a number of reasons such as in project track-
ing or for normalization of other measures, one of the major uses of software size is 
that it is the primary input for most effort and cost estimation models.  

However, effort estimation based on functional size still remains a challenge for soft-
ware practitioners and researchers. As more empirical data are collected in benchmarking 
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datasets, the studies to explore the nature of the relationship between functional size 
and effort has been arisen. Taking the functional size as the main input, most of the 
studies on effort estimation investigate some project related attributes which might 
have impact on functional size and effort relationship. Unfortunately, the common 
conclusion of the existing studies is that although different models are successfully 
used by different groups and for particular domains, they do not have unanimous 
acceptance by the software community they being not performing well enough.  

Traditionally, the functional size of a software system is measured as a single total 
value obtained by a specific FSM method. All FSM methods have their own attribute 
definition models [37], which derive this single size value by expressing a relation-
ship among the sub-attributes, called Base Functional Component (BFC) Types.  

In [37], Kitchenham et al claimed that Function Points (FP) might be viewed as a 
means of measuring the “shape” of a software product in terms of a vector of signifi-
cant elements. They added that if the elements of such a shape measure influence the 
product development effort, an attempt could be made to derive an effort estimation 
model based on these elements.     

In other engineering disciplines, there are different representations of the size for 
the same product. For example, in civil engineering, different size measures are de-
fined to size buildings [13][12]. A vector of measures such as the floor area -which is 
calculated by multiplying the length and width of the floor- and the height of the 
building, is one representation. Or, a derived measure such as the volume of a build-
ing which is calculated by the multiplication of length, width and height of the build-
ing is another. The selection depends on the needs of the engineers or managers. For 
example, if the volume measure is sufficient for effort and cost estimation purposes in 
a specific project, this measure is used. Similarly, we also need different representa-
tions of software size for different purposes in software engineering.  

In our previous studies [17][11], we investigated whether effort estimation models 
based on Base Functional Component (BFC) types1, rather than those based on a 
single total functional size value would improve estimation reliability. The assump-
tions of these studies were that the amount of effort to be utilized for developing a 
unit size of different BFC types would be different. For the empirical study, we used 
the projects data in the International Software Benchmarking Standards Group 
(ISBSG) dataset [21] and formed sub-sets based on different criteria. We made the 
statistical analysis on the projects which were measured by COSMIC method. We 
made multiple regression analysis for investigating the strength of the relationship 
between the functional sizes of BFC Types and development effort. The results of 
both studies showed significant improvement in the size-effort relationship. 

In this study, we propose a new representation of COSMIC functional size to be 
used in effort estimation models. Instead of a single size figure, we define a vector of 
measures. We identify the elements (or sub-attributes) of functional size which pro-
vide different functionalities to the users considering the BFC Types and the effort 
collection mechanisms in software organizations. We also present the results of a 
multiple case study which we conducted to explore whether the productivity values 
                                                           
1 BFC: “an elementary unit of FUR defined by and used by an FSM Method for measurement 

purposes”. BFC Type: “a defined category of BFCs. A BFC is classified as one and only one 
BFC Type” [23]. 
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for developing each element deviates significantly from a total average productivity 
value computed from total functional size and effort figures.  

2   Background 

2.1   Functional Size Measurement 

Albrecht’s 1979 proposal [5] for estimating the functional size became a significant 
contender for software size measurement and hence effort estimation. This method 
was aimed at overcoming some of the shortcomings of measures based on Source 
Lines of Code (SLOC) for estimation purposes and productivity analysis, such as their 
availability only fairly late in the development process and their technology depend-
ence. The FPA method is based on the idea of measuring the amount of functionality 
delivered to users in terms of Function Points (FP) taking into account only those 
elements in the application layer that are logically ‘visible’ to the user and not the 
technology used. FPA was designed in a Management Information System (MIS) 
environment and has become a de facto standard in the MIS community.  

During the following years, variations of the original method have been devel-
oped2. Some of them either provided unique viewpoints different from the dominant 
method of their time or extended the applicability of FSM methods to different func-
tional domains in addition to business application software such as Real-time systems, 
Web applications, etc. Other methods designed to measure software which are devel-
oped using object oriented methodology.  

In the ’90s, work was initiated at the ISO level to lay the foundations for regulating 
standards in FSM, and the 14143 family [24][25][31][32][33] was developed with 
five instantiations matching with those requirements: COSMIC-FFP [26][14], IFPUG 
FPA [20][27], MkII FPA [45][28], NESMA FSM [41][29] and FiSMA FSM [30] 
methods.  

Albrecht’s original idea has become the basis for IFPUG FPA [3], one of the earli-
est ISO standardized FSM methods [20][27]. IFPUG FPA enjoys widespread popular-
ity and large publicly available data sets for those who wish to train their own com-
pany-specific IFPUG model or to compare their measurements with others.  

MkII FPA [44] was developed by Symons in 1988 in order to improve the original 
FPA method. This method brought some suggestions to reflect the internal complex-
ity of a system. Currently, the Metrics Practices Committee (MPC) of the UK Soft-
ware Metrics Association (UKSMA) is the design authority of the method [45]. It was 
also mainly designed to measure business information systems. Mk II FPA has been 
accepted as being conformant to ISO/IEC 14143 and become an international ISO 
standard in 2002 [28]. 

NESMA FPA [41] has the same rules as the IFPUG FPA method. The differences 
between these two methods is due to NESMA measurement manual provides different 
guidelines, hints and examples. It was accepted by ISO as an international standard in 
2005 [29]. 

COSMIC-FFP [14], adopted in 2003 as ISO 19761 [26], has been defined as a 2nd 
generation FSM method as a result of a series of innovations, such as: a better fit with 
                                                           
2 Please refer to [18] and [43] for a detailed discussion on and a history of FPA-like methods. 
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both real-time and MIS environments, identification and measurement of multiple 
software layers, different viewpoints from which the software can be observed and 
measured, and the absence of a weighting system. 

Finally, FiSMA FSM, accepted as an international FSM standard in 2008 [30], was 
developed by a working group of FiSMA. It is a general parameterized size measure-
ment method that is designed to be applied to all types of software. The difference of 
FiSMA FSM from other methods is that it service-oriented rather than process-
oriented.  

2.2   Software Size Based Effort Estimation 

In parallel to these developments in FSM, significant research has been going on 
software size based effort estimation such as in [7][8][19][34][35][36]. In 
[6][16][40][42], significant variations in the impact of project cost drivers have been 
observed. Among the cost drivers investigated, Team Size, Programming Language 
Type, Organization Type, Business Area Type, Application Type, Development Type 
and Development Platform have been found to affect the size-effort relationship at 
different levels of significance.  

In a number of studies such as [2][9][10][39], the related works on estimation models 
are assessed and compared. However, the common conclusion of these studies was that 
although different models are successfully used by different groups and for particular 
domains, none of them has gained general acceptance by the software community.  

Other studies such as [1][3][17][11] focused merely on functional size and ex-
plored different ways to use it as an input to effort estimation models. In [1][3], the 
concept of software functional profile is defined as the relative distribution of its four 
BFC Types for any particular project. They investigated whether or not the size-effort 
relationship was stronger if a project was close to the average functional profile of the 
sample studied. It was observed that the identification of the functional profile of a 
project and its comparison with the profiles of their own samples can help in selecting 
the best estimation models relevant to its own functional profile.  

In [17][11], it was explored whether effort estimation models based on the BFC 
types rather than those based on a single total value would improve estimation mod-
els. Both of these studies showed significant improvement in modeling the size-effort 
relationship. 

The results of the literature survey show that functional size based effort estimation 
still require further investigation. This paper focuses on investigating how to use func-
tional size in effort estimation models. A new representation of COSMIC functional 
size, which can be used for effort estimation purposes, will be defined.  

3   Suggestions for a New Representation of COSMIC Functional 
Size 

In COSMIC measurement process [15], the Functional User Requirements (FURs) are 
decomposed into their elementary components, called “Functional Processes”. A 
Functional Process is defined as “an elementary component of a set of FUR compris-
ing a unique, cohesive and independently executable set of data movements”.  
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A Data Movement Type is defined as “a BFC which moves one or more data at-
tribute types belonging to a single data group type”. There are four kinds of Data 
Movement Types: Entry, Exit, Read, and Write. Each of these is defined as a BFC 
Type in [15] as; 

− An Entry is a data movement type that moves a data group from a functional 
user across the boundary into the functional process where it is required. 

− An Exit is a data movement type that moves a data group from a functional 
process across the boundary to the functional user that requires it. 

− A Read is a data movement type that moves a data group from persistent 
storage within reach of the functional process which requires it. 

− A Write is a data movement type that moves a data group lying inside a func-
tional process to persistent storage. 

After identifying the BFC Types in the Functional Processes, the second step in-
volves calculating the functional size of each BFC by applying a measurement func-
tion to the BFC Types and the related attributes. Then the results are aggregated to 
compute the overall size of the software system. 

Each of these BFC Types represents different types of functionalities to be pro-
vided to the users. That is the reason why FSM methods identify these elements to 
measure functional size. In our previous studies [17][11], we investigated whether 
effort estimation models based on the BFC types rather than those based on a single 
total value would improve estimation models. Both of these studies showed signifi-
cant improvement in modeling the size-effort relationship. This approach has the 
potential to result in generic effort estimation models when significant amount of 
projects data can be collected in benchmarking datasets. However, until then, soft-
ware organizations might collect their own data so that average productivity figures to 
develop each type of functionality can be found at least for that specific organization.  

Since we are after finding a representation of functional size for effort estimation 
purposes, we also have to consider the effort collection mechanisms in software organi-
zations in addition to the BFC Types which serve different functionalities. Based on 
these, we identify the significant elements for which we define a vector of measures.  

In software development projects, if the components of a software product are de-
veloped by using different technologies, implemented on different processors or de-
veloped by utilizing different programming languages, the efforts utilized for each are 
can usually be identified. The components involve development of different types of 
functionalities. At a first glance, we identify two possible functionality types related 
to interface and data services components.  

The Entry and Exit data movement types are the functionalities provided to the 
functional user for moving data groups across the boundary. We call them Interface 
functionalities. 

The Read and Write data movement types are the functionalities provided to the 
functional user for moving data groups from persistent storage within reach of the 
functional process and to the persistent storage lying inside a functional process. We 
call them Data Services functionalities. 

In the first version of COSMIC method, data type characteristics in business appli-
cations and in real-time systems were investigated [38][4]. The differences between 
the single-occurrence control data in real-time systems and the multiple-occurrence 
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group of data in business application software are discussed. Although the units of 
measure in COSMIC [15] are the same for measuring these different functionalities 
and the functional sizes of different BFC Types can be added to compute the total 
size, the amount of effort to be utilized per unit size might be different. Therefore, we 
also differentiate Business-Application Data Services from Control Data Services. 

Thus, the new representation of COSMIC Functional size for effort estimation pur-
poses involves a vector of measures for the following elements: Interface, Business-
Application Data Services and Control Data Services. This new representation does 
not interfere with any of the principles of COSMIC. This is analogous to using the 
same unit of measure and measurement rules for measuring the length, width, and 
height of a building. The difference is that we do not use a compound measure as the 
volume measure, but a vector of measures for representing COSMIC functional size.  

4   Case Study 

We conducted a multiple-case study in order to evaluate the proposed representation 
for COSMIC functional size. Our research question for this case study was the 
following: “Are the productivity figures for developing each element, i.e. each 
functionality type, deviates significantly from the total average productivity figure for 
developing the whole software?” 

We designed this case study as a multiple-case study which involves three new 
development case projects. We applied COSMIC to measure the functional size of the 
case projects. The case projects and the case study are described and discussed in the 
following sub-sections. 

4.1   Description of the Case Projects and Organizations  

Project-1 involves the development of a military inventory management system inte-
grated with a document management system. The software development organization 
is an independent supplier, which is a CMMI/SW Maturity Level 3 company. The 
organization focuses mostly on web-based projects and has its own framework to 
develop web applications rapidly. The project was started in October 2004 and com-
pleted in August 2005. 7 persons worked for the project: 1 project manager, 1 senior 
software engineer, 2 software engineers (development team – full-time), 2 software engi-
neers (development team - part-time), and 1 software engineer (test team – part-time). 

Project-2 involves the development of a multimedia sponsored call system. The 
system enables advertising companies to relay their messages to their target market 
through call sponsorships and enables end-users to have sponsorships for their calls 
by receiving an interactive multimedia advertisement at the beginning or during the 
call. The software company develops telecommunications solutions and provides 
network infrastructure components for the telecommunications industry, having to-
tally 80 personnel 50 of which are engineers. The company owns TSE-EN-ISO 
9001:2000 quality certificate. 9 persons worked for the project: 1 project manager, 1 
senior software engineer (development team leader), 6 software engineers (develop-
ment team) and 1 software test engineer (test team leader). 

Project-3 involves the development of an equipment identification registrar which 
detects and warns the operator against potential fraud risks such as Subscriber Identity 
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Module (SIM) card cloning and International Mobile Equipment Identity (IMEI) 
cloning. The same software company which developed Project-4 developed this pro-
ject as well. 10 persons worked for the project: 1 project manager, 2 senior software 
engineer (development team leader), 6 software engineers (development team) and 1 
software test engineer (test team leader). 

The total efforts utilized for the software life cycle processes of the case projects are 
6,308, 1,080 and 1,200 person-hours for Project-1, Project-2 and Project-3, respectively.  

We used the CHAR Method [33] to determine Functional Domains of the case pro-
jects. The functional domains of Project-1, Project-2 and Project-3 are ‘Information Sys-
tem’, ‘Complex Controlling Information System’ and ‘Information System, respectively.  

Table 1. Functional Domains of the Case Projects determined by CHAR Method [33] 

Project 
No 

Functional Domain Control- and 
communication-
rich FUR 

Data-rich 
FURs 

Manipulation- 
and algorithm-
rich FURs 

1 Information System Negligible dominant present 

2 
Complex Controlling 
Information System 

Present dominant present 

3 Information System Negligible dominant present 

4.2   Case Study Conduct and Data Collection 

All the projects were measured by COSMIC FFP v.2.2 [15] utilizing the Software 
Requirements Specification (SRS) documents prepared according to the companies’ 
SRS standards.  

Two measurers together measured the functional size of Project-1 (see Table 2). 
One of the measurers works for the development organization and is involved in this 
project. The other is the author of this paper. Both are experienced in using COSMIC. 
The effort utilized to make measurement is 13 person-hours.  

One measurer performed the functional size measurement for the other two 
projects (see Table 2). She is the author of this paper. The efforts utilized to make 
measurement are 15 person-hours for each of the other two projects.  

The functional sizes of Project-1, Project-2 and Project-3 were measured as 1020, 
321 and 275 COSMIC Function Points (CFP), respectively. 

The research question in this case study was to explore whether the elements of 
functional size influence the product development effort, i.e. whether the Productivity 
Delivery Rates (PDR) to develop different elements might be different.  

Table 2. Case Projects COSMIC FFP size measurement details 

Project 
No 

Number of 
Functional 
Processes 

Number 
of Entries 

Number 
of Exits 

Number 
of Reads 

Number 
of Writes 

Functional 
Size (CFP) 

Project-1 127 154 378 333 155 1,020 
Project-2 50 80 79 99 63 321 
Project-3 54 69 115 45 46 275 
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The PDR values for the projects, which are calculated as the ratio of effort to total 
COSMIC functional size, are given in Table 3. Since all of these projects involve 
algorithmic operations which cannot be measured by COSMIC method, we excluded 
these efforts from the total effort values.  

For the case projects, the effort values were collected in detail so that the amount 
of effort utilized for each functionality type could also be identified. For Project-1, the 
software coding and unit testing efforts were collected based on the three types of 
functionalities. Therefore, for this project we calculated the PDR value based on Code 
and Unit Test Effort values. In this project, the Interface and the Permanent Stor-
age/access functionalities were developed by using the Internal Development Frame-
work (IDF) which was developed by the development organization. IDF is a tool to 
reuse CRUDL processes in standard web applications. By this tool, the interface and 
database components are generated in parallel with each other. For the processing 
component, Java is used as the primary programming language. These components 
were developed not only by different teams but also using different technologies. 

For Project-2 and Project-3, the effort data are available for the whole develop-
ment. Therefore, we calculated the PDR values for developing these different 
functionality types. In Project-2, Java was the primary programming language and in 
Project-3, Java and ANSI were the primary programming languages. 

Table 3. PDR Values of the Projects for the Elements of COSMIC Functional Size 

  
The Elements of COSMIC Functional 
Size 

  

Total 
Figures Business-

Application 
Data Services 

Control 
Data 
Services 

Interface 

Functional Size (CFP) 1,020 488 0 532 

Code &Unit Test Effort 
(person-hours) 

1.333 742 - 591 Project-1 

PDR (person-hrs/CFP) 1.31 1.52 - 1.11 

Functional Size (CFP) 321 146 16 159 

Development Effort 
(person-hours) 

1,010 540 200 270 Project-2 

PDR (person-hrs/CFP) 3.15 3.70 12.50 1.70 

Functional Size (CFP) 275 91 0 184 

Development Effort 
(person-hours) 

1,130 450 - 680 Project-3 

PDR (person-hrs/CFP) 4.11 4.95 - 3.70 
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4.3   Discussion of the Case Study Results 

Since Project-2 and Project-3 were developed by the same organization, we 
investigated the deviation between PDR values of these two projects. The PDR of 
Project-3 deviates 30.5% from Project-2. The PDR values for developing each of the 
key size parameters are shown in Table 4.  

Table 4. % Deviation in PDR for the elements from the Average PDR 

% Deviation in PDR for the COSMIC elements from the Average PDR Projects 
Business-Application Data 

Services 
Control Data Services Interface 

Prj-1 16.03 - -15.26 
Prj-2 17.46 296,82 -46.03 
Prj-3 20.44 - -9,97 

The results show that, for all the projects the amount of effort required to develop 
business-application data services per unit size is greater than the average figures 
whereas it is less for developing the interface functionalities. For Project-2, PDR 
value for developing Control data services is so high. Therefore, its deviation from the 
average figure is also very high.  

5   Conclusion 

This study aimed to investigate whether a different representation of COSMIC func-
tional size without changing any rules and principles of the method, would have the 
potential to improve effort estimation reliability.  

Different functionality types are identified by grouping COSMIC BFC Types con-
sidering the effort collection mechanisms in the software organizations. Accordingly, 
Interface, Business Application Data Services and Control Business Data Services are 
identified as being different functionality types.  

The case study results showed that there is a significant variation between the PDR 
values for developing different kinds of functionalities. Therefore, building estimation 
models using this new representation for COSMIC functional size rather than using a 
single total value is promising. 

Moreover, by this representation of size, we get more information about the func-
tional domain of the software and the types of functionalities to be provided to the 
users.  
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Abstract. Traditionally, software measurement literature considers the uncer-
tainty of cost drivers in project estimation as a challenge and treats it as such. 
This paper develops the position that uncertainty can be seen as an asset. It 
draws on results of a case study in which we replicated an approach to balanc-
ing uncertainties of project context characteristics in requirements-based effort 
estimation for ERP implementations.  

1   Introduction 

Adopting ERP solution means, more often than not, considerable investments of time, 
money, and effort. Therefore, for a company, the decision to roll-out an ERP package 
has major implications. An ERP implementation program may well take years, par-
ticularly if the ERP adopter changes both the package and the organization itself in 
order to achieve a better alignment between its business processes and the system 
components which support them [1,3,24,28]. Moreover, the huge effort and difficul-
ties associated with ERP roll-outs caused the ERP endeavors a notorious reputation: 
market research firms who study the success and failure rates of ERP projects indicate 
that at least 85% of the ERP implementation projects are delayed or are over budget, 
60% end up with reduced scope, and 35% are cancelled [3]. This situation lets ERP 
adopters perceive uncertainties of project context as a huge challenge as it’s almost 
impossible for ERP-adopters to determine a level of trust in any estimate. Examples 
of some specific barriers to trust, identified in published research [1,12,16,19, 
24,26,27,28] include: lack of consensus on the objectives of the estimates, no known 
steps to ensure the integrity of the estimation process, no historical evidence at the 
ERP adopter's site supporting a reliable estimate, or the inability to clearly see 
whether or not estimates are consistent with consultants’ demonstrated accomplish-
ments on other projects in comparable organizations in the same sector. 

Traditionally, the software measurement community confronts a problem situation 
like this one by proposing effort estimation solutions [10] with the intent to help com-
panies (i) get an increased understanding of the impact of their specific context on 
project scope, effort and delivery dates, (ii) reason about the resources to be con-
sumed in a project, and (iii) become aware of how uncertainties of project context 
matter. In the ERP area, however, so far very few remedies [6,27] have been proposed 
to the above challenges. This paper contributes to the discussion on ERP effort 
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estimation and the role of context uncertainties therein. We present the application of 
one particular empirical approach to balancing uncertainties, by investigating the 
relationship of uncertain cost drivers on project success under time and under effort 
constraints. Our findings suggest that uncertainties should not necessarily be viewed 
as challenges in ERP projects. Based on data we collected, analyzed, and reflected 
upon, we revise the ‘uncertainties-as-challenges’ position and consider uncertainties 
as an asset. Assuming that uncertainties are an asset, an implication for ERP adopters 
would be, than, that their ERP project managers or program directors may want to 
consider some project context characteristics for adjustment, so that the chance of 
their projects’ success are increased.  

In the next section we provide empirical background on our research questions. In 
section 3, we sketch our empirical approach and in Section 4, we provide a step-by-
step description of its application in the case study site. In Section 5, we address some 
validity threats and in Section 6, we draw our conclusions. 

2   Empirical Background, Related Work, and Research Questions 

ERP implementation has spawned an independent industry with firms providing con-
sulting services exclusively and generating total revenue of billions of dollars. Be-
cause it has existed for less than 15 years, the business practices of requesting propos-
als for ERP implementation services, of bid preparation, and of pricing are all hap-
hazard. ERP adopters find themselves, increasingly more often than ever, in a sce-
nario where they need to compare bidding information from competing implementa-
tion service providers and initiate negotiations with them. For ERP adopters to be 
adequately prepared for this exercise, they need to acquire knowledge (i) on how each 
consulting firm arrived at the bidding price and (ii) on how realistic the effort estima-
tion figures which one sees on the bidding document, are. However, at that early stage 
of requirements engineering (RE), uncertainties of context interfere greatly with 
adopter’s ability to assess to what extent the price they receive from the bidding 
document matches their organizational realities. Today, it’s well known that a typical 
ERP project includes diverse configurations, each of which matches the needs of a 
unique stakeholder group, which, in turn, implies the presence of cost drivers unique 
to each configuration. Moreover, at time of bid preparation (that is, the stage of very 
early requirements), consulting firms would have a relatively low level of awareness 
of what new project activities (e.g. identifying and analyzing capability gaps, investi-
gation and mapping of configuration options [22]) are to be added in order to plan and 
manage the ERP project, and what the ERP adopter’s context factors are that drive 
effort for these new activities. Yet, ERP adopters must find a way to balance uncer-
tainties of their contexts at that very early stage. This issue (of how to treat uncertain-
ties) has been approached by management scientists and by software measurement 
practitioners and both communities have come up with some solutions.  

Quantitative studies by management science scholars have shown how ERP 
adopters can use financial valuation techniques when it comes to evaluating invest-
ments in large ERP assets under uncertainty. These studies have presented the me-
chanics of Real Option Analysis (RO) and portfolio management models [2,29] and 
have clearly demonstrated the benefits of these two techniques. However, when 



210 M. Daneva, S. Wettflower, and S. de Boer 

studying the industrial intake of these techniques, we found that their practical appli-
cation was still very limited [9]. For ERP adopters, using these techniques remains a 
challenge, because of two reasons: (i) these techniques are very data-intensive and (ii) 
they heavily rely on the presence of financial valuation experts specialized in the 
application of these techniques to IT (or ERP) assets [29]. 

In the past five years, the software measurement community proposed solutions to 
uncertainties be incorporated into traditional effort estimation techniques (e.g. CO-
COMO II [4]) by using concepts of fuzzy logic or of probability theory [13]. For 
example, instead of using ‘data points’ as inputs into algorithmic models of effort 
estimation, one could and should consider representing uncertain inputs by using 
probability distributions. These uncertain inputs are, then, processed by means of 
some simulation techniques, for example a Monte Carlo simulation [13,21] or a Latin 
Hypercube simulation [15]. For estimation analysts, a recognized [13] advantage of 
using such an approach is the ability to calculate the implications of uncertainties (by 
means of the simulations). For a project manager, being aware of these implications, 
the critical pragmatic issue, is, then, this: which project context characteristic s/he can 
change, so that his/her actions would cause a desired change in an important project 
outcome. We make the note that in the case of ERP implementation projects, such a 
probability-theory-based approach to uncertainties has been tried out relatively re-
cently (in 2007). However, the above-mentioned advantage has been experienced in 
the case study [6], in which the approach was used. The approach itself complemen-
tarily applied a traditional effort estimation technique – COCOMO II [4], with two 
uncertainty-handling mechanisms, namely, Monte Carlo simulation [21] and a prob-
abilistic portfolio management model [11]. In its application it was found that for 
certain context characteristics among the ones captured by COCOMO, it is possible to 
adjust their ratings in a way which maximizes the project success. This motivated us 
to look into similar but different settings to replicate the use of our approach and in-
crease our understanding of how uncertainties can be balanced so that success is 
maximized. 

Based on the discussion in this section, we formulate the following three research 
questions we are set out to answer in this paper: 

RQ1: Does the adjustment of uncertain cost drivers in the COCOMO II model in-
crease the chance of success? 

RQ2: Which cost drivers of the COCOMO II model can be adjusted in a way that 
maximized the chance of success under time constraints? 

RQ3: Which cost drivers of the COCOMO II model can be adjusted in a way that 
maximized the chance of success under effort constraints? 

We make the note that answering RQ1 brings insights into RQ2 and RQ3. This 
implies that when a project manager recognizes those context factors that improve the 
success chances of a portfolio of projects, s/he can steer the projects rationally even 
under considerable troubled condition. In the next sections, we propose pragmatic 
aids for getting these questions answered in a systematic way. We defined a research 
method that is constructive, based on the literature survey [9], complemented with our 
own practical experience with mid-sized and large ERP projects in the telecommuni-
cation sector and in the sector of financial services.  
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3   The Empirical Research Method  

The present study is aimed at identifying and understanding uncertainties in ERP 
effort estimation at the ERP bidding stage, at which point requirements are not yet 
fully known. That means (i) we follow [18] in that we consider a project quote to 
consist of three components, estimated cost, profit, and contingency, and (ii) we focus 
on the models used to estimate cost in particular. We do not cover issues pertaining to 
profit and contingency. We aim to use the findings from this exploratory study as a 
basis for more in-depth studies in this area. 

We do our case study research by using the initial model of investigating uncer-
tainties proposed in [6,7]. The model is a first attempt in the direction of balancing 
ERP project context uncertainties and we expect it to be refined over a period of time. 
The study described here is a replication of the study reported in [6,7] and carried out 
in two business units of a company in the telecommunication sector with two ERP 
systems (SAP and PeopleSoft, in each business unit, respectively) implemented by 
three Canadian ERP service providers. This earlier case study completed by the first 
author had two key objectives: to demonstrate the practical advantages of the solution 
approach and to carry out a proof-of-concept [32]. In the present case study, we repli-
cate the use of the approach in order to collect evidence which would possibly 
strengthen our claims which were drawn from the findings in [6]. For practitioners to 
be able to draw more general conclusions and to (dis)confirm the results obtained in 
our first case study [6], we now replicated the study using data collected from sites in 
a large company in a different service sector (namely financial service provisioning) 
where implementation was facilitated by two US consulting firms. The shared context 
characteristic between the first case study [6] and this one is that both organizations 
implemented the same ERP package, namely SAP.  

In carrying out this study, we have followed the recommendations of Yin [34] for 
case study research. In what follows we first provide a summary of the three tech-
niques that compose our initial model to investigate uncertainties and then, we explain 
its application in the case study settings. 

3.1   Description of the Three Techniques 

This case study applies the following three techniques:   

(i) the COCOMO II reference model [4] which we used to account for ERP 
adopter’s specific cost drivers,  

(ii) the Monte Carlo simulation [21] which lets us approach the cost drivers’ de-
grees of uncertainty, and 

(iii) the effort-and-deadline-probability-based portfolio management concept [11] 
which lets us quantify the chance for success with proposed interdependent 
deadlines for a set of related ERP projects.  

Below we summarize the key ideas in each technique and how they all fit to-
gether. The overall design of the approach is elaborated in more detail in [6]. In 
Section 4, we demonstrate its application in the present case study.   
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COCOMO II [4]: This is one of the best-known algorithmic model for setting budg-
ets and schedules as a basis for planning and control. It comprises (i) five scale fac-
tors, which reflect economies and diseconomies of scale observable in projects of 
various sizes, and (ii) 17 cost drivers, which serve to adjust initial effort estimations. 
In ERP project settings, at least three of the scale factors are directly related to the 
joint RE and architecture design activities, and thus raises the role of architects in 
reducing project costs. COCOMO II allows ERP teams to include in their estimates 
(i) the maturity level of the ERP adopting organization, (+ii) the extent to which re-
quirements’ and system architecture’s volatility is reduced before ERP configuration, 
and (iii) the level of team cohesion and stakeholders’ participation. In COCOMO II, 
the degrees of both the scale factors and the cost drivers vary from extra low, very 
low, low and nominal to high, very high and extra high. Suppose ERP project stake-
holders assign a degree to each scale factor and cost driver, the estimation of project 
effort and duration will result from the two equations below: 

Effort = A x (Size)E x ∏
=

17

1i

EM i                                                                                                 (1) 

and   Time = C x (Effort) F                                                                                        (2) 

where E and F are calculated via the following two expressions, respectively: 

E = B + 0.01 x ∑
=

5

1j

SF j  and  

F = D + 0.2 x (E – B) 

In (1) and (2), SF stands for the scale factors, and EM means cost drivers.  

Monte Carlo simulations: This is a problem-solving technique used to approximate 
the probability of certain outcomes by running multiple trial runs, called simulations, 
using random variables. We used it here to counterpart the inherent uncertainty of the 
cost drivers by applying NOSTROMO [21], a Monte Carlo simulation technique used 
at the THAAD Project Office (USA). When used in combination with COCOMO II, 
repeatedly running the model many times and collecting samples of the output vari-
ables for each run helps the estimation analysts produce an overall picture of the 
combined effect of different input variables distribution on the output of the model. 

Portfolio management [11]: This is an effort-and-deadline-probability model that 
allows us to quantify the uncertainty associated with a project estimate. Its merits are 
that (i) it is applicable at the stage of requirements or project bidding [11], (ii) its only 
input requirement is a record of previous projects; and (iii) it fits with the ERP adopt-
ers’ project realities suggesting that an ERP project is implemented as a portfolio of 
interdependent subprojects [5,6]. Each subproject is a piece of functionality (or an 
ERP module) linked to other pieces (or modules). For example, the Sales and Opera-
tions Planning component in a package is tightly linked with the Cost Center Planning 
functionality of the Controlling module. Suppose we have a set of interdependent 
subprojects, the effort-and-deadline-probability model [11] will yield (i) the probabil-
ity of portfolio’s success with the proposed deadlines for each subproject in this 
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portfolio, and (ii) a set of new deadlines which will result in a required probability of 
success. The portfolio success is judged by two conditions applied to any two subpro-
jects a and b for which deadlinea is earlier than deadlineb. The conditions are that: (i) 
subproject a is to be over by deadlinea and (ii) subproject a and subproject b are to be 
over by deadlineb. In other words, the conditions require all subprojects planned with 
a deadline before deadlineb  to be completed by deadlineb , rather than just project b. 
This is the key to the portfolio approach, because uncertainty about completion of 
project b incorporated uncertainty from all previous projects.  

Suppose the ERP adopter engages in total E people in the project and let d be the 
number of work days it takes from start date to deadline, then the total available re-
sources is Exd. So, suppose an ERP portfolio Y is made up by n subprojects, the suc-
cess conditions are represented as follows: 
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where Yi is the estimated effort for subproject i to succeed. We check if, for any j, (j= 
1..n), the sum of Y1,..,Yj is greater of Exdj. If this is true, then deadline dj has failed. 
Success probabilities result from simulations in which Y1,...,Yn are generated from a 
predetermined probability distribution. If we deem Y1, …,Yn is satisfying all condi-
tions, then we say that the portfolio Y succeeds. The portfolio’s probability of success 
is equal to the ratio of the number of successes in the set Y to the number of trials in 
the simulation. 

3.2   Making the Three Techniques Work Together 

The eight steps of applying our approach are presented in Figure 1. The procedures 
pertinent to each step in Figure 1 have been designed with the initial intention to serve 
the case study purposes. However, practitioners can use them to compare and evaluate 
the roles of cost drivers in increasing the chances of success of their projects, and also 
make decisions on which drivers’ ratings should be adjusted. We make the note, that 
because our approach is meant for the RE project stage, we consider Unadjusted 
Function Points (FP) [8] to be used as a size estimate. This is consistent with the 
position of the COCOMO II authors [4, see p. 17]. Moreover, the first author has 
devised a technique for applying it at the stage of early requirements for ERP projects 
[8].We chose this measure of functional size because (i) it is applicable to any ERP 
package and not to a specific package’s context and (ii) it’s the only measure of size 
that fits the project stage of early requirements. Furthermore, to account for uncer-
tainty of the ERP project context, we suggest the COCOMO II model take as inputs 
the probability distributions of the five COCOMO scale factors and 17 cost drivers, 
instead of using as inputs single values (as in [4]). This design choice has been rec-
ommended by the THAAD Project Office [21] and by the CAIG researchers [15] as 
well. Deploying the Monte Carlo simulation means to ascribe a particular distribution 
type to an input variable in a model, get randomly-selected values, feed them into the 
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COCOMO II model and, then, see how likely each resulting outcome is. In other 
words, for each uncertain factor, our approach yields possible effort and duration 
estimation values. In contrast to COCOMO II, our output is the probability distribu-
tions of effort and duration and not the most likely effort and duration (which CO-
COMO II creates).  

The probability distributions are, then, fed into the portfolio management method 
[11]. To run it, we first formulate a condition for success, as in (3), then we bunch 
projects into portfolios and we obtain the probability of successfully delivering the 
projects under time constraints as well under effort constraints.  
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Fig. 1. The step-by-step application of the approach: a high-level view 

4   The Replication Case Study 

This section provides a description of the context in which the steps in Figure 1 were ex-
ecuted, the results obtained and the conclusions we derive from this empirical work effort. 

4.1   Context of the Application of the Method 

The solution approach was applied in a setting of a large multi-site ERP roll-out that 
included six functional modules of one ERP package (namely SAP). These modules 
were: Material Management, Sales and Distribution, Human Resources, Accounts Pay-
able, Accounts Receivable, and Asset Management. Our data came from 19 SAP pro-
jects implemented in the case study company between March, 2001 and June, 2005. In 
this period, the second author was an internal SAP consultant responsible for the im-
plementation of two modules. The ERP implementations relied on the involvement of 
consultants of two companies: one was a major SAP implementation services provider 
in Nord America and the other was a smaller consulting company involved as a subcon-
tractor. The implementation process model adopted in the context of the projects was 
the proprietary SAP implementation model of the major SAP consulting company. To 
describe the practical settings of the projects we follow the schema for describing pro-
ject contexts used by the first author in her earlier ERP studies [6]. We decided to do so, 
because this would provide a common ground for project comparison (should we decide 
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to compare lessons learnt from our past case studies and recent ones), for carrying out 
meta-analysis in the future and for strengthening the external validity of case study 
findings [34]. The practical settings for our 19 projects included the following:  

- to manage implementation complexity, each of our projects was broken down in 
a number of subprojects reflecting the number of functional components to be config-
ured. For example, the first project had to implement three components and was 
broken down in three subprojects. The total number of our subprojects in which the 
consulting company’s implementation process was instantiated was 71.  

- for each subproject, there was a dedicated RE team. This is a group of individuals 
who are assigned to a specific subproject, contribute time to and run the RE cycle for 
this subproject, and deliver the business requirements document for a specific SAP 
component. Each RE team consisted of one or two SAP consultants who provided in-
depth knowledge in both the implementation process and the SAP components, and one 
or two numbers of business representatives, the so-called process owners. They were 
department managers and/or subject matter experts who contributed the necessary line 
know-how, designed new processes and operational procedures to be supported by the 
SAP modules, and provided the project with the appropriate authority and resources.  

- all process owners had more than 15 years of experience with IT-projects in their 
departments. We deem this ‘above average’ level. Before starting the projects, at-
tended a full-day training workshop on the SAP implementation methodology de-
signed by the consulting company.  

- the consultants formed a mix of experts (65%) and new hires (35%). Each expert 
had at least 8 years of configuration and integration experience with a specific SAP 
functional module. Most experts had spent many years in the consulting company and 
knew the implementation process in much detail. With respect to the new hires, the 
two consulting companies provided evidence that their less experienced staff-
members have been SAP-certified specialists for the modules they were supposed to 
work on. Half of the consultants had solid experience in the financial services sector, 
and half of them did not. The latter were unaware of the requirements principles in 
this domain and were supposed to carry out RE activities under novel conditions. All 
the teams were supported by five process architects responsible for architecting the 
solution, sharing process knowledge and consulting on ongoing basis with the teams 
on SAP reuse, process methods, and RE tools. Each architect was a resource which 
was shared by 3-4 RE teams. The 71 teams worked separately and with relatively 
little communication among them. This allowed us to initially consider and include 71 
subprojects in our case study.  

In what follows, we describe how the steps from Figure 1 have been applied:  

Step 1: For each of the 19 projects, we got (i) project size data, (ii) start and end 
dates, and (iii) scale factor and cost driver ratings. Size was measured in terms of 
unadjusted IFPUG FP according to the counting rules for SAP projects presented in 
[8]. The effort multipliers A, B, and EM in equation (1) and (2) and the scale factors 
SF were calibrated by using ERP effort data collected between 2001 and 2005 in the 
case study company.  

Step 2: The case study found that the company provided the ratings of the cost 
drivers and scale factors only and there was contradicting knowledge about the uncer-
tainty of these ratings. For this reason, we assigned to each factor its distribution type 
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and its parameters of probability distribution (namely center, minimum and maxi-
mum) based on previously published experiences and recommendations by other 
authors [17,21]. For example, in this case study, we used McDonnald’s [21] default 
‘high’ levels of uncertainty associated to the ratings of the RESL, DATA, ACAP and 
PCAP cost drivers [4]. (Because of space limitation, we refer readers to reference [4] 
which gives detailed definitions of these cost drivers). The level of uncertainty deter-
mines - in turn, the distribution type to be assigned to each cost driver:  

• the normal distribution type is assigned to a low-uncertainty cost driver,  
• the triangular distribution type is assigned to a medium-uncertainty cost driver, 

and  
• uniform distribution type is assigned to a high uncertainty cost driver.   

We make the note that we used a lognormal distribution for functional size, which 
was motivated by the observations of Chulani et al [5]. These researchers investigated 
the size distribution and indicate that its skew is positive and that log(size) is likely to 
be a normal distribution. 

Step 3: Taking the COCOMO II factors and uncertainty values as input data, we 
run Monte Carlo simulations which produced two types of samples: (i) samples of 
effort, expressed in person-months, and (ii) samples of time, expressed in months. A 
typical Monte Carlo simulation consists of many - often thousands of, trials, each of 
which is an experiment where we supply numerical values for input variables, evalu-
ate the model to compute numerical values for outcomes of interest, and collect these 
values for later analysis. In this case study, we used 10000 trials. 

Step 4: Running the trials generated the samples of effort and time, as presented 
in Figure 2 and Figure 3, respectively. In these histograms (also known as ‘density 
charts [15]’), the Y-dimension (on the right of the figure) shows the frequency with 
which a value was observed in the sample of 10000 trials. The X-dimension shows 
the value range. Because the average subproject involved four professionals (two 
business users, one external consultant and one architect) we adopted the assumption 
for E to be 4.  
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Fig. 2. The Monte Carlo histogram of the probability distribution of effort (in person/months) 
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Fig. 3. The Monte Carlo histogram of the probability distribution of time (in months) 

Step 5: Drawing on the observation that COCOMO II provides time estimation as 
in (**), we formulated the following condition for portfolio management in terms of 
time constraints:  
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where Ti is the ERP implementation time in months for subproject i. In this condition, 
we did not include the number of people E, because COCOMO II assumed an average 
number of project staff [2] which was accounted in (2).  

Step 6: We attempted to improve the chances for portfolio success by adjusting the 
cost drivers and scale factors. Hence, we adopted the assumption that for projects with 
two different ratings for the same cost driver or scale factor, the probability of suc-
cess for each project will be different too. To understand how cost drivers and scale 
factors make a difference in terms of project success, for each cost driver/scale factor 
we constructed two portfolios: the first one had this driver/cost factor rated ‘very 
high’ for all projects and the second portfolio had it rated ‘very low’ for all projects. 
This point is illustrated in more detail in the next section. (For example, we found that 
when selective reuse [6] was practiced in ERP projects, the probability of success was 
higher under both time and effort constraints.) 

Steps 7–8: We run the portfolio management method [11] to obtain a probability 
of success under time constrains and under effort constraints. 
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4.2   Results  

This sections reports on the results with respect to what we observe when adjusting 
COCOMO II cost drivers. Because of space limitation, we could not provide the data 
we obtained when adjusting each of the 17 COCOMO II cost drivers and the 5 scale 
factors. Here, we report on the results (see Table 1) we obtained when adjusting the 
driver termed SITE [4].  

Table 1. Analysis of the probability of success for the factor SITE under effort constraints and 
time constraints 

Probability of success SITE rating 
 Under effort constraints Under time constraints 

Very high  66.91% 82.52% 

Very low 83.11% 97.88% 

As specified in Step 6 (Fig. 1), we constructed two portfolios of subprojects, 
namely the first one with the factor of SITE rated as very high for all subprojects and 
the second one with SITE rated very low for all subprojects. We make two notes: 
First, that low level of SITE indicates a centralized-across-business-units data proc-
essing concept and that a high level of SITE indicates business-unit-specific (or site-
specific) customization of both data flows and control flows [5]. Second, we ruled out 
the rating ‘extremely low’ as it’s relatively rarely to be observed in a ERP project 
context [20,23,24]. Table 1 suggests that when a project is composed of subprojects 
all of which have SITE rated very low, the probability of success is greater under both 
time and effort constraints. 

We observed that 13 out of the 17 factors from the COCOMO II model can be ad-
justed in a way that maximizes the probability of success. These 13 factors are: data-
base size (DATA), product complexity (CPLX), REUSE, documentation (DOCU), 
platform volatility (PVOL), analyst capability (ACAP), programmer capability 
(PCAP), personnel continuity (PCON), applications experience (APEX), language 
and tool experience (LTEX), use of software tools (TOOL), multi-site implementation 
(SITE), required implementation schedule (SCED). 

5   Discussion on Threats to Validity  

This is the first replication study of the approach originally described in [6] and car-
ried out in a similar but different setting. Clearly, at this stage of research, though 
replicated, we deem our results preliminary. Threats to validity were considered, 
based on definitions of Wohlin et al [33]: First, the major threat to external validity 
arises from the fact that the company’s projects might not be representative for the 
entire population of ERP adopters. Because the case study company was ranked by 
ERP market research firms among the top-ten-percent most successful ERP adopters, 
there is a possibility that the company is more mature in ERP implementation than the 
average financial services firm in Nord America. That this might be the case can be 
concluded also by the matter that (i) the company had on board a large number of 



 Uncertainty in ERP Effort Estimation: A Challenge or an Asset? 219 

experienced staff members and (ii) consultants with expert knowledge of SAP and 
required SAP-certification proofs for those new hires of the consulting companies 
who were on the project team. It’s interesting to see if results would be different if we 
use as a case study site a less mature financial services firm. However, we make the 
note that in terms of implemented modules, we allows us to consider  the case study 
company’s project context typical for the financial services companies in North 
America: we judge these settings typical because they seemed common for all SAP 
adopting organizations who were members of the American SAP Financial Services 
User Group (ASUG). The ASUG meets on regular basis to discuss project issues and 
suggest service sector-specific functionality features to the vendor for inclusion in 
future releases. The SAP components our case company implemented are the ones 
which other ASUG companies have in place to automate their non-core processes 
(accounting, inventory, sales & distribution, human resources).  

Second, when constructing the portfolio, each author based her choice of ‘very low/ 
very high’ ratings on her own experience in implementing ERP. We noticed that the 
experiences of the two authors, who were employed in the past in SAP consulting roles, 
varied with respect to five cost drivers. This might be a result of the different back-
grounds of these authors (the first – in the telecommunication sector, and the second – in 
the financial industry). In any case, the authors set up the ratings in a way that - clearly, 
is subjective. As done in [6], we make the note that this design choice was the only 
possible way to go, given the fact that, to the best of our knowledge, there is no pub-
lished research on the COCOMO II factor ratings which are more common in ERP 
context. We plan, in the future, to research the topic of economies and diseconomies of 
scale in ERP projects, hoping that new knowledge will help refine our approach. 

Next, we deployed complementary three models of three types and are well aware 
of other possibly useful techniques by each type. Instead of COCOMO II, one may 
decide to use COSYSMO [30]. Instead of Monte Carlo simulations, the Latin Hyper-
cube technique could be used [15]. Instead of the portfolio management model by 
Fewster and Mendes [11], the portfolio approach of Chris Verhoef [31] might be good 
candidates for inclusion. In the future, we are interested in investigating whether dif-
ferent modeling choices sustain our results or limit the validity of our findings to the 
subset of the analyzed models. We make the note, however, that when it comes down 
to the practical applicability of the various combinations of techniques by these three 
types, it all will depend on the availability of data by certain types at ERP adopter’s 
sites. So, the choice of techniques should represent an acceptable balance between 
data-intensiveness and usefulness. As pointed in Section 2, some techniques are more 
data-intensive than others and, therefore, we expect that their usefulness will vary. We 
expect that those techniques which are more data-intensive will be of more limited 
use, as very few ERP organizations have the practice of disciplined project data col-
lection and reporting.  

6   Conclusions 

This replication study has demonstrated that it’s possible to adjust cost drivers so that 
project managers increase the probability of success for highly uncertain ERP 
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projects, a company might have to implement. This brought us to the idea that we can 
view uncertainty in early ERP projects as an asset and a resource to project managers. 
We have also found that 13 out of the 17 COCOMO II cost drivers can be adjusted to 
increase the chances for success. This result converges with a finding in an earlier 
case study by the first author [6]. This result also agrees with the understanding 
among the software practitioners [14] that when organizations reflect on their discrep-
ancies between the estimated and the actual effort cost, this reflection might lead to 
improving the adopters’ assessments of uncertainty1 .  

We acknowledge the possible validity threats [33] as our most important issue and 
in the next year, we will work in collaboration with three European companies to 
carry out a series of experiments and case studies. The results will serve to properly 
collect evidence supporting or weakening our claims and evaluate their validity. This 
will serve our ultimate objective to get an improved version of our method.   
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Abstract. Culture and leadership factors play an important role in soft-
ware development and cost estimation. We discuss the many dimensions
of culture and leadership and their impact on cost estimation in software
development. We conducted a survey to identify leadership and cultural
factors that may influence the software development process and its as-
sociated cost. A cost estimation model incorporating these factors was
developed and evaluated.

Keywords:Effort estimation, Leadership, Team culture, CBR, Ontology.

1 Introduction

Culture and leadership impact significantly the operation of an organization [1].
The quality of the software team (i.e., capabilities of the project manager, the
programmers and the analysts) is a major factor in determining the cost and
quality of software products [2]. The values of the leader(s) and individual aware-
ness of the culture of the organization are determining factors in the organization
productivity. Organizational culture incorporates a set of assumptions, beliefs,
and values, which guide the organization members’ functions. Culture is one of
the most important aspects that affect peoples’ lives, their behaviours and their
thinking. Culture is not an easy concept to define. It “has been aptly compared
to an iceberg. Just as an iceberg has a visible section above the waterline, and
a larger, invisible section below the water line, so culture has some aspects that
are observable and others that can only be suspected, imagined, or intu-ited.
Also like an iceberg, that part of culture that is visible (observable behaviour)
is only a small part of a much bigger whole” [3]. Researchers have repeatedly
shown that the lack of leadership support within a project is often a cause of
the project ultimate failure [4]. The leader of an organization has an essential
role to play in setting the vision that the organization should embrace to move
towards.

The main hypothesis of our research is that organizational culture and project
leadership are significant contributing factors in the cost of software develop-
ment. For our study, we selected the Arabian Gulf States [5]. In order to test
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this hypothesis, a survey of software development projects within government
departments in the United Arab Emirates (UAE) was undertaken. The analy-
sis of the survey highlighted several parameters affecting cost estimation in this
area. Based on this analysis, new projects were monitored to ascertain the impact
of organizational culture and leadership on software effort estimation. Our ulti-
mate goal was to develop a CBR-based cost estimation model that incorporates
leadership and culture (Fig. 1) [6],[7],[8].

Fig. 1. The Augmented CBR

2 Leadership and Culture Parameters

Numerous models for measuring and estimating software development efforts
have been proposed [1], [4]. These models have not focused on cultural issues
within organizations or leadership characteristics of project managers. In an
effort to derive an improved cost estimation model that is sensitive to local cus-
toms, we used a survey to identify which parameters impact the cost estimation
model development. The identified parameters are categorized into seven groups
(Fig. 2): Organization Line of Business, Application Type, Organization Type,
Organization Culture, Project Leadership, Project Technical Environment and
Year of Project Completion.

While studying these parameters we defined a Case-Based modelling process
as shown in Fig. 3. This process identifies the stages to follow and the param-
eters that should be taken into consideration when performing software effort
estimation. This process was also used in the development of the implemented
system.
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Fig. 2. Parameter Groups

Fig. 3. Proposed Software Effort Estimation Process

Various generic attributes such as personality traits, power relationship and
behavior changes were observed. Figure 4 summarizes the common leadership
and cultural factors we selected. Based on this figure, we elaborated an ontology
for culture and leadership. The ontology establishes a common measurement
protocol and provides a uniform interpretation of project parameters. Figure 5
shows the team culture ontology and Figure 6 shows the leadership ontology.
The purpose of such an ontology is two-fold: (1) to guide explicitly the measure-
ment process; and (2) to associate measurement scales with each parameter. In
our survey, a 1-9 scale was used to accommodate the majority of respondents
and their responses. This would also give the responses a true value of their sig-
nificance. The values of the corresponding Team Culture variables are specified
as: 1-3 (Low), 4-6 (Nominal), and 7-9 (High).

Six factors were used to measure leadership characteristics, whereas seven
factors were used to characterize culture. For example, communication was mea-
sured based on team and leader communication skills.

“Timely” means respecting time and the individual understands the general
perception of time (event or relationship). If it is 95% of the time, then the value
is clearly high. Low means that the individual slacks or has frequent absences.
Nominal is when the individual frequently comes late to work or to a meeting.
Collaboration (impersonal relations) means the leader does not allow personal
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Fig. 4. Culture and Leadership Parameters

relationships to affect work. If this is 95% of time, then the value is high. Low
means that the leader allows personal relationships to dominate work. Nominal
is when the leader allows some personal relationships to affect work. Job stabil-
ity means that the leader is a team player and holds no grudges against team
members and his relationship is based on mutual trust and respect. If this is
95% of time, then the value is high. Low means that leader takes matters per-
sonally and has no trust. Nominal is when the leader holds some grudges against
other members and teams. Intercultural Intelligence (impersonal relations) rep-
resents the ability to understand another culture’s world view. If it is 95% of
the time the leader understands others feelings, values, and goals and his ability
to understand other culture world-views, and the value is high. Low means that
the leader doesn’t understand much about other people’s feelings, values, and
goals. Nominal means the leader is ignorant of other people’s feelings, values, and
purposes. Reward (Incentives) means the leader encourages and supports team
professional development and rewards. If it is 95% of time, then the value is high.
Low means the leader does not encourage or support team professional growth
or rewards the team for achievements. Nominal means the leader provides some
encouragement, supports the team’s professional growth, and rewards some of
the team’s achievements.

Decision making means the leader encourages team members to communicate
effectively. If it is 95% of the time, the team uses past experience to develop
current or new projects and the value is high. Low means the leader doesn’t
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Fig. 5. Team Culture

allow any team members to use their own leadership, or decision making capa-
bilities. Nominal means the leader allows some of team members to use their
own leadership, decision making capabilities Team experience means the team
works on similar projects and has the skills and knowledge. If it is 95% of time,
then the value is high. Low means the team has never worked on similar projects
nor skills or knowledge of the new project. Nominal means the team has worked
on some similar projects and has some experiences and knowledge.

The leadership ontology categorizes several attributes (Fig. 6). Interaction
(Behaviour) and relationship with team members means that the leader creates
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Fig. 6. Project Leadership

learning experiences, and treats team members with respect. If it is 95% of time,
then the value is high. Low means the leader doesn’t appreciate any of the team
members’ work. Nominal means the leader doesn’t appreciate many of the team
members’ work. Decision Making of Leadership means the leader creates the right
decisions and consults with teams about the organization’s direction. Low means
the leader doesn’t make many proper decisions and doesn’t react quickly to make
decisions about the organization’s problems. Nominal means the leader makes
moderate decisions and consultations with teams and the reaction in making
decisions to the organization’s problems are slow or non-existent. The Ability
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Fig. 7. Leadership factors tree

to Motivate Team members means that the leader shares goals and appropriate
instructions and support. If it is 95% of time, then the value is high. Low means
that the leader doesn’t share many goals and appropriate levels of direction
and support. Nominal means that the leader shares some of the goals with low
encouragement to achieving and using some appropriate levels of direction and
support are used.

The ability to understand the Project and the Organization’s Culture means
that the leader is able to understand and manage multicultural teams. If it is
95% of time, then the value is high. Low means that the leader doesn’t have
understanding of or management of intercultural teams. Nominal means that
the leader has moderate understanding and managing intercultural teams. Ac-
tive thinking means that the leader enhances team contributions and sets fea-
sible target. If it is 95% of time, then the value is high. Low means that the
leader doesn’t enhance some of the team contributions. Nominal means that
the leader has moderate enhancement, and medium team contributions feasible
target. Communication Skills means that the leader uses communication among
team members effectively. If Communicating regularly is 95% of time, then, the
value is high. Low means communication is rare and has no effective feedback
on team issues. Nominal means that the leader has some assisting and commu-
nication among team members.

Trying to combine leadership characteristics with other variables is difficult
and involves quantitative measures of capability. The completeness property is
important for the identification of the essential profile factors and for these to be
incorporated into the profile description. One issue we are still addressing is how
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to use profile theory to describe leadership. For example, using the leadership
factors tree (Fig. 7), we express the leadership (LS) function as follows:

f(LS) = {(ε1, L, ω1), (ε2, T, ω2, (ε3, G, ω3), (ε4, C, ω4), (ε5, X, ω5)}
Where:

– L: Leadership characteristics, such as style, power, capability, traits, and
skills

– T : Team characteristics, such as culture, knowledge, personal competencies
– G: Organizational type, such as project-oriented, functional, or matrix au-

thority
– C: Communication skills, in both channels (leader vs. team culture)
– X : Project complexity, such as core or support systems
– εi: Factor existence, such as = 1, non existence = 0; where is ε1, ε2, ε3,

ε4, and ε5 are the factor existence for leader characteristics, team culture,
organizational type, communication skills, and complexity, respectively.

– ωi: Total weight of sub-factor(s) weight is divided equally in approximation
ad hoc cases or based on importance or priority, where ω1, ω2, ω3, ω4, and ω5,
are the weights for leadership characteristics, team culture, organizational
type, communication skills and complexity, respectively.

3 Implemented System

We implemented a software tool, called SEEOS (Software Effort Estimation On-
tology System) that supports the application of an analogy based method (Fig. 1
and Fig. 8). The tool provides a flexible interface that allows users to experiment
with different project characteristic options. The main functions of SEEOS are
the following: defining comprehensive attributes for a project, defining attributes
characteristics and measurement protocol, providing choice of options to be con-
sidered such as culture factors and leadership, determining which attributes are
available to provide better accuracy, and generating most similar projects for the
required estimate. SEEOS consists of three subsystems: the analogy subsystem
to find the most similar projects, the online subsystem used by different organiza-
tions to input projects data, and the bootstrap subsystem to validate the project
result. Figure 8 shows the user interface of SEEOS. The left side panel shows the
project’s entities along with their attributes, descriptions and values. The right
side panel shows the selected entities by the project manager(s) to be estimated.
The model was tested on a number of governmental development projects in
order to determine its accuracy and appropriateness. Experiment results were
then analyzed. Our estimated results showed a good fit to actual data.

As the system was designed to provide an environment for testing the feasi-
bility and validity of the proposed model, the developed version required further
improvement. One issue that we faced was clustering. To be able to search for
all possible feature subsets the system needs to cluster cases by business domain
and complexity. Because the particular projects under investigation were from
various domains and shared few projects, clustering was somehow difficult. For
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Fig. 8. SEEOS User Interface

example, it was difficult to measure the similarity of core systems in a different
domain. A possible strategy would be to refine this notion of core systems by
categorizing them according to application domains.

4 Conclusion

In the Gulf States, culture and leadership play a bigger role in affecting work per-
formance. From the questionnaire and interviews, we concluded that software cost
estimation in the Gulf often does not use accepted cost models. Due to the lack
of a uniform protocol, variations in measurement cost among projects were no-
ticed. To this effect, we categorized various factors affecting cost estimation and
we developed an ontology to support an unambiguous interpretation of these fac-
tors. We also integrated culture and leadership in the CBR model. The inclusion
of leadership and culture in the cost estimation model constitutes an enhancement
and refinement. It also offers a possible enhancement to current models which do
not take leadership and cultural backgrounds into account. In our research, two
models, one with culture and one without culture have been used. Experiments to
compare the effectiveness of these two models are still being carried out.
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Abstract. Most IT-metrics and metrics related research focus on single applica-
tions or single projects. From a research point of view this is understandable. For 
most IT consuming organisations the results of single applications or projects is 
less relevant. To those kind of organisations the performance result of the whole 
application- or project portfolio is a more relevant focus because the governance 
is positioned on the portfolio level rather than the project level. In this paper we 
present some of our experiences in using IT-metrics for portfolio control. 

Keywords: Portfolio Control, Portfolio Management, Scope Management, Project 
Management, Application Management, Functional Size Measurement, Governance. 

1   The Difference between Projects and Portfolios 

There is a difference between the metrics used to control single applications or pro-
jects and metrics used to control portfolios. Portfolio control deals with the value – 
usually expressed in financial terms – of the portfolio. Project or application control 
focusses on more operational entities like effort, duration and staffing levels.  

Portfolio control is more than an extension of project and application control to deal 
with multiple occurrences. To control a portfolio one cannot simply use the same metrics 
as for a single application or project and extrapolate them to the whole portfolio. Portfolio 
control addresses different needs of information on the portfolio level. It relies on informa-
tion that is gathered and used for operational application and project control purposes.  

In application and project control the focus usually is on development of the IT as-
sets, where portfolio control covers a much wider area of attention including mainte-
nance efficiency, strategic IT choices, cost reduction and the valuation of IT assets. 

2   Portfolio Control 

Portfolio Control is not a commonly accepted knowledge area within the IT domain. 
The portfolio realm of thought has its roots in the finance domain [1]. For this paper 
the following definition of Portfolio Control is used: 

Portfolio Control is the use of metrics of relevant portfolio aspects to 
support and justify management decisions about the portfolio. 

Portfolio Control is an important toolset for IT Portfolio Management, or in a 
wider context, Information Management. Within the IT domain two categories of 
Portfolio Control can be distinguished.  
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The first is Application Portfolio Control, to support and justify active management 
of the coherent set of applications which support the realisation of the business proc-
esses [2], usually referred to as Application Portfolio Management. Although the 
larger part of the IT budget is spent on support and maintenance of the current appli-
cations – with MOOSE1 levels of 60% and higher – controlling it is seen as an IT task 
in most companies [3]. 

The other is Project Portfolio Control, to support management decisions about the 
changes to be made to the current portfolio. This part of the IT budget is in most cases 
controlled by the financial management.  

Quite often project portfolio management is embedded in the strategic decision 
chain, while application portfolio management is seen as an operational issue with 
less strategical impact [4]. Both categories will be dealt with in this paper, although 
the emphasis will be on Application Portfolio Control. 

3   Application Portfolio Control 

Application Portfolio Control does not offer a single metric to support the management 
of the application portfolio. Application Portfolio Management has too many aspects to 
be dealt with to fit into a single meaningful metric. This is similar to describing the 
functions of a city in square centimeters on a map. The fact that Application Portfolio 
Management requires understanding of various, mostly technical, aspects is probably 
the reason that this is usually positioned in the IT domain. 

To compare different elements of a portfolio all elements should have one metric 
in common that can be used to normalise all value aspects of a portfolio. For IT port-
folios a functional size measurement like function points can be used. 

3.1   The Normalising Metric 

As mentioned, the area on a map is not a good metric to describe the functions of a 
city. It is very useful though to relate aspects of the city in different areas. In applica-
tion portfolios the functional size serves a similar purpose. A big hurdle in applying 
functional size measurement as normalising metric is the fact that is a labour intensive 
activity. A detailed function point count of an application portfolio can easily cost 
hundreds of person hours of skilled function point specialists if all the documentation 
is available and much more if the portfolio is poorly documented. 

To support management decisions it is often not necessary to have the precision of 
a detailed function point count. For larger portfolios approximation methods are 
available to balance the required counting speed with the necessary precision [5]. 

In Service Oriented Architectures applying function points can be difficult. To be 
able to measure the size of the components the COSMIC method can be used [6]. If 
desired, the acquired size in COSMIC Function Points can be converted to a size in 
traditional function points [7]. This should be done with care, since this conversion has a 
limited validity. 

With the normalising metric in place all relevant aspects to support and justify ac-
tive management of the application portfolio can be put into the perspective of the 
amount of functionality an application offers to support the realisation of business 
                                                           
1 MOOSE continued spending on maintenance and ongoing operations, systems and equipment. 
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processes. Currently the function point metric is the most common and most useful 
metric for comparative purposes [8]. 

3.2   Service Level 

Different service levels can have an enormous impact on the (normalised) distribution 
of available maintenance capacity over the different elements of an application portfo-
lio. This is one of the things that is often forgotten in comparing the amount of staff 
needed to support and maintain different parts of the application portfolio. This is best 
illustrated by an example of two different applications: 

− Electronic Banking Service 
Functional size: 1,000 function points  
Needs a 24/7 service level for an availability of 99.95% 
This SLA needs 168 man-hours per week at a cost level of € 125,= on average 
Weekly cost level: (168 x 125) / 1,000 = 21 €/FP 

− Management Reporting Application 
Functional size: 9,000 function points 
Needs a next day service level for an availability of 50% during office hours 
This SLA needs 20 man-hours per week at a cost level of € 95,= 
Weekly cost level: (20 x 95) / 9,000 = 0.21 €/FP 

So the difference in the cost of a 24/7 service level and a next day service level is 
in the order of magnitude of 100. If the average cost level over the whole portfolio is 
about 2 €/FP then the first application will be underfunded about ten times and the sec-
ond will be overfunded about ten times if the service level is not taken into account. 

Differentiating the cost of different service levels can be of great help to the busi-
ness to decide what type of service level is needed for the applications within the 
portfolio. A lower service level has a high potential of reducing the cost of mainte-
nance and support for an application portfolio. This cost aspect has to be balanced 
against the cost aspects of the application not being available. Mature organisations 
determine the service level in a business case as an insurance premium for consequen-
tial loss resulting from inavailability of the application. 

3.3   Application Complexity 

Application complexity is a serious factor to take into account. The application com-
plexity is often expressed in terms of cyclomatic complexity of the source code. Cyc-
lomatic complexity measures the amount of branches in the control flow of an appli-
cation. Perfectly structured source code, with no branches of any kind, has a cyclo-
matic complexity of 1. In practice, levels of less than 10 are considered to have a low 
complexity. Levels of greater than 20 are considered to have a high complexity since 
the source code is poorly structured. Levels between 10 and 20 are considered to have 
an average complexity. 

The software maintenance productivity doubles between each complexity category. 
So if the complexity is reduced from high to low the software maintenance productiv-
ity can improve about four times [8]. This experience is usually a good argument for a 
business case to restructure applications without adding new functionality. 
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3.4   Application Age 

The age of an application has an impact on the normalised cost and effort to support 
and maintain this application. The cost of support and maintenance together over time 
tends to a pattern that resembles a classical bathtub [9].  

The cost is relatively high at the beginning because of set-up problems and teething 
troubles. When these issues are solved the support and maintenance cost stabilise. 
Over the years the combined effects of accumulating maintenance and the heritage of 
retraced design decisions will show in the form of increasing cost levels. At first the 
levels will increase gradually, but eventually the cost levels will rise increasingly 
faster until the cost levels go sky-high and the application becomes expensive legacy. 

Based on this relation it can be predicted when an application should be replaced in 
financial terms. This point in time can be calculated from the exponential trend lines 
of the cost curve. In the example on the next page – showing data from the Dutch 
pension firm Cordares [9] – the exponential trend line is still decreasing in the first six 
years of operation. From year 8 on the exponential trend line starts to increase rapidly.  

The observed cost can be approximated to a cost function. The ideal replacement 
period can be calculated by finding the minimum of the cost function divided by the 
number of years in operation. For Cordares systems, which have a relatively low cost 
for maintenance and support, the ideal replacement period is 11 years. 

To be able to use this metric properly requires a good discipline in the registration 
of cost and hours spent, so it is not advised for relatively immature organisations. 

 

Fig. 1. Cost for maintenance and support over time 
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3.5   Application Size 

The size of an application is also a factor to take into account. Results from the SPR 
database suggests that the software maintenance productivity improves about 10% if 
the size is about 10 times smaller [8]. 

Especially in portfolio’s that are very heterogeneous in size this might be worth to 
take into account. The typical portfolio consists of a relatively large number of small 
to medium size applications (all less than 4,000 FP) and a few core applications that 
exceed 10,000 FP in size. For such a portfolio it is usually sufficient to correct only 
the core application(s) for this effect. 

In portfolios with packaged applications attention is necessary what size will be used 
to normalise the value aspects. For different types of packaged applications different 
approaches should be used to determine the right size of a packaged application. 

− For packaged applications in which the functionality is implemented by parameteri-
sation or configuration the size of the offered functionality needs to be determined. 
This size is usually much smaller than the total size of the packaged application. Ex-
amples of these kind of packaged applications are SAP, Oracle E-Business Suite and 
Microsoft Dynamics. To determine the size of this kind of applications we have de-
veloped an estimation method partly based on rules of thumb [5]. 

− For packaged applications in which the functionality that is offered to the end-user 
can be influenced by turning parts of the application on or off also the size of the 
offered functionality needs to be determined. Determining this size is usually more 
straightforward than with the previous category. Examples of these kind of pack-
aged applications are tools that support ITIL processes, like Applix or Peregrine, 
but can also be configured to support only selected processes. 

− For packaged applications that are implemented as-is and only have a limited 
amount of configuration options, like office automation, the functional size is not a 
meaningful metric. For these kind of applications there is no relation between the 
offered functionality and the relevant portfolio characteristics. To be able to use the 
functional size as a normalising metric one can calculate a fictitious size by back-
tracking from the budget [5]. In several larger application portfolios we calculated 
values of around 200 function points for this type of applications. This is only rele-
vant for metrics that relate to staffing levels. For asset-type metrics the functional 
size should not be used. 

3.6   Number of Applications 

Application portfolios have a natural tendency to grow, both in size and in number. 
The size growth can be managed by a good replacement policy – or less politely: kill 
management – based on the principle discussed in section 3.4. When an application is 
replaced care should be taken in only replacing still required functionality, or else the 
natural growth rate will continue. 

When the application portfolio is not managed effectively duplicate functionality 
enters the portfolio. When more than one application is used for the same purpose, 
this is usually not cost effective. Very often duplicate functionality is the result of a 
lack of information about available functionality within the current portfolio. By cre-
ating and sustaining a good inventory of available functionality the growth rate of the 
application portfolio can be slowed down. 
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Fig. 2. Application Portfolio cost over time in different scenarios 

By using active application portfolio management the growth can not only be 
slowed down by preventing duplicate functionality to enter the portfolio, but even be 
reversed by actively removing unwanted duplicate functionality. This kind of program 
is usually a long-winded road, but it can lead to a substantial cost reduction [2]. Sogeti 
has developed a five-step cyclic approach for this type of application portfolio man-
agement programs [10]: 

− Scope & Approach 
In most organisations an evolutionary scope and approach is to be preferred over a 
revolutionary large-scale implementation with a full-blown tool implementation. 
Especially the implementation of tooling for this type of program is very much re-
sistance prone. 

− Portfolio Analysis 
The first part of this step is to make or complete the inventory, not only of the ap-
plications in the portfolio, but also of the information management needs which the 
applications are meant to support. 

The second part of this step is the real analysis, to determine the added value for 
the business and the overlap in functionality. 

− Lifecycle Management 
When the portfolio has been analysed, all applications must be positioned in their 
respective life cycles, and should be assessed in view of architecture and sourcing 
principles. This results in a maintenance strategy for each application. 

− Implementation 
Quick wins in the maintenance strategies must be taken and the results of the pro-
gram must be made visible to the whole organisation. 

− Consolidation & Evaluation 
The Application Portfolio Management program must be consolidated within the 
service and architecture processes of the organisation to make sure the portfolio 
growth rate is under permanent control. 



 Portfolio Control – When the Numbers Really Count 239 

 

Fig. 3. Sogeti Application Portfolio Management Approach 

This instrument for portfolio control is very useful for organisations that have a de-
centralised (financial) structure or have inherited a fragmented application portfolio 
from mergers and acquisitions. 

3.7   Architecture Fit 

The amount of support effort needed reflects whether functionality, application and 
infrastructure comply with the architectural guidelines. Non-compliance introduces 
the need for extra non-standard knowledge and capabilities and thus is not cost 
effective. 

Architecture cannot be measured in terms of a ratio or absolute scale and the effect of 
the architecture fit cannot be used in calculations. The architecture fit can be expressed 
in terms of an ordinal scale to be able to rank applications on their architecture fit. Usu-
ally a simple scoring table is sufficient to review applications on architectural guideline 
compliance. 

This metric is very useful in combination with an Application Portfolio Manage-
ment program to support decisions about maintenance strategies. 

4   Project Portfolio Control 

Just like Application Portfolio Control does Project Portfolio Control not offer a sin-
gle metric to support the management of the project portfolio. Since Project Portfolio 
Control is usually positioned in the Finance domain, technical metrics should and can 
be avoided. To compare different elements of a portfolio all elements are expressed in 
terms of cost and time. 

4.1   The Cost of Time to Market 

The cost of an IT project is bound by at least two laws: the hydraulic software law for 
the time-effort trade-off and the cost of development function [11].  

Using these laws on a portfolio level can show the effect of managing the complete 
project portfolio on time to market [12]. 



240 F.W. Vogelezang 

 

Fig. 4. Laws governing the cost of an IT project 

 

Fig. 5. The cost effect of managing a project portfolio on time to market 

If all projects could be managed according to the cost of development function a re-
duction of up to 36% can be achieved on a portfolio level. This cost reduction is not 
achievable in practice. There will always be projects that need to be managed on time to 
market, either to gain competitive advantage or to comply with legislative requirements. 
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Using this principle can still save a large amounts of cost and resources that can be 
spent on projects where the cost of time to market is spent best. 

4.2   Benchmarking Project Proposals as Risk Assessment Filter 

The same laws can be used to filter out project proposals that have a high degree of risk 
of being poorly estimated. The figure on the next page represents about 200 projects, at 
a total cost of a little under a billion US dollar. These are completed projects with actual 
cost and duration. The results of this portfolio, which is assembled from a number of 
different financial institutions, can be used as a benchmark for project proposals. 

 

Fig. 6. The cost and time relation of a project portfolio 

When project proposals deviate too much from the benchmark formula, this is a se-
rious indication that there might be something wrong with the project’s estimate. If a 
proposal is near the benchmark formula then there is a low, acceptable risk that this 
project has been wrongly estimated [13]. 

This benchmark formula can be used as a quick first assessment of the quality of a 
large number of project proposals, so that enough attention can be devoted to the 
project proposals that either need management attention or should not be approved. 

4.3   Project Value Versus Project Risk 

An important dimension of portfolio management is the value of a project as part of 
the portfolio. Value alone is not a good enough decision parameter, it should always 
be combined with risk. Both value and risk can be expressed in a number of different 
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ways. One of the more objective techniques is to use the Net Present Value (NPV) of 
a project for a given timeframe, usually 5 years. From the Finance perspective this 
technique is more reliable than, for instance, ROI or break-even calculations. 

For different scenario’s the NPV is calculated and from this the mean NPV is de-
rived. The fraction of the mean NPV over the Capital Expenditure (Profitability In-
dex), can be used as a measure for the value of a project. 

Risk can be expressed as the fraction of difference between the minimum and 
maximum NPV over the mean NPV. This metric expresses the tendency of the project 
to deviate from the expected value. Combining both the value and the risk metric 
gives a decision matrix as shown below. 

 

Fig. 7. Financial metrics for portfolio selection 

A treshold level can be used as a selection criterium for the value based selection. 
Projects below that treshold should be either deferred or abandoned. This treshold 
level can either be fixed, or based on the available budget for capital expenditure. If 
the available budget is limited, the treshold level for the Profitability Index will rise. 

The same goes for the risk level. Depending on the environment in which an or-
ganisation operates and which stakeholders it needs to satisfy, the organisation can 
choose a more defensive, or a more aggressive, risk treshold. 

5   Tools to Support Portfolio Control 

For some reason, tooling is one of the first aspects that is brought up in relation to 
portfolio control. Probably because of a perception that the amount of data needed for 
portfolio control is huge and needs automated support. This is one of the common 
pitfalls for introducing portfolio management and portfolio control in an organisation. 
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The first things that should be considered is which elements of the portfolio are im-
portant for the portfolio governance. 

Portfolio control is more than an extension of project and application management 
to deal with multiple occurences. It addresses different needs on the portfolio level, 
but it relies on information from the project and application level. Ideally, tooling for 
portfolio control should integrate with project management, financial and support 
tooling. But to get portfolio control started it is more important to focus on getting the 
right data available, than on a good tool to facilitate this [14]. 

Portfolio control enables the management of the project portfolio to maximize the 
contribution of projects and applications to the overall success of the portfolio, mean-
ing [15]. 

− aligning portfolio elements to the corporate strategy and goals 
− creating and maintaining an overall positive cash flow for the portfolio 
− aligning the effective use of resources – both human and material resources.  
− balancing short-term results with long-term cost effectiveness 
− maintaining the pipeline: continuing, delaying, or terminating portfolio elements 

Most project management, financial and support tools were not designed to hold 
the ranking data or to display it in ways that facilitate portfolio decisions by the gov-
ernance. For this, a specifically designed portfolio management tool is needed. In 
addition, some recognized decision support tools have been optimized for supporting 
portfolio management. The portfolio management process is not unlike that used in 
selecting items for an investment portfolio. In fact, the IT portfolio is an investment 
portfolio: you are investing in IT assets with the objective of maximizing the return 
for your organisation [14].  

6   Conclusion 

Enough techniques from different competences are available to achieve the desired 
amount of control over an IT portfolio. With the use of these portfolio control metrics 
gut feeling can be exchanged for serious quantitative portfolio management. 
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Abstract. A considerable number of software projects still exceed time and 
budget or completely fail, because the qualitative situations of these projects are 
not visible to the management. The problem can be resolved by monitoring the 
quality of project results and by steering a project at certain major points (so-
called Quality Gates). At each Quality Gate the project results are checked 
against predefined criteria being derived from carefully chosen metrics. Many 
software companies use Quality Gates but unfortunately a theoretical reflection 
on the definition of criteria for Quality Gates is missing. This paper shows, 
when and how these criteria can be identified and improved over time. Our re-
sults obtained from students’ software projects show, that the application of a 
systematic top-down approach (such as GQM) delivers better criteria and that 
roughly a considerable number of the criteria could be improved after experi-
ences have been captured and reused systematically. 

Keywords: Practical measurement application, Measurement acceptance, Qual-
ity Gates. 

1   Introduction 

Quality Gates are significant milestones and decision points within a project [1, 2]. At 
each Quality Gate criteria are evaluated against predefined and quality focused crite-
ria. Based on the fulfillment of these criteria gatekeepers (which are usually part of 
the quality management) make a decision whether a project may proceed or not. Con-
sequently, the quality situation of a project can be uncovered to the management and 
actions can be made in time. 

A software company can use Quality Gates in two ways (we will refer to them as 
strategies): 

• Quality Gates as a quality guideline: The same set of Quality Gates and 
criteria is applied to all relevant projects resulting in a comparable and at 
least an equal minimum quality level in all those projects. 

• Quality Gates as a flexible quality strategy: A suitable set of Quality 
Gates is applied in each project to exactly meet a projects needs. 

Either way, criteria have to be chosen carefully because of two reasons: 

• projects delivering poor results might be proceeded  
• or promising projects might be canceled. 
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Criteria are derived from metrics. Each criterion encapsulates a metric, a desired 
value, a predicate and the object which should to be measured. The predicate allows 
comparing the desired value with a measured value to determine a criterion’s degree 
of fulfillment. In our case the predicate always delivers true or false. Nonetheless, a 
predicate might also deliver fuzzy values ranging from 0 to 1. We can formalize a 
criterion as follows: 

Definition: A criterion is a tuple consisting of four parts ).,,,( mpsom  

SOm →:  is a metric, o  is the actual object of measurement, 
ss 2∈ ( 1≥s ) 

is a set of desired values and  mp  is a predicate. mp  is defined as follows 

{ }falsetrueSPOpm ,)(: →×  

),(),(: sopsop mm a  

with the following property 

Criterion is fulfilled .),( truesopm =⇔  

),( sopm  is denoted as the rating of an criterion indicating its degree fulfillment. 

The following example shows a criterion: 

Example:  
The criterion  

 „All methods of the program MyWebSchedule must not exceed 20 lines of 
code (omitting comments and empty lines).” 

contains the following parts 

• m  is a metric, mapping from the set programs to 0N  and calculating the 
maximum number of lines of code (omitting comments and empty lines). 

• o is the program  MyWebSchedule. 

• The desired value s  is 20 lines of code. 

• The predicate is defined is the following way: 

⎩
⎨
⎧

>
≤

.)( falls,

)( falls,
),(:

somfalse

somtrue
sopm a  

1.1   Outline 

This paper is structured as follows: chapter 2 contains an overview of the dimensions 
of criteria definition as well as empirical results on the methods of definition. In chap-
ter 3 we analyze the experience-based improvement of criteria supported by our 
workflow-tool NetQGate. Furthermore, we also show empirical results regarding the 
improvement. Chapter 4 deals with strategies for criteria improvement in order to 
overcome certain problems of improvement. Finally, chapter 5 contains a conclusion 
and an outlook. 
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2   Dimensions of Criteria Definition 

The definition of criteria can be classified in three dimensions: time of definition, 
individuality of definition and the method of definition. These dimensions are ex-
plained in more detail in the following three subsections. 

2.1   Individuality of Definition 

A software company which applies the strategy Quality Gates as a quality guideline 
must hold their criteria in a catalogue. These criteria can only be individualized by 
interpreting them in the context of a project. To some degree it is also possible to 
ignore criteria or to add additional criteria which allows tailoring criteria in order to 
better meet a project’s situation. 

The strategy Quality Gates as a flexible quality strategy requires defining criteria 
for each project individually. Depending on the individuality of definition the follow-
ing advantages and disadvantages exist: 

Table 1. Advantages and disadvantages of different levels of individuality 

 
Fixed criteria catalogue  No criteria catalogue 

Advantages 
- Qualitative policy for all pro-

jects. Allows comparing the pro-
jects among each other. 

- Effort for criteria definition only 
once. 

- Tailoring is possible to some 
degree. 

- Criteria perfectly match a 
project’s situation. 

Disadvantages - Criteria are more difficult to 
define, because they have to be 
applied to all projects. 

- Acceptance may be lower. 

- Criteria must be interpreted 
requiring some additional 
resources. 

- Overall, definition of criteria 
requires more resources, 
because they must be defined 
for each project individually. 

- Individual definition makes it 
hard to compare projects among 
each other. 

2.2   Time of Definition 

Criteria can be defined in different phases of a project: project start, planning phase 
and conduction phase. A software company applying the strategy Quality Gates as 
quality guideline has to define the criteria and set them as default for all projects. 
Since these criteria are too abstract they must be interpreted in the context of each 
project. The interpretation is part of the definition and also can take place in the men-
tioned three phases of a project.  
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Depending on the time of definition different advantages and disadvantages exist: 

Table 2. Advantages and disadvantages of early and late time of definition 

 
Early definition  Late definition 

Advantages 
- Management has a stronger 

influence on the criteria. 

- Criteria have a stronger impact 
on the project, because they are 
defined by the management. 

- Criteria are longer visible to the 
developers. 

- Criteria better meet the needs of 
a project, because more 
information is available on the 
project. 

Disadvantages - Definition of criteria must be 
conducted by the management, 
which often is overloaded with 
other tasks. 

- Criteria might be not suitable 
for a project, because not all 
necessary information is known 
that early in a project. 

- It is more likely, that criteria are 
not taken seriously, because 
they are not defined by the 
management. 

- Visibility of criteria might be 
too short. Therefore it is more 
likely that criteria cannot be 
hold. 

2.3   Method of Definition 

Criteria are at best defined in a systematic way which requires deriving criteria from 
abstract (business) goals. Criteria then can be derived by applying the Goal-Question-
Metrics (GQM) method [3] or quality models [4]. Since this is a very laborious way 
companies usually will avoid such methods. Criteria then will be defined by using the 
experiences of senior developers only. However, the experience-based approach does 
not guarantee a full coverage of the goals nor does it always deliver good criteria. 

Criteria for Quality Gates are result-oriented and are typically located between a pro-
ject’s phases or iterations/increments. Depending on a certain project’s phase, different 
metrics (and thus criteria) are typical in the corresponding Quality Gate (Figure 1).  

Planning Requirements Design Implementation Testing Trial phase

Complexity metrics
(e.g. function points)

Requirements metrics
(e.g. according to 
Recknagel and Rupp)

Design metrics
(e.g. degree of cohesion 
and coupling)

Test coverage and 
code coverage

Defect density and
downtime

Code metrics
(e.g. Cyclomatic complexity , 
Halstead complexity metrics ,
Lines of Code)  

Fig. 1. Typical metrics with regard to a project’s phases 
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We obtained data on the quality of coverage through a student project conducted at 
FG Software Engineering at Leibniz University of Hannover.  The project was con-
ducted in 2007/2008.  Overall 16 master students (divided in two groups) participated 
in the project. The project aimed to construct two software modules: 

A An  IDE for use cases [5] realized as a service-oriented architecture. 

B A change management system for use cases. 

The modules were constructed in an iterative and incremental process. In last the 
iteration of the project, both software module were brought together to form a whole 
 

Iteration 1
Module B

Acceptance test of 
 software product

Iteration 2
Module B

Iteration 3
Module B

Iteration 1
Module A

Iteration 2
Module A

Iteration 3
Module A

 

Fig. 2. Process followed in the students' project 

 

Fig. 3. Results of a experienced-based brainstorming of criteria 
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software product. Overall three iterations were conducted to construct each module. 
Each of the iterations lasted four weeks. Figure 2 depicts the process being applied in 
the project. 

Since the project’s risk was high and the quality outcome was quite uncertain, there 
was a strong need to monitor and steer the project often. Thus, we decided to schedule 
a Quality Gate between each iteration (individually for each module development 
track) and shortly before the acceptance test. Consequently, we had a total number of 
five Quality Gates. The constructed Quality Gate process followed the strategy Qual-
ity Gates as a flexible quality strategy, because the project situation was unique.  

Firstly, criteria were defined through an experience-based approach, because some 
quality problems were known from a similar project. The criteria were defined by re-
search assistants having an experience level comparable to a senior software engineer. 

Criteria were collected and sorted through a brainstorming method on a white-
board. Figure 3 shows the result of this criteria definition. Each row indicates a metric 
and the actual object of measurement. Each column (marked with numbers 1 to 3) 
shows the desired values and predicates of the according metric for one type of Qual-
ity Gate. In this way e. g. column 1 shows the criteria for the Quality Gates being 
conducted after the first iteration in each development track. 

Since goal coverage seemed to be low, we decided to apply a goal-oriented approach 
(namely the GQM method) in a second step. Quality goals concerned the correctness, 
testability, maintainability, understandability, structuredness and the accessibility. 

Figure 4 shows the maintainability branch of the GQM tree. The whole GQM tree 
is approximately of double size and contains a second branch covering the utility 
 

G 1
Maintainability

Analyze quality

G 1.1.1
Self Descriptiveness

G 1.1.2
Structuredness

G 1.2.1

Legibility

G 1.1
Testability

G 1.2
Understandability

Q1

There are guidelines 
for naming 

packages, classes 
and methods?

Q2

The naming 
guidelines 
were met?

Q3

Packages, classes, 
methods and 

variables have a 
comment?

Q4

Tricks and 
algorithms are 
documented?

Q5

Variables are always 
declared private and 
are only accessed 

via getters and 
setters?

Q6

Whenever possible 
the static modifier is 

avoided?

M1

Availability of 
guidelines

M2

Compliance to 
guidelines

M3

Percentage of 
documented to 
undocumented 

packages, 
classes, methods 

and variables

M4

Percentage of 
documented tricks 
and algorithms to 
undocumented 

ones

M5

Number of public 
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M6

Number of 
superfluous 

static-modifiers 

…
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Fig. 4. Part of maintainability branch of the GQM tree 
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goal. For the metrics of the lowest level of the GQM tree predicates, desired values 
and actual measurement objects were set in order to obtain the criteria. 

Overall, five new metrics could be identified through the GQM method. Six crite-
ria were identified by both methods. Nine criteria were identified through the experi-
enced-based approach. Nonetheless, only one of the nine criteria was not trivial, while 
eight criteria only asked for the existence of a special document (which was in all 
cases covered by at least one other criterion). Moreover, some criteria were not qual-
ity focused.  

Our results indicate that an experience-based approach only covers 58% of the cri-
teria, while a systematic goal-based approach (namely GQM) covers 92% of the nec-
essary criteria. As a further result it can be stated that an experienced-based approach 
delivers a great number of trivial criteria (40%). Table 3 summarizes our results. 

When defining the criteria we did not measured the time needed for each method. 
We estimate that the experienced-based approach took approximately 30 minutes, 
while the goal-based approach took at least 3 hours. Consequently, we can assume 
that a goal-based approach takes much more time.  

Table 3. Number of identified criteria 

 Experienced-based 
only 

Experienced-based and 
Goal-based  

Goal-based only 

# of criteria 9, corrected 1 6 5 
In % of the total 
number of 20 
criteria 

45% 30% 25% 

In % of the 
corrected num-
ber of 12 criteria 

8,33% 50% 41,67% 

3   Experience-Based Improvement of Criteria 

Even if the criteria where defined by using a systematic method we can not be sure 
that they are perfect. It is extremely important to foster the criteria of a fixed criteria 
catalogue, because they are applied to all projects. Most experiences on Quality Gates 
and especially on criteria are externalized during the Quality Gate review, when 
project results are checked against the criteria and actions must be taken. 
Consequently, many persons participate in the gate review. These experiences can be 
captured in a special experience base [6] avoiding a loss of valuable experiences. All 
involved persons can judge the suitability of criteria in the current project. 
Experiences can be captured using our workflow tool NetQGate [7] (see figure 5). 
NetQGate is realized as a web application. It provides assistance in scheduling 
Quality Gates and in setting the right criteria for the scheduled Quality Gates. It 
supports the Quality Gate review by managing all documents requested by criteria 
and by documenting the outcome of the review. In this way all the information needed 
for a successful conduction of a Quality Gate review remains in one central place. 
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An experience in NetQGate consists of three elements: 

• An observation describing the experience and the context it is valid for. 
• An emotion judging the observation from a subjective point of view. 
• A conclusion containing hints how to handle the crtierion in a similar or 

other context. 

Since 2006 NetQGate is used in our students’ software projects to support their Qual-
ity Gate processes [8, 9]. Since then experiences of 16 projects were used to improve 
the criteria catalogue. Experiences could be used in three ways: 

• Criteria were changed, deleted or combined with other criteria.  
• Guidelines were attached to criteria in order to provide common interpretations. 
• Rules were added indicating in which project situations criteria have to be 

applied. 

In our software projects gatekeepers and project representatives frequently used the 
possibility to judge criteria. Nonetheless, a greater number of experiences was almost 
useless, because an observation often was absent. To judge the effectiveness of 
NetQGate as a part of an experience feedback cycle, we only regard experiences with 
a nonempty observation part. Table 4 depicts the results of criteria improvement. 
Overall, we can state that a considerable percentage (maximum of 18%) of the 62 
criteria could be improved in at least one of the three aspects from above. 

 

Fig. 5. Rating of a criterion in NetQGate 
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Table 4. Results of criteria improvement 

 Changed, deleted or 
summarized criteria 

Attached guidelines 
to criteria 

Added rules 

# of criteria 9, corrected 1 6 5 

In % of the total 
number of 20 
criteria 

45% 30% 25% 

In % of the 
corrected num-
ber of 12 criteria 

8,33% 50% 41,67% 

When using NetQGate as a part of an experience feedback cycle two major prob-
lems were observed: 

• Without a special introduction to NetQGate, project representatives tend to 
misunderstand the experience capturing function. Some project representa-
tives thought that the experience capturing function aims to rate the fulfill-
ment of criteria. 

• Project representatives tend to leave the observation part empty resulting in 
almost useless experiences. 

Nevertheless, enough complete experiences were captured. We strongly assume that 
fewer experiences will be captured in future, because the criteria catalogue has be-
come more mature. 

3.1   NetQGate as Part of an Experience Feedback Cycle 

A typical experience feedback cycle consists of four activities: activate, collect and 
prepare, store and reuse (see figure 6), which are conducted by an experience engineer. 

Store

Experience-Engineer

Activate

Collect and 
prepare

Reuse

 

Fig. 6. A typical Experience Feedback Cycle 
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For each of these activities NetQGate provides assisstance in some way: 

• Activate: NetQGate helps to activate experiences, by providing the opportu-
nity to judge criteria with low effort and at any time within a project. Espe-
cially, experiences are made in a Quality Gate review and within the run-up 
of a Quality Gate, when project results are prepared according to the criteria 
of the Quality Gate. For convenience the project situation (= context) is 
automatically saved in order to better reuse the experience in future. 

• Collect and prepare: All activated experiences are stored within a temporal 
store. NetQGate provides help in navigating this store in different ways. Ex-
periences can be filtered in different ways. For example it is possible to re-
trieve all experiences for a special project or a special Quality Gate. Finally, 
after an experience has been judged by an experience engineer, it can be 
stored in order to be reused. 

• Store: Prepared experiences are stored a second store. These experiences can 
be used in order to tailor suitable criteria for a given project situation. 

• Reuse: NetQGate includes a simple algorithm to evaluate whether a criterion 
fits to a project situation or not. The input of the algorithm is a project situa-
tion, which formally describes a project e. g. in size, mission and other rele-
vant aspects. Its output is a set of criteria for each Quality Gate. 

4   Strategies for Criteria Improvement 

In the previous section we had a closer look on the criteria improvement. Criteria 
being applied to our software projects were initially defined through an experience-
based approach. Thus, we cannot assume that these criteria are perfect – even if they 
are defined in a systematic way. Nonetheless, we could immediately apply the criteria 
to projects and improve them over time. We denote this strategy as minimum im-
provement strategy. Since experiences will flow in later (after a set of projects is con-
ducted), we can assume that the criteria are quite immature. 

On the other hand it, it is possible to improve the criteria catalogue as best as pos-
sible before it is applied to a project for the first time. To achieve this aim experiences 
have to be carefully collected beforehand. As a result, the criteria catalogue can be 
used later but it is in a more mature state. Additionally, fewer experience feedback 
cycles are needed later. Nevertheless, this strategy leads to much more effort in the 
beginning. We denote this strategy as maximum improvement strategy. 

Overall, we assume that the total effort to get a mature criteria catalogue in the end 
is of same size regardless which strategy is followed. Moreover, we also assume that 
the maturity is of the same level in the end. Figure 7 summarizes our assumptions on 
the evolution of maturity and effort over time. The maturity function is gained by 
mathematical integration of the corresponding effort function. 

A software company has to set a strategy for criteria improvement. This strategy 
will depend on the available resources and on the knowledge of future project situa-
tions. Smaller companies with uncertain project situations will be more eager to fol-
low the minimum improvement strategy, because it has lower effort peaks and better 
deals with changing and uncertain projects. On the other hand, large companies with 
stable projects will apply the maximum improvement strategy. In case of uncertain 
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projects, it is always better to follow the minimum improvement strategy. Smaller 

companies will always follow the minimum improvement strategy, because it has 
smaller resource peaks. Table 5 summarizes the selection of strategy with regard to 
certainty of projects and company size.  

Table 5. Selection of Improvement Strategy 

 Stable projects Uncertain projects 

Smaller 
company 

minimum improvement strategy minimum improvement strategy 

Larger 
company 

maximum improvement strategy minimum improvement strategy 
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Time

Legende

(1) Maximum improvement strategy

Point of first use

a)

Maturity

Time
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(2) Minimum improvement strategy

100%
(1)

(2)

(2) (1)
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Fig. 7. Evolution of maturity and effort over time 

5   Conclusion and Outlook 

This paper showed how a software company can gain suitable criteria for Quality 
Gates. Depending on the strategy a fixed criteria catalogue has to be established and 
fostered. Criteria can be defined in different project phases by applying different 
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methods. Systematic top-down methods provide a better coverage but require more 
resources, while an experienced-based approach helps to save resources at the 
expense of goal coverage and thus quality. Overall, we can state that a systematic top-
down approach delivers 92% of the criteria, while an experienced-based yields only 
58% and a greater number of trivial criteria with regard to the set quality goals. 

Experienced-based improvement of criteria is necessary, if a fixed criteria 
catalogue is used. In our setup a considerable number of criteria could be 
improvement in some way, when experiences are activated and captured during the 
Quality Gate review. 

We strongly encourage systematical capturing of experiences during the Quality 
Gate review, because it involves a great number of roles. The Quality Gate review can 
be supported by a workflow tool which facilitates efficient experience capturing at the 
same time. We strongly believe that our workflow tool NetQGate is an excellent 
support here. Besides the ability to activate experiences it also helps to conduct other 
activities of a typical experience feedback cycle.  

Nonetheless, all observations are taken from our students’ software projects. 
According to Wohlin et al. [10] we have a low external validity here. Further 
evaluations in a software company’s environment are necessary to gain a better 
external validity. 
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Abstract. This paper presents an empirical study in the requirement definition 
process using standardized process and product formats. The results indicate 
that the measurement of product quantities is useful for project management 
and evaluation. Previously empirical research of the requirement definition 
process was difficult, but it became easier in the field of governmental business 
system optimization because the Japanese government adopted standards. In 
this paper, the authors evaluate and compare results of 24 projects that gathered 
measurements and prove that the results of the previous authors’ study in one 
project can be generalized. In addition, the paper presents a study about the 
possibility of project evaluation using such standardized product measurements. 

Keywords: Requirements Definition Phase Measurement. 

1   Introduction 

The authors have previously verified the usefulness of in-process project measurement and 
feedback to project management in development [1][2]. In the software develop-ment 
process, the authors had focused their interest on design, coding, and testing phases. 

The previous empirical study combined measurements and analysis to provide 
feedback to the project management. This produced positive effects for the project. 
Based on the success of this research, the authors wanted to expand in-process 
measurement to the "requirements definition" phase and to develop a complete lifecycle 
measurement method for processes and products across the full development process. 

2   Previous Measurement Experiment 

2.1   Motivation 

Most previous research in the requirement definition process focused on the definition 
activity itself, rarely focusing on process standardization and measurement. In the 
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SWEBOK, there is some description about Software Engineering Management, but it 
is not developed into measurement of this process [3]. Although the draft of Chapter 
12 which is going to add a measurement view to SWEBOK has some description 
about Measurement by SLC phase, SW Requirement [4], it focuses on measurement 
of just the number of requirements and makes no reference to process measurement. 

The research called The Measurement Dashboard focused on in-process 
measurement of the software process [5]. In this research various measurement targets 
were included, such as milestones, earned value, expense and number of requirements. 
But in the requirement definition process, while it included management of 
requirements such as change control of requirements in total software process, there was 
no interest in in-process measurement of product. 

Empirical study and measurements of the requirements definition phase has been 
difficult because there are various methods and tools used and there is relatively little 
standardization. However, the use of the Enterprise Architecture method in Japan 
makes it easier to measure this phase. 

The Enterprise Architecture is a total methodology for enterprise information 
system development, arranging the organizational business and information systems 
to provide overall optimizations. It is based on Zachman's framework [6] and 
constructed from various proposed design and management methods. 

Practically, the EA method consists of three phases, the AsIs, ToBe, and policy 
arrangement phases. The AsIs phase describes the present state of the target system. 
The ToBe phase designs the future ideal system. The policy arrangement phase, 
between the AsIs and ToBe phases, makes decisions about policies for optimizing the 
business and systems. A special feature of the EA method is that it defines many 
standardized hierarchical diagrams for the AsIs and the ToBe phases to increase the 
mutual understanding between target system stakeholders. 

From the viewpoint of project measurement, it is easier to expand project 
measurement methods from the development phase into the requirements definition 
phase because the EA method has standardized process and product formats. The in-
process measurement can use the amount of descriptions and the transitions in 
diagrams in the AsIs and ToBe phases, such as the total number of diagrams, along 
with additions, eliminations, and modifications of diagram elements. 

2.2   Background 

In 2003, the Japanese government provided an Enterprise Architecture (EA) guideline 
for the requirements definition phase to optimize government business [7]. This 
guideline provides three phases, AsIs, Optimize, and ToBe, as the process architecture.  

In the AsIs and ToBe phases, the requirements definition uses four kinds of 
diagrams: The Diamond Mandala Matrix (DMM), Data Flow Diagram (DFD), Work 
Flow Architecture (WFA), and Entity Relationship Diagram (ERD), as examples are 
illustrated in Fig. 1 to Fig. 4. The characteristic of this method is to describe a large 
quantity of these diagrams. 

Previously the authors had an opportunity to measure one requirement definition 
process of a Japanese governmental project which indicated that such measurement  
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Fig. 1. Diamond Mandala Matrix (DMM) 
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Fig. 2. Data Flow Diagram (DFD) 

was useful for project management [8][9]. After that the Japanese government 
introduced to the public results of over 40 projects’ requirement definition to get public 
comments. In this research authors evaluate and compare previous data with the new 
publicly opened data of 24 systems and investigate the possibility of project evaluation. 
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Fig. 3. Work Flow Architecture (WFA) 

 

 

Fig. 4. Entity Relationship Diagram (ERD) 

2.3   Measurement of Requirement Definition Products  

As reported in previous papers [8][9], in 13 weeks, the description of the AsIs 
diagrams was completed for three businesses and another one was completed in the 
end of May 2007. ToBe diagram description for three businesses started January 2007 
and finished after 11 weeks work. 
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During this process, the following measurements and graphical visualizations were 
made: 

1) The amount of diagram description and transitions measured in number of sheets, 
both total amounts and for each business 

2) The number of diagram elements and diagram connector elements in the diagrams 
and their transitions, measured as total amounts and for each business 

3) Changes in the numbers of diagram files through addition, elimination, and 
modification, both total and for each business 

4) For each diagram in each file, measure the addition, elimination, and 
modifications of elements by counting text strings on the diagram elements. 

5) Weekly described amount of diagram transitions by number of sheets, diagram 
elements, and connector elements, both total and for each business. 

Fig. 5 to Fig. 11 shows examples of these measurement results in graphical form. 
The following trends are directly read from those graphs. 

Fig. 5 shows changes in the described diagram elements with the cumulative stack 
of each business during the 24 weeks. In total, about 730 sheets, 34,000 elements 
were described. This graph shows not only the total amount project proceeding 
process for each business but also description documents amount, working start 
timing and finished stable situation.  

Fig. 6 shows the number of AsIs described elements for business B. This study 
illustrates the data for each business. Fig. 7 and Fig. 8 show the file number status of 
AsIs and ToBe phase of Business B. It shows that the AsIs phase smoothly progressed 
to stable and the ToBe phase also rather rapidly progressed. Fig. 9 shows all changes  
 

 

Fig. 5. Diagram Elements Stack of all Business 
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Fig. 6. Diagram Elements of Business B (AsIs) Fig. 7. File Number Transition of Business B 

(AsIs) 
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Fig. 8. File Number Transition of Business B 
(ToBe) 

Fig. 9. Diagram Modification in one file Ex-
ample (8 sheets) 
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Fig. 10. Weekly Addition of Diagram Elements (AsIs) 

of one diagram file consisting of eight diagrams included in 6 weeks. In this figure, 
the trend appears to show that this area's AsIs description work is gradually 
stabilizing. Fig. 10 showed changes in the amount of description on a weekly basis in 
AsIs phase case. From this graph, it is clear that the description process for the four 
businesses were executed shifted a few weeks. Fig. 11 shows the total changes on a 
weekly basis. The amount of work performed can be estimated from that figure. 
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Fig. 11. Total Weekly Addition of Diagram Elements  (AsIs and ToBe) 

2.4   Comparison with Official Progress Report 

Based on the governmental EA guideline, the target project is managed with EVM and 
WBS methods. The official progress report is based on declarations by the participants. 
Fig. 12 is an example of the EVM report. This report shows the consumed human 
resources, but it is not clear about the situation of the outcome amounts. Fig. 13 shows 
the WBS declaration level progress report visualized by authors. In the WBS method, 
the work in progress is reported through detailed activities. However, the granularity of 
this report is very rough. There is no information about the amount of outcome 
produced. The WBS based report is based on declared progress estimation criteria. 
This reporting is also limited by self declaration and human intervention. For example, 
in some case progress raised rapidly to 80% but after that it remained stable for a long 
time, or in the other case, in the EVM chart, during a long period progress was delayed 
but when the deadline was coming it progressed rapidly and finished on time. 

Compared to these official reports based on self-declarations, the product 
measurement method tried in this study presents detailed information with high 
granularity based on real amounts of outcome products. This information is based on 
the raw data of the production, so human intervention does not affect it. For example, 
Fig. 10 includes the declared schedule of work. From this graph, gaps between the 
declared schedule and the real work progress based on actual product information are 
clearly visible. 

  Planned Value
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Planned Value
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Fig. 12. EVM Report 
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Fig. 13. Declaration Level Progress Report (AsIs & ToBe) (%) 

2.5   Study for New Software Metrics Possibility 

The target system for measurement in this study is not very large, but during 24 
weeks, this work included over 700 diagram sheets with over 30,000 diagram 
elements. Considering analogies between measurement targets such as diagram sheets 
or numbers of diagram elements and program modules or source lines of code 
(SLOC), we can propose developing new software metrics for the requirements 
definition phase. These new metrics are expected to contribute to increasing the 
productivity and quality of software development processes in the same way as other 
existing software metrics. For example, it is likely that 30,000 diagram elements are 
analogous to 30 Ksteps of high-level programming language code, the number of 
diagram sheets can be compared to the number of program modules, and the number 
of diagram file as corresponds to the number of program files. 

For example, Fig. 14 illustrates diagram element numbers per working effort. As 
other metrics, working effort per sheet, working effort per diagram element, numbers of 
sheets per working effort were considerable. Working effort can be converted into cost.  

This trial is based on one project case study but comparing seven business works 
we can see differences in working density. For example, productivity depends on each 
business. Both businesses A and C had fewer products but their productivity shows 
different trends. In the case of business A, it was easy to understand business process, 
so it showed high productivity but in the case of business C, the business process was 
highly complicated, so low productivity was shown. This trend is not same as the  
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Fig. 14. Diagram Elements per effort 
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general trend in the development phase measured by SLOC and Function Point (FP). 
In the development phase, generally larger development has lower productivity.  

3   Evaluation of the New Publicly Opened Data 

The newly introduced diagrams were in PDF form. They were limited to final result 
documents only with no process data. Given these limitations, the authors selected 24 
systems from about 40 systems, which included a large quantity of diagrams such as 
DMM, DFD, WFA, ERD, and compared them with the previously measured four IPA 
subsystem data.  

Authors compared sheet numbers in AsIs and ToBe phase, and sorted them with 
total sheet numbers. Fig. 15 shows example of previous measurement which shows 
changes in the described diagram sheet numbers with the cumulative stack of each 
business during 24 weeks. In total, about 730 sheets and 34,000 diagram elements 
were described as previously reported. 

Then authors got Fig. 16 histogram.  
In Fig. 16, position of IPA four subsystems are 9th, 14th, 15th and 25th, which 

means that the previous measurement target were average systems in high-end, 
middle and low scale systems, not outliers. This result suggests that the results of the 
previous measurement experiment have generality in the requirement definition phase 
under the same guidelines. 

That the results of the previous measurement experiment in only one project have 
generality indicates that the measurement of output diagrams and transitions provides 
a useful way to characterize project progress. It suggests that the measured data in the 
requirement phase can be used in a similar way to SLOC in the programming phase, 
creating a new software metrics. 

 

 

Fig. 15. Diagram Sheets Stack of all Business in the Pervious Measurement 
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MHLW: A; Social Insurance Agency, B: Workers Compensation, C: Employment 
Security, D: Labor Insurance, E: National Cancer Center, F: Food Safety, G: 
Industrial Safety and Health, H: Quarantine, I: National Peace Memorial Hall, J: 
Equal Employment, MOJ: A; Immigration, B: Registration Information, C: Map 
Information, D: Correction Bureau, E: Rehabilitation Bureau, CO: A; Economic and 
Fiscal Policy, MIAC: A: Statistics Bureau, B: Information and Communication 
policy, METI: A; Japan Patent Office, MOF: A; Mutual Assistance, FSA:, A; 
Supervisory, B: Inspection, C: Electronic Disclosure for Investors' Network, D: 
Securities and Exchange Surveillance,  

Fig. 16. Diagram sheet number of AsIs and ToBe phase on 28 government systems 
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Fig. 16 suggests that the measurement of product quantity of standardized 
requirement definition phase is useful for project evaluation. Detail evaluation needs 
farther project context information, but from opened data, for example, following 
characteristics became clear.  

From the total amount of described diagrams, the total scale of developing system 
can be predicted. For example, as shown in Fig. 17, the scale of the Ministry of 
Health, Labors and Welfare (MHLW), Social Insurance System (1) is projected. 

In some systems, the description amounts of AsIs and ToBe are quite different. For 
example, as shown in Fig. 18, comparing to MHLW, Labor Insurance System (8), , in 
the IPA Business B System (9), the description amounts of ToBe are remarkably 
larger than AsIs. In IPA, business D System (14), ToBe diagrams were not described. 

In some systems, the ratio of the kinds of the diagram is quite different between 
AsIs and Tobe. For example, in MHLW, Labor Insurance System (8) a lot of ERD 
were described in AsIs phase but in ToBe phase more WFA were described.(Fig. 18) 

The ratio of the kinds of the diagram depends on each system, for example, as 
shown in Fig. 19 and Fig. 20, in some systems there are a lot of DFD and in another 
system there are a lot of WFA. In large scale systems there is a tendency to describe 
large amount of WFA. In some systems there are no ERD. 

Generally, the requirement definition process was not so visible until now, but in 
the standardized process it becomes very visible by measuring its products. 

 

0 200 400 600 800 1000 1200 1400

MHLW: Social

Insurance 

Agency

IPA: Business B

sheet

AsIs-DMM

AsIs-DFD

AsIs-WFA

AsIs-ERD

ToBe-DMM

ToBe-DFD

ToBe-WFA

ToBe-ERD

 

Fig. 17. Comparison example of total description  
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Fig. 18. Comparison example of AsIs / ToBe description ratio 
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Fig. 19. Example of a lot of DFD description 
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Fig. 20. Example of a lot of WFA description 

4   Consideration about a New Measurement Opportunity 

In software engineering research, the following two issues complicate the results: 

1) Confidentiality of software project. 
2) Independence of software project. 

The authors’ measurement of products of requirement definition from various 
governmental development projects suggests a possible way to conquer these issues. 

The government finds it necessary to get public comments on requirements 
definition for their own system development. 

The government also has strong motivation to standardize their own system 
development process from productivity viewpoint.   
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In addition, there are many development demands in the governmental sector. In 
Japan, it occupies 10% of domestic system development market. 

This situation gives software engineering research wonderful materials to do 
research on process measurement in requirement definition that was difficult in former 
times. The products of the requirement definition process introduced to the public by 
the government are useful bases for approaches that conquer the confidentiality and 
independence of software project in software engineering research. 

5   Conclusion 

The results of a previously presented empirical study of a standardized requirement 
definition phase measurement in one system (included four sub-systems) was 
compared and evaluated in relation to data from newly opened governmental products 
in over 24 projects, and its generality was verified. In the case of standardized 
requirement definition phase, in-process measurement of its product is useful for 
project management and it brings us new software metrics comparable to the SLOC 
or module numbers in the programming phase. Those measurement brought visibility 
into requirement definition process which was previously invisible. 
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Abstract. The following paper describes a measurement project to measure and 
evaluate the software application systems of a financial services provider. Due 
to several mergers the cooperation had accumulated over the years more than 
75 million lines of code in several different programming languages. The goal 
of the project was to determine the size, complexity and quality of the different 
systems and to evaluate their potential reuse. Not only the program source, but 
also the database schemas, the JCL procedures and the user interface maps had 
to be analyzed. For this purpose a metric database was established. In the 
measurement project three related tools were used. The tool SoftAudit was 
deployed to measure the code. The tool SoftEval was used to aggregate the 
measurement data in a metric database and to evaluate it. The tool SoftCalc was 
used to calculate the costs of various strategic alternatives. The paper focuses 
on the problems and solutions associated with such a massive measurement 
effort of large code bases. 

Keywords: Code measurement, size, complexity and quality metrics, metric 
database, metric evaluation, ISO-9126. 

1   Introduction 

The financial service provider in question has gone through several mergers in the 
past years. Each merger has brought in additional IT systems, some of which have 
been integrated but most of which have remained independent. The preservation of 
the former independent business units is necessary in order to preserve the previous 
corporate identities and too ensure the continuity of the financial service for the 
customers. On the other hand, it has always been a goal to merge the internal 
administrations of the previously independent organizations in order to reduce costs. 
This includes the IT departments. For the IT activities, a separate daughter company 
was founded as an internal software house, whose mission it is to provide the 
necessary information technology support to the line organizations. 

The merger of IT activities seemed at first glance to be a straight forward and 
simple solution. The former independent companies were all IBM customers. Their 
software systems ran on an IBM mainframe, their users were equipped with IBM 
terminals or PC’s and all of the data was stored in an IBM database. Thus, from a 
hardware point of view, everything appeared to be in a common blue color. 
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However, when looking at the software, a great deal of diversity can be discovered. 
The previously independent IT organizations used different languages in different 
architectures. Two of the merged companies had always been staunch PL/I users. 
They relied on NPT - normalized program technique – generators to generate their 
program control structures. In the meantime they had started moving their data from 
hierarchical to relational data bases. The software architecture mirrors the structure of 
the user department. For every business process there is a corresponding software 
system in the classical silo type architecture. 

The other merged organization had originally been an Assembler/COBOL shop. In 
between they had developed some new applications with the IBM ADCYCLE 4GL 
language CSP. They had also gone through a short PL/I phase before deciding to 
return to COBOL. In the meantime they, too, have been moving their data from IMS 
to DB2. Their software is structured in architectural layers with a data access level, a 
common service level, a business application level and a user interface level. This IT 
can be viewed as a typical layered software architecture with specialized components. 

The main organization has always been a COBOL user but has its own unique 
architecture built around the IMS-DB/DC core environment. This architecture allows 
for a user-driven development. The user departments write the business rules in a 
formalized German language pseudo code from which control files are generated 
which are interpreted at run time by the COBOL modules running under an  IMS 
teleprocessing monitor with Assembler supplements. There are more than 20 different 
types of syntax for describing the various artifact types – map descriptions, data 
views, business rules, control flow, etc. The report generating programs are written in 
the 4GL language Easytrieve. Thus, the user is able to feed his changes and new 
requirements directly into the system via the pseudo code language which allows him 
to define the maps or user interfaces. All of this sounds very futuristic with domain 
specific languages, code generators and ready made program frameworks, but it is 
very dependent on the underlying database and data communication system IMS and 
the user interface technology of the 1970’s. Furthermore, it entails a mix of languages 
in almost every subsystem single online program.  

In summary, from a software point of view, the former independent IT departments 
have taken quite different approaches to solving their application problems so that 
their systems reflect all of the variations of the IBM world from Assembler to Java. 
Even in their newer client/server applications differences exist. The main organization 
has developed its external services in C++ while the internal intranet applications are 
in Java. The other organizations are also moving in the direction of Java. The relative 
autonomy of the different daughter companies, the lack of development standards and 
the many technology waves which have swept over the IT departments in the past 
years have all contributed to a highly heterogeneous software world. 

2   Goals of the Measurement Project 

The goals of the measurement project were threefold: 

• To measure the source 
• To evaluate the measurements 
• To calculate the strategic alternatives 
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The first goal was to measure the size, complexity and quality of the code base. 
The code base consisted not only of program source code, but also of database 
schemas, map definitions and job control procedures. It was intended to measure each 
and every source member and to aggregate the metrics at the system, product and 
departmental level. 

The second goal was to set up and populate a metric database with which the 
metrics could be evaluated and various statistical reports produced including rankings, 
charts, graphs and dashboard gauges. This was necessary in order to access the 
software product quality in accordance with the criteria prescribed in the ISO 
Standard. 

The third goal was to calculate the costs of alternative reuse strategies, namely new 
development, renovation, migration and integration as well as the annual costs of 
continual maintenance. These estimates were to be based on the measurements of the 
source code. In another parallel project the costs of further development were being 
estimated on the basis of the requirements. The first step in the measurement process 
was then to select, which measurements to take as proposed by the ISO Standard 9126 
on software product evaluation [1]. 

3   Selecting the Metrics 

The first step in a measurement project is to select the metrics to be used. Software 
systems are complex constructs with many facets, so it is not at all obvious how they 
should be measured. The hundreds of measurements proposed in the literature, Zuse 
has identified more than 300 [2], are all indicators of some kind or another, but each 
measurement is targeted to one particular facet of the software. The McCabe metric is 
focused on the control flow graph [3]. The Halstead metric is focused on the use of 
the programming language [4]. The Chidamer/Kemmerer metrics are focused on the 
static structure of an object-oriented system [5]. The function point metric is focused 
on the interactions between a system and its environment [6]. Even compound metrics 
like Oman’s maintainability index are a set of individual metrics dealing with one 
aspect of the software, here the changeability of the code [7]. 

Every proponent of a particular software measure is concentrating on one or more 
features of the software system in the belief that these features are an indicator of the 
software as a whole. The problem with this, is that there is an endless number of 
features which could be considered and counted and, that as of to date, no one has 
ever been able to demonstrate that one feature or set of features is really 
representative of the others. Every year new metrics emerge, each claiming to be a 
vital indicator of size, complexity or quality of software. Unfortunately, there is no 
one universal measurement of software, neither for the size, nor for the complexity 
nor for the quality, since every measurement is measuring something else. 

Furthermore, little help can be provided by the standards community. There is, 
unfortunately, no one universal standard. On the contrary, there are many, partly 
contradictory standards. The ANSI-IEEE offers: 

• IEEE Std. 982: Standard Dictionary of Measures to produce reliable 
Software 

• IEEE Std. 1045: Standard for Software Productivity Metrics 
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• IEEE Std. 1061: Standard for a Software Quality Metrics Methodology 
• IEEE Std. 14143: Standard for Software Productivity Metrics [8]. 

 

The ISO/IEC offers the following standards on metrics: 
 

• ISO/IEC 9126: Software Product Evaluation 
• ISO/IEC 15939: Software Measurement Process [9] 

 
Besides these standards, dealing solely with measurement, there are several other 

standards proposing metrics to measure the degree of compliance,   standards such as: 
 

• IEEE Std. 828: software Configuration Management 
• IEEE Std. 829: Software Test Documentation 
• IEEE Std. 830: Software Requirements Specification 
• IEEE Std. 1016: Software Design Descriptions 
• IEEE Std. 1219: Software Maintenance Processes 
• ISO/IEC 12207: Software Life Cycle Processes [10]. 

Consequently, it is not a question of too few metrics, but more a question of too 
many. From all those metrics put forth in the various standards, it is not at all clear 
which should be used for what purpose. 

The author has been dealing with this question since his involvement in the 
METKIT project, an EU sponsored research project to develop and propagate 
software metrics in the European community. This project was launched in 1990 and 
lasted until 1993. It resulted in a set of courses and tools intended for introducing 
metrics into industry. It was within this project that Norman Fenton categorized 
metrics into product, process and resource metrics [11] and it was in this project that 
the author divided the product metrics into the three dimensions of size, complexity 
and quality [12].  

3.1   Size Metrics 

To measure any one dimension of a software system, many metrics are required, one 
for each view of that dimension. For measuring the size of a system, one can view the 
code mass and count lines or statements, whereby one should be aware that they are 
not identical. One can also view the design model and count the number of design 
elements such as classes, attributes and operations as is done in the object-point 
method. Another view is that of the data model – the entity relationship diagrams – 
where it is possible to count entities, attributes, views and relationships. The results 
are data-points. A fourth view is that of the data flow into and out of the system. One 
can count inputs, outputs, files and database accesses as was done by Albrecht to 
come up with so called function-points. The latest trend is to count use cases with 
their steps and interactions to come up with use-case points. Finally, one can also 
count the test cases required to cover all of the code branches in white box testing or 
all of the requirements in black box testing. There are an unlimited number of 
characteristics, which could be counted to determine the size of a software system, so 
that leaves the counter with the burden of decision.    
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At the time of the METKIT project, the author decided to measure size in terms of 
code lines, statements, data-points and function-points. Later object-points, use-case 
points and test-points were introduced. Object-points can be easily extracted from the 
code – there one is counting classes, attributes and methods – provided the code is 
object-oriented [13]. They can not be derived from procedural code. Use case points 
cannot be taken from the code at all nor can test-points. Use case points can only be 
derived from the requirement specification and test-points from the test specification. 
Thus, in analyzing procedural source code only lines of code, statements, function-
points and data-points can be counted. All four of these size measurements were used 
here in this project to compare the sizes of the systems and to make the necessary 
calculations. 

It becomes obvious here, that no matter how many different characteristics of 
software are counted there will always be some other potentially vital characteristics 
which are not counted. So the selection of characteristics to count is always an 
arbitrary decision on the part of the counter, based on some assumptions he has about 
the nature of that software and what size unit could correlate with whatever goal he is 
striving to attain, e.g. to estimate effort or to predict defect rates.  

3.2   Complexity Metrics 

The second dimension of software is that of complexity. Whereas size can be defined 
as the number of elements in a given set, complexity is defined as the relation of the 
number of elements to the number of relationships between those elements 

complexity = elements

relationships
 

assuming that each element has at least one relationship. Just as there are many sizes, 
there are also many complexities. When building his first measurement tool in the 
METKIT project – PC-MESS, the author was concerned about selecting the major 
complexities of a software system as seen at that time [14]. On the other hand, there 
should not be too many different complexity measurements as that would only 
confuse the user. So the number was restricted to 8. The eight complexity metrics 
selected were: 

• data complexity 
• data flow complexity 
• data access complexity 
• interface complexity 
• control flow complexity 
• decisional complexity 
• branching complexity 
• language complexity. 

 
In this way there were three data complexity metrics, three procedural complexity 

metrics, a component interaction metric and a language usage metric. These eight 
complexity metrics are still used to measure procedural code as was the case in this 
project. 
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The data complexity metric of Chapin measures the relation between arguments, 
results and predicates, i.e. control data [15]. The data flow complexity metric of 
Elshof measures the relation between the number of variables declared and the 
number of the references made to them [16]. The data access complexity metric 
measures the relation between the number of external data stores (files, databases, 
tables, etc.) access operations and the number of operations as a whole. It is based on 
the Card Input/Output Metric [17]. The interface complexity metric measures the 
relation between the number of components, modules or classes and the number of 
interactions between them. This is an extension of the Sallie Henry fan-in/fan-out 
metric [18]. 

The control flow complexity metric is actually the McCabe metric normalized to a 
rational scale. It measures the relation between edges and nodes of a control flow 
graph [3]. The decisional complexity metric is based on the McClure metric which 
measures the relation between decisions plus nesting levels and the number of 
statements [19]. The branching complexity metric measures the relation of the 
number of GOTO branches, perform subroutine calls and method invocations to the 
number of methods, subroutines and labels. Finally, the language complexity metric 
measures the relation of data operands declared and statement types used with the 
data operand frequencies and the statement types used with the statement type 
frequencies. It is based on Halstead’s volume metric [4]. 

How complexity metrics are used depends on the goals of the measurement 
project. One could be predicting errors, assessing maintainability or, as was the case 
here, estimating effort. In estimating effort the complexity of a system is used to 
adjust the size of that system. Adjusted Size = Raw Size * Complexity. 

3.3   Quality Metrics 

The third dimension of software is quality. Quality is basically a question of the 
relationship between how a product is – the Ist - and how it should be – the Soll.  

Soll

Ist
quality =  

The problem is in defining how software should be. Quality is the hardest 
measurement to take, since there are many qualities to consider – static quality, 
dynamic quality, internal quality and external quality. The ISO-9126 prescribes eight 
quality characteristics: 

• Functionality 
• Reliability 
• Security 
• Usability 
• Performance 
• Reusability 
• Portability 
• Maintainability.  
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Of these eight quality characteristics, only the last three are static and internal, i.e. 
they can be taken from the software itself without executing it. However, these three 
are abstract notions and as the standard suggests, they need to be broken down into 
lower level operational metrics which can be readily measured. Only portability can 
be measured directly. Reusability has to be extended by convertibility and modularity. 
Modularity combines a high degree of cohesion and a low degree of coupling with a 
minimum size of the individual modules [20]. Convertibility measures the number of 
directly translatable statements relative to the total number of statements [21]. 

Maintainability is the most abstract of all the metrics. It encompasses not only 
modularity but also flexibility and conformity. Flexibility implies that the code is not 
tied to a particular usage. It can be readily changed to be used in a different mode. In 
order to archive that it must be free of hard-coded data. So here it is necessary to 
compare the number of occurrences of hard-coded data with the number of data in all. 
Conformity is, on the other hand, the degree to which the code abides to the coding 
convention, i.e. its uniformity. Finally, in order to be reliable, code must be well 
tested which implies it should be testable. A component is testable when it has a 
minimum number of paths to test and a minimum number of control parameters to be 
set. Thus, the number of paths relative to the number of statements and the number of 
control parameters, i.e. predicates, relative to the number of all parameters determine 
the testability. This testability metric has been introduced by the author in a previous 
paper [22]. The eight quality characteristics of the code measured by the SoftAudit 
Tool are: 

• portability (as the degree of independence from the environment) 
• reusability (as the degree of independence of individual code units from one 

another) 
• convertibility (as the proportion of readily convertible statements) 
• modularity (as the product of cohesion and coupling) 
• flexibility (in terms of proportion of hard-coded data) 
• conformity (in terms of adherence to the prescribed coding rules) 
• testability (in terms of paths and predicates relative to code volume) 
• maintainability (as the weighted average of all qualities adjusted by the 

complexity) 
 

In estimating effort quality is used to adjust the raw size. In development an above 
average quality increases effort. In maintenance and migration an above average 
quality decreases effort. Thus, Adjusted Size = Raw Size * Complexity * Quality. 

4   Software Measurement Tools 

The measurement of such a large mass of code is impossible without the aide of 
automated tools. One needs tools for every language and for every purpose. For this 
project not one tool but a whole family of tools was required – a Software 
Measurement Workbench. The software measurement workbench of the author 
consists of measurement tools for no less than 12 different programming languages, 8 
interface description languages, 6 database description languages, 3 job control 
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languages plus a metric database tool and a calculation tool. Without having had all of 
those tools available it would have been impossible to make this measurement project.   
Tools are a prerequisite for all software engineering activities, but in particular for 
measurement and test. 

4.1   SoftAudit – The Tool for Analyzing Code and Collecting Metrics 

The tool SoftAudit measures the sizes, complexities and qualities defined in the 
previous section of the following: 

• The procedural languages Assembler, PL/I and COBOL 
• The 4th generation languages Delta, APS, CSP, EasyTrieve, Natural and 

ABAP, 
• The object-oriented languages C++, C# and Java 
• The database schemas of IMS, CODASYL, ADABAS, DB2, Oracle and 

SQL-Server 
• The conventional map definitions of CICS, IMS-DC and Natural 
• The modern interface definitions of HTML, XML, XSL, WSDL and IDL 
• The job control procedures for IBM-VM, IBM-OS and UNIX Script. 

 

There is a parser for each language as well as a unique set of counting rules and a 
set of coding rules to be adhered to. The development of this PC-based tool set goes 
back to the early 80ies when the author first developed a static analyzer for analyzing 
Assembler, PL/I and COBOL code on the mainframe [SnMe85]. Since then the tools 
have been continually evolved and enhanced. The tools for measuring database and 
map descriptions were added as a result of reengineering projects in Switzerland in 
the early 1990’s. The 4th Generation Language analyzers were made in the last 80ies 
to deal with that emerging market and the object-oriented analyzers were developed 
in the late 1990ies to measure and check the object-oriented languages C++ and Java 
[23]. The C#, HTML, XML and WSDL analyzers have been added since 2000. 
Measurement of such a large mass of code is impossible without the aide of. 

4.2   SoftEval – The Tool for Evaluating the Metrics 

The tool SoftEval is responsible for creating and populating a metric database. Its first 
function is to set up a relational database with 10 tables - one for each software 
artifact measured 

• requirement document  
• UML diagrams 
• program source code 
• interface source code 
• database schemas 
• test cases 
• test results 
• defect reports 
• change requests 
• project productivity reports. 
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There is a table for each software product measured with a line for each subsystem 
of that product. The columns are the individual metrics. 

The second function is the editing function which allows the user to edit the metric 
data. The user can overwrite existing metric counts and alter existing names but he 
may not add new entries. They have to be imported.  

The third function is to generate a series of diagrams and reports upon request 

• histograms to depict the relation of subsystems to one another 
• pie charts to depict the proportions of subsystems to the whole 
• fish grate diagrams to depict the varying degrees of complexities and 

qualities for each subsystem 
• distribution charts to depict deficiency and error frequency 
• dashboards to depict the status of the individual systems in terms of selected 

key metrics 
• rankings of systems by size, complexity and quality 
• comparisons of systems and versions of systems depicting the degrees of 

change in size, complexity and quality. 

4.3   SoftCalc – The Tool for Calculating Project Effort 

The tool SoftCalc is dedicated to producing cost estimations. It imports metric data 
from the same operational tools as with SoftEval but only that data required to make 
cost estimations for different project types using various estimation methods. The 
eight methods supported are: 

• COCOMO-I for estimating maintenance projects 
• COCOMO-II for estimating maintenance, migration and reengineering 

projects 
• Data-Point for estimating development and migration projects 
• Function-Point for estimating development and migration projects 
• Object-Point for estimating development, maintenance and reengineering 

projects 
• Use-Case-Point for estimating development and maintenance projects 
• Test-Case-Point for estimating maintenance, migration and test projects 
• Error Projection for estimating test projects. 

 

Like SoftEval, SoftCalc has a relational database with a set of related tables. Each 
of the estimations methods has its own influence and productivity tables. There are 
common tables for product quality goals, project risks and project resources. These 
tables have to be built up by the estimator. 

The tables filled by the imported data are the process, i.e. use-case table, the object 
table, the interface table, the component table and the test case table. These tables 
exist for each project to be estimated. 

• the use-case table is filled from the use cases extracted from the requirement 
documents 

• the object table is filled from the objects  extracted either from the 
requirement documents or the design documents or the database schemas 
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• the interface table is filled from the interface definitions extracted either 
from the requirement documents, the design documents or the interface 
description sources 

• the component table is filled from the SoftAudit  source program analysis  
• the test case table is filled with the test case data imported from the test case 

analyzer. 
 

Once the tables have been populated, SoftCalc can carry out any of the eight 
estimations listed out above and produce the time and effort, the quality rate 
achievable and the degree of reliability of the estimate. It is then up to the estimator to 
choose which, if any, of the estimates he would like to use. 

5   Software Measurement Process 

The process for measuring the code base in this project proceeded in eight steps 
executed by two persons over a three month period: 

• setting up the directories 
• scanning for user specific language extensions 
• setting the measurement parameters 
• running the source analysis 
• importing the metrics into the metric database 
• evaluating the metric data 
• importing the metrics  into the calculation metric database 
• calculating and documenting the estimations 

5.1   Setting Up the Directories 

The measurement process began with the collection and classification of the more 
than 93,000 source members. Included in these sources were: 

7.854  PL/I Programs 
13.530 PL/I Includes 
17.151 COBOL Programs 
24.712 COBOL Copies 
8.975  Assembler Programs 
9.597  Assembler Macros 
3.077  EasyTrieve Programs 
2.190  EasyTrieve Copies 
3.253  German Pseudo Code Texts 
3.270  IMS Databases 
4.416  DB2 Tables 
31.476 IMS Maps 
22.090 JCL Procedures 
2.977  C++ Sources 
1.977  Java Sources.  
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Since the IT organization in question included three divisions and each division 
had to be measured separately, there had to be a main directory for each division with 
a sub directory for each source type, containing all of the sources of that type. This 
was to be another measurement by subsystem within each division. There were 
altogether more then 400 subsystems. Since each subsystem could contain different 
languages there was a separate directory for each division in with the subdirectories 
were the subsystems containing sources of different types. 

The reason for the different directory structures lies in the way SoftAudit aggregates 
the metrics. The metrics are aggregated at the level of the lowest directory – the 
module level, at the level of the next lowest directory – the component level, as well as 
at the system and product level. There is no aggregation at the language level, since the 
tool was designed to process one language at a time. If an aggregation by language is 
required, then the source must be processed by language. If an aggregation by 
component and system is required, then the sources must be ordered by component and 
system. For this project it meant that the sources had to be processed twice, once by 
language and once by component. Just setting up the directories and adding the proper 
extensions to the source names required two weeks time. 

5.2   Scanning the Code for User Specific Language Extensions 

There is no such thing as a standard language, especially not in Germany where 
almost every organization takes pride in developing its own generators and 
frameworks. This means that the host language is supplemented by user defined 
statements. In procedural languages like PL/I, COBOL and in particular, Assembler, 
these user defined statements are referred to as macros. They usually fulfill some 
technical function such as database access or screen manipulation, which is often 
used. In object-oriented languages such as CPP, C# and Java they are methods or 
classes in the user framework which are called to fulfill similar technical functions 
like accessing a data base as done by the ODBC and JDBC functions, accepting and 
displaying screen data or handling exception conditions. 

If a measurement tool is really going to measure the size, complexity and quality of 
a software system, then it must recognize these constructs. For this reason the tool 
SoftAudit requires a function table to be set up prior to processing the code. For each 
macro and framework function the user fills in the name and assigns the macro or 
function to one of the existing function types for data access operations, user 
interactions, data exchange and internal processing operations. The counting of 
function points is particularly dependent on this table since function points are derived 
from the user inputs/outputs, database accesses, reports and data exchange between 
systems. The other size counts are less dependent on the function table, but it does 
affect the interface and access complexity as well as the portability and reusability. 
Therefore, such a table is vital to any serious software measurement operation. 

In scanning the source prior to actually processing it, SoftAudit recognizes the 
macros and external functions and lists them out. It is then up to the user to assign 
them a meaning. This action can result in significant manual effort, but it has do be 
done if the measurement is going to be meaningful. In this project the creation of the 
function tables required some 11 days of effort, not including the days contributed by 
the customer. The preliminary scanning of the 75 million lines of program code 
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required a day for each of the three corporate divisions Once the function tables have 
been established though, one per language or source type, they can be reused for all 
subsequent measurements. They only have to be updated in accordance with the 
evolution of the macros and framework functions. 

5.3   Setting the Measurement Parameters 

The last task to be performed before starting the actual analysis run is to set the 
parameters. There are three types of parameters in SoftAudit 

• coding rules 
• code limits 
• metric weights. 

 

For each programming, database and interface language, there is a set of rules 
taken from the coding conventions of the more than 100 organizations for which the 
author has worked for in the past 40 years. Certain language constructs are considered 
as smells, others are down right dangerous. Still others such as hard coded literals and 
numeric constants detract from the flexibility and maintainability of the code. 
SoftAudit has a table per language in which all of the rules for that language are listed 
out. Here, the user has the opportunity of clicking out rules which he does not want to 
have checked.  

It is similar with the limits. There are standard limits to such quantities as the 
number of statements per module, the number of methods per class, the number of 
data attributes per class or module and the number of parameters per call. These limits 
are intended to restrict the complexity of the program, database or interface. However, 
the user can override the standard limits by raising or lowering them. 

Finally, the user can adjust the weights of metrics. There are 8 complexity and 8 
quality metrics for programs, 5 complexity and 5 quality metrics for databases, and 6 
complexity and 6 quality metrics for interfaces. Normally the metrics all have the 
same weight. However, the user has the opportunity here to adjust the weights. A 
metric can be assigned a weight of zero, normal, high or critical. If the weight is zero, 
it is not computed at all, if it is high then it weights twice as much as normal and if it 
is critical it weights four times more. In this way, the user can manipulate the 
complexity and quality ratings. 

The setting of the parameters in this project was done in two steps. In the first step 
the customer company was given tables to fill out. In the second step the tables were 
used to set the parameters in the tool. The latter step took no more than a day, but the 
first step took several days, mainly because of the unfamiliarity of the customer 
personnel with the rules and limits.       

5.4   Running the Source Analysis 

The fourth step in the measurement process is the actual source processing itself. The 
tool operator selects individual source files or whole directories of source file. The 
sources can all be of one language or they can be of mixed languages. The processor 
takes one source file at the time, parses it, counts the quantities and checks the rules. 
It then adds the counts to the aggregate tables for components, subsystems and the 
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product as a whole as well as for that particular language. After the end of each 
module, component and subsystem it computes the complexities and qualities for that 
unit. At the end of the run, it does the same for the product as a whole and for each 
language.   

The rule violations are written out in a deficiency report for each module. Thus at 
the end of a processing run, the user is left with a set of deficiency reports , one for 
each module, a set of metric reports, one for each module, component, subsystem, 
product and language. In addition, there is an XML metric export file for each 
subsystem and another one for the product data as a whole. 

In this project three different PC workstations were used in parallel to process the 
sources. On the one workstation the mainframe program sources of all three corporate 
divisions were analyzed. On the other workstation the database schemas, map 
descriptions, job control procedures and the client/server sources were processed. On 
a third workstation the metrics were aggregated. The processing of the mainframe 
sources required by far the most time due to the large amount. For the one corporate 
division with close to 40 million lines of code   the run lasted more than 8 hours. For 
the other two divisions with approximately 12 million lines of code apiece the runs 
lasted some 5 hours. The processing of the other source types could be done within a 
day. Thus, processing all 75 million lines of code required some two days. 
Unfortunately, due to missing and extra sources, the runs had to be repeated twice. 
For one division the run had to be repeated a third time because of a program error in 
the tool. 

5.5   Importing Metrics into the Metric Database 

If the user wants to set up a metric database as was the case in this project, he must 
import the XML metric files from the source analysis into the metric database. This is 
done with the tool SoftEval. SoftEval allows the user to allocate a database for a 
software product and then select XML files to import from. The data from these files 
is then taken to populate the metric tables. There is a table for each metric type – 
requirements, design, code, interface, database, test case, test, defect report, change 
request and project productivity. In this measurement project, only the code, the user 
interfaces and the databases were measured, so only these tables were filled with the 
metrics taken from the source code. This required less than a day. 

5.6   Evaluating the Metric Data 

In the sixth step the metric data was evaluated in a number of ways selected by the 
user. There were both product and system evaluations. For each product, all systems 
contained therein were ranked by size, complexity and quality. Pie charts and 
histograms were produced to depict the relation of the application systems to one 
another. In addition, a manage dashboard was displayed for each system depicting its 
complexity, quality, conformity and reusability. Of particular importance in this 
project was the ranking of the individual systems. They were ranked by size, 
complexity and quality. The creation of these graphics and reports took no more than 
two days. 
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5.7   Importing Metrics into the Calculation Database 

Since one suspected goal of this project was to estimate the costs of potential project 
types, it was necessary to also import the metrics collected from the source analysis 
into the calculation database. The metrics for the calculations are only a subset of the 
metrics which go into the metric database. Thus, this set was done in parallel to the 
importing of the metrics to the metric database. The reason for separating them at all 
is to allow users to calculate project costs without establishing a complete metric 
database. The price for that is the consistency of the two data bases. In this project 
this was not a problem, since the metrics were taken from the same source and were 
not edited. 

5.8   Calculating Possible Project Costs 

The final step in this measurement project was to calculate the costs of   maintaining, 
renovating, migrating or integrating the software products under evaluation. It was 
also decided to recalculate the costs of a new development, just for the sake of 
comparison, but for systems of this magnitude, redevelopment is not a serious option. 
As came out of the calculation, the costs of redevelopment would go into thousands of 
man years. This estimation is only useful to determine the value of a software system 
in terms of its costs. 

However, renovation, migration and integration are real alternatives. Using the 
COCOMO-II, Function-Point and Data-Point methods, it was possible to estimate the 
costs of each of these three strategies with three different estimates. In some cases the 
estimates were highly scattered, but in most they were clustered, indicating that the 
calculation data was consistent. Rather than have a single effort estimation, a range 
was calculated with a lower and an upper bound of the effort required [23]. The 
calendar time required was derived from the effort using the COCOMO-II time 
equation with a variable schedule compression factor. These multiple calculations 
were presented to corporate management together with the size, complexity and 
quality evaluations. 

6   Conclusion and Lessons Learned 

The ultimate question for any measurement project is whether the result justifies the 
effort. For this project 40 person days in two calendar months were budgeted. In the 
end it cost 52 person days and required an additional calendar month. This resulted in 
a month delay for the customer and a net loss to the contractor of 12 person days. 
There were several reasons for this overflow. New parsers had to be developed, the 
measurement process control had to be reengineered to accommodate multiple 
languages within the same component and the measurement had to be repeated 
because of parsing errors. The requirements also changed as the customer learned 
what he should expect from such a massive measurement project. This is not the first 
measurement project the author has conducted. There have been many over the past 
15 years starting with the Dutch Telecom in 1994 and including the Swiss Telecom, 
the German Telecom, the German stock exchange, the Schufa, the Bavarian Pension 
Fund, DebeKa Insurance, the Raiffeisen Bank and the Schwäbisch-Hall Home 
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Savings and Loan. The question always arises as to what motivates a user to make 
such a one time measurement. It may be to assess his software inventory prior to an 
outsourcing contract, to plan the costs of a migration or to compare one set of systems 
with another. The problem is that the person doing the measurement seldom knows 
what the customer has in mind, since this is a strategic secret. However, without 
knowing the goal, it is not possible to work according to the goal-question-metric 
method [24]. One simply measures everything possible and hopes that some of the 
measurements will be of use to the customer.  

As witnessed by this project a lot of work is involved just to tell the user that his 
system has 21,843,516 statements or 152,399 function-points, that his system 
complexity is 0,498 and that his system quality is 0,623. These numbers will mean 
nothing to the customer unless he is able to see what consequences they have for his 
future planning. If he can see that they affect the costs of system maintenance, that 
they determine the costs of system migration or integration, and that they are related 
to the number of errors that occur in production, he begins to have a benefit. So it is 
up to those who commission the measurement to establish a relationship between the 
measurement results and the goals of their IT Management. Such goals could be 
inventory control, cost calculation, error prediction, problem area analysis or 
benchmarking. These goals need to be specified before the measurement project is 
started and monitored throughout the project. Of course the measurement tools have 
to be flexible enough to allow adapting the metrics to the goals defined. That 
prerequisite is only partially fulfilled by the tools used here.  

In summarizing it can be said that there is much to be done in educating software 
managers to understand software metrics and how they relate to their goals. There is 
also much to be done to improve the quality and utility of measurement tools. Finally 
software measurement should not be a one time project every few years. It should be 
a permanent ongoing process within the IT department supported by tools and based 
upon a persistent metric database [25].    
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Abstract. For many years, the software industry has been applying different 
types of reviews on their requirements documents to identify and remove de-
fects that would otherwise propagate in the development life cycle, leading to 
rework and extra cost to fix at later phases. An inspection is a review technique 
known to be efficient at identifying defects but, like any other review technique, 
it does not guarantee that all defects are found. Requirements documents are 
also used as input for the measurement of the software size for estimation pur-
poses; when carrying this measurement process, practitioners have often no-
ticed defects in the requirements.  

This paper reports on a research project investigating the contribution of the 
measurers in finding defects in requirements documents. More specifically, this 
paper describes an experiment where the same requirements document was in-
spected by a number of inspectors as well as by a number of measurers; the 
number and types of defects found by both inspectors and measurers are com-
pared and discussed. For this experiment, the measurers used the COSMIC – 
ISO 19761 to measure the functional size and find defects. Results show sig-
nificant increase in defects identification when both inspection and functional 
size measurement are used to find and report defects. 

Keywords: Functional requirements, COSMIC, FSM, Functional size meas-
urement, inspection, review. 

1   Introduction  

Software requirements are written to describe software that will be later developed. 
Requirements fall usually into two categories: functional requirements and non func-
tional requirements. The functional requirements describe system functionalities 
while the non functional ones, also called technical requirements and quality require-
ments, describe required system attributes such as performance, security, and reliabil-
ity. The focus of the research reported here is on functional requirements. 

Requirements impact all phases of the software life-cycle as shown in  Figure 1. 
Therefore, ambiguous, incomplete and incorrect requirements may negatively impact  
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Fig. 1. Requirements usage in software development life-cycle phases 

all phases if not detected early enough to be corrected; when not found, those will 
typically require rework to rectify work done in previous phases of the life cycle. 

To minimize rework effort and cost for fixing defects at later phases in the devel-
opment life-cycle, many organizations apply various review techniques on their re-
quirements documents. Review techniques typically include a set of rules to help  
requirements authors and reviewers in achieving quality attributes of their require-
ments, such as those stated in the IEEE-Std-830-1998  [1]: “Correct”, “Unambiguous”, 
“Complete”, “Consistent”, and “Verifiable”. 

An inspection  [2] is a review technique known to be efficient at identifying defects 
but, like any other review technique, it does not guarantee that all defects are found. 
To increase the efficiency and effectiveness for finding defects in software artefacts, it 
is recommended that organizations use several verification techniques.  

Review efficiency represents the ability of a software team to identify and remove 
defects in an artefact. Review efficiency can be measured in number of defects found 
in that artefact at review time compared to the total number of defects found in the 
whole software project for which the origin can be traced back to that same artefact. 
Review effectiveness corresponds to the average effort spent in identifying critical 
defects. 

In the early phases of the development life cycle, these same requirements 
documents are also used as an input for the measurement of the software functional  
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size, typically for estimation purposes. When carrying this measurement process for 
estimation purposes, measurers often observe a number of defects in the functional 
requirements. 

This contribution of measurers at finding defects in requirements documents has 
not been investigated yet and has not been yet documented in the literature as a 
review technique, even though it is a current measurers practice.  

The use of software measurement as a review technique raises a number of 
questions, such as: 

1. Is functional size measurement (FSM) more efficient than inspections for 
identifying defects in functional requirements? 

2. Is functional size measurement (FSM) more effective than inspections for 
identifying defects in functional requirements? 

3. Would it be of value-added to inspections, either for efficiency or 
effectiveness, if a measurer’s role is included? 

This paper reports on an experiment carried out to investigate the third question. 
The experiment reported here was conducted in November 2007 with both industry 
and academic experts participating to the MENSURA-International Workshop on 
Software Measurement held in Palma de Majorque (Spain).  

For the experiment reported here, the same requirements document was inspected 
by three inspectors as well as by four measurers. For this experiment, the measurers 
used the COSMIC – ISO 19761 to measure the functional size and find defects. 

1.1   The Inspection Method 

The inspection method used in the experiment is an adaptation from Gilb and Graham’s 
work  [3]1 . This inspection method contains seven steps as shown in  Figure 2. 

1.2   The COSMIC Method 

Functional size measurement (FSM) is a means for measuring the size of a software 
application, regardless of the technology used to implement it. 

The COSMIC functional size measurement method  [4] is supported by the Com-
mon Software Measurement International Consortium (COSMIC) and is a recognized 
international standard (ISO 19761  [5]). In the measurement of software functional 
size using COSMIC, the software functional processes and their triggering events 
must be identified.  

The unit of measurement in this method is the data movement, which is a base 
functional component that moves one or more data attributes belonging to a single 
data group. Data movements can be of four types: Entry (E), Exit (X), Read (R) or 
Write (W). The functional process is an elementary component of a set of user re-
quirements triggered by one or more triggering events, either directly or indirectly, 
via an actor. The triggering event is an event occurring outside the boundary of the  
 
                                                           
1 This inspection method has been applied successfully in a Canadian organization more than 

2000 times over a four years period and numerous times in other Canadian organizations over 
the last seven years. 
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Fig. 2. Steps of the inspection method 

Software to measure

User or 
Engineered

device

Functional 
process 1

Functional 
process 2

Functional 
process n

...

Actors

S
torage hardw

are

Write (W)

Read (R)

« Back end »« Front end »

I/O 
hardware

Entry (E)

eXit (X)

Entry (E)

eXit (X)

Bo
un

da
ry
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measured software and initiates one or more functional processes. The sub processes 
of each functional process constitute sequences of events, and a functional process 
comprises at least two data movement types: an Entry plus at least either an Exit or a 
Write. An Entry moves a data group, which is a set of data attributes, from a user 
across the boundary into the functional process, while an Exit moves a data group from 
a functional process across the boundary to the user requiring it. A Write moves a data 
group lying inside the functional process to persistent storage, and a Read moves a data 
group from persistent storage to the functional process. See  Figure 3 for an illustration 
of the generic flow of data groups through software from a functional perspective. 

2   The Experiment 

2.1   Purpose and Objective of the Experiment 

The main objective of the experiment was to assess the efficiency and effectiveness of the 
COSMIC method as a method for finding defects in software functional requirements. 

The purpose was to perform an experiment involving industry experts, some of 
whom would be skilled in measuring functional size with the COSMIC method and 
others who would either be skilled in inspecting requirements or be knowledgeable on 
what is a well written software functional requirement. Special care was taken to get 
experienced practitioners in FSM and experienced inspectors and requirements writ-
ers in participating to this experiment. 

2.2   The Requirements Document 

The software requirements specification (SRS) document that was chosen for the ex-
periment was compliant with IEEE-Std-830 for its structure and content. This SRS 
was also compliant with UML 2.0  [6] for the use case diagram, the behavioural state 
machine, and use case details. 

1)   SRS overview 
The SRS was entitled “uObserve Software Specification”  [7] and had 16 pages of 
descriptive text in English and approximately 2900 words. 

Section 1 of the SRS describes the introduction, purpose and scope, project objec-
tives, background information, and references. Section 2 provides a high-level de-
scription of the system to develop, the list of features and functions (included and 
excluded), user characteristics, and assumptions, constraints, and dependencies. Sec-
tion 3 list all specific requirements, beginning with the user interface and its proto-
type, the hardware interfaces, followed by functional requirements (section 3.2), and 
quality requirements (section 3.3). 

2.3   The Participants 

1)   The inspectors 
Three inspectors participated in the experiment. They all cumulate years of industry 
practice as software practitioners where they had to write and verify software re-
quirements. The first inspector had 8 years of industry practice, she then worked 3 
years in a research facility, and she has been teaching software engineering for 4 years 
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during which she participated in industry research projects. The second inspector had 
over 6 years of industry practice, and has been teaching software engineering for 
more than 13 years. The third inspector has over 8 years of industry experience and 
was registered in Ph.D. program in software engineering. 

2)   The measurers 
Four measurers participated in the experiment. They were all COSMIC Certified En-
try Level practitioners  [8] and were experienced in functional size measurement. All 
of them were active members of the COSMIC Measurement Practice Committee. 

2.4   The Experiment Steps 

The experiment consisted in the following steps applied prior to and during the 
experiment. 

1) Prepare experiment 
a) Prepare material 

Prior to the workshop experiment, the chosen SRS was reviewed by a peer to re-
move most spelling and syntax defects that were injected by the translation of the 
original requirements document from French to English. Other minor issues were also 
identified and fixed. 

The inspection training material (e.g. templates and procedures) used in this ex-
periment comes from the industry practice of one of the researcher  [9]. 

The experiment material included the chosen SRS, a presentation of the inspection 
method, the detailed seven steps method, the inspection form for data collection, a 
defined set of rules, a defined set of inspector roles, definitions for defect and issue 
types  [10] (see Table 1 ), and definitions for defect categories (see  Table 2). 

Improvement suggestions and questions are considered as issues, not as defects. 
However, a question may later be transformed into a critical or minor defect, depend-
ing upon the nature of the question and its related answer. 

Table 1. Definitions for defect and issue types 

Type Definition 

Critical or major Defect that is likely to cause rework, or prevent understanding or 
desired functionality. 

Minor Information is wrong or incomplete but does not prevent under-
standing. 

Spelling/Syntax Spelling or syntax error. 

Improvement The product can stay as is but would be better if the improvement  
suggestion is implemented. 

Question Any question to the writer of the product. 
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Table 2. Definitions for defect categories 

Category Definition 

Functional Defect related to functional requirements or functional description of 
the system. 

Non functional Defect not related to functional requirements or to functional 
description of the system. 

Undetermined Defect that cannot be categorized into Functional or Non functional 
when first identified. 

 

Table 3. Required inspector roles and their definition 

Role Definition 

Logic Focus on logical aspects of the product under inspection, making sure 
that “everything holds together” (catchall role). 

User Focus on the user or customer point of view (checklist or view point 
role). 

Tester Focus on test considerations (testability, test requirements, order of 
testing and order of development for parallel testing, and so on). 

Standards Verify conformity to agreed standards (quality assurance role). 

 
 
Defect categories were defined for analysis purposes, since measurement should 

primarily be dealing with the functional description of the system to develop. 
b) Call for participation 

The Call for participation to the experiment was included within the Call for par-
ticipation to the MENSURA-IWSM-2007, knowing that there was a mix of industry 
and academic experts. All participants who volunteered for the experiment had previ-
ously participated in peer reviews. 

2) Provide training on the inspection method 
A two-hour training session was provided to all participants on the inspection 

method, the rules, the roles, and the behaviours to expect and to avoid from inspection 
participants (inspection leader, author, and inspectors). 

3) Perform inspection 
a) Plan the inspection 

For this experiment, the inspection leader was not given any inspector role: the in-
spection leader’s role was to make sure the process would be followed. 

The required roles were chosen from the list of roles (see  Table 3). Assigning sev-
eral inspector roles aims to maximizing defect identification since many perspectives 
are being applied. 
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The inspection scope was defined as sections 2 and 3 of the SRS, which size was 
measured at 2600 words. Thus, planned individual checking effort was set to 1 hour 
and 45 minutes (105 minutes) based on an inspection rate of 5 pages per hour (one 
page=300 words). The source documents were the SRS (section 1 – Introduction) 
itself and applicable standards (IEEE-Std-830 and UML 2.0). 

Two inspection modes were defined in the inspection method: “parallel” or “se-
rial”. In “parallel” mode, every inspector has his own copy of the artifact to inspect 
and they perform their individual checking at the same time. In “serial” mode, only 
one copy of the artifact to inspect is carried from the first inspector to the last on the 
inspectors list, allowing inspectors to learn from identified defects by previous inspec-
tors. Because of time constraints of the workshop experiment, the “parallel” inspec-
tion mode was applied. 

The inspection planning was done prior to the workshop session and required 15 
minutes of effort. 

b) Hold a kick-off meeting 
A brief overview of the SRS was provided to the inspectors. Instructions were 

given to inspectors to categorize every identified defect into F, N, or U, along with the 
defect type (see  TABLE I). 

The Logic role was assigned to inspector #1. The User role was assigned to inspec-
tor #2. The Tester and Standards roles were both assigned to inspector #3. All inspec-
tors agreed to play their assigned roles. 

From that moment, measurers were asked to leave the room to provide a quiet en-
vironment to inspectors. 

The inspection kick-off duration was 10 minutes with a total of five participants: 
three inspectors, one inspection leader, and the writer of the SRS. 

c) Perform individual checking 
Inspectors performed their individual checking, playing their assigned roles the 

best they could. Defects and issues were identified and noted on the copy of the SRS 
of each inspector, along with their respective types and categories. Inspectors 
stopped the checking activity when they were convinced they had completed the 
required verification. 

Next, each inspector compiled the number of defects per type and reported this 
data on the inspection form. They also measured their checking effort and compiled it 
on the inspection form. 

d) Perform functional size measurement 
The inspection training provided guidance on defect types and categories to meas-

urers, whom attended the session as well. When the writer of the SRS handed a 
printed copy of the SRS to each measurer, measurers were asked to apply the COS-
MIC measurement method and to identify any defect and issue, along with its respec-
tive type and category. 

While inspectors were checking, measurers began the FSM activity, identifying, 
categorizing, and providing a type for any defect and issue, which may have slowed 
down measurement.  

Each measurer identified functional processes, data groups, and related data move-
ments. Data movements were added to provide the functional size of every functional 
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process. Functional size of each functional process was added to provide the functional 
size of the system. Once measurers completed the FSM activity, the following data was 
reported on their inspection forms: effort to measure and identified defects, number of 
defects per type, and software functional size. 

e) Conduct a logging meeting 
When both inspectors and measurers had completed their activities, a logging 

meeting was conducted with the inspection leader, and the inspectors to describe 
every identified defect and issue. The objective of the logging meeting was for the 
writer of the SRS to understand all these defects and issues to be able, at the edit 
phase, to apply an appropriate correction and, if required, a type reclassification (e.g. 
from Question to Minor or Critical). 

The logging meeting duration was one hour (60 minutes), during which all inspec-
tors explained identified defects, focusing on Critical and Minor defect types. The 
Spelling/syntax type was voluntarily skipped since explanation did not seem relevant. 
Measurers described only some of their identified defects and the effort it required 
was negligeable. 

At the end of the logging meeting, all SRS hand-written copies were given to the 
author and experimenter. Later, these copies were scanned individually into a PDF 
file for verification purposes. 

4) Compile experiment data 
a) Defects and issues log 

Defects and issues were logged on a spreadsheet with the following parameters: 
• Location (page #, section #, paragraph #, and line #); 
• Description; 
• Type (C, M, S, I, or Q); 
• Category (F, N, or U); 
• Number of inspectors (if more than one identified the same defect 

or issue); 
• Inspectors initials; 
• Number of measurers (if more than one identified the same defect 

or issue); 
• Measurers initials; 
• Status (Open, Fixed, or Closed); and 
• Comment from the researcher. 

When appropriate, the researcher reclassified the defect type and category. When 
two participants identified the same defect with a different type, the defect type that 
had the most impact was logged (i.e. Critical over Minor). 

The spreadsheet allowed filtering data to ease analysis. 
b) FSM detailed data 

The following FSM detailed data was captured in a spreadsheet: 
• Functional process; 
• Data groups; 
• For each measurer: 

i. Data movements per data group; 
ii. Size per data group; 
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iii. Size per functional process; 
iv. System functional size. 

 
c) Effort data 

Effort spent per participant for the checking activity and the measuring activity was 
entered in a spreadsheet. The effort unit of measure was one minute. Effort spent for 
the other steps of the inspection method was entered separately. 

5) Review experiment data with participants 
Individual data were isolated and sent to each participant for review and approval. 

Inspectors reviewed their defects and issues log, and the number of defects and issues 
per type against the scanned copy of their hand-written commented SRS. Measurers 
reviewed the same data as inspectors plus their detailed FSM data. Data were hidden 
from one another to avoid any bias or influence. This step was made to ensure that 
data analysis would be performed with unbiassed data.  

At the time this paper was written, 5 participants out of 7 had sent review feedback 
with either minor changes or no comment. 

6) Analyze experiment data 
In industry, FSM is more likely to be performed by a single measurer. Therefore, 

experimenting with four measurers represents four different experiments.  
From the inspection point of view, the industry applies from three to five inspec-

tors for a single inspection of a requirements document. Therefore, data from all three 
inspectors was combined in a single set of experiment data. 

3   The Results 

3.1   Inspection Results 

a) Identified defects 
The log per participant contained a total of 227 defects and issues, as shown in  Table 4. 

Table 4. Number of defects and issues by type per participant, including duplicates 

  Defects Issues 
Type C M S Q I 

Total 

Insp #1 20 24 10 1 5 60 

Insp #2 10 28 2 0 6 46 

In
sp

ec
to

rs
 

Insp #3 7 5 0 0 2 14 

Meas #1 5 1 8 2 1 17 

Meas #2 4 2 5 0 0 11 

Meas #3 8 14 6 1 0 29 

M
ea

su
re

rs
 

Meas #4 15 11 20 2 2 50 

Total: 69 85 51 6 16 227 
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Table 5. Number of unique defects and issues by type, by category 

  Defects Issues 
Type C M S Q I 

Total 

F 37 55 17 5 4 118 Category 
N 21 20 19 1 12 73 

Total: 58 75 36 6 16 191 

Table 6. Number of unique defects and issues by inspectors 

  Defects Issues 
Type C M S Q I 

Total 

F 19 39 6 1 3 68 Category 
N 17 15 6 0 10 48 

Total: 36 54 12 1 13 116 

Several defects and issues were identified by more than one participant. A total of 
191 uniquely identified defects and issues were recorded, as shown in  TABLE V, by 
both inspectors and measurers. 

 Table 6 shows the 116 uniquely identified defects and issues found by inspectors. 
Measurers also identified 16 of these 116 defects and issues. 

 

b) Effort spent and effectiveness 
Inspectors spent an average of 57 minutes for the checking activity (minimum=55 

minutes, maximum=60 minutes). The planned effort per inspector was 105 minutes. 
Total effort spent by the three inspectors was 170 minutes. 

Effort for identifying defects requires not only the checking effort but also effort 
from previous steps and the logging meeting step  [11].  Table 7 provides a summary of 
effort spent by the inspection team to identify defects. 

The effectiveness of an inspection can be calculated as the total effort to identify 
defects divided by the number of critical defects. In this inspection, the effectiveness 
is 535 minutes / 36 unique critical defects = 15 minutes per critical defect. 

Table 7. Effort spent by inspection team 

Inspection step Duration # Participants Effort 

Plan the inspection 15 min 1 15 min 

Hold a kick-off meeting 10 min 5 50 min 

Perform individual checking -- 3 170 min 

Conduct a logging meeting 60 min 5 300 min 

Total:   535 min 
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3.2   Measurement Results 

a) Functional size 
Functional size measures in COSMIC Function Point (cfp) showed some variations 
among measurers (see  Table 8). Some of these variations in the sizes obtained might 
be due to defects in the SRS; the sources of these variations will be analyzed in a later 
phase of this research project. 

Table 8. Functional size per measurer in cfp 

 
Functional 

size Average 
Standard 
deviation 

Meas #1 62 

Meas #2 55 

Meas #3 61 

Meas #4 57 

59 3.3 

b) Identified defects 
Measurers have identified between 9 and 39 functional and non functional defects and 
issues that inspectors did not identify, as shown in  Table 9, including duplicates (i.e. 
defects found by more that one measurer). 

Table 9. Number of defects and issues found by measurers only 

  Defects Issues 

Type C M S Q I 

Total 

Meas #1 3 1 5 2 1 12 
Meas #2 3 2 4 0 0 9 

Meas #3 6 13 4 1 0 24 

M
ea

su
re

rs
 

Meas #4 10 8 17 2 2 39 

Nevertheless, it was expected that measurers would find a majority of functional 
defects since the FSM activity focuses on functional description of the software. 
 Table 10 presents the defects found by the measurers when considering only 
functional defects, including duplicates. 

Given these figures, what would have been the value-added of individual 
measurers over the inspection team? 

 Table 11 provides the number of critical and minor defects, as well as critical only 
defects, identified by measurers and their relative value-added over the functional 
defects found by the inspection team. 
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Table 10. Number of functional defects found by measurers only 

  Defects Issues 
Type C M S Q I 

Total 

Meas #1 3 1 4 1 1 10 

Meas #2 3 2 3 0 0 8 
Meas #3 6 13 3 1 0 23 

M
ea

su
re

rs
 

Meas #4 6 3 6 2 0 17 

Table 11. Value added of measurers over inspection team 

 
Critical & 

Minor Value-added 
Critical 

only 
Value-
added 

Inspection team 58 -- 19 -- 

Meas #1 4 7% 3 16% 

Meas #2 5 9% 3 16% 

Meas #3 19 33% 6 32% 

Meas #4 9 16% 6 32% 

All four measurers individually added value to the inspection team efficiency. The 
increase of defects identification was ranging from 7% to 33% when critical and 
minor defects are considered. The value-added was even higher when considering 
only critical defects, ranging from 16% to 32%. 

c) Effort spent 
Measurers have spent an average of 57 minutes for the measurement activity, 
including defect identification, as shown in  Table 12.  

Table 12. Effort spent by measurers in minutes 

 
FSM 
effort Average 

Standard 
deviation 

Meas #1 49 

Meas #2 45 

Meas #3 60 

Meas #4 75 

57 13.4 

On average, a measurer took the same amount of effort for performing FSM and 
identifying defects and issues than an inspector for performing the individual 
checking step.  

In this experiment, the effectiveness of the FSM activity for finding defects cannot 
be isolated since the effort was spent focusing on sizing the software application. 
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No time limit was imposed on measurers. However, during the measurement activity, 
measurers had move to an open space of the conference facility and complained that the 
noise level had slowed down their measurement pace. 

4   Discussion and Future Work 

FSM results typically provides the functional size of the software, allowing a 
development team or project manager to use this input for estimation and benchmarking 
purposes. Another important value-added data comes out from this measurement 
activity is the identification of defects not found by a team of inspectors.  

The experiment results demonstrated a value-added on inspection efficiency when 
having a measurer who raises issues while measuring the functional size. Adding 
measurement over inspection allowed identifying from 16% to 32% of new critical 
functional defects, in less effort than the planned individual checking effort. Of course, 
inspectors do not provide functional size data as it is not part of an inspection method. 

Inspectors spent 54% of the planned effort for their individual checking. If the 
planned checking effort would have been spent totally, inspectors might have found a 
larger number of defects and issues. 

Measurers participating in this experiment may have been over experienced and 
other less experienced measurers may lead to different results. This will require 
further experimentation to verify this. 

Further work includes other experiments with industry requirements documents 
that may or may not be compliant with IEEE-Std-830 and UML 2.0.  
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Abstract. Setting up effective and efficient mechanisms for controlling soft-
ware and system development projects is still challenging in industrial practice. 
On the one hand, necessary prerequisites such as established development proc-
esses, understanding of cause-effect relationships on relevant indicators, and 
sufficient sustainability of measurement programs are often missing. On the 
other hand, there are more fundamental methodological deficits related to the 
controlling process itself and to appropriate tool support. Additional activities 
that would guarantee the usefulness, completeness, and precision of the result-
ing controlling data are widely missing. This article presents a conceptual archi-
tecture for so-called Software Project Control Centers (SPCC) that addresses 
these challenges. The architecture includes mechanisms for getting sufficiently 
precise and complete data and supporting the information needs of different 
stakeholders. In addition, an implementation of this architecture, the so-called 
Specula Project Support Environment, is sketched, and results from evaluating 
this implementation in industrial settings are presented. 

Keywords: Software Project Control Center, Measurement, QIP, GQM. 

1   Introduction  

Many companies still have problems in setting up effective and efficient mechanisms 
for project control. According to a study by the Standish Group [1], even though the 
general expertise in project management and techniques has improved over the last 
years, around 50% of the projects are still over budget and schedule. Unfortunately, 
this figure has not changed since the first CHAOS report results were published in 
1994. In order to overcome deficits in controlling a software development project, 
companies have started to introduce so-called software cockpits, also known as Soft-
ware Project Control Centers (SPCC) [2] or Project Management Offices (PMO) [3], 
for systematic quality assurance and management support. Software cockpits centrally 
integrate all relevant information for monitoring and controlling purposes. For in-
stance, a project manager can use them to get an overview of the state of a project, 
control schedule, effort, and cost, and a quality assurance manager can use them to 
check the quality of the software produced. An important success factor is that control 
centers can be customized to the specific goals, organizational characteristics and 
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needs, as well as the concrete project environment. Implementing such control centers 
is a challenging task. It is not (only) a question of having a customizable generic tool, 
but primarily a question of finding suitable indicators for controlling the project and 
having concrete guidelines on how to introduce project controlling functionality and 
general measurement capabilities into an organization. That is, comprehensive meth-
odological support is needed for successfully setting up and using mechanisms for 
quantitative project control. There are several approaches for deriving indicators and 
metrics from high-level measurement goals. One of the most popular ones is the Goal 
Question Metric (GQM) paradigm [4], which supports explicit definition of meas-
urement goals and has a structured approach for deriving corresponding metrics via a 
set of questions that help to determine whether the measurement goal has been 
achieved. However, with respect to project control, a comprehensive methodology 
that supports the whole life cycle including planning and setting up project control 
mechanisms, using them continuously for controlling a development project, system-
atically analyzing the deficits of the used mechanisms, and packaging experiences in 
order to continuously improve project control, is usually missing.  

Specula is a state-of-the-art approach for project control. It interprets and visualizes 
collected measurement data in a goal-oriented way in order to effectively detect plan 
deviations. The control functionality provided by Specula depends on the underlying 
goals with respect to project control. If these goals are explicitly defined, the corre-
sponding functionality is composed out of packaged, freely configurable control com-
ponents. Specula was mainly developed in the context of the public German research 
project Soft-Pit (No. 01ISE07A) and makes use of the Quality Improvement Para-
digm (QIP) [5] for integrating project control activities into a continuous improve-
ment cycle. Furthermore, the GQM approach is used for explicitly specifying meas-
urement goals for project control. The basic methodology and an extensive usage 
example are described in [6]. The approach was evaluated as part of industrial case 
studies in the Soft-Pit project, where the prototypical implementation was used to 
provide project control functionality for real development projects. Results of the first 
two iterations can be found in [7] and [8]. A summary of success factors extracted so 
far from applying the approach and our experience in setting up and using quantitative 
project control are presented in [9]. 

The aim of this paper is to talk about how to concretely implement a control center 
addressing all relevant goals with respect to project control following the general 
Specula methodology. Section 2 gives an overview of typical problems that have to be 
addressed when implementing control centers and summarizes strengths and weak-
nesses of existing methods and technical approaches. Section 3 illustrates a conceptual 
architecture for control centers and the basic functionality that has to be provided. 
Moreover, the basics concepts of the Specula approach are summarized, including the 
conceptual model and the basic methodology for setting up and using the project con-
trol functionality. Section 4 presents the Specula Project Support Environment tool, 
which was implemented based on this architecture and was used as a kind of product 
line for flexibly composing the needed project control functionality for the different 
case studies conducted. Section 5 summarizes the results from evaluating the approach, 
including some lessons learned with respect to the concrete tool prototype used. Sec-
tion 6 concludes with a brief summary and outlook on future work. 
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2   Project Control in Research and Practice 

Setting up a set of suitable mechanisms for project control and applying them cor-
rectly during the lifetime of the project is a challenging task. Especially for small and 
medium-sized enterprises, it is difficult to establish mechanisms for quantitative pro-
ject control due to the limited resources for setting up appropriate processes and ana-
lyzing data. If expert knowledge for setting up a customized measurement program 
for project control is missing or its implementation seems to be too costly, project 
control is often done using out-of-the-box functionality as provided by standard pro-
ject control tools instead of defining and controlling specific measurement goals. 
Typical dashboards provide only a fixed set of indicators and visualizations with quite 
simple customization mechanisms; a higher-level quality model that helps to analyze 
and interpret the indicators in the context of a clearly defined measurement goal is 
usually missing. There exists a huge set of specific tools for controlling different 
aspects of cost, time, and quality, but no single point of project control that covers all 
relevant aspects for controlling the project is provided. In research, several ap-
proaches exist that provide partial solutions to the problem of effective and efficient 
control of development processes. Deficits can be seen especially with respect to 
supporting purpose- and role-oriented project control by flexibly combining control 
mechanisms. An overview of these approaches can be found in [2]. The indicators 
that are used for project control should be derived in a systematic way from the pro-
ject goals [10] (using, e.g., GQM). Some indicator examples can be found in [11]. 

In practice, approaches from the business intelligence area, such as Pentaho 
(www.pentaho.com/) or Jaspersoft (http://www.jaspersoft.com/) can be used to con-
struct software dashboards. They are able to connect to different data sources, extract 
the relevant information, and store this information in a database. They offer different 
analysis engines for providing dashboard visualizations and report generation. They 
provide an open interface for extending their capabilities towards integrating project 
control functionality. However, methodological support for systematically deriving 
the right control mechanisms for a project and organization based on context informa-
tion and organizational goals is usually missing. Pentaho and Jaspersoft could be 
customized to address different aspects of project control. Most commercial 
dashboards in the area of software project control focus on a certain aspect, like tech-
nical quality, schedule adherence, or performance indicators. A more holistic ap-
proach addressing all aspects relevant for project control is not in the focus of these 
kinds of dashboards. For instance, the CAST AD Governance Dashboard 
(http://www.castsoftware.com/) focuses on code quality and provides a customizable 
set of indicators for analyzing and assessing different quality aspects with respect to 
technical quality. However, it is not clear how to select appropriate indicators that fit 
the specific goals of a project or a certain organization. 

3   Conceptual Architecture of Control Centers 

Specula (Latin for watchtower) is an approach for constructing control centers in a 
goal-oriented way. It was developed focusing on extensibility (with respect to the 
control functionality provided), customizability (with respect to the context in which 
the control functionality is applied), and reusability (with respect to the functionality 
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offered). It composes the project control functionality out of packaged, freely config-
urable control components. Specula consists of the following components: 

• a conceptual model formally describing the interfaces of reusable control compo-
nents for data collection, data interpretation, and data visualization, 

• a methodology of how to select control components according to explicitly stated 
goals and customize the SPCC functionality, 

• a conceptual architecture for implementing software cockpits, and 
• a prototype implementation of the conceptual model, including a construction kit of 

predefined control components. 

The conceptual model as well as the basic methodology and a high-level concep-
tual architecture were presented in [6]. In this section, we will summarize some basics 
with respect to the model (Section 3.1) and the methodology (Section 3.2) needed to 
understand the basic structure of the architecture and the corresponding prototype 
implementation. After that, all elements of the conceptual architecture (Section 3.3) 
will be discussed. As the focus of this paper is on implementing control centers, the 
prototype implementation will be discussed in a separate section (Section 4). 

3.1   Conceptual Model 

The central component of the Specula conceptual model is a visualization catena (VC), 
which defines components for automatically and manually collecting measurement data, 
processing and interpreting these data, and finally visualizing the processed and inter-
preted data. The whole visualization catena has to be adapted in accordance with the 
context characteristics and organizational environment of the software development 
project currently being controlled. Fig. 1 gives an overview of all VC components and 
their corresponding types. Specula distinguishes between the following five components 
on the type level from which a concrete VC is instantiated: 

• Data types describe the structure of incoming data and data that is further proc-
essed by the VC. For instance, a time series (a sequence of time stamp and corre-
sponding value pairs) or a project plan (a hierarchical set of activities having a start 
and end date and an effort baseline) could be logical data types. 

• Data access object packages describe the different ways concrete data types may 
be accessed. A special package may be used, for instance, to automatically connect 
to an effort tracking system or bug tracking database. 

• Web forms describe a concrete way of managing measurement data manually, 
involving user interaction. A web form refers to certain data types that are needed 
as input. For instance, in order to enter effort data manually, one needs the concrete 
activities of the project for which the effort is tracked. 

• Functions represent a packaged control technique or method, which is used to 
process incoming data (like Earned Value Analysis, Milestone Trend Analysis, or 
Tolerance Range Checking). A function needs different data types as input and 
produces data of certain data types as output. 

• Views represent a certain way of presenting data, like drawing a two-dimensional 
diagram or just a table with a certain number of rows and columns. A view visual-
izes different data types and may refer to other views in order to create a hierarchy 
of views. 
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Fig. 1. Basic structure of the Specula repository. Each type has a formal specification (e.g., 
inputs, outputs, parameters) and a corresponding implementation. A type may be instantiated. 
Such instances also have a formal specification (e.g., the concrete data that is used as input or 
that is produced, or the concrete parameter setting that is used) and use the implementation of 
the corresponding type to perform their tasks (e.g., reading, aggregating, or visualizing data). 

A VC is instantiated from the types described above by using the following com-
ponents on the instances level: 

• Data entries instantiate data types and represent the concrete content of measurement 
data that are processed by a control center. External data must be read-in or imported 
from an external location, or manually entered into the system. Each external data 
object has to be specified explicitly by a data entry containing, for instance, the start 
and end times and the interval at which the data should be collected. In addition, the 
data access object package that should be used to access the external data has to be 
specified. 

• Web form instances provide web-based forms for manually managing measure-
ment data for data entries. 

• Function instances apply the instantiated function to a certain set of data entries. A 
function instance processes data and produces output data, which could be further 
processed by other function instances or visualized by view instances. 

• View instances apply the instantiated view to a certain set of data entries. A view 
instance may refer to other view instances in order to build up a hierarchy. 

A visualization catena consists of a set of data entries, each having exactly one ac-
tive data access object for accessing incoming data, a set of web form instances for 
managing the defined data entries, a set of function instances for processing data, and 
finally, a set of view instances for visualizing the processing results. 

Fig. 2 presents excerpts of the visualization catena for a practical course held at the 
University of Kaiserslautern. The catena contains all control components needed for 
ensuring that the actual effort of the project stays below the planned effort for all 
activities. The upper part of the figure shows the instances and the lower part the  
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Fig. 2. Example of a visualization catena. A visualization catena is composed of web form 
instances, data entries, function instances, and view instances. These elements are instances of 
corresponding types: web forms, data types, functions, and views. 

instantiated types, that is, the reused control components. The data collection area 
specifies three data entries: one representing the baseline effort per activity (instance 
of a control metric data type), one representing the hierarchy of project activities 
(instance of a general project structure data type), and one representing the actual 
effort data per project team member and project activity (instance of a general effort 
table and accessed via an SQL data connector). For collecting the project activities 
and the planned effort, a web form instance is defined, which imports the information 
from an MS Project file. The data processing area defines two function instances: one 
for aggregating effort data across the defined activities (in order to compute the actual 
effort per project activity) and one for comparing the actual effort with the planned 
effort per activity (making use of a tolerance range checking function). The data visu-
alization area defines one view instance that visualizes the actual effort, the planned 
effort, and the computed effort deviation along all project activities using a bar chart 
that is able to drill down into the effort data along the hierarchy of project activities. 

3.2   Methodology 

Specula makes use of the QIP for introducing an improvement-oriented software 
project control cycle. QIP is used to implement a project control feedback cycle and 
make use of experiences gathered for reusing and customizing control components. 
GQM is used to drive the selection process of finding the right control components 
according to explicitly defined measurement goals. The different phases that have to 
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be considered for setting up and applying project control mechanisms can be charac-
terized as follows (see [6] for a more extensive discussion and examples): 

• I. Characterize Control Environment: First, project stakeholders characterize the 
environment in which project control shall be applied in order to set up a corre-
sponding measurement program that is able to satisfy all needs. 

• II. Set Control Goals: Then, measurement goals for project control are defined and 
metrics are derived determining what kind of data to collect. In general, any goal 
derivation process can be used for defining control objectives. For practical rea-
sons, we focus on the GQM paradigm for defining concrete measurement goals.  

• III. Goal-oriented Composition: Next, all control mechanisms for the project are 
composed based on the defined goals; that is, control techniques and visualization 
mechanisms are selected from a corresponding repository and instantiated in the 
context of the project that has to be controlled. This process is driven by a meas-
urement plan that clearly defines which indicators contribute to specific control ob-
jectives, how to assess and aggregate indicator values, and how to visualize control 
objectives and intermediate results. 

• IV. Execute Project Control Mechanisms: Once all control mechanisms are speci-
fied, a set of role-oriented views is generated for controlling the project. When 
measurement data are collected, the control mechanisms interpret and visualize 
them accordingly, so that plan deviations and project risks are detected and a deci-
sion-maker can react accordingly. If a deviation is detected, its root cause must be 
determined and the control mechanisms have to be adapted accordingly. This, 
does, for example, require data analyses on different levels of abstraction in order 
to be able to trace causes of plan deviations. 

• V. Analyze Results: After project completion, the resulting visualization catena has 
to be analyzed with respect to plan deviations and project risks detected in time, 
too late, or not detected at all. The causes for plan deviations and risks that were 
detected too late or that were not detected at all have to be determined. 

• VI. Package Results: The analysis results of the control mechanisms that were 
applied may be used as a basis for defining and improving control mechanisms for 
future projects (e.g., selecting the right control techniques and data visualizations, 
choosing the right parameters for controlling the project). 

3.3   Conceptual Architecture 

[9] presents a more abstract representation of the conceptual SPCC architecture. The 
view presented here is more sophisticated and addresses visualization catena handling 
in much more detail ([2] presents an earlier version of this view). The SPCC architec-
ture is organized along three different layers. The information layer gathers all infor-
mation and data that are essential for the functionality, for instance measurement data 
from the current project, experiences from previous projects, and internal information, 
such as all available Specula instances and types. The functional layer performs all 
data processing activities; that is, it executes chosen function instances and composes 
view instances. Finally, the application layer is responsible for all user interactions;  
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that is, it provides the resulting information of the functional layer to an SPCC user 
and receives all incoming user requests. Each layer consists of several conceptual 
elements that provide the essential project control functionality. An overview of the 
architecture is presented in Fig. 3. In the following, an overview of the essential con-
ceptual elements covered by the conceptual architecture is given. 

• Repository Management Unit: The repository management unit provides access to 
a repository containing reusable parts of the underlying conceptual model: VC 
types (data types, DAO packages, functions, views, and web forms) and VC in-
stances (data entries, function instances, view instances, and web form instances). 

• EB Management Unit: The experience base management unit provides access to an 
experience base (EB). One EB section provides project-specific information, such 
as the measurement data of the current project, the project goals and characteris-
tics, and the project plan. The other EB section provides organization-wide infor-
mation, such as quality models (e.g., as a basis for data prediction) and qualitative 
experience (e.g., to guide a project manager by providing countermeasures). The 
EB management unit organizes access to an experience base by providing mecha-
nisms for accessing distributed data sources (in case of distributed development of 
software artifacts), for validating incoming data, and for integrating new experi-
ences into the (organization-wide) EB. The EB management unit accesses (exter-
nal) data sources and creates logical data containers (data entries) that may be used 
by the data processing and packaging units. 

• Customization Unit: The customization unit is in charge of creating the visualiza-
tion catena that is responsible for controlling a software development project. That 
is, it needs to instantiate the corresponding types from the SPCC repository. The 
types have to be selected based on the goals and characteristics of the project. 
Specula uses a GQM plan for specifying measurement goals, questions, and met-
rics. Based on the information provided there, suitable types are selected from the 
repository and instantiated. If the SPCC repository does not provide appropriate 
components, new types have to be defined and stored in the repository that may be 
reused by future projects. The VC instances have to be customized according to the 
project specifics. This includes setting the required input and all parameters needed 
for using the specific type. 

• Data Processing Unit: The data processing unit receives the visualization catena 
from the customization unit. It analyzes all function instances, that is, it determines 
input and output information, the function’s implementation, and the relationships 
to other function instances. If a function instance is based on other function in-
stances, an appropriate execution sequence is computed. During execution of the 
chosen function instances, the data processing unit receives data entries from the 
EB management unit, respectively already processed data from a previously exe-
cuted function instance. The results of a function instance have to be updated if an 
underlying data unit or function instance result has changed. The results of all exe-
cuted functions are delivered to the presentation unit for data visualization. 

• Presentation Unit: The presentation unit receives the visualization catena from the 
customization unit. It analyzes all view instances, that is, it determines the relation-
ships between the view instances and the function instance outputs and data entries 
that have to be used to create the corresponding visualization. If a view instance is 
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based on other view instances, an appropriate creation sequence is computed. A 
view instance has to be updated if the underlying data has changed. The results of 
all views are delivered to the user communication unit. 

• Packaging Unit: The packaging unit is responsible for all information that is fed 
back into the system by the user. This includes all external data provided via web 
form instances. It summarizes all experiences gained from the usage of an SPCC, 
adapts them according to the needs of future projects (i.e., generalizes the informa-
tion units), and delivers them to the EB management unit for integration into the 
respective section of an experience base. 

• User Communication Unit: The user communication unit determines the access 
granted to a specific user. That is, it permits a certain user to access the results of a 
certain set of function instances or a certain set of view instances. Furthermore, it 
provides a graphical user interface (GUI) for administering the SPCC (e.g., user 
management) and for the goal-oriented selection of VC components (via the cus-
tomization unit). This includes selecting appropriate data types, functions, views, 
and web forms, and adapting the resulting visualization catena. Last, it provides 
access to the generated visualizations (delivered by the presentation unit) and man-
ages interaction with them (e.g., drilling down or filtering data). 
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Fig. 3. General conceptual architecture of the Specula project control center. The different 
conceptual elements represent logical tasks that need to be performed by a control center in 
order to access information, interpret and analyze it, and communicate with an SPCC user. 
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Fig. 4. Technical high-level architecture of the Specula PSE tool. The tool provides capabilities 
for collecting data, processing them according to the specified visualization catena, and finally 
visualizing and exploring them. 

4   The Specula Project Support Environment Tool 

Large parts of the conceptual architecture presented above are implemented by the 
Specula Project Support Environment (PSE) tool, which completely automates the 
conceptual units except for parts of the customization and packaging units. The Spec-
ula PSE tool can be used as a framework for systematically composing project control 
mechanisms based on reusable control components; it provides a core functionality 
for project control and clearly defines interfaces for specifying additional modules 
that can be freely enhanced with respect to specific needs. Customization includes 
specification of types, instances, and administration information (users and groups), 
implementation of data access object packages for accessing different repositories, 
implementation of data types for defining logical data containers, implementation of 
functions for processing measurement data, implementation of views for displaying 
data, and implementation of web forms for managing (importing, exporting, adding, 
removing) data. Specula PSE is a web-based software implemented as a Java-Servlet 
and runs on top of a Tomcat web server. The tool has a classical three-layered design 
(as presented in Fig. 4) in correspondence to the layers of the conceptual architecture: 

• The data collection layer deals with accessing different data sources. Project data 
and measurement data need to be collected automatically by accessing different ex-
isting databases, or semi-automatically by using web forms for importing data from 
files or for entering data manually. For instance, a data type and corresponding 
data access object may be specified for accessing defect data stored in a BugZilla 
database (http://www.bugzilla.org/), or a web form may be specified for importing 
project plan information stored in an MS Project file. 

• The data processing layer uses the data collection layer for accessing data from 
different sources in a unique way, processing them according to the VC defined, 
and finally providing services upon the processing results. Different services are 
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offered for user management, checking the consistency of a VC specification, ac-
cessing data repositories and VC specifications, etc. In order to adapt the Specula 
PSE functionality to project goals and characteristics, a corresponding customiza-
tion unit manages all control components; that is, it supports the definition of new 
control components, the reuse of existing components, and the parameterization of 
control components according to the project context. 

• The data exploration layer uses the services of the data processing layer for pro-
viding a graphical user interface, including displaying charts and tables, managing 
data, administering control components, and importing/exporting data. 

The process of deriving a VC from a GQM plan (including project goals and char-
acteristics) is currently not automated by the tool and must be performed manually. In 
the future, this process could partly be automated depending on the degree of formality 
of the corresponding GQM models, interpretation models, and further contextual in-
formation. However, currently, performing this process requires a deeper understand-
ing of the measurement program and the control components of the Specula repository 
that may potentially be reused for implementing the measurement program. The Spec-
ula prototype tool automates the specification and packaging of all control components 
of the conceptual model and is able to automatically execute the derived visualization 
catena. SPCC users may use the tool for collecting measurement data and for utilizing 
the generated visualizations for project control. Support for setting up and accessing an 
organizational experience base is currently also limited and restricted to managing 
control components. The control components contained in the Specula repository de-
pend on the organization (and the very project that should be controlled). Some com-
ponents may be more general and applicable for several companies and projects, 
whereas others may be very specific and implement organization-specific control 
strategies. This is also related to the different kinds of components in the repository. 
For instance, one control component may implement a (fairly) complex control tech-
nique (like Earned Value Analysis) and another component may just provide some 
simple data processing functionality for supporting other functions (like scaling a time 
series or converting between different data types). Specula PSE comes with a set of 
standard data collection forms, control techniques, and views that were used as part of 
case studies and may serve as a basis for adding further elements to the framework. 

Fig. 5 shows the internal structure of the tool. Let us assume that the VC as shown 
in Fig. 2 was specified and executed by the tool. Let us also assume that the project 
plan was updated and a user wants to import an MS Project file by using a web form 
instance of the VC. Web form instances are implemented as Java Server Pages (JSP). 
Based on the VC specification, the tool automatically creates a web page for upload-
ing the file. During uploading, the content of the file is analyzed and then transformed 
into so-called transport objects (implemented as Java classes). The three layers of the 
system are connected via these transport objects. They actually contain the data that is 
collected, processed, and visualized. The content of the transport objects is stored in 
the system using the repository service. According to the VC, the file contains (a) a 
list of project activities and (b) the baseline effort for all activities. The VC manager 
recognizes that data belonging to two data entries of the VC was updated and auto-
matically initiates an update of the corresponding function instances (and other con-
trol components affected). In our case, the implementation of the function instance,  
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Fig. 5. Internal structures and data flow of the Specula PSE tool. The data collection layer 
accesses different data repositories and sends the information via so-called transport objects to 
the data processing layer and the VC manager, which in turn processes the data according to the 
VC specification and passes it on to the data exploration layer for visualization. Transport 
objects may also flow back to the back end layer if data is imported from other sources. 

comparing the actual effort against the baseline effort, is invoked and the effort analy-
sis is performed according to its specification. That is, a corresponding Java class is 
instantiated, provided with the necessary data for performing the effort analysis, and 
invoked accordingly. 

View instances can be implemented in three different ways. The most common 
way is to provide a JSP page containing some graphical illustrations (using, e.g., 
JFreeChart, http://www.jfree.org/) and tables. Based on the VC specification, the tool 
automatically creates a web page for displaying the graphical representation of the 
view. If the project manager wants to see the effort controlling view of the example 
VC, the corresponding JSP page is provided with the necessary data for creating a bar 
chart containing the planned and actual effort per project activity. Buttons for navigat-
ing through the hierarchy of project activities and filtering data are also provided. The 
required data is automatically retrieved from a project database, stored in a transport 
object, and delivered to the exploration layer using the repository service. 
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5   Evaluation Results 

The approach was evaluated as part of industrial case studies in the Soft-Pit project in 
which the prototypical implementation was used. Results of the first two iterations 
can be found in [7] and [8]. In this section, we will highlight some of the evaluation 
results over the three project iterations. In general, people perceived the usefulness 
and ease of use of the Specula control center as positive (which was evaluated using 
the Technology Acceptance Model [12]). The results for ease of use were not as 
promising as the results for usefulness. This is not a surprising result given the fact 
that a prototype was used during the case studies. All users received a basic training 
in using the control center, but depending on their familiarity with such tools, the 
results varied. The general usefulness and ease of use also varied across the different 
case study providers depending on the state of the practice before introducing the 
Soft-Pit control center solution. We continuously improved the method for setting up 
the control center and provided concrete guidelines for the case study providers on 
how to perform concrete tasks. As a consequence, the usefulness increased continu-
ously over the three iterations. For evaluating the efficiency of the control center, we 
analyzed the detected plan deviations and project risks. Overall, 18 deviations and 
risks were detected by the control center in the second and 21 in the third iteration. 
The approach was able to detect between 40% and 80% of the listed plan deviations 
and project risks earlier than the traditional approaches to project control used by the 
case study providers before introducing the Soft-Pit solution. More than 20% of plan 
deviations and project risks were found that would not have been detected at all with-
out using the control center. The contexts in which the control center was applied 
differed quite a lot depending on the case study provider. It included small and me-
dium-size companies as well as a large organization. The ratio of control center costs 
to the overall development costs varied between 11% and 14% for a team size of 7 
team members and between 9% and 10% for a team size of 17 team members. This 
relatively high ratio might have been related to the fact that some tasks had to be 
performed manually, and that the evaluation period was too short, so that activities 
that usually have to be performed just once had a bigger impact on the overall figures. 

6   Conclusions 

This article presented a conceptual architecture for control centers and the Specula 
PSE controlling tool implementing this architecture. The approach implements a dy-
namic approach for project control; that is, measures and indicators are not predeter-
mined and fixed for all projects. They are dynamically derived from measurement 
goals at the beginning of a development project. A context-specific construction kit is 
provided, so that elements with a matching interface may be combined. The qualita-
tive benefits of the approach include: allowing for more transparent decision-making, 
reducing the overhead for data collection, increasing data quality, and, finally, achiev-
ing projects that are easier to plan and to control. Future work will concentrate on 
setting up a holistic control center that integrates more aspects of engineering-style  
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software development. The starting point for setting up such a control center are usu-
ally high-level business goals, from which measurement programs and controlling 
instruments can be derived systematically. Thus, it would be possible to transparently 
monitor, assess, and optimize the effects of business strategies. 
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Abstract. Open Source Software (OSS) has an increasing importance for the 
software industry. Similar to traditional (closed) software acquisition, OSS 
acquisition requires an assessment of whether quality is sufficient for the 
intended purpose. This includes assessing a software component’s intrinsic 
quality, as well as its supplier’s maturity (i.e., ability to deliver high quality) 
and sustainability (i.e., whether the supplier will continue to exist). For 
traditional software acquisition, established procedures are available for 
evaluating these aspects. These procedures need to be adapted for OSS projects, 
because they have no traditional supplier, but an underlying OSS community. 
The openness of OSS development presents both challenges and opportunities 
for project evaluation. In particular, a variety of data sources are available that 
potentially allow for in-depth analysis, but it is not clear how to use them 
effectively.  

In this paper, we present an approach toward a comprehensive measurement 
framework for OSS projects, developed in the EU project QualOSS. This 
approach takes into account product quality as well as process maturity and 
sustainability of the underlying OSS community.  

Keywords: Open Source quality, process assessment, process maturity. 

1   Introduction 

Once considered the product of a fringe movement, the strong, and ever increasing, 
influence of Open Source Software (OSS) on industry can hardly be denied anymore. 
The potentially large benefits offered by OSS, such as valuable functionality at 
relatively low cost and independence from a particular supplier, are now routinely 
taken into account by decision makers in charge of industrial software acquisition. 
Consequently, it is not surprising that, in recent years, OSS has made inroads into 
many industry branches. This trend is not likely to change in the near future. 

Contrary to common belief, however, OSS adoption does not come for free. The 
implementation of OSS systems in an organization, as well as their use as components 
in larger systems, is accompanied by all manner of risks and uncertainties. Questions 
ranging from the appropriateness for the task at hand to the licensing issues involved 
must be properly addressed before a particular piece of software is selected. 
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Answering such questions is not only a difficult task in itself, but the consequences of 
a wrong answer may be serious. 

The fact that OSS is not free of cost or risk is often used as a general argument 
against it. Yet, it should be taken into account that traditional, commercial-off-the-
shelf (COTS) software is similar in many ways. Software acquisition, both for OSS or 
COTS components, is concerned with questions such as the following: 

• Does the component provide the required functionality? 
• Is it “good enough” for the purposes at hand? 
• Will we be able to find support for it in five years from now? 
• Are the licensing conditions compatible with our intended business model? 

In other words, the functionality and quality of a component as well as the 
sustainability of its supplier(s), and the legal conditions under which it is offered are 
crucial aspects in both cases. 

In order to answer questions such as those listed above, a number of aspects of the 
product and its supplier need to be evaluated. Some of these aspects are related only 
to the product itself, and can be measured directly on it for OSS and COTS software 
alike. In this respect, OSS often offers an advantage, because the source code is 
always available and can be readily analyzed, whereas COTS software is seldom as 
transparent. In fact, in recent years, OSS has often been the target of quantitative code 
quality analysis for both research and industrial purposes. 

There are a number of relevant aspects, however, that require information beyond 
what product measurement can provide. For instance, development processes and 
organizational structures of the supplier organization must often be taken into account 
when evaluating software. In this respect, OSS is different from COTS because it is 
not provided by a supplier organization in the classical sense, but by a world-wide 
community of (often voluntary) developers. It may seem that such a community can 
hardly be evaluated with respect to its capability to deliver high software quality. 
Indeed, a common perception is that OSS communities normally work in an 
unstructured and chaotic way that cannot consistently lead to high-quality results. 
However, quite a few OSS projects (the Linux kernel and the Apache web server are 
only two among many available examples) have been consistently delivering 
appropriate quality over a number of years, a fact that indicates that the previous 
perception is generally not true. 

This raises the question of how we can find out to what degree an OSS community 
has the potential to deliver good product quality over time. Fortunately, due to their 
open nature, OSS projects provide us with plenty of potential information sources, 
such as code, mailing lists, bug tracking systems, and versioning systems, among 
others. We believe that, by systematically analyzing these information repositories, it 
is possible to investigate many of those quality aspects that are not restricted to the 
product itself. 

In the EU project QualOSS (“Quality of Open Source Software”), we aim at 
developing a comprehensive model for assessing robustness and evolvability of OSS 
projects. In terms of the above-mentioned acquisition questions, this addresses OSS 
quality (“is it good enough”) and sustainability (“will be able to find support in 
future?”). In this paper, we present the initial prototype version of the QualOSS 
model. 
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The remainder of this paper is structured as follows: Section 2 presents some 
related work on process and Open Source assessment. In Section 3, we describe a 
comprehensive measurement framework for OSS projects that takes into account 
product quality as well as process maturity and sustainability of the underlying OSS 
community. Section 4 summarizes the results of an initial evaluation of the QualOSS 
model. Finally, Section 5 summarizes the paper and suggests some possibilities for 
future work. 

2   Related Work 

2.1   Process Assessments 

Since the introduction of the CMM in the early 1980s, maturity-oriented process 
assessment models have become a central tool to determine the extent to which an 
organization can deliver software on time and with an acceptable quality level. Some 
prominent examples of such process assessment models are CMMI-DEV (Capability 
Maturity Model® Integration for Development [1]) and SPICE (Software Process 
Improvement and Capability dEtermination [2]). 

The growing popularity of OSS represents a new challenge with respect to 
software quality assessment, since, at first sight, maturity-oriented models are not 
applicable to OSS. On the one hand, they seem to expect an organizational structure 
that is not present in most OSS communities. On the other hand, it is a widespread 
belief that OSS communities operate in an essentially chaotic way, and that, for this 
reason, no systematic development processes can be taking place during OSS 
development. Consequently, most casual observers would regard traditional maturity 
models as completely inappropriate for OSS software. 

We disagree with the previous idea. The main assumption underlying process 
assessment approaches is that more mature processes consistently lead to higher 
quality products, whereas for an organization with immature processes the capacity to 
deliver high-quality products is unreliable and cannot be predicted. There is no reason 
to believe that this assumption is not valid for OSS. Concretely, we expect that a 
higher level of process maturity will lead to better products and more sustainable 
communities. 

2.2   OSS Quality Assessment 

In recent years, Open Source software has often been the target of quantitative of code 
quality analysis, mostly due to the fact that large code repositories are available. In 
consequence, many publications exist on (semi-) automatic analysis of code, mailing 
lists, bug tracking, and versioning systems.  

As a reaction to the insight that not only code aspects need to be considered, 
assessment models for OSS projects have emerged to support potential OSS users. 
The most prominent examples are QSOS [7] (Qualification and Selection of Open 
Source software), OpenBRR [8] (Open Business Readiness Rating), and two different 
models called “Open Source Maturity Model” [9, 10] (OSMM). OpenBRR was built 
based on these two OSMM models; therefore, we will not consider them further in 
this paper. Both models, QSOS and OpenBRR, define a hierarchy of characteristics 
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and define procedures to rate the leaf characteristics. The aggregated rating is 
computed through weighted mean of all leaf scores. 

QSOS 
QSOS [7] splits its evaluation template into two kinds of sections: A generic section 
(including criteria that apply to all software products) and a specific section, which 
includes a list of the expected functionality and therefore varies according to software 
product family, such as groupware, CMS, database, etc. In this paper, we concentrate 
on the generic section, as our focus is not on evaluating functionality but on generic 
quality properties. 

Fig. 1 shows an excerpt of the tree-level hierarchy of evaluation criteria in QSOS's 
generic section. Table 1 highlights the scoring procedure for two criteria. 
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History / known problems
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Books
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Fig. 1. Excerpt of QSOS hierarchy version 1.6. This figure shows one of the four QSOS main 
characteristics; the others are: “Industrialized solution”, “technical adaptability”, “strategy”, 
and “providing services”. 

Table 1. Examples of the QSOS scoring procedure. Each of the leaf characteristic is rated on an 
ordinal scale from 1 to 3. 

Criteria Score=1 Score=2 Score=3 
Age Less than 3 month old  Between 3 months old 

and 3 years old 
More than 3 year old 

Training No offer of training 
identified 

Offer exists but is 
restricted geographically 
and to one language or 
is provided by a single 
contractor 

Rich offer provided by 
several contractors, in 
several languages and 
split into modules of 
gradual levels 
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OpenBRR 
The elements of the OpenBRR hierarchy are defined on metric level; for example, 
under the Quality category, we find “number of minor releases in the past 12 
months”. However, the metrics used by OpenBRR can be abstracted into quality 
characteristics (see Fig. 2).  

Fig. 2 shows an excerpt of the tree hierarchy of evaluation criteria in OpenBRR. 
Table 2 highlights the scoring procedure for two criteria. 

Scalability
Reference deployment

Designed for scalability

Is there any 3rd party Plug-ins

Public API / External ServiceArchitecture
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Support

Performance
Performance Testing and Benchmark Reports available

Performance Tuning & Configuration

 

Fig. 2. OpenBRR Model Hierarchy for five of eight OpenBRR main characteristics. Others are 
“adoption”, “community”, and “professionalism”. 

Table 2. Examples of the OpenBRR scoring procedure. Each leaf characteristic is mapped onto 
an ordinal scale from 1 to 5; not all values are defined for all leaf criteria. 

Criteria Score=1 2 3 4 Score=5 
Time for 
vanilla 

installation 

>4 hours 1-4 
hours 

30 min –  
1 hour 

10-30 min <10 min 

User 
contribution 
framework 

Users cannot 
contribute 

 Users are 
allowed to 
contribute 

 Users are allowed to 
contribute and 
contribution are edited 
/ filtered by experts 

Discussion 
The QSOS and OpenBRR models take the OSS product into account (i.e., code, 
documentation), as well as the community. However, they only have a rudimentary 
process perspective, if at all. For example, QSOS considers two process criteria: QA 
processes (with levels none, informal, supported by tools), and bug/feature request 
tools (none, standard tools, active use of tools). In other words, existing OSS 
assessment models do not consider process maturity. 

In addition, both models define their characteristics and metrics without specifying 
the purpose or goal of the underlying measurement, and they do not separate between 



 Towards a Comprehensive Approach for Assessing Open Source Projects 321 

community and product aspects. In consequence, it is hard to argue why the models 
use the characteristics and metrics they use, and to what degree they are complete. 

Deprez and Alexandre [11] compared QSOS and OpenBRR and came to the 
conclusion that both models – in addition to the above-mentioned issues – do not 
require evaluators to capture the location of the raw data used to obtain the evaluation 
scores; consequently, the repeatability of an assessment is unclear. Table 3 shows an 
overview of their findings. 

Table 3. Comparison of QSOS and OpenBRR (adapted from [11]) 

 Strengths Weaknesses 

Q
SO

S 

• Open repository of evaluation scores for 
various FlOSS projects (this pushes 
evaluators to collaborate on evaluation 
and to facilitate cross validation) 

• Extensive list of criteria 
• Interesting innovating nomenclature for 

the tree hierarchy 
• QSOS methodology is versioned and 

evaluation mention the QSOS version 
used 

• Ambiguous scoring rules for more than 
half of the criteria 

• Scoring procedure with 3-level scale 
may make decision making harder 

• Universality of scoring rules is not 
possible for many criteria 

• No clear reasoning for characteristics 
and metrics 

O
pe

nB
R

R
 

• Allows for tailoring hence better fit one’s 
evaluation context 

• Clearer scoring procedure with fewer 
ambiguities 

• 5-level scoring scale for about half of the 
criteria 

• Ask evaluator to perform a quick 
assessment step to reduce the evaluation 
effort 

• No open repository of evaluation (due to 
possible tailoring) 

• Does not exploit the 5-level scales for 
more than half of the criteria 

• Terminology is broad and imprecise for 
the top nodes in the hierarchy 

• OpenBRR does not seem to be versioned. 
However, this may be left to the 
evaluator 

• No clear reasoning for characteristics 
and metrics 

3   The QualOSS Model Framework 

The QualOSS model was originally designed to support the quality evaluation of OSS 
projects, with a focus on evolvability and robustness. One central, underlying 
assumption while defining the model has been that the quality of a software product is 
not only related to the product itself (code, documentation, etc.), but to the way the 
product is developed and distributed. For this reason, and since the development of 
OSS products is the responsibility of an open community, the QualOSS model takes 
both product- and community-related issues into account on an equal basis, and as 
comprehensively as possible.  

The QualOSS model is composed of three types of interrelated elements: quality 
characteristics, metrics, and indicators. Quality characteristics correspond to the 
concrete attributes of a product or community that we consider relevant for evaluation 
(see below for an explanation of how these characteristics were chosen.) Metrics 
correspond to concrete aspects we can measure on a product or on its associated 
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community assets, that we expect to be correlated with our targeted quality 
characteristics. Finally, indicators define how to aggregate and evaluate the 
measurement values resulting from applying metrics to a product or community in 
order to obtain a consolidated value that can be readily used by decision makers when 
performing an evaluation. 

The quality characteristics in the model are organized in a hierarchy of two levels 
that we call characteristics and subcharacteristics for simplicity. The subcharacteristics 
are considered to contribute in some way or another to the main characteristic they 
belong to. In order to define our hierarchy of quality characteristics, we relied mainly 
on three sources: (1) Related work on OSS quality models as outlined above, (2) 
general standards for software quality, such as ISO 9126 [15], and (3) expert opinion; 
that is, we conducted interviews among industry stakeholders to initially derive 
relevant criteria for the QualOSS model. 

Given our emphasis on covering not only OSS products but the communities 
behind them, we have grouped the quality characteristics into two groups: those that 
relate to the product, and those that relate to the community. The rest of this section 
provides more details about the composition of these groups. 

3.1   Product 

Being open and community-based, OSS development differs, often strongly, from its 
commercial counterpart. Still, the products resulting from this mode of development 
are not, per se, essentially different from similar commercial products. For this 
reason, our approach is to use a rather standard set of criteria to evaluate OSS 
products (e.g., from ISO 9126 [15]). Also for this reason, we will not go into much 
detail about product evaluation in the present article. Interested readers are referred to 
the relevant QualOSS project deliverable [14]. Table 4 summarizes the QualOSS 
product quality characteristics. 

As mentioned in the introduction, one advantage we have when dealing with OSS 
is the availability of source code, which makes it possible to apply many standard 
code measurement techniques to OSS products. This contrasts with the commercial 
case, where code is generally not available for evaluation. 

3.2   Community 

Contrary to what happens in the product domain, development communities are the 
main differencing aspect between commercial and OSS products. Not only that 
development happens in a loose community of (often volunteer) peer developers with 
almost no hierarchy, also many important assets of the community are open for 
inspection. This way, mailing lists, discussion forums, version management 
repositories, bug tracking systems, and a number of other resources are available on 
the Internet for interested parties to study and contribute to. 

Our approach to OSS community evaluation is based on looking at such open 
community assets in order to assess relevant community quality characteristics. Our 
base assumption regarding community quality is twofold. On the one hand, certain 
characteristics of the community strongly influence product quality, especially when 
observed over an extended period of time. On the other hand, the ability of an OSS  
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Table 4. Summary of QualOSS product quality characteristics 

Characteristic Definition 

Maintainability The degree to which the software product can be modified. Modifications 
may include corrections, improvements or adaptation of the software to 
changes in environment, and in requirements and functional 
specifications. 

Reliability The degree to which the software product can maintain a specified level 
of performance when used under specified conditions. 

Transferability 
(Portability) 

The degree to which the software product can be transferred from one 
environment to another. 

Operability The degree to which the software product can be understood, learned, 
used and is attractive to the user, when used under specified conditions. 

Performance  The degree to which the software product provides appropriate 
performance, relative to the amount of resources used, under stated 
conditions. 

Functional 
Suitability 

The degree to which the software product provides functions that meet 
stated and implied needs when the software is used under specified 
conditions. 

Security The ability of system items to protect themselves from accidental or 
malicious access, use, modification, destruction, or disclosure. 

Compatibility The ability of two or more systems or components to exchange 
information and/or to perform their required functions while sharing the 
same hardware or software environment. 

Table 5. Summary of QualOSS community quality characteristics  

Characteristic Definition 

Maintenance 
capacity 

The ability of a community to provide the resources necessary for 
maintaining its product(s) (e.g., implement changes, remove bugs, 
provide support) over a certain period of time  

Sustainability The likelihood that an OSS community remains able to maintain the 
product or products it develops over an extended period of time. 

Process 
Maturity 

The ability of a developer community to consistently achieve 
development related goals (e.g., quality goals) by following established 
processes. Additionally, the level to which the processes followed by a 
development community are able to guarantee that certain desired 
product characteristics will be present in the product. 

 
community to remain active over time is obviously very important for product 
survival, and thus very relevant when considering sustainability. Table 5 summarizes 
the main QualOSS quality characteristics for community assessment. 
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In the following sections, we discuss these characteristics in more detail, and 
provide information on how we evaluate them. 

Maintenance Capacity 
Two aspects are particularly relevant to maintenance capacity; namely, the number of 
contributors, and the amount of time they are able and willing to contribute to the 
development effort. The combination of these two aspects basically determines the 
amount of effort available to maintain the product at a given point in time. If this 
amount of effort is too small in relation to the actual product size, there is a high risk 
that important aspects of product maintenance will be neglected. Additionally, a 
community requires members with the ability and willingness to perform all required 
maintenance tasks (e.g., programming, testing, documenting, bug triaging, managing 
releases, etc.) 

Due to the difficulty of contacting members directly in a reliable way, measuring 
the size and time availability of an OSS community is difficult to do directly. 
However, valuable information can be derived by looking at certain community 
assets. For instance, an analysis of a project's version repository provides data such as 
the number of past and present contributors, and the size and frequency of their 
contributions. When this data is combined with data coming from the analysis of 
mailing list, forum, instant messaging (e.g., IRC), or bug tracking system archives, a 
general profile of the contributor community and its level of activity can be produced. 
Maintenance capacity can be assessed by comparing this profile with the actual 
product size. 

Sustainability 
In addition to the factors mentioned for maintenance capacity, sustainability is 
affected by additional factors, such as composition of the community, and its 
regeneration ability. Regarding composition, for example, if a community is mainly 
composed of employees of a particular company, there is a high risk of the project 
disappearing if the company has financial problems or moves its business focus to 
other projects. On the other hand, a community that is composed only of volunteers 
may be less likely to disappear suddenly, but may also have less resources available to 
keep the project running over time. Consequently, heterogeneity in an OSS 
community is expected to enhance sustainability. 

With respect to regeneration ability—that is, the capacity of a community to 
recover from member retirement or temporal inactivity by engaging new members—
aspects such as the attitude and values of a community and whether its project is 
considered interesting and technically challenging by potential contributors, play a 
central role. 

Once again, community assets contain a good deal of data that can be useful to 
evaluate the previous aspects. For example, by looking at the contributors' email or 
web addresses, it is possible to guess their affiliations. Even if such an approach is not 
likely to ever become completely reliable, it can provide a good measure of a 
community's heterogeneity. With regard to regeneration ability, a community's past 
regeneration can be a good predictor of its future behavior in this respect. Past 
regeneration can be observed, for example, by analyzing contributions to the version 
management system or the mailing lists over time. 
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3.3   Process Maturity Measurement 

We believe that the idea of assessing an OSS community in order to determine which 
good practices it follows and how established these practices are, is perfectly 
reasonable. Still, as already stated, it is true that existing process assessment models 
(e.g., CMMI-DEV [1] or SPICE [2]) cannot usually be applied directly to OSS, as 
they include too many elements that are specific to companies and other conventional 
development organizations. 

Although most, if not all, OSS communities are still quite far from reaching the 
levels of process discipline expected by the higher levels of standards such as CMMI-
DEV, there is evidence of good practices being applied in an established and 
disciplined fashion by OSS communities. We think that many of these practices 
correspond to the spirit, if not directly to the letter, of the practices and goals specified 
by common process maturity standards. 

Some examples of disciplined practices observed in prominent OSS communities 
are: 

• Version/Configuration Management: Many OSS projects rely on advanced 
versioning tools to manage their source code. In most cases, access to such systems 
will be carefully regulated, and the processes for creating new versions are well 
established and enforced. 

• Release Management: The GNOME Desktop environment project, as well as the 
popular GNU/Linux distribution Ubuntu, both have strict 6-month release cycles 
that have been successfully operating for years. The complex coordination process 
required for each such cycle is well documented and carefully supervised and 
enforced by an established release board. 

• Requirements Analysis: The community behind the Python programming language 
has a well-documented requirement elicitation and management process as 
represented by the Python Improvement Proposals (PIPs). Proposals for language 
enhancements are presented by community members and thoroughly refined until 
they are considered ready for implementation. The process is conducted in the 
open and actively enforced by the community. 

Similarly to standard maturity assessment approaches, determining the existence of 
such good practices is mainly a manual procedure. This procedure can rely on 
information sources such as mailing lists, forum discussions, and published 
procedures. In addition, indirect evidence can be obtained by looking for the effects of 
certain practices (e.g., checking whether patch submission procedures are enforced by 
the community).  

Currently, we are in the process of adapting CMMI-DEV and SPICE to the specifics 
of OSS in order to provide a framework to organize and rate the observations, as well 
as provide an overall indicator for process maturity. The resulting model shall provide 
a set of externally observable criteria that a careful, independent observer can 
objectively assess by looking at the practices followed by a community. This should 
result in a measure, both quantitative and qualitative, of the process maturity of said 
community. 
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3.4   Aggregation and Interpretation  

One of the main goals of the QualOSS project is to provide potential OSS users with a 
means to determine the quality of available products (and of the projects that develop 
them). Above, we have introduced the QualOSS model framework with a hierarchy of 
quality characteristics and metrics. When evaluated on OSS products and projects, the 
metrics provide raw data. In order to have a high-level assessment of the quality of 
the OSS project, however, this raw, low-level data must be analyzed, interpreted and 
aggregated to provide a clear view that is easy to understand.  

The QualOSS model uses indicators to create the connection between quality 
characteristics and their metrics (see Fig. 3). Indicators interpret a set of metrics with 
respect to a specific quality attribute; that is, an indicator consolidates them into a 
single value that can be used by decision makers to assess a product's quality 
regarding the corresponding attribute. While indicators define interpretations for 
“leaf” quality attributes, interpretation for higher-level quality attributes is derived 
through aggregation (or abstraction) of the lower-level attributes. 

Because the interpretation needs to be easy to understand, interpretation values 
should have a form that is easy for general decision makers and users (as opposed to 
software quality experts) to understand and use. In the QualOSS prototype model, all 
interpretations (for indicators as well as abstractions) can take four different values on 
a nominal scale (black/red/yellow/green; see [13]), which are ordered (worst to best) 
as follows: black, red, yellow, and green. To facilitate interpretation, an underlying 
interval scale (ranging from -100 to +100) is added to the interpretation. The meaning 
of the different interpretations is defined as follows: 

Green: No or minor change of object required to achieve sufficient quality.  
Yellow: Significant rework needed.  
Red: Critical, needs serious rework.  
Black: Rework does not pay off; better “discard” the product, start from scratch.  

Quality 
Characteristic

Quality 
Characteristic

SubcharacteristicSubcharacteristic

Basic /“Leaf” characteristicsBasic /“Leaf” characteristics

MetricMetric MetricMetric...

...

...

indicator

aggregation

 

Fig. 3. The QualOSS interpretation model 
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For indicators, interpretation rules have to be specified to map a set of metrics onto 
this scale, while aggregation is based on aggregation rules. There are two basic 
approaches to specify these rules: Calculating a weighted average of underlying 
(normalized) metrics or indicators, or by specifying logic formulas (such as "if at least 
one of the lower-level interpretations is red, then the status of the higher-level 
characteristic is red"). 

The definition of interpretation and aggregation rules or formulas can be based on 
expert estimation. If sufficient data are available, experts should rely on analyzing it 
(e.g., mean values/quartiles) to define aggregation rules. In many cases, though, the 
amount of data will not suffice for quantitative analysis.  

4   Evaluations and Results  

This section describes goals and approach of the evaluation of the QualOSS prototype 
model as well as its results. 

4.1   Evaluation Goals 

In order to achieve this purpose, the initial plan for validating the QualOSS model 
[14] defined three potential evaluation goals (EG): 

• EG1: Evaluate the definition of the quality model (i.e., the quality characteristic 
definition and prioritization) with the stakeholders. 

• EG2: Evaluate the usefulness and usability of the QualOSS model. This goal 
addresses the question to which degree the user believes that the QualOSS provides 
support for an effective evaluation of the OSS components and to which degree 
using the QualOSS model/tool is free of effort. 

• EG3: Evaluate the validity and reliability (accuracy) of QualOSS model; that is, 
the degree to which the results of the QualOSS evaluation reflect the users’ 
intuition and perception of OSS components. 

In this paper, we report on the evaluation of EG1 [12]. That is, the goal of the 
evaluation reported in this section was to validate the definition and prioritization of 
the quality (sub)characteristics of the QualOSS model, compared to the perception 
and intuition of the stakeholders (i.e., evaluators of OSS components). More 
precisely, this means to assess the QualOSS model and its (sub)characteristics with 
respect to three aspects:  

• Understandability: Are the defined quality characteristics understandable/meaningful 
to the users? 

• Completeness: Are relevant characteristics missing from the user’s point of view? 
• Relevance: Are the defined quality characteristics relevant for the evaluation of 

OSS components from the user’s perspective? 

4.2   Evaluation Approach and Execution 

To evaluate the QualOSS model’s definitions, we chose to develop and conduct 
structured interviews, because they allow to clarify and to delimit open-ended 
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questions. For each of the quality characteristics and sub-characteristics, we stepped 
through a set of questions aimed at rating the understandability of the item on a four-
point Likert scale (completely meaningful, … completely meaningless) and rating its 
relevance on a semantic differential scale (0 .. 10). To assess completeness, we asked 
open questions about whether any issues were missing from the interviewee’s 
viewpoint. Table 6 gives an overview of the questionnaire’s structure. 

We interviewed six industrial partners, most of whom were responsible for IT in 
their organizations at the time they were interviewed. The sample included four 
different domains: Public administration, E-government, Research Centre, and 
software development for the public sector.  

Table 6. Number of quality characteristics covered by the survey 

Main quality characteristics # Characteristics #Sub-
characteristics 

# Questions 

Product Evolvability 6 16 72 Evolva-
bility 

Community evolvability 5 13 59 

Product Robustness 4 10 46 Robustness  

Community Robustness 3 6 30 

Total 18 45 207 

4.3   Evaluation Results 

The results of the evaluation can be summarized as follows; for a detailed insight, 
please refer to the QualOSS deliverable D1.6 [14]: 

• Understandability: The respondents judged the QualOSS model to be sufficiently 
understandable (concretely, 14 out of 19 evaluated characteristics achieved an 
average rating of 70% or higher; for subcharacteristics, the results were similar). 
However, they pointed out specific ambiguities in some quality characteristic 
definitions.  

• Relevance: Some items were rated as having low relevance (concretely, 3 out of 15 
evaluated characteristics; for subcharacteristics, the results were similar). However, 
most characteristics of the model were considered highly important (i.e. they 
achieved a score of 70% or higher). 

• Completeness: The respondents made six suggestions for refinement of 
characteristics. That is, from the interviewed stakeholders’ viewpoint, only few 
relevant aspects have not yet been included in the QualOSS model. 

It is important to note that, because of the limited number of interviews conducted and 
the use of a convenience sample, the results described above are neither conclusive 
nor complete. Nevertheless, they represent a starting point for improving the 
definition of the QualOSS model.  

Finally, regarding the relevance of the quality characteristics, the results do not 
show a significant difference between the quality characteristics or the granularity 
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level of the OSS component. The reason for this may be that a larger sample is 
necessary for identifying significant differences. 

5   Summary / Future Work  

The main benefit of a comprehensive OSS assessment approach, as presented in this 
paper, will be a better foundation to judge a community's ability to deliver high-
quality software, as well as its long-term sustainability (“will this project exist in 10 
years?”). Contrary to many beliefs, sustainability of suppliers is critical to many 
stakeholders, and is also a problem with commercial software. For example, the 
European defense consortium EADS-Astrium decided to turn a critical piece of 
software into OSS in order to become independent of specific suppliers (see, for 
example, http://cps.erp5.org/).  

Moreover, highly regulated industries, such as the automotive, medical, or 
pharmaceutical industries, have established standards for evaluating software [4, 5]. 
One consequence of strict process regulations is that software acquisition also 
commonly requires a thorough assessment of the acquired software components, as 
well as of the suppliers providing them. When the component in question is an OSS 
component, the lack of a traditional software provider becomes a serious hindrance, 
since standard criteria used to evaluate COTS suppliers can generally not be applied 
directly to OSS. 

The goal of our work is to create a framework for comprehensive OSS assessment 
that is not restricted to the OSS product alone but also addresses community (i.e., 
supplier) and process maturity aspects. We expect this framework to support decision 
makers in evaluating OSS, and ultimately facilitate adoption of OSS products in 
industry. 

Next steps in our work include updating and improving the presented prototype 
model, based on the evaluation results, and evaluation of the improved model in 
several industrial case studies. 
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Abstract. Open Source Softwares provide a rich resource of empirical
research in software engineering. Static code metrics are a good indica-
tor of software quality and maintainability. In this work we have tried to
answer the question whether bug predictors obtained from one project
can be applied to a different project with reasonable accuracy. Two open
source projects Firefox and Apache HTTP Server (AHS) are used for
this study. Static code metrics are calculated for both projects using in-
house software and the bug information is obtained from bug databases
of these projects. The source code files are classified as clean or buggy
using the Decision tree classifier. The classifier is trained on metrics and
bug data of Firefox and tested on Apache HTTP Server and vice versa.
The results obtained vary with different releases of these projects and
can be as good as 92 % of the files correctly classified and as poor as 68
% of the files correctly classified by the trained classifier.

Keywords: Bug predictor, static code metrics, open source software,
empirical software engineering.

1 Introduction

A large part of time and resources is consumed in software testing during the
development of a software. We can save this effort if we can find the parts of the
source code where the probability of bugs is more and apply these resources on
files which require it most. A lot of work have been done to predict bugs in a va-
riety of ways. Most of the studies indicate a relationship between the metrics and
number of bugs like [11] and [15]. The research relies on software configuration
management systems and bug databases hold important information related to
bugs and changes made to files. Other approaches are mainly used to predict
the number of bugs [9].

In order to predict the number of bugs or to provide a predictor with regard
to a classification schema there are two approaches possible. The first approach
uses statistical methods like multiple linear regression, logistic regression, and
principal components analysis [13]. Linear regression can be successfully used if
the dependent variables change linear with the independent variables. As most
of the metrics normally correlate with each other, there is a strong need to
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overcome the multicolinearity problem. Principal component analysis is used in
this respect to reduce the multicolinearity effect. Logistic regression can be used
for binary classifications.

The second approach relies on machine learning techniques like decision tree
induction, support vector machine, artificial neural networks, k-nearest neighbors
to mention some of them. Machine learning techniques have the ability to learn
from past data and these techniques can be employed in a variety of complex
situations (see [18]).

In this paper, we make use of Decision Tree classifier in order to provide
a predictor to classify source files as buggy or clean. We automatically obtain
a classifier from one version of a project and test it on different versions of
other project and vice versa. We obtained the used bug information from the
concurrent version system (CVS), Subversion (SVN) and Bugzilla. We calculate
the metrics for each file using our own software. The obtained classifiers correctly
classify from 68% to 92% of the files for different releases.

The paper is organized as follows. We first discuss related research. After-
wards, we introduce our approach and present the obtained empirical results.
Finally, we conclude the paper.

2 Related Work

A lot of research has been carried out regarding complexity metrics and pre-
diction of bugs. Chidamber and Kimerer initially proposed the object-oriented
metrics[8]. Gyimothy et al. validated the object-oriented metrics for fault pre-
diction in open source software [11]. They used logistic regression and machine
learning techniques to identify faulty classes in mozilla. Ostrand et al. used code
of the file in current release and fault and modification history of the previous re-
leases to predict the expected number of faults in each file of the next release[15].
Ahsan et al. provided a way to analyse program change patterns using the data
from version control systems and bug tracking systems [6].

Porter and Selby [16] used classification trees based on metrics from previ-
ous releases to identify components having high-risk properties. The authors
developed a method of automatically generating measurement-based models
of high-risk components. Aljahdali et al. [7] used feed-forward neural network
to predict the faults in a program during the initial test/debug process. They
also compared the results between regression models and neural networks. Neu-
mann used principal component analysis and artificial neural networks for soft-
ware risk categorisation [14]. He provided a technique with the capability to
discriminate data sets that include disproportionately large number of high-risk
software modules. Fenton and Neil have provided a critical review of the de-
fect prediction models based on software metrics [9]. They have discussed the
weaknesses of the models proposed previously and identified causes for these
shortcomings.
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Ferzund et al. [10] applied machine learning techniques to classify faults into
different levels. They classified files as low buggy, medium buggy and highly
buggy based on the number of faults. Venkata et al. [17] applied different machine
learning techniques to develop a predictor model. They used models on real
time software defect data and concluded that a combination of 1R and Instance-
Based learning along with consistency based subset evolution techniques provides
better results as compared to other techniques. Koru et al. [12] combined static
software measure with defect data at class level and applied different machine
learning techniques to develop bug predictor model.

3 Study Approach

In this section we describe the steps followed to obtain the results. We first
describe the data extraction process and the related tasks. Then, we describe
the static code metrics used in this study and the calculation for these metrics.
Finally, we discuss how to obtain the bug prediction model and related concepts.

3.1 Data Extraction

We checked out source code of Apache HTTP Server (AHS) version 1.3.x and
2.0.x using Subversion (SVN) client. Subversion is a software versioning system
used to maintain versions of files including source code and documentation [3]. A
collection of bug reports related to AHS was obtained from Bugzilla. To find the
files in which these bugs were fixed, we also obtained log information from SVN
repositories. The SVN log records revision number, author, date and time, lines
modified and the comment by the developer. If a problem was fixed, the developer
also mentions the Problem Report number. We filtered the comments for the
occurrence of bugs using the regular expression e.g. if a comment contained the
keyword fix or Fix or PR: or Fixed, we marked that revision as buggy. To assign
number of bugs to individual files, we selected two dates for each version and
counted the number of bugs that were fixed between these two dates.

– For AHS 1.3.x 15-08-2002 to 15-08-2005
– For AHS 2.0.x 01-12-2003 to 31-12-2005

We downloaded source code of Firefox Releases 0.8, 1.0, 1.5 and 2.0 using the
ftp server. Bug information related to Firefox was obtained from Bugzilla [2]. To
find the files in which these bugs were fixed, we also obtained log information
from CVS repositories [1]. We processed the comments in CVS log output to find
the revisions of files in which bugs were fixed. Each file was assigned a bug count
indicating the number of bugs that occurred between two consecutive releases
of Firefox. As AHS source code mainly consists of C files and Firefox source
code contains C, C++ and JAVA files as well, we selected C files from both
projects. We processed the following number of C files in different releases of
both projects:
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Project Release No. of C Files
AHS 1.3.x 155
AHS 2.0.x 191
Firefox 0.8 1389
Firefox 1.0 1387
Firefox 1.5 1522
Firefox 2.0 1527

AHS releases contain more buggy files than Firefox releases. AHS 2.0.x has a
highest %age of buggy files with 92% buggy files followed by AHS 1.3.x having
76% buggy files. Firefox 0.8 and 2.0 have the lowest %age of buggy files with less
than 2% buggy files. Figure 1 compares the buggy files in all releases of both
projects.

Fig. 1. %age of Buggy Files

3.2 Metrics Calculation

We used our own software to calculate the static code metrics. As C is a pro-
cedural language, we calculated individual metrics for functions and aggregated
these metrics on files getting total and maximum values of each metrics for each
file. We used the following function metrics for our study:

– NEL(Number of Executable Lines). The NEL is number of lines of code in a
function excluding the blank and comment lines.

– CD(Control Density). The CD is the ratio of control lines and executable
lines in a function.

– CC(Cyclomatic Complexity). The CC is the number of linearly independent
paths through a function.

– PC(Parameter Count). The PC is the number of arguments a function re-
ceives.

– RP(Return Points). The RP is the number of return statements in a function.
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– LVC(Local Variable Count). The LVC is the number of variables locally
defined in a function.

– ND(Nesting Depth). The ND is the maximum depth of the nested scope in
a function.

We also calculated following file metrics in addition to the aggregated metrics:

– LOC(Lines Of Code). The LOC is the total number of lines in a file.
– NOF(Number Of Functions). The NOF is the total number of functions in

a file.
– NOIF(Number Of Included Files). The NOIF is the number of files included

in a file using the include statement.
– NOGC(Number Of Global Conditions). The NOGC is the number of condi-

tional statemnts globally defined in a file.

Table 1 and 2 show the maximum, minimum and average values for the function
metrics discussed above. Table 3 shows the maximum, minimum and average
values for the file metrics discussed above.

If we compare both projects, the average and minimum values for the metrics
are almost similar however there are differences in maximum values. In Firefox
14% of the functions have more than 50 executable lines whereas in AHS 16% of
the functions contain more than 50 executable lines. Functions having cyclomatic
complexity greater than 20 are 4% in Firefox and 5% in AHS respectively whereas

Table 1. Function Metrics of AHS files

Metrics AHS 1.3.x AHS 2.0.x
Max Min Avg Max Min Avg

NEL 642 2 29 744 2 31
CD 43 0 12 60 0 11
CC 143 1 6 154 1 6
PC 21 0 2 21 0 2
RP 92 0 2 56 0 2
LVC 74 0 2 79 0 3
ND 86 1 2 52 1 3

Table 2. Function Metrics of Firefox files

Metrics
Firefox 0.8 Firefox 1.0 Firefox 1.5 Firefox 2.0

Max Min Avg Max Min Avg Max Min Avg Max Min Avg
NEL 7616 2 29 1931 2 29 12026 2 29 1759 2 30
CD 58 0 11 58 0 11 85 0 11 100 0 11
CC 401 1 5 398 1 5 508 1 5 583 1 6
PC 22 0 2 22 0 2 22 0 2 22 0 2
RP 206 0 2 90 0 2 249 0 2 276 0 2
LVC 191 0 3 191 0 3 191 0 3 282 0 3
ND 302 1 2 302 1 2 302 1 2 302 1 2



336 J. Ferzund, S.N. Ahsan, and F. Wotawa

Table 3. File Metrics

Project
LOC NOF NOIF NOGC

Max Min Avg Max Min Avg Max Min Avg Max Min Avg
AHS 1.3.x 4981 7 589 138 1 13 38 0 6 87 0 3
AHS 2.0.x 4801 29 734 111 1 15 34 0 9 43 0 3
Firefox 0.8 9301 13 596 284 1 13 39 0 5 372 0 3
Firefox 1.0 9353 13 592 291 1 13 39 0 5 372 0 3
Firefox 1.5 12677 13 639 312 1 14 40 0 5 372 0 3
Firefox 2.0 9338 13 641 220 1 14 39 0 5 372 0 3

Fig. 2. Average Function Metrics

functions having parameter counts greater than 5 are 4.5% in Firefox and 3% in
AHS respectively. Firefox and AHS contain 4.2% and 8.5% of functions having
more than 5 return points respectively. 1.8% of the functions in Firefox and
4% of the functions in AHS have more than 10 nesting depth. Figure 2 shows
the average values of function metrics for both projects.. Average file sizes are
comparable in both projects with slight differences. AHS 2.0 has the highest
average file size and AHS 1.3 has the smallest average file size. 15% of files in
Firefox 0.8 and Firefox 1.0, 17% of files in Firefox 1.5 and Firefox 2.0, 18% of
files in AHS 1.3 and 27% of files in AHS 2.0 have more than 1000 LOC. Figure 3
compares the average file sizes in both projects. Average number of functions/file
is similar in both projects. However, 18% of files in Firefox 0.8 and Firefox 1.0,
19% of files in Firefox 1.5 and Firefox 2.0, 16% of files in AHS 1.3 and 48% of
files in AHS 2.0 contain more than 20 functions. In Firefox 5% files contain more
than 10 globally defined conditions whereas in AHS 6% files contain more than
10 globally defined conditions. Firefox contains 14 % files having more than 10
files included using the #include statement whereas in AHS 1.3 and AHS 2.0
this amount is 12% and 34% respectively. This indicates AHS 2.0 has highly
correlated files. Figure 4 compares the file metrics of both projects.
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Fig. 3. Average File Sizes

Fig. 4. Average File Metrics

3.3 Obtaining the Bug Predictor

We stored the information obtained from previous two steps into relations. Each
relation consisted of files as entities. The relations consisted of file attributes
including the static code metrics and the bugs related to each file. We trained
a decision tree classifier on this data using WEKA (a Machine Learning tool
developed in JAVA)[4] to classify files as clean or buggy. We selected decision
tree for our study due to its strong classification capabilities. We trained the
classifier on four releases of Firefox and tested each model obtained on two
versions of AHS. Alternatively, we also trained the classifier on two releases of
AHS and tested each model obtained on four releases of Firefox. After training
of classifier WEKA stores models in the form of Java serializable objects holding
different options, which later on can be applied to the test data.

A major proportion of time requied to obtain a bug predictor is involved in
data preparation. Metrics calculation and extraction of bug information requires
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Fig. 5. Predictions for individual files

much time which depends on the project size and it may take hours even using a
high speed processor. Once the data is prepared, weka classifiers take few seconds
to learn and produce outputs. Weka classifiers hold multiple options to be used
during training and testing. Following is a brief summary of these options.

– -t <name of training file >. Sets training file.
– -T <name of test file >. Sets test file. If missing, a cross-validation will be

performed on the training data.
– -c <class index >. Sets index of class attribute (default: last).
– -x <number of folds >. Sets number of folds for cross-validation (default:

10).
– -s <random number seed >. Sets random number seed for cross-validation

(default: 1).
– -l <name of input file >. Sets model input file.
– -d <name of output file >. Sets model output file.
– -i. Outputs detailed information-retrieval statistics for each class.
– -k. Outputs information-theoretic statistics.
– -p <attribute range >. Only outputs predictions for test instances, along

with attributes (0 for none).

During training -t and -d options can be used to train on an input file and store
the model obtained into a model file which later can be used. For predictions or
testing -T and -l options can be used to mention test and model files. For getting
output statistics -i and -k options are used. In order to get output predictions
for individual instances -p option is used. It displays the actual and predicted
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values for each instance. Figure 5 displays a screenshot of the predictions, the
values in each line are separated by a single space. The fields are the zero-
based test instance id, followed by the predicted class value, the confidence for
the prediction (estimated probability of predicted class), the true class and the
values of selected attributes [5].

4 Results

In this section we discuss the results obtained by applying the Decision Tree clas-
sifier. We obtained the number of correctly classified instances (CCI), the Kappa
statistics (KS), the mean absolute error (MAE), and the root mean squared er-
rors (RMSE). KS is a means of classifying agreement in categorical data.

K = P (A)−P (E)
1−P (E)

where P(A) is the proportion of times the model values are equal to the actual
values and P(E) is the proportion of times the model values are expected to
agree with actual values by chance. A KS value of 1 means a statistically perfect
modeling whereas a 0 means every model value was different from the actual
value. MAE is the average of the difference between predicted and actual value
in all test cases. It is calculated by taking the sum of absolute values of errors
and then dividing by number of predictions.

MAE = |a1−c1|+|a2−c2|+···+|an−cn|
n

The RMSE measures the average magnitude of the error. It is calculated by
taking the average of the squared differences between each computed value and
its corresponding correct value.

RMSE =
√

(a1−c1)2+(a2−c2)2+···+(an−cn)2
n

Using the predictor obtained from AHS 1.3.x, we correctly classified 92% of
the files in Firefox 0.8 and Firefox 2.0. However for Firefox 1.0 the predictor could
correctly classify 68% of the files. The results for Firefox 1.5 were inbetween with
a value of 84% correctly classified files. The results were almost similar using the
predictor obtained from AHS 2.0.x. Table 4 shows that MAE values are below
0.4, indicating fair accuracy of results. In most cases RMSE values are near 0.4
which further validates the results.

Using the predictors obtained from Firefox 0.8 , Firefox 1.5 and Firefox 2.0,
we correctly classified 92% of the files in AHS 2.0.x. However for AHS 1.3.x the
predictors could classify 78% of the files. The predictor obtained from Firefox
1.0 showed poor results with 78% and 68% of the files of AHS 2.0.x and AHS
1.3.x correctly classified respectively. Table 5 shows that MAE values in most
cases are below 0.3 indicating good accuracy of results. The RMSE values are
slightly higher in some cases which indicate poor accuracy.

We have also calculated the True Positive rate, False Positive rate, Precision,
Recall and F-Measure for the predictions obtained by applying each model. The
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Table 4. Classification of Firefox files using the predictor obtained from AHS

Predictor Release CCI KS MAE RMSE

AHS 1.3.x

Firefox 0.8 92% 0.0586 0.18 0.28
Firefox 1.0 68% -0.036 0.36 0.51
Firefox 1.5 84% -0.003 0.24 0.37
Firefox 2.0 91% 0.097 0.19 0.30

AHS 2.0.x

Firefox 0.8 92% 0.01 0.12 0.29
Firefox 1.0 70% 0.04 0.31 0.52
Firefox 1.5 86% 0.02 0.16 0.36
Firefox 2.0 92% -0.02 0.12 0.29

Table 5. Classification of AHS files using the predictor obtained from Firefox

Predictor Release CCI KS MAE RMSE

Firefox 0.8 AHS 1.3.x 78% 0.0 0.22 0.45
AHS 2.0.x 92% 0.0 0.09 0.28

Firefox 1.0 AHS 1.3.x 68% 0.0 0.34 0.52
AHS 2.0.x 78% 0.09 0.29 0.45

Firefox 1.5 AHS 1.3.x 77% 0.04 0.23 0.46
AHS 2.0.x 92% 0.09 0.12 0.29

Firefox 2.0 AHS 1.3.x 79% 0.0 0.22 0.45
AHS 2.0.x 92% 0.09 0.09 0.27

Table 6. Using AHS 1.3.x as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

Firefox 0.8 0.85 0.95 0.98 0.85 0.95 no
0.05 0.15 0.01 0.05 0.01 yes

Firefox 1.0 0.83 0.91 0.70 0.83 0.76 no
0.09 0.17 0.17 0.09 0.12 yes

Firefox 1.5 0.88 0.64 0.94 0.88 0.91 no
0.36 0.12 0.22 0.36 0.27 yes

Firefox 2.0 0.86 0.96 0.98 0.86 0.92 no
0.04 0.14 0.01 0.04 0.01 yes

True Positive (TP) rate is the proportion of examples which were classified as
class x, among all examples which truly have class x, i.e. how much part of the
class was captured. It is equivalent to Recall. The False Positive (FP) rate is the
proportion of examples which were classified as class x, but belong to a different
class, among all examples which are not of class x. The Precision is the proportion
of the examples which truly have class x among all those which were classified
as class x. The F-Measure is simply 2*Precision*Recall/(Precision+Recall), a
combined measure for precision and recall [5]. Tables 6-11 show the values of
these measures for each predictor. Class “yes” indicates the buggy files whereas
class “no” indicates the clean files. For Firefox predictions precision and recall
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Table 7. Using AHS 2.0.x as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

Firefox 0.8
0.93 0.90 0.98 0.93 0.96 no
0.1 0.07 0.02 0.1 0.03 yes

Firefox 1.0
0.94 0.91 0.73 0.94 0.82 no
0.1 0.06 0.37 0.09 0.15 yes

Firefox 1.5
0.94 0.91 0.92 0.94 0.93 no
0.08 0.06 0.11 0.08 0.09 yes

Firefox 2.0
0.93 1.0 0.98 0.93 0.96 no

0 0.01 0 0 0 yes

Table 8. Using Firefox 0.8 as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

AHS 1.3.x
1.0 1.0 0.76 1.0 0.86 yes

0 0 0 0 0 no

AHS 2.0.x
1 1 0.92 1 0.96 yes
0 0 0 0 0 no

Table 9. Using Firefox 1.0 as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

AHS 1.3.x 0.82 0.81 0.76 0.82 0.79 yes
0.19 0.18 0.25 0.19 0.21 no

AHS 2.0.x 0.82 0.67 0.93 0.82 0.87 yes
0.33 0.18 0.13 0.33 0.19 no

Table 10. Using Firefox 1.5 as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

AHS 1.3.x
0.97 1 0.76 0.97 0.85 yes

0 0.02 0 0 0 no

AHS 2.0.x
0.99 0.93 0.93 0.99 0.96 yes
0.07 0.01 0.33 0.07 0.11 no

Table 11. Using Firefox 2.0 as predictor

Release TP Rate FP Rate Precision Recall F-Measure Class

AHS 1.3.x
1 1 0.76 1 0.86 yes
0 0 0 0 0 no

AHS 2.0.x
1 1 0.92 1 0.96 yes
0 0 0 0 0 no
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is high for clean file predictions but its poor for buggy file predictions. However
for AHS predictions precision and recall is high for buggy file predictions and its
poor for clean file predictions. The reason may be the high percentage of buggy
files in AHS and high percentage of clean files in Firefox. In AHS more than 70%
files are buggy whereas in Firefox less than 10% files are buggy except Firefox
1.0 in which 28% files are buggy, as depicted in Figure 1.

5 Conclusions

The results have shown that predictions vary with different releases however bug
predictor obtained from one project can be applied to a different project with
a reasonable accuracy. Factors other than static code metrics can be considered
for more accurate predictions. Although the average metrics values are similar
among releases of Firefox, the occurrence of bugs was high in Firefox 1.0 which
causes differences in precision of results. AHS 2.0 holds the highest percentage
of buggy files which may be due to large file sizes and high interdependency
among files. AHS 2.0 files are larger than other releases in both projects and
it contains 27% files having more than 1000 LOC, 48% files having more than
20 functions/file and 34% files having more than 10 files included. AHS 1.3
files have average metrics similar to Firefox but it contains higher percentage of
buggy files. It indicates that factors other than static code metrics are also im-
portant in inducing bugs like chan! ges made to code, refactorings and developer
experties etc.

In the future, we want to use process metrics along with static code metrics
to find a set of metrics which can be used for prediction of bugs in a variety of
projects. We also want to increase the number and size of projects for this study.
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Abstract. Software evolution involves different categories of interven-
tions, having variable impact on the code. Knowledge about the expected
impact of an intervention is fundamental for project planning and re-
source allocation. Moreover, deviations from the expected impact may
hint for areas of the system having a poor design. In this paper, we inves-
tigate the relationship between evolution categories and impacted code
by means of a set of metrics computed over time for a subject system.

1 Introduction

During software evolution, implementation of a change request may require a
variable amount of resources, depending on the impact of the change. Small,
local changes can be accommodated quickly, while changes that affect a high
number of modules need careful implementation and regression testing. Knowl-
edge about the expected impact of a change is important for project planning,
release scheduling, and resource allocation.

In this paper we investigate the impact of different categories of software evo-
lution interventions. We can classify software evolution into:

1. corrective evolution,
2. code improvement and adaptation (refactoring [3])
3. addition of new functionalities

(see [5] for a similar classification of software maintenance interventions). In this
work, we consider points 1 and 2, trying to address the following research questions:

1. RQ1: What is the extent of impact of corrective evolution?
2. RQ2: What are the effects of refactoring on the code size and organization?

Refactorings [3] cover a wide spectrum of interventions on the code, having in
common the improvement of internal properties without affecting the externally
visible functionalities. To better analyze the different types of refactorings, we
split them into three categories:

1. Conv : uniform adoption of coding conventions and style;
2. FrLibEnv : adoption of new framework, libraries or environments;
3. IntStruct : improvement of the internal structure of the code.
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More specifically, the goal of RQ1 and RQ2 is measuring how a system changes
due to a specific corrective evolution intervention (e.g. a bug is fixed) or to a spe-
cific refactoring intervention (e.g. a switch to a new framework). This constitutes
a first step to identify what are the metrics most influenced by such interventions
and, possibly, identify trends in such metrics. Such trends could then be used for
planning purposes (e.g. to predict time, cost, and resources needed for a specific
intervention) or to get a better understanding on the evolution of a system (e.g. a
deviations from the expected behavior occur may suggest a poor system design).

Table 1. Metrics used to assess the impact of software evolution

Grouping Metric Description
Size NCLS Number of classes (interfaces excluded): to-

tal number of classes defined in the system
NOM Number of methods: total number of de-

fined, i.e. implemented, methods in the sys-
tem

NCSS Number of Non Commenting Source State-
ments: number of lines used in statements
and declarations as defined by JavaNCSS
project [3]

Abstractness/Inheritance NABS Number of abstract classes: total number of
classes declared abstract

NRC Number of root classes, i.e. classes that de-
rives from JRE’s classes or from external
libraries

NII Number of interfaces implemented: sum
over all classes defined in the system of the
number of implemented interfaces

DIT Depth of Inheritance Tree: sum of the DIT
for all class in the system. The DIT for a
class is defined as the length of the path to
reach the root class (see definition above)
walking up the ’extends’ relation

NOC Number of Children: sum over all classes in
the system of the number of direct children
in the inheritance tree.

Coupling CBO Coupling between Objects: sum over all
classes in the system of the CBO as defined
in [1]

RFC Response For a Class (also counting method
invocations of JRE or external classes): sum
over all classes in the system of the RFC as
defined in [1]

Other ANOM Average Number of Methods per class:
NOM/NCLS

ACBO Average Coupling between Objects per
class: CBO/NCLS

MODAR Number of Files Modified/Added/Removed
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2 Metrics

The set of metrics used to address research questions RQ1 and RQ2 is listed in
Table 1.

This set comprises four metrics (NOM, DIT, NOC, CBO) out of the five
proposed by Chidamber-Kemerer’s [2], some metrics to evaluate the level of
code abstractness/inheritance (NABS, NRC, NII), a metric for the code size
(NCSS), and a metric to measure the number of modified/added/removed files
(MODAR). MODAR is used to evaluate the extent of interventions; Abstract-
ness/Inheritance metrics are used to judge improvements in the structure of the
system and evaluating the reuse of code; size-related metrics are used to estimate
effort for maintenance and testing.

All but NCSS and MODAR have been collected by means of a tool developed
by some of the authors in previous work. NCSS was computed using JavaNCSS
[6]. MODAR was computed by analysing CVS logs by means of simple UNIX
text utilities (i.e. grep, awk, etc.). The values of the metrics have been computed
on given releases of the system, summing values when needed: e.g. NOM is the
sum of the all the methods of all the classes defined in the system.

See Table 1 for a brief description of each metric.

3 Case Study

We computed the metrics in Table 1 for the ProVotE system, a Java system
developed at FBK-IRST over the last four years.

The ProVotE system is the software controller of DRE+VVPAT e-voting ma-
chine (that is, a touch-screen based e-voting machine with voter verified printed
audit trail [7,8]). The ProVotE system has been used in Italy with experimental
value by about ten thousand citizens and with legal value by about six hundred
voters [1].

The ProVotE system architecture is composed of four main components (see
Figure 1):

– services, that provides the basic functionality to the rest of the application,
such as drivers for controlling hardware components, e.g. printer, external
’in-use’ indicator, managing logs for audits, and transparently managing re-
dundant and ciphered persistence of data;

– data model management, that manages all the election specific data, com-
prising candidates and parties, the ballot data, per-machine election results,
and the symmetric and asymmetric keys used for ciphering and signing;

– administration, that provides the poll-workers with a graphical interface to
manage the machine during an election;

– vote, that provides the elector with a GUI to express her/his vote; the GUI
is designed to resemble the traditional paper ballot

Both the administration and the vote components are structured according
to the MVC design pattern [4,9] and they comprise a:
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– user interface component, that manages the graphical layout (view);
– control logic component, that defines how the machine has to react to user

actions and specifies the logic of the user interface (e.g. what screens has to
be shown next) (control).

(The model is implemented by the data management component see Figure 1.)
The latest release of ProVotE consists of 10958 lines of code (255 classes),

more or less evenly distributed among the four components of the architecture.
Its evolution has been recorded in CVS. Six releases (34 versions) are available
for analysis. Bugs have been reported through Mantis.

Bug fixing interventions on ProVotE have been identified by searching for
bugs reported in the bug tracking system. A superset of the files modified to fix
a bug has been obtained by CVS diff. Then, the differences have been analysed
manually in order to determine exactly which files have been impacted by the
resolution of the bug. We resorted also to Mantis comments, when available, to
perform this task. The output of this analysis is a value for the metric MODAR
(described in Table 1).

In order to identify and classify the refactoring interventions, different meth-
ods have been adopted: analysis of CVS logs, documentation and project plans
(searching for key words like refactoring, restructuring, etc.), developers consul-
tation, and code inspection. From the set of interventions performed on ProVotE
over the years, those that were classifiable into the three categories introduced
in Section 1 have been selected with the result of a set of 13 interventions (four
Conv, three FrLibEnv and five IntStruct).

Fig. 1. The ProVotE architecture
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4 Results

Table 2 shows the unique identifier of each bug (ID), the priority assigned to
each bug (priority), the number of files impacted by the bug fixing intervention
(MODAR), the number of total files of the system at the beginning of the inter-
vention (totFiles) and the percentage of modified files with respect to the total
number of files (%MODAR). The last row shows the average values of MODAR
and %MODAR.

Table 2. Number of files impacted by bug fixing

ID priority MODAR totFiles %MODAR
330 urgent 2 2244 0.09
230 high 1 2046 0.05
235 high 2 2046 0.05
293 high 2 2227 0.09
300 high 4 2227 0.04
306 high 1 2230 0.04
235 normal 4 2046 0.2
238 normal 2 2046 0.1
240 normal 2 2046 0.1
304 normal 1 2230 0.04
312 normal 1 2230 0.04
231 low 1 2046 0.05
233 low 1 2046 0.05
309 low 3 2230 0.16
311 low 1 2230 0.04
303 none 1 2230 0.18
avg - 1.81 - 0.08

Looking at these data it is possible to observe that: (1) at most four files have
been modified, corresponding to 0.2% of total files; (2) at least one file has been
modified, corresponding to 0.04% of total files; (3) for a corrective intervention
1.81 files on average have been modified, corresponding to 0.08% of total files.

Concerning the results of refactoring analysis, Table 3 shows the values of the
metrics presented in Section 2. Data represent percentage delta values, except
for ANCSS that represents the absolute value of the variation of lines of code
(Absolute NCSS).

5 Discussion

Values regarding corrective evolution show that, for the analysed system, the
impact of bug fixing was small. In most cases less than two files have been
impacted by a corrective intervention. Another interesting observation is that
bugs with high priority do not impact more files with respect to the other cases.
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Table 3. Number of files impacted by refactoring

NCLS NABS NRC NII NOM DIT NOC
Conv1 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Conv2 0.0 0.0 0.0 0.0 0.0 0.0 0.0
Conv2 1.0 0.0 0.0 0.0 0.5 1.0 1.9
Conv4 0.0 0.0 0.0 0.0 -0.2 0.0 0.0
FrLibEnv1 -9.1 26.2 -8.0 -8.5 -14.7 -7.1 -10.0
FrLibEnv2 0.0 100.0 -1.0 50.0 2.9 20.9 0.9
FrLibEnv3 10.0 12.5 5.0 11.5 -5.7 18.4 14.4
IntStruct1 0.5 0.0 1.0 8.3 0.3 0.0 0.0
IntStruct2 0.4 7.7 0.0 0.0 0.2 0.4 0.7
IntStruct3 0.4 0.0 0.9 0.0 0.7 0.0 0.0
IntStruct5 0.8 0.0 0.8 0.0 0.6 0.4 0.7
IntStruct6 0.8 0.0 1.7 0.0 0.8 0.0 0.0

CBO RFC ANOM ACBO ANCSS NCSS MODAR
Conv1 0.0 -0.4 0.0 0.0 0 0.0 1.2
Conv2 -0.2 0.0 0.0 -0.2 -1 0.0 0.4
Conv3 0.5 0.2 -0.4 -0.5 34 0.4 3.7
Conv4 0.0 0.0 -0.2 0.0 -4 0.0 1.0
FrLibEnv1 -5.8 -8.2 -6.7 3.1 -853 -8.5 25.7
FrLibEnv2 0.7 -12.8 2.9 0.7 -1065 -10.0 36.0
FrLibEnv3 -1.2 -15.7 -14.3 -10.1 -1290 -13.3 41.8
IntStruct1 0.2 0.1 -0.2 -0.3 30 0.3 16.2
IntStruct2 0.9 0.4 -0.1 0.5 43 0.4 0.7
IntStruct3 1.0 -1.0 0.2 0.5 -33 -0.4 28.9
IntStruct5 0.0 0.1 -0.1 -0.8 11 0.1 3.3
IntStruct6 1.7 0.9 0.0 1.0 83 0.8 1.7

This may be interpreted as an indicator of a good system design, capable of
limiting the scope of (even high priority) corrective evolution. Correspondingly,
the impact of corrective evolution measured by MODAR and %MODAR might
be suggested as a project management indicator of design quality, in that it gives
an immediate intuition of the locality of corrective changes.

Each category of refactoring interventions needs to be analysed separately.
In the case of Conv, the impact is small, as expected for this class of code
improvement intervention.

Interventions that involve the adoption of new framework or libraries (Fr-
LibEnv) have the largest impact. In particular it is possible to notice major
changes in all metrics values and in the majority of the cases the NCSS value
considerably decreases.

In FrLibEnv1, portions of the data-model related code have been removed
and replaced by code automatically generated from XSchema descriptions. The
impact of such an intervention is quite high (MODAR nearly 26%). This is due
to the fact that the model was changed and the client code had to be updated
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accordingly. The negative values of most of the metrics are justified by the fact
that the hand-written code of the model was highly hierarchical. Replacing it
with the automatically generated code resulted in decreasing the values of various
metrics among which DIT, NOC, NII.

FrLibEnv2 consists of the extraction of a GUI framework from the existing
code of the administration GUI (MODAR impact of 36%). Developers recognized
the opportunity to implement part of the user interface as a specific instantiation
of a more general architectural pattern. In particular, all the common generalized
behaviour related to user interaction, typical of a wizard-based application, was
modelled as an abstract layer. Existing classes were adapted to use such an
abstraction. Metrics reflects the refactoring activity: abstraction-related metrics
increase (NABS, NII, DIT), while the size of the application decreases (NCSS
is −10%).

In FrLibEnv3, the application logic was modelled with UML statecharts and
the corresponding hand-written code replaced by code automatically generated
from the UML statecharts. (Code generation is performed using a tool specifi-
cally developed for the purpose [10].) A large part of the application was involved
in the refactoring (MODAR is about 42%), since the UML statecharts embed in-
formation about the flow of screens, the code associated to the navigation among
screens (e.g. next and previous buttons), and the controller (e.g. what actions
have to be invoked when the user presses a button). NABS, NII, DIT increased
as a consequence of having included an interface between the state machine and
the delegate classes. NCSS increases as a consequence of having introduced code
needed to operate the state machine.

For interventions classified as IntStruct, the values of metrics change depend-
ing on the portion of code to be improved and the kind of improvement. Common
to all the interventions is that the abstractness always increases. In particular,
is possible to notice the increase of the number of interfaces (NII) and abstract
classes (NABS) in almost all cases.

To summarize, project managers should expect minor impact from correc-
tive evolution (assuming the system has a good design) and coding convention
adoption, while a major impact is associated with the adoption of new frame-
works and libraries. Improvement of the internal code structure is somewhat in
the middle, depending on the specific intervention. In our future work we will
investigate this category in more detail.
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Abstract. The project effort calculation with a functional size measurement 
method such as COSMIC can only be properly performed after the 
“Requirements Analysis” phase in a Project Life Cycle.  The goal of this 
research is to investigate an early and project-level tuned prediction of the 
product size with the intent to reduce the effect of the ‘cone of uncertainty’ 
phenomenon.  The lack of size measurement methods which take into account 
the effect of the product non-functional requirements (NFR) on size also 
contributes to the above phenomenon. We propose to use the Project Size Unit 
(PSU) technique for predicting the product (FUR and NFR) size measured in 
COSMIC functional size units. Such early prediction will lower the cost of size 
counting the project and minimize the estimation error in the requirements 
phase. Furthermore, the PSU calculation procedure can be automated, which 
would further reduce the cost of size counting. The expected advantage of 
jointly using PSU and COSMIC is the ability to get early estimates of the whole 
project effort. 

Keywords: Project Size, Prediction, COSMIC, Project Size Unit (PSU), 
Functional User Requirements (FUR), Non-Functional Requirements (NFR). 

1   Introduction 

Increasingly, business demands require anticipated size estimates, in order to define 
the needed effort and the related cost (and expected revenues) for a project. However, 
when dealing with a FSM method, the product functional size can be simply 
estimated at early stages and not fully counted, as also discussed in the IFPUG CPM 
[19]. Therefore, the size calculation with a FSM method such as COSMIC can only 
be properly conducted at the end of the “Requirements Analysis” phase in a Project 
Life Cycle, having at your disposal an “advanced” information detail about the 
implementation for the software to be developed. Even if there are guidelines about 
the usage at early stages of FSM methods, the more refined the FUR, the higher the 
number of functional size units (fsu) obtained. Again, at early stages several non-
functional requirements (NFR) must be accomplished (i.e. architectural and setup  
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Fig. 1. Sizing measures and possible gathering moments during the SLC 

tasks) and would not be considered in the product functional sizing. Since the goal for 
an estimator is to take care of the whole project boundary, as in Scope Management 
approaches, a complementary view on the way a project can be sized must be 
evaluated and introduced (see PMI’s PMBOK [22] in the project domain and 
SouthernScope [23] and NorthernScope [24] in the software engineering domain). 
Figure 1 summarizes the moments and measures for typically sizing a project during 
the whole SLC, from the Bid phase on. 

The current effort estimation techniques use the product functional size of software 
and not the size of a software project as an independent variable [9].  In the early 
estimation of the overall project effort, however, taking product FURs into account 
only translated into a (product) functional size, which definitely contributes to a larger 
MRE (Magnitude of Relative Error) in the early phases; that is, to the ‘cone of 
uncertainty’ phenomenon [21] where the earlier the estimation, the larger the MRE as 
compared to the final results. The lack of size measurement methods which consider 
the effects of the product non-functional requirements (NFR) on size also contributes 
to the above phenomenon; in non-MIS projects. NFRs present a percentage of non-
functional effort that can represent up to 50% of the overall project effort. 

The aim of this research is to allow for an early and project-tuned prediction of the 
product size with the intent to reduce the effect of the ‘cone of uncertainty’.  
Therefore, the research question is “How to predict product size for both FUR and 
NFR from project size before the analysis phase?” 

We propose to use the PSU technique for predicting the product (FUR and NFR) 
size measured in COSMIC [2] [3] functional size units. Such early prediction will 
lower the cost of size counting the project and minimize the estimation error in the 
requirements phase. Furthermore, the PSU calculation procedure can be automated, 
which would further reduce the cost of size counting. Since calculating PSU takes less  
time, it can easily be used by small and medium enterprises (SMEs) who may not 
have the time or resources for learning and applying a FSM such as COSMIC. The 
expected advantage of jointly using PSU and COSMIC is the ability to get early 
estimates of the whole project effort with predicted CFP in the feasibility study phase. 
We also expect this would result in a better effort estimation approximation.  
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Fig. 2. The cone of uncertainty [21] 

In what follows, we first provide background on PSU and COSMIC (see sections 2 
and 3). The prediction formula and justification are presented in section 4. The 
approach is illustrated on student projects’ data in section 5. The conclusions and the 
future research are outlined in section 6. 

2   Overview of PSU (Project Size Unit) 

PSU was first launched in 2003 as part of a Sw-CMM [16] level 3 certification 
process in an 80+staff-member organizational unit of a large multinational ICT 
company. One of the first challenges solved by means of the PSU was to accomplish 
those requirements from the Software Project Planning key process area which 
request the estimate efforts and costs (PP, Ac10), taking the overall project scope into 
account (PP, Ac2)1. Since the size calculated with a FSM method should directly refer  
solely to functional effort (and not to the overall project effort that also includes 
implicit and explicit project-level requirements, as well as product-level FUR and 
NFRs), a different process to size a project was put in action. The key idea was to 
move from the project boundary of the planned/executed activities to a scope 
extension that includes both FURs (Functional User Requirements) and NFRs.  

From a Project Management viewpoint it means considering the whole sum of 
activities included in a WBS, trying to estimate the total amount of effort from 
requirements in an early stage. In fact, referring to ISO 9000 [15], the “quality” 
definition includes both explicit and implicit requirements, where activities and 
ensuing effort are generated by both and are therefore estimated and planned within 
the project boundary. 

As Figure 3 shows, the goal of the PSU design was to define a new measure at the 
project level for approximating overall “project size” in the early stages.  
                                                           
1 This also occurs with the newer CMMI-DEV v1.2 [14] model, where the old SPP key process 

area was simply renamed Project Planning (PP). 
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Fig. 3. STAR Taxonomy: measurable entities [13] 

 

Fig. 4. Container (project) and content (product) [9] 

“Project Size” is a term not yet defined in the ISO/IEEE/PMI glossaries. A 
proposal, according to the above premise, is to define it as “the size of a software 
project, derived by quantifying the (implicit/explicit) user requirements referable to 
the scope of the project itself” [9]. This term (and our definition) was proposed for 
inclusion in the next revision of the ISBSG Glossary of Terms [15]. 

Another example from the real world is the one proposed in Figure 4. Looking at a 
glass filled with wine, the size of the content (in this case the amount of wine) is not 
the size of its container (the glass). Applying this image to the entities represented in 
Figure 3, how could the product’s (variable) content size allow for estimation of the 
size of its container (project)? 

Unlike a FSM method, PSU needs an experiential/analogous estimate to produce a 
more refined estimate, compared with the ‘organizational memory’ (Project Historical 
Database - PHD). The PSU-counting is based on the WBS project tasks by three 
types: management (M), quality (Q) and technical (T) tasks. The T-tasks refer to the 
primary processes, while the M/Q-tasks refer to the organizational and support 
processes.  

Each task is characterized by its complexity, which is measured by the effort that 
task requires. The greater the effort required for a task, without any control/milestone 
in the middle, the more complex and consequently, the riskier it is, with higher 
probability to request a re-plan during the project lifetime. So, the tactic during the 
drafting for a WBS is to refine it at the right level trying to minimize high-complexity 
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tasks as much as possible, balancing the distribution of the forecasted effort against 
the several possible views (by SLC phase; by effort type; by task type, etc.). The PSU 
formula can be summarized as follows: 

∑ ∑
= =

=
TQMi

ji
LMHj

weighttaskPSU
,, ,,

*
 

(1) 

where the weights’ ranges can vary according to the organizational style and 
definition for creating projects’ WBS and can be easily derived by regularly applying 
the Pareto Analysis on the Project Historical Database (PHD). For detailed 
procedures, we refer interested readers to the PSU Measurement Manual [3]. By 
taking care of (at least) two main groups of requirements (FURs and NFRs), it is also 
possible to derive the final number of PSU as the sum of the PSUf (calculated from 
the tasks derived by FURs) and PSUnf (calculated from the tasks derived by NFRs). 

A recent case study using 33 projects that were also sized with IFPUG FPA v4.2 
and COSMIC-FFP v2.2 [25] showed a good PSU prediction capability using a 
standard weighting system. The periodical update of the weighting system results in 
obtaining a better fit for newer estimates, moving away from the way estimators 
within the organization previously obtained results and further reducing episodes of 
the ‘cone of uncertainty’ as described above.  

Again, since the input for calculating PSU are the tasks composing the project 
WBS, it is possible, as opposed to the FSM method, to easily automate its calculation 
under any project management software tool [18]2, even on the intensive human-
based activity of elicitation and refinement of FUR. Plenty of project data and 
attributes stored within the software project management tool can be managed with an 
export utility in XML/CVS format in order to facilitate the creation and maintenance 
of the organizational PHD, moving progressively from experience/analogy-based 
estimates towards regression analysis-based ones. 

3   Overview of COSMIC 

The COSMIC measurement method conforms to all ISO requirements (ISO 14143-1 
[20]) for functional size measurement. COSMIC focuses on the “user view” of 
functional requirements, and is applicable throughout the development life cycle, 
from the requirements analysis phase right through to the implementation and 
maintenance phases. 

The process of measuring software functional size using the COSMIC method 
implies that the software functional processes and their triggering events be identified. 
These are available in the analysis phase. In COSMIC, the unit of measurement is the 
data movement, which is a base functional component that moves one or more data 
attributes belonging to a single data group. It is denoted by the symbol CFP (Cosmic 
Function Point). Data movements can be of four types: Entry, Exit, Read or Write. 
The functional process is an elementary component of a set of user requirements 
triggered by one or more triggering events, either directly or indirectly, via an actor.  
                                                           
2 A first implementation under an Open Source Software (OSS) was done with GanttProject 

(www.ganttproject.org) v2.0.3 [26]. 
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In [5] COSMIC is used for sizing NFR stated in verifiable terms. This means that 
NFR are stated in terms of crisp indicators with defined acceptable values; thus, it is 
possible to verify the satisfaction level of those NFR by comparing the acceptable 
values with the actual achieved values.  

4   Predicting CFP with PSU 

Prediction determines the likely future values of product measures based on existing 
measures of the same product. For the purpose of early size prediction we need to 
define a relationship between product size CFP and project size PSU by requirements 
type, that is, FUR and NFR. Such relations will allow for: (1) reducing the size 
measurement effort at this early stage; (2) allowing for accurate size prediction of all 
NFR, including those which are not (yet) stated in measurable terms.   

As stated in section 2, PSU respects the additive property, thus the following 
equation is valid theoretically from the representational theory of measurement point 
of view: PSU=PSUf + PSUnf hence the scale type of the PSU is at the least interval.  

On the other side, the addition of the CFP size values (CFP=CFPf+ CFPnf) is also 
theoretically valid because COSMIC size has a unique unit of measurement, the CFP. 
Thus the COSMIC size measure is at least on the ratio scale. Consequently, the 
admissible transformation between the size units CFP and PSU is of type M’=k*M+b 
(k>0) [10], which justify the following relations:   

1_* bfCFPntPSUDataMovemePSU fSizef +=  (2) 

2_* bnfCFPntPSUDataMovemePSU nfSizefn +=  
(3) 

For further discussion on the scale types and the representational theory of 
measurement, see [10]. 

The CFPf and CFPnf can be predicted in the planning phase of the new project from 
the actual values of PSUf and PSUnf and the DataMovementPSUfSize and 
DataMovementPSUnfSize derived using regression analysis of the PSU and CFP data, 
where DataMovementPSUfSize and DataMovementPSUnfSize serve as adjustment 
factors related to the project size.  

The DataMovementPSUfSize, DataMovementPSUnfSize, b1 and b2 can also be 
derived from the PHD data on CFPf , CFPnf , PSUf and PSUnf  by using Monte Carlo 
simulation [11]. Monte Carlo simulation is a problem-solving technique used to 
approximate the probability of certain outcomes by running multiple trial runs, called 
simulations; using random variables. We chose it for this research, because JPL and 
THAAD [27] recommended its use as a solution to deal with uncertainty in software 
project estimation.  For example, these researchers and the last author [12] have 
deployed it to approach the inherent uncertainty of cost factors. The key advantage of 
Monte Carlo simulation is that - by collecting samples of the output variables for each 
run, it helps the estimation analysts produce an overall picture of the combined effect 
of different input variables’ distribution on the output of a model.  

To deploy the Monte Carlo simulation in our solution proposal, we first have to 
ascribe a particular distribution type to the input variables in the model (that is, to 
CFPf, CFPnf, PSUf and PSUnf). When we run the model, the distribution attached to 
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each input variable will be randomly sampled and the result entered into the model. 
Repeatedly running the model many times (for example 10 000 times) and collecting 
samples of the output variables for each run will produce an overall picture of the 
combined effect of different input variables’ distribution on the output of the model. 
The results of the simulation are in the form of a histogram showing the likelihood of 
obtaining certain output values for the set of input variables and attached distribution 
definitions.  

While our solution proposal is common sense and sounds intuitive, our results of 
its use are theoretical and require empirical validation. The proposed method for 
predicting the product (FUR and NFR) size measured in COSMIC [2] [3] functional 
size units from the PSU data is illustrated on five student web application 
development projects. 

5   Illustration 

The approach described in this paper is illustrated on project data collected on a one-
term software project given to five teams formed by third-year undergraduate students 
in the software engineering program at Concordia University.  Each team was given 
the same problem statement describing an online exam management system that can 
be used by instructors, students, coordinators, markers, and administrators.  Among 
other services, this software allows i) instructors to manage the question pool, the 
grades, and conduct exams, ii) students to write real and practice exams, view marks, 
and register for an exam, iii)  markers to grade specific sections of an exam, and iv) 
administrators to manage courses and user accounts.  

In the initial planning activity step the students were asked to estimate the effort for 
each task entry in their WBS charts and later record the corresponding actual effort. 
The above data collected by the students served as an input to the PSUf and PSUnf  
calculation process,  where each task was classified as M/Q/T and assigned the 
corresponding complexity based on the task’s effort estimation and risk assessment 
and using  4-level complexity schema (H/MH/ML/L). 

PHD data collection. The initial start-up hypothesis of the PSU calculation process 
assumed the weights of the tasks by experience, before evaluating the projects' WBS 
structure. The low correlation with PSUf showed that such weighting assignment is 
unreliable for planning purposes. The weights were recalculated to incorporate the 
teams’ WBS structures and the complexity distribution under the representational 
constraint weight(L)<weight(ML)<weight(MH)<weight(H). The weights adjustment 
resulted in a strong statistical relationship (R2=0.69) between the PSUf,  PSUnf  and 
the tasks evaluation which proved the formula adequate for planning purposes.  
Additional analysis was carried out with a feasible subdivision into 5 effort ranges for 
classifying complexity, instead of the previously considered 4-level weighting system 
(H/MH/ML/L), but verification of the estimation validity of such a model was slightly 
lower than using 4 levels (with the same data). As a result, it was concluded that i) the 
4-level weighting system is statistically more appropriate for planning purposes in this 
project, and ii) such a system and the PSU data could be used for comparison with  
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Table 1. Summary of the Student Project Historical Data 

 
Groups PSUtotal PSUnf PSUf CFPtotal CFPnf CFPf 

 
A 102 60 42 68 15 53 
B 77 43 34 131 32 99 
C 28 21 7 114 29 85 
D 40 25 15 184 22 162 
E 97 56 41 147 32 115 

COSMIC data as explained in the rest of this section. The size of the FURs developed 
by each team was measured using the COSMIC method as CFPf. The size CFPnf of 
NFR where calculated as described in [6]. Table 1 presents the summary of the PSU 
and CFP calculations.  

Regression analysis results. Formulas (4) and (5) calculated on the project historical 
data for the 5 projects listed in Table 1 describe the statistical dependencies between 
the pairs CFPf, PSUf  and CFPnf , PSUnf : 

43*148.0 +−= fCFPPSU f  (4)

28.53*47.0 +−= nfCFPPSU fn  (5)

6   Conclusions and Prospects 

This paper aims to resolve one of the major issues, namely the challenge of predicting 
CFP of FUR and (more importantly) NFR moving from project scope knowledge 
captured in PSU estimates. A significant outcome is that the FUR and NFR functional 
size can be predicted from the PSU earlier in software planning, which will help 
managers in realistically scheduling project milestones. Moreover, the productivity 
analysis can be performed precisely from the predicted CFP size and the estimated 
effort. Other advantages of using PSU in this research are: 

o general-purpose; PSU can be used on all kinds of projects (i.e. service, 
building, performing arts...). 

o can be automated under various project management tools, also integrating 
other useful project information for an XML export easily creating the 
organizational PHD [18], since the measurable entities are tasks. 

In future, we plan to investigate its applicability in real-life project settings. We are 
also aware of related validity concerns [10] and plan a series of case studies to test our 
approach, to properly evaluate its validity and to come up with an improved version 
of it.  
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